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Abstract

Graphite is a key component in many of the UK’s civil nuclear reac-
tors whose lifetime is heavily dependent on the physical and chem-
ical performance of the graphite. Exposure to neutron radiation at
high temperatures (~350°C) induces complex structural changes over
many length scales. This thesis focuses on the nanoscale, an area

where a lack of understanding leaves a variety of contentious issues.

Transmission electron microscopy (TEM), electron diffraction, and
electron energy loss spectroscopy (EELS) were the three main experi-
mental techniques used to study a range of virgin, electron irradiated,
and neutron irradiated graphites. Information gained from energy
filtered TEM, X-ray diffraction, and Raman was also used to com-
plement these techniques. In situ electron irradiation experiments
were conducted at a range of temperatures to better understand the

collective effect of thermal annealing and radiation damage.

TEM lattice images were quantified using software provided by the
PyroMaN research group to extract information about fringe length
and tortuosity as a function of radiation damage. A 3D atomistic
modelling technique was also applied to micrographs to produce 3D
models of electron irradiated graphite. Electron irradiation resulted
in the breaking and bending of basal planes and the fragmentation of
crystallites. Analysis of electron diffraction patterns showed a ~10%
increase in d-spacing and polycrystallisation following electron irradi-

ation.

Low and core loss EEL spectra were collected during in situ electron

irradiation which were fitted to extract information about specimen



density, planar and non-planar sp? content, and bond length. Irra-
diated specimens exhibited a reduced planar sp? content which was
thought to be attributed to the introduction of non-hexagonal rings
and inter-planar defects. The reduction in planar sp? bonded carbon
was replaced by non-planar sp? bonded carbon. Bond lengths were
also seen to increase due to an increase in peripheral dangling bonds

at crystallite boundaries.

This quantitative analysis methodology was then applied to neutron
irradiated specimens to analyse the bulk material and also material
found within microcracks, the latter which could have a significant

effect on irradiation-induced dimensional change.
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Chapter 1

Introduction

1.1 Why nuclear graphite

The UK has been harnessing electrical power from nuclear fission for nearly 60
years. The 16 reactors which are currently in operation produce up to 9.4 GW of
electricity, contributing to approximately 18% of the UK’s electricity mix. These
reactors are nearing the end of their lifetime, and by 2023 it is expected that
all but two (Sizewell B and Dungeness B) of the reactors will be closed. A new
fleet of fission reactors are currently being built which are expected to contribute
16 GW of electricity by 2030. There are concerns surrounding the predicted
‘energy gap’ the UK might face later this decade where the closure of old reactors
and opening of new reactors is not balanced. To address this problem, the UK
nuclear industry is looking into extending the lifetime of current reactors, with
public safety at the forefront of its concerns.

To extend the lifetime of a nuclear reactor, firstly the components must be
considered. The four basic components of a nuclear reactor are: fuel rods or
pellets for fission energy, control rods to regulate the fission reaction, a moderator
material to limit the energies of fission neutrons, and a coolant to extract heat
from the core and deliver it to the turbines for electricity production. There are
two ways to sustain a nuclear fission chain reaction for continuous and controlled
power output from a nuclear reactor: using a neutron moderator to slow the
high energy fission neutrons (0.1 MeV to tens of MeV) to the thermal energy
range (0.001 eV - 1.0 eV) so they are more likely to be captured by fissionable

uranium-235, or by enriching fuel so there is a higher-than-natural proportion of



1.1 Why nuclear graphite

uranium-235 relative to uranium-238 (Haag, 2005; Lewis, 2008). The amount of
uranium-235 found in mined natural uranium is 0.7% which can be enriched to
around 4-5% for power reactors and 20% for research reactors.

When a fast neutron collides with a nucleus in the moderator, following fission,
some of its energy is transferred. After several collisions, enough energy has been
transferred to slow the neutron to the thermal energy range. In order to slow
down fast neutrons in as few collisions as possible, the moderator material must
have a suitably low thermal neutron absorption cross section and a high scattering
cross section (Baker, 1970; Lamarsh & Baratta, 2001; Lewis, 2008). This is best
achieved with materials of low atomic weight such as carbon, in the form of
graphite, or water, both H,O and DO (Lewis, 2008). Although graphite has
poorer moderating properties than D50, it is physically and chemically stable (the
most stable of the eight allotropes of carbon under standard conditions) and so
remains solid up to very high temperatures which is structurally beneficial. Other
favourable properties include: a low thermal neutron absorption cross section, a
high scattering cross section, high thermal conductivity, a low thermal expansion
cocfficient, and resistivity to thermal shock. By slowing down the encrgies of fast
neutrons with a moderator there is no need for high levels of fuel enrichment
which can be be a lengthy and expensive process.

Over 80% of the UK’s current nuclear reactors are graphite-moderated, of
which there are two main designs: the Advanced Gas Cooled Reactor (AGR)
and the Magnox reactor (DECC, 2014). In addition to moderating the energies
of neutrons in the fission process, the graphite core provides structural support,
accommodates the fuel and control rods, and allows for coolant flow (figure 1.1).
The graphite blocks are subject to high levels of neutron irradiation resulting
in chemical and physical property changes, which in turn affect neighbouring
reactor components; one of the main concerns being that dimensional change of
the graphite might hinder the insertion of control rods which would affect the safe
running of the reactor. The lifetime of such reactors is therefore primarily limited
by the performance of the irreplaceable graphite within the working reactor, so
an accurate measure of its condition is essential for economic success and plant
safety. To apply for life extension, the owners of the reactors are required by the

Office for Nuclear Regulation to conduct 10-year safety reviews. EdF owns 14 of
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Figure 1.1: Schematic of a typical advanced gas-cooled graphite-moderated nuclear
reactor (World Nuclear Association, 2015).

the UK’s 16 reactors and has successfully extended the lifetime of many of their

plants, averaging 7 years of extra operation per reactor.

1.2 Manufacturing of nuclear graphite

It is largely the manufacturing process which determines the properties of nuclear
grade graphite; thus each batch can be designed for specific needs (Baker, 1970).
Nuclear graphite is a synthetic material produced from pitch and petroleum
coke particles, with a high degree of crystallinity following thermal treatment
at high temperatures over a number of stages (figure 1.2) (Nightingale, 1962).
The first stage involves the removal of volatile hydro-carbons by calcination of
raw petroleum coke at temperatures around 1000°C to 1300°C. The coke-based
filler is then milled to produce particles (of several hundred pm in diameter) and
filler flour (of tens of um in diameter) (Baker, 1970). Coal tar pitch, also known

as binder, is added and the mixture, cooled, and undergoes extrusion. During this
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extrusion process, the filler particles become aligned according to the direction of
extrusion, where the long dimension of the particles are aligned with the direction
of extrusion. The extruded material is then subject to graphitizing temperatures
of around 3000°C in order to achieve polycrystallinity through crystal growth,

diffusion, and anncaling. The concentration of impuritics is reduced at these

Raw Petroleum Coke
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Calcined Coke

Milled and Sized

Extrusion 0dl Flour Particles Pitch

q> Extruded or Molded

Green Article

Baked 1o 800 C
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Graphitized to~3000 C

Nuciear Graphite

Figure 1.2: Flow diagram illustrating each stage and the materials involved in the

nuclear graphite manufacturing process (Baker, 1970).
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high temperatures. Impurities commonly found in nuclear graphite (e.g. H, B,
N, CI, Ti, V, Gd) can hinder moderating performance due to their high neutron
absorption cross sections; however small percentages of certain impurities, such
as boron, enable graphite to be used as both a moderator and neutron absorber
for the shielding component of a nuclear reactor (Baker, 1970). The combination
of raw material variability and variability within each manufacturing stage results
in a wide variety of nuclear graphite grades and quality (Haag, 2005).

Despite these variations, all nuclear graphite finished products exhibit similar
features: a majority of filler particles, a minority of binder phase, and also voids.
Voids arise during multiple stages in the manufacturing process and continue to
change during reactor operation due to temperature and neutron flux gradients,
the anisotropy of the coefficient of thermal expansion (CTE) of graphite, internal
stresses beyond the elastic limit of graphite crystals, as well as radiolytic oxida-
tion. Both the filler and binder phases have potentially inter- and intra- structural
porosity ranging from Mrozowski cracks in and between crystallites (50 nm - 10
p#m) to micro- and macro-pores around domains and particles (figure 1.3) (Wen

et al., 2008).

Domam of aligned
crystallites (L~100;
L.~50nm) within a
filler particle

Longitudinal porosity
within filler particles ]
3 " : i L o -

Ipm

Binder phase

Figure 1.3: (a) Polarised light micrograph of pile grade A (PGA) nuclear graphite
showing the main constitutive elements, with the outlined area in red corresponding
to (b), a schematic of short range features within the filler particle (outlined in

green) and binder phase (outlined in blue).
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1.3 Research questions and approach

For over 70 years, a considerable body of evidence has been assembled to under-
stand the behaviour of irradiated graphite (Bollmann & Hennig, 1964; Hennig,
1962; Mrozowski, 1954; Nightingale, 1962; Reynolds, W.N.; Thrower, 1963). The
effects of radiation damage on the bulk have been thoroughly investigated and
theoretical models based on empirical evidence of induced structural changes
have been derived (Delannay et al., 2014; Heggie et al., 2011). Although this has
allowed property changes in the irradiated bulk to be partly understood and ac-
counted for in current and future graphite moderated reactor designs, the precise
mechanisms of such processes at the nanoscale still remain uncertain. Revisiting
the structure of nuclear graphite following irradiation is timely as there has been
a considerable progress in the identification of new forms of carbon allotropes
and graphite-based nanostructures such as fullerenes (Cgg, C7o, and carbon nan-
otubes) and graphene (Boehm, 1997; Geim, 2015; Monthioux & Kuznetsov, 2006).
The increased understanding of the graphitization process is also of interest as it
is a critical stage in the manufacturing process and, in terms of structural change,
is effectively the opposite of irradiation damage (Harris, 1997, 2012; Telling et al.,
2003).

There are four key research questions for this thesis:

1. How does (electron and neutron) radiation affect graphite at the nanoscale,
what role does flux and temperature play, and how can theoretical calcula-
tions be used to better understand these phenomena?

2. What is the best way to measure these changes?

3. Is it possible to simulate a reactor environment using electrons?

4. Does the material behave uniformly; are there structural differences be-
tween the behaviour of material in the bulk, within cracks, and at grain

boundaries?

I have attempted to address these research questions by thoroughly review-
ing the existing literature and performing a series of experiments using largely

tranmission electron microscopy (TEM) and electron energy loss spectroscopy
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(EELS) to resolve gaps in understanding. A variety of virgin and neutron/electron
irradiated nuclear graphites were studied by TEM and EELS. Collaboration
with the PyroMaN research group at the University of Bordeaux and Frederik
Hage at SuperSTEM laboratory led to the development of a methodology for
(nano)structural analysis of irradiated graphites. The TEM reactor environment
simulation required several in situ experiments exposing specimens to varying
operating voltages, electron fluxes, and temperatures. In addition, these exper-
iments provided a controlled environment for the development of imaging and
spectral analysis techniques. Analysis of the material within different areas of an
irradiated sample was performed using the collected knowledge from the afore-
mentioned research. This provided particularly novel results with full character-
ization of the material within and surrounding a crack within neutron-irradiated
graphite.

This thesis will begin by providing background information regarding the
structure of graphite over several length scales and discussing a variety of physi-
cal and chemical property changes resulting from radiation exposure. The litera-
ture review will then give an overview of the current understanding of radiation
damage in nuclear graphite, with particular focus on the properties measured
and experimental techniques used in this thesis. The theory, advantages and
limitations of the chosen techniques will be discussed in chapter 4 along with a
discussion of the various analysis methods. These chapters will provide the reader
with the required information to then appreciate the relevance and rigour of the
results chapters (chapters 5 to 9). Finally the outcomes of all the results chapters

will be discussed and future research areas will be proposed.



Chapter 2

Background

There are two main processes which affect the material properties of nuclear
graphite during reactor operation: neutron irradiation and radiolytic oxidation.
The extent of damage will depend on the received radiation dose and the tem-
perature at which the reactor is operated. Of the material properties discussed,
strength, Young’s modulus, and thermal conductivity are affected by both pro-
cesses. In this thesis, only the former damaging process (irradiation) will be
investigated. This section begins by introducing graphite and discussing the ef-
fects of radiation damage, then outlines the bulk material properties of different
graphite types: single and poly-crystalline graphite, virgin nuclear graphite, and
irradiated nuclear graphite. This will enable the reader to appreciate the effect

of irradiation damage in nuclear graphite over a range of length scales.

2.1 Introduction to graphite

Graphite has a unique layered structure in which the carbon atoms in each plane
are arranged in a regular hexagonal crystal lattice as illustrated in figure 2.1. A
single lattice layer, also referred to as a basal plane, is called graphene.

Lattices can be characterised by their symmetrical properties; a unit cell is
the simplest form of this symmetry and by being translated and repeated in
three dimensions will form the crystal structure. The alternate layering of planes
is described as AB, the interlayer spacing is 0.34 nm. The in-plane hexagonal

atomic arrangement has a C-C bond length of 0.14 nm.
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Figure 2.1: Layered structure of graphite from two view points and its unit cell.

Bonding

The atomic covalent bonding within the crystal lattice of graphite is strong, how-
ever the van der Waals force between layers is weak making graphite anisotropic
in behaviour (Ohr et al., 1972; Telling et al., 2003). This means the material is
naturally lubricating and the planes can easily slide over one another.

Each carbon atom has four unpaired electrons which can bond to neighbour-
ing carbon atoms (figure 2.2). Three of these electrons will covalently bond to
neighbouring carbon atoms within the crystal lattice. These are known as sp?
bonds and are trigonal planar (i.e. they lie in a plane at 120° to one another).
Two neighbouring in-plane carbon atoms with overlapping sp? bonds will form
a covalent chemical ¢ bond. The fourth unpaired electron of the carbon atom
forms a delocalised 7 bond across the planar sheets (figure 2.2). Two neighbour-
ing in-plane carbon atoms with overlapping delocalised electron orbitals will form
a covalent chemical = bond. It is this fourth unpaired electron which results in
weak inter-planar bonding, self-lubrication, and electrical conductivity.

The electrons within the a—b crystal plane are fairly mobile, however mobility
between planes along c¢ is low. Graphite therefore has metallic properties (i.e.
good electrical and thermal conductance) in the a — b plane and non-metallic
in the ¢ plane (Baker, 1970). Graphite is also insoluble in water as the forces

between water and graphite are always less than the strong covalent bonds within
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Figure 2.2: Schematic of the hybridization of carbon atoms to form ¢ and = bonds.

the crystal lattice (Nightingale, 1962). During exposure to radiation, the re-
arrangement of the atomic structure will affect this bonding system. The various
techniques used to detect such changes will be further discussed in the literature

review.

2.1.1 Radiation damage to the nanostructure

During reactor operation, the graphite structure is bombarded with high energy
neutrons of several MeV. When a neutron collides with a carbon atom momentum
and energy transfer, AF, occurs, the level of which depends upon the mass ratio
between the target atom and the incident particle. The atomic displacement rate,
measured in displacements per atom (dpa), is dependent on the energy of this
incident particle, F;. For neutrons, equation 2.1 suggests that in an elastic head
on collision with a carbon atom (i.e. collision angle is 0°), where A = 12, the
transfer of energy from the neutron to the carbon atom is 0.28E; (Haag, 2005).
4A
AFE = mEZ (2.1)
It is generally understood that cascades of atomic displacements are the most
common route for large scale structural disturbances. Models have been devel-
oped to calculate the number of atoms involved in cascade events resulting from
different incident neutron energies (Christie et al., 2015; Nordlund et al., 1996;
Smith, 1990). The first displaced atom is referred to as the primary knock on
atom (PKA) which travels through the lattice and, if the energy is high enough

10
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(Equation 2.1), it can displace further atoms. These then behave as secondary
knock on atoms (SKA) and continue to cause atomic displacements until the

energy has been dissipated throughout the structure (figure 2.3).

The incoming high energy (E;)  The energy transferred to the carbon = The atoms which experience

neutron ® collides with a catbon  atom makes it mobile inducing sufficient energy transfer from the

atom @ transferring AE (0.28 E,) collisions with neighbouring atoms.  PKA to become mobile behave as

energy. This atom 1s referred to as the secondary knock on atoms @ © @
‘primary knock on atom’, PKA. @ (SKA) and continue to collide with
It will transfer energy to the other neighbouring atoms.

atoms with which it collides.
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Figure 2.3: Illustration of the effect of a high energy neutron on the atomic lattice.

It is important to note the decrease in energy with collisions. From equation
2.1 above, the transfer of energy of the neutron following the first collision will
be 0.28 of the first collision’s energy, which is only 0.08 of the original neutron
energy. These low energies make it uncommon to have a large series of knock on
atoms; however the original collision can displace a large number of atoms alone.
Graphite bombarded by high energy neutrons has a dpa of several thousand
(Haag, 2005). In some cases, where the target lattice is already unstable, the
collision cascade can induce a shock wave whereby distant material is damaged
(Krasheninnikov & Nordlund, 2010).

Simulation of neutron radiation in a TEM

To imitate safely the behaviour of neutron radiation damage in the laboratory,
ion or electron radiation can be used. It is therefore essential to be aware of the
differences and similarities between ion, electron, and neutron irradiation and

take these into account when analysing results. Although the ion/electron will
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be rapidly neutralised by capturing electrons from the carbon atoms, they will
continue to be described as an ion for the sake of particle differentiation.

When comparing electron to neutron radiation, the mass difference should
be considered; the mass of a neutron is around 2000 more than an electron,
which explains why the energy transfer from neutrons is much more than from
electrons. According to calculations by Thrower & Mayer (1978) a 1 MeV neutron
and electron produce an average of 500 and 1.6 atomic displacements respectively.

Electron excitation can also cause radiation damage to a material. The total
stopping power of the incident particle can be described as the sum of the nuclear
stopping power and the electron stopping power (Krasheninnikov & Nordlund,
2010). The nuclear stopping power accounts for the elastic collision between the
incident particle and the carbon atom and the electron stopping power involves
the slowing down of the incident particle due to collisions between the incident
particle and the bound electrons in the carbon atom. As the latter collision is
inelastic it is possible for the electrons in either the carbon atom or the incident
particle to become excited. This can only occur with charged particles thus is not
present in nuclear reactors where neutrons are the incident particle. The main
factor influencing the level of damage from electron stopping is the electronic
structure of the target. In graphite the excitation of delocalised electrons reduces
the conversion of excitation energy to thermal energy thus reducing the level
of kinetic energy of the carbon atoms. In such systems, nuclear stopping is
dominant.

Higher TEM electron energies allow for thicker specimen examination and
simulated radiation damage but increase the risk of unwanted specimen damage
during the examination of neutron irradiated specimens. On using TEM to ob-
serve atomic defects in neutron irradiated graphite it is important to ensure the
atomic displacement threshold energy is not exceeded as this would further dis-
tort the lattice structure giving misleading results. The displacement threshold
energy is the minimum amount of energy required by the incident particle to
displace at least one atom to an interstitial position or for it to completely leave
the system (Krasheninnikov & Nordlund, 2010). If the damage threshold, Epr,
for a material is known, equation 2.2 can be used to calculate an appropriate,

non-damaging, TEM accelerating voltage.
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dm,

EDT = ETEM (22)

mgo

where Erg)y is the energy of the electron beam, and m, and m¢ are the masses
of the electron and carbon atom respectively (Krasheninnikov & Nordlund, 2010).
Only a fraction of the electron beam energy is transferred to the carbon atom
(4m./mc = 1.8 x 107%), a figure significantly lower than the 0.28 transferred due
to neutron bombardment (as established in equation 2.1). If the damage threshold
energy for carbon atoms in graphite is taken to be 15 eV (Krasheninnikov &
Nordlund, 2010), the TEM operating voltage should therefore be lower than 82
kV to prevent sample damage in neutron irradiated samples (Banhart et al., 2011;
Krasheninnikov & Nordlund, 2010).

When imitating neutron radiation damage with a field electron gun in a TEM,
it is also important to account for the higher electron dose rate of electrons to
neutrons in a nuclear reactor (by about 10?) and the reduced cascade damage from
electrons due to their lower mass (El-Barbary et al., 2006). Electron irradiation
results in point defect damage whereas the higher mass of neutron irradiation
causes cascade damage. The wide spacing of graphite’s lattice planes results in
low density collision cascades and the low neutron doses (107 dpa s™') and high
temperatures (450°C) in a nuclear reactor allows cascade damage to partly anneal
between cascade events (Karthik et al., 2011). The net effect of this is point defect
damage in neutron irradiated nuclear graphite which is comparable to relatively
high dose (107* to 1073 dpa s™') electron beam induced damage (Karthik et al.,
2011; Koike & Pedraza, 1992).

2.1.2 Point defects and dislocations

Atoms within the crystal structure have well defined crystallographic positions
however during exposure to radiation these may alter. Point defects are con-
cerned with single atomic sites and defects involving larger numbers of atoms
are usually described as line defects (dislocations) or plane defects (grain bound-
aries/stacking faults). Many defects occur and/or anneal over extremely short
timescales (picoseconds), but those which do not can migrate to form larger line

or plane defects (Krasheninnikov & Nordlund, 2010). Understanding radiation
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induced changes in atomic structure and bonding is important for the interpre-

tation of EEL spectra and TEM lattice images.

Point defects

During neutron irradiation in the graphite core, relatively high energy neutrons
collide with carbon atoms which can be displaced from their lattice positions.
This phenomenon is referred to as the Wigner effect and results in a vacancy and
interstitial pair (Frenkel pair). Although the atomic structure has changed, the
density of the system does not as both volume and mass are conserved.

An interstitial atom is one which has been knocked out of its perfect lattice
point and relocates to a non-atomic lattice point outside of the basal plane. Inter-
stitials do not occur within the hexagonal lattice as the energy required to do so
is considerably higher than an inter-planar location and would cause intense lo-
calised strain (Banhart, 1999). Locating between planes is therefore energetically
favoured. The interstitial formation energy, Ey;, has been thoroughly investi-
gated both theoretically and experimentally however the values in both cases
vary somewhat. Formation energies can be difficult to accurately calculate due
to the energy of the defect super cell being of the order 103 times higher than
the formation energy. Thus the super cell energy must be accurate to about five
significant figures (Li et al., 2005).

There are two contradicting models to describe the behaviour of the atomic
structure when the interstitial moves in between lattice layers. The Kelly and
Latham models differ with respect to dimensional change and atomic bonding
(Kelly, 1971; Latham et al., 2008). However, it is generally agreed that single
or multi-interstitials can be integrated with an extra plane leading to a localised
curvature of existing planes (Banhart et al., 2011).

In 1971, Kelly derived a model to investigate the interaction between inter-
stitials and their neighbouring planes. The findings of the model were compared
to experimental data and it was concluded that inter-planar interstitials did not
form covalent bonds with the neighbouring basal planes. When concentrating on
the dimensional changes in graphite following neutron irradiation, Kelly proposed

two kinds of interstitial behaviour: interstitial cluster growth by capturing single
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Figure 2.4: Kelly model (Kelly, 1971).

interstitials; and interstitial cluster growth to a stable size of 4 + 2 atoms wide
(which is regularly broken up by radiation to maintain such a size). At small
doses where the stable clusters are not regularly broken up, the interstitials form
small linear groups between the defect planes as illustrated in figure 2.4. Accord-
ing to Kelly’s experimental results, highly ordered pyrolytic graphite expanded
in the ¢ direction at relatively low neutron doses of 5 — 10 x 10?° neutrons
cm 2 (0.6 — 1.2 dpa) and contracted in the a direction at temperatures between
150°C and 700°C. The c¢ direction expansion agrees with the loops of intersti-
tials accumulating between basal planes. The a plane contraction is accounted
for by the migration of vacancies to crystal boundaries at temperatures above
which vacancies become mobile. Experimental results also revealed a constant
change in total volume. Kelly’s explanation for such behaviour was based upon
the combination of interstitial loop growth and vacancy cluster collapse parallel
to the basal planes. This proposal showed a quite good agreement with exper-
imental data (Kelly, 1981). These complex dimensional changes are thought to
be reversed by thermal annealing but will be exaggerated under further radiation
(Metcalfe & Payne, 2008).

In recent years, a new model has been developed based on the inter-planar

interstitial forming covalent bonds with its neighbouring planes to cause defor-
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Figure 2.5: (Left to right) Schematic of the grafted (G), spiro (S), y-lid (Y),
migrated-spiro (S’), and dumbbell (D) interstitial arrangements. Adapted from
(Gulans et al., 2011; Ma, 2007; Telling et al., 2003).

mation in the opposite direction. It has been proposed by Latham et al. (2008);
Telling et al. (2003); Teobaldi et al. (2010) that there are four arrangements
which the extra atom can take: grafted; spiro; dumbbell; and y-lid saddle point
with a stability dependent on their formation energy. The most basic arrange-
ment is the grafted-interstitial (figure 2.5G) which bonds with two atoms in one
of the neighbouring planes to form a triangle like shape. An interstitial which
forms bonds with four atoms, (two atoms in the layers both above and below)
is referred to as a spiro-interstitial (figure 2.5S). This has been found to be the
most stable interstitial configuration (Gulans et al., 2011; Li et al., 2005; Ma,
2007; Teobaldi et al., 2010). A slight alteration to the grafted-interstitial is the
dumbbell-interstitial (figure 2.5D) whereby the orientation of the triangle tilts to
allow an extra bond to be formed between the interstitial and another atom in
the same plane. It is the least stable of all the interstitials (Gulans et al., 2011;
Teobaldi et al., 2010). Note the position of the interstitial atoms with respect
to its neighbouring planes; none of the interstitial positions match up to either
the A or B layers, thus introducing a new layer positioning; C. The theoretical
formation energies vary between each interstitial configuration and are dependent
on the exact method of calculation but are generally between 5.5 eV and 7.5 eV
(Gulans et al., 2011; Latham et al., 2008; Li et al., 2005; Ma, 2007; Teobaldi et al.,
2010).

When the system experiences basal sheer the spiro-interstitial becomes mobile,
and can traverse through the lattice structure in the a direction by breaking and
reforming bonds. The new position of the spiro is noted S’ and is made possible

by the y-lid (figure 2.5Y) bonding arrangement. The energy threshold at which
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the spiro-interstitial can migrate is yet to be fully understood as the migration
route and end position can vary. Several calculated figures have been proposed
for all possible migration routes ranging from 0.1 eV to 2.12 eV (Gulans et al.,
2011; Ma, 2007; Mitchell & Taylor, 1965; Telling et al., 2003; Thrower & Mayer,
1978; Zhang et al., 2010). An increased number of bonds will induce localised
basal plane curvature as illustrated in figure 2.6 (Li et al., 2005).

Figure 2.6: Latham model

Latham et al. (2008) proposed that the initial migration of single intersti-
tials leads to the formation of strongly bound di-interstitials which are essentially
immobile up to very high temperatures and result in dimensional change incon-
sistent with the measured values (Banhart et al., 2011; Latham et al., 2008).
This theory contradicts the behaviour of interstitials in the Wigner effect where
the accumulation of interstitials leads to areas of high energy density (Mitchell
& Taylor, 1965). There are multiple types of di-interstitial configurations, each
having a slightly different binding energy. ranging from 1.3 eV for the double split
interstitial defect and 2.78 eV for the grafted interlayer bridge defect (Latham
et al., 2008).

Vacancies are formed due to an atom moving from its lattice point, resulting in
an empty lattice point. The rate of migration of a vacancy increases exponentially
with temperature (Hull & Bacon, 2011). On the formation of a single vacancy
(SV), three bonds are left without a carbon atom; these bonds undergo a process
known as Jahn-Teller distortion which involves the saturation of two of the three
missing bonds leaving the final one to attach to its nearest neighbour resulting
in a pentagon and a nonagon as illustrated in figure 2.7.

The strength of the crystal structure prevents the surrounding atoms totally
collapsing into the vacancy site however a certain degree of ‘relaxation’ is experi-

enced (Hull & Bacon, 2011), the extent of which depends on the atomic spacing
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Figure 2.7: Relaxation of atoms around a SV (5-9)

within the lattice and the size of the atoms in the system. The process of re-
laxation has been found to reduce the formation energy thus increasing stability:
“This (5-9) configuration has a relatively high formation energy due to the in-
creased local density of states at the Fermi energy which is spatially localized on
the dangling bonds” (Banhart et al., 2011).

Di-vacancies (DV) occur when either two vacancies migrate together or when
two neighbouring atoms are removed at the same time. The four dangling bonds
join to form two new bouds. DV structures (as illustrated in figure 2.8(a)) have
been seen in graphene (Banhart et al., 2011; Gass et al., 2008). This structure
relaxes from four hexagons in perfect graphite to two pentagons and an octagon,
and is referred to as the DV (5-8-5), illustrated in figure 2.8(c). The formation
energy of a di-vacancy is comparable to that of the single vacancy defect however
as there are two missing atoms in the di-vacancy configuration; the energy per
missing atom is lower, making it more thermodynamically stable. This results in
the di-vacancy having a higher migration energy than the single vacancy (Banhart
et al., 2011).

The stability of an interlayer di-vacancy means that it can stimulate vacancy
aggregation, extending the interlayer defect by an increase in interlayer bonding
from dangling bonds. This gradual extension results in a structure whereby two
neighbouring planes are linked by a continuous plane (figure 2.9). Trevethan
et al. (2013) demonstrated that extended interlayer defects can occur in graphite
via aggregation of vacancy point defects and are stable to high temperatures
(>1000°C).

18



2.1 Introduction to graphite

(b) (©

Figure 2.8: (a) HRTEM image showing a DV in graphene (Gass et al., 2008).
(b) Schematic of the DV. (c) Relaxation of atoms around a DV to produce a DV
(5-8-5).

Figure 2.9: Schematic (left) and example of the atomic arrangement (right) of an

extended inter-planar defect in graphite (Trevethan et al., 2013).

To conserve charge within the lattice, vacancies must be with an interstitial
(Frenkel pair). The combination of mobile interstitials and vacancies results in
significant multi-dimensional changes for polycrystalline graphite. For crystalline
materials such as HOPG there is expansion in the ¢ direction, due to new lattice
planes forming from interstitial clusters, and contraction in the a direction, due
to vacancies migrating to grain boundaries (Haag, 2005; Karthik et al., 2011).
However slow moving interstitials and vacancies are more likely to recombine
as a Frenkel pair and annihilate. Large crystal sizes are thus less likely to ex-
perience permanent radiation damage explaining the need for high temperature
graphitization during nuclear graphite manufacture (Haag, 2005). A Stone-Wales
(SW) defect involves the movement of atoms within the lattice to form pentagons,
hexagons, heptagons and/or octagons. No atoms are gained or lost, but bonds

are broken and reformed.
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2.1 Introduction to graphite

Line defects

Understanding the behaviour of point defects provides the building blocks for
understanding larger dislocation structures. As interstitials and vacancies migrate
they coalesce, bind together, and lower their energy becoming less mobile. The
behaviour of such clusters has been investigated since the mid-1960s by Reynolds
and Thrower (1965) and is still of great interest today (Banhart et al., 2011;
Krasheninnikov & Nordlund, 2010). Clusters of interstitals can vary in size from
di-interstitals involving only two defect atoms to multiple interstital clusters of a
few nanometers in width (Telling et al., 2003). Larger clusters of interstitials are
refered to as dislocations and are generally associated with linear lattice faults.

The main types are edge, screw, and dislocation loops.
Edge (basal) dislocation

The shear stress on the graphite core can result in lattice dislocations. For
a finite number of notional planes, shear stress can result in lattices splitting
causing an edge, or basal, dislocation.

For the infinite case, as assumed in graphite, a half planc may become sta-
tionary between full planes with a different layering position, C. The base of the
half lattice is noted as L (figure 2.10). Theoretical work of Ewels et al. (2003)
has proposed that the bridging defects illustrated in figure 2.5 are likely to be
associated with the creation of an edge dislocation due to the spontaneous shear
force generated (Ewels et al., 2003; Latham et al., 2008). Understanding the
movement of such dislocations is essential for predicting the structural behaviour
of the material over time. The movement of planar dislocations through a struc-
ture is referred to as glide which is best described pictorially in figure 2.11. As
the extra half plane of atoms moves, bonds are constantly broken and reformed.

Dislocation glide allows for a reasonable level of plasticity within the structure.
Screw dislocation

In a screw dislocation, the movement of the defect is perpendicular to the
direction of applied shear stress. The result is a break in the structure where the

planes experiencing the shear stress move away from one another as illustrated in
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Figure 2.11: Dislocation glide

figure 2.12. The spiralling movement of this dislocation means that it is sometimes
referred to as a helix. Eventually a helical path will appear (Hull & Bacon, 2011).
The net plastic deformation of the edge and screw dislocation is in fact the same
even though the edge dislocation moves parallel to the direction of shear stress
and the shear dislocation moves perpendicular. As these dislocations progress and
interact they begin to hinder the movement of neighbouring dislocations which
results in increased levels of embrittlement (Crouse, 2011; Wirth, 2007).

Dislocation loops

There are two types of dislocation loops: those formed by vacancies and those
by interstitials. When vacancies accumulate and collapse under stress they form
vacancy loops, resulting in a direction contraction. Interstitial loops form be-
tween basal planes and result in ¢ direction expansion. Dislocation loops are
mobile along the grain boundaries and can change size with the absorption and

emission of defects. Large prismatic dislocation loops impede dislocation glide,
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il

hear stress

Figure 2.12: Screw dislocation (Crouse, 2011)

weakening the structure (Fitzgerald & Yao, 2009). It is therefore thought that
both vacancy and interstitial dislocation loops contribute the most damage with

increased embrittlement and dimensional change (Telling et al., 2003; Wirth,
2007).

Nowel theory, ruck and tuck

A new theory for the behaviour of graphitic planes following irradiation was
proposed by Heggie et al. in 2011. According to this model, when planes of differ-
ent length are inter-connected at two points with the single interstitials described
in figure 2.5, localised buckling can occur (as it is energetically favourable for the
long section to compress and buckle, rather than the shorter sheets stretching).

It is estimated that around one third of the super cell energy is contained in
these buckles (where a super cell is defined as a cell containing multiple original
unit cells; ¢.g. once a 3x3x3 unit cell configuration is achicved, the super cell is
made a single unit cell by removing the symmetry to enable the substitution of
atoms or the creation of vacancies). At temperatures below 250°C the calculated
dimensional changes were 63% c-axis expansion and 5% a-axis contraction the
latter of which agrees well with experimental data (Kelly et al., 2000; Shtrom-
bakh et al., 1995). When temperatures rise above 250°C the interlayer spacing is

consistently 0.34 nm (from X-ray diffraction (XRD) measurements), yet expan-
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2.1 Introduction to graphite

sion in the c-axis continues. This is explained by the ‘ruck and tuck’ of planes.
The loss of the single interstitial inter-planar connectors means that the edge
dislocations are free to interact and the ‘pile up’ of dislocations results in an
accumulation of matter which is bent and folded (ruck and tuck) as illustrated
in figure 2.13. This theory explains the large energy release that occurs below
the defect migration temperature (~ 300°C), with Frenkel pair recombination
and the disappearance of single interstitial inter-planar connectors. It also ad-
dresses the large dimensional changes, which dislocation loops struggle to explain.
Note that many models and theories used to understand the dimensional changes
of neutron irradiated graphite are based on crystalline as opposed to polycrys-
talline graphite. Polycrystalline graphite has a much more complex structure,
thus more complex modelling is required involving embryonic voids of vacancies

at grain boundaries and changes in material strength (Haag, 2005).

Figure 2.13: 'Ruck and tuck’ dislocation (Heggie et al., 2011)

2.1.3 Microstructure

Nuclear graphite consists of a coke-based filler, a binder matrix containing small
filler particles (flour), and voids. The voids are in the form of gas-escape pores
and cracks of varying dimension accounting for ~20% of the total volume. Nu-
clear graphite is polycrystalline and is often imparted with a preferred orientation
via extrusion which assumes the filler crystallites are aligned with their ¢ axes
perpendicular to the extrusion direction. The border in which two crystal ori-
entations or domains meet is referred to as a grain, or domain, boundary. The
energies at domain/grain boundaries are more than those between single crys-

tals; boundaries which meet their neighbour’s edge at an imperfect angle result
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2.1 Introduction to graphite

in small voids as illustrated in figure 2.14, where larger voids result in higher
energies. Under neutron radiation, it is common for the crystals to become frag-
mented. Reduction in crystal sizes (from XRD coherence lengths) are as high
as 70% for HOPG, but are generally between 35% and 50% for nuclear grade
graphites (Gallego et al., 2006, 2013; Mironov, 2015; Zhou et al., 2014). The
removal of volatiles during the manufacturing process produces gas-escape pores
which are open and do not accommodate thermal expansion due to their larger
dimension (Yan et al., 2014); however they do affect properties such as strength,
thermal conductivity and Young’s modulus, particularly under radiolytic oxida-

tion during reactor operation (Sutton & Howard, 1962).

Figure 2.14: Grain boundaries in polycrystalline graphite.

During almost every step in the high temperature graphitization process asso-
ciated with the manufacture of nuclear graphite and also during reactor operation,
cracks arise due to a number of factors. Firstly, as a result of gradients in both
temperature (during manufacture and operation) and neutron flux (during oper-
ation) and, secondly, as a result of the anisotropy of the coeflicient of thermal
expansion (CTE) in crystallites and the consequent generation of internal stresses
beyond the elastic limit of graphite crystals (Delannay et al., 2014; Hacker et al.,
2000; Mrozowski, 1954). The internal stresses act on both the carbon bonds
between crystallites and on the van der Waals forces between basal planes; to
relieve this stress cracks form, more usually between the weaker bound basal
planes. Since the CTE is higher in the crystallographic ¢ direction (~20-40 x

107% K~ compared to <1.5 x 107® K~! in the a direction), lenticular cleavage
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2.2 Bulk properties

cracks between basal planes, known as Mrozowski cracks, are observed to form ly-
ing approximately perpendicular to the crystallographic ¢ direction as a result of
anisotropic contraction following post-graphitization cooling during manufacture
(Hacker et al., 2000; Mrozowski, 1954; Sutton & Howard, 1962). With increasing
dose during reactor operation, the rate of contraction or shrinkage of graphite
components in the a-axis direction reduces, and eventually the graphite starts
to experience net expansion; the critical point at which this reversal occurs is
known as “turnaround” which can vary with operating temperature (Hall et al.,
2006). Mrozowski cracks lead to turnaround as they provide accommodation for
the initial expansion in the c-axis direction up to a point. When Mrozowski cracks
become closed, then net expansion occurs (Hacker et al., 2000; Wen et al., 2008).

Microcracks can be classified into two categories: intra and inter-granular,
where the former are found within crystallites and lie perpendicular to the crystal-
lographic ¢ direction (e.g. Mrozowski cracks (Mrozowski, 1954; Sutton & Howard,
1962)). The latter lie between crystallites at grain boundaries with, in principal
no specific orientation with respect to neighbouring basal planes, unless crys-
tallites are aligned into domains as a result of mesophase development. Within
thermally anisotropic filler particles, (closed) calcination cracks form due to volu-
metric shrinkage during the 1300°C calcination stage in the manufacturing process
(Hacker et al., 2000).

2.2 Bulk properties

2.2.1 Thermal conductivity

Thermal conductivity is the measure of a material’s ability to transfer heat. Heat
is transferred predominantly by phonons; the thermal conductivity is therefore

dependent on the phonon mean free path and velocity.

Graphite Properties
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Single
Crystal

Virgin
nuclear grade

Irradiated
nuclear grade

In a single crystal, the thermal conductivity is higher in the a-
axis by a factor of 10° due to strong covalent bonds (Sun et al.,
2009). Experimental and theoretical calculations have found the
thermal conductivity to vary between 1660 - 1900 Wm 'K !
at 25°C in the a-axis and to be ~0.013 Wm 'K ! at 25°C in
the c-axis (Holland et al., 1966; Klemens & Pedraza, 1994; Null
et al., 1972; Sun et al., 2009). The thermal conductivity has also
been found to decrease with increasing temperature and when
the grain size in the a —b plane is less than 2 pm in size (Klemens
& Pedraza, 1994; Sun et al., 2009).

The net thermal conductivity of nuclear graphite is relatively
high and generally ranges from ~60 to 170 Wm 'K ! at 25°C
(Baker, 1970; Burchell et al., 2000; Matsuo, 1980). The main fac-
tor to influence thermal conductivity in nuclear graphite is poros-
ity. Heat transfer across pores is lower to that across graphite
and will involve convection, conduction and radiation thus in-
creasing the number of variables on which thermal conductivity
depends (Matsuo, 1980).

The heat produced during a nuclear reaction is efficiently dis-
sipated due to the high thermal conductivity of graphite and
the fact that heat is carried out of the reactor system via the
coolant fluid (Lewis, 2008). When the phonon mean free path
and velocity are hindered by atomic defects due to neutron ir-
radiation, the thermal conductivity will decrease (Baker, 1970;
Haag, 2005). Although slight decreases in thermal conductivity
due to neutron irradiation can be accommodated, significant re-
ductions must be avoided to prevent a reduction in system safety
(Burchell et al., 2000). If insufficient heat is carried away from
the core, the fuel can overheat resulting in the release of radia-
tion (Haag, 2005). Thermal conductivity also decreases with in-
creased weight loss, i.e. decreased density, due to thermal oxida-
tion (Matsuo, 1980). Thermal annealing has been found to par-
tially recover the change in thermal conductivity (to around 30%
the virgin value following 1200°C annealing) (Ishiyama et al.,
2008; Maruyama & Harayama, 1992).

2.2.2 Young’s modulus

Graphite is able to retain many of its mechanical properties at very high tempera-

tures due the strong covalent bonds, high thermal conductivity and low coefficient
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2.2 Bulk properties

of thermal expansion (Burchell et al., 2000; Haag, 2005). At very high temper-
atures, the strength of graphite increases, maximising at ~2500°C, and even at
temperatures over 1500°C it’s strength exceeds that of many other materials.
The melting point is 3977°C at 103 atm (Baker, 1970). The Young’s modulus
is a ratio of stress to strain used to measure the stiffniess of a material; a high

Young’s modulus material is stiffer than that with a low value.
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Figure 2.15: (a) Difference in Young’s modulus with temperature in two directions:

parallel to grain and transverse to grain (Baker, 1970). (b) Change in Young’s

modulus as a function of neutron dose for Gilsocarbon nuclear grade graphite
(Hall et al., 2006).
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Properties

Graphite is stiffer in the a direction than the ¢ due to strong co-
valent bonding and in high vacuum conditions, the stiffness has
been observed to increase by 30% due to an increase in inter-
crystallite cohesion via strong valency forces (Baker, 1970; Dea-
con & Goodman, 1958; Rowe, 1960).

The stiffness of nuclear graphite can be engineered and depends
on crystal orientation, density, and manufacturing procedures.
Minimising the levels of adsorbed gases during the manufactur-
ing process significantly stiffens the material (Rowe, 1960; Smith
et al., 1964). At room temperature, the average Young’s modu-
lus is slightly anisotropic; between 5 and 10 GPa parallel to the
grain, and 4 to 8 GPa transverse to the grain (figure 2.15(a))
(Baker, 1970).
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Irradiated
nuclear grade

In 1970, Baker stated that the Young’s modulus for graphite in-
creases with temperature, however Haag’s study in 2005 stated
that any changes in temperature have little effect on the modu-
lus; it is the neutron flux which dominates the variation. At high
fluxes, the modulus will increase and tighten the structure. How-
ever embryonic void production during ¢ direction expansion and
a direction contraction eventually results in a net decrease in the
Young’s modulus (Haag, 2005). At low doses, the Young’s mod-
ulus increases (usually 2-3 times that of the original value (Hall
et al., 2006; Ishiyama et al., 2008; Shtrombakh et al., 1995)).
With increasing neutron irradiation, the rate of increase of the
Young’s modulus reduces until a certain dose threshold where
the Young’s modulus begins to decrease, sometimes to values
below the original. The threshold of this change in behaviour
becomes lower for higher operating temperatures, as displayed
in figure 2.15(b).

2.2.3 Electrical resistivity

Electrical resistivity is a measure of how resistant a material is to an electrical

current. As well as giving information about the electrical flow within a mate-

rial, the resistivity also gives information about the level of crystallinity. The

eddy-current technique is the most common method used to measure electrical
resistivity (Kennedy, 1990; Young & Freedman, 2007).

Graphite
Single
Crystal

Virgin
nuclear grade

Properties

The value of resistivity can be used as an indicator of crys-
tallinity; anisotropic pyrolytic carbons for example exhibit much
higher values of electrical resistivity in the a direction to the
¢ direction by an order of ~10% due to the poor conductivity
between widely spaced basal planes (Baker, 1970; Haag, 2005).
Virgin graphite has a net electrical resistivity of 7 to 15 Qum at
room temperature (Baker, 1970; Haag, 2005). Values of electrical
resistivity vary with respect to extrusion direction from the man-
ufacturing process; values are nearly double that in the parallel
direction compared to the transverse direction. The calcination
and graphitization temperatures during manufacture can also af-
fect electrical resistivity due to their influence on the ultimate
crystallinity on the final product.
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2.2 Bulk properties

Irradiated During neutron radiation the electrical resistivity increases in

nuclear grade the a direction (due to defects encouraging electron scattering
which disrupts bonds within the basal plane) and decreases in
the ¢ direction (due to extra coupling between layers) (Heggie
et al., 2011; Telling et al., 2003). However, even at low neutron
fluxes the net electrical resistivity of graphite increases signifi-
cantly (figure 2.16) (Baker, 1970). Despite this, a saturation level
is rapidly reached where the changes thereafter are extremely
slow (Haag, 2005). Changes in electrical resistivity due to neu-
tron irradiation do not usually differ between graphite grades or
operating temperatures.
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Figure 2.16: Change in electrical resistivity as a function of neutron dose for IG-110
graphite (Ishiyama et al., 2008).
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2.2.4 Coefficient of thermal expansion

Thermal expansion involves a change in linear dimension or volume as a result of a
change in temperature. Thermomechanical analysis is used to measure the initial
dimensions of the sample and record the finite changes experienced following a

change in temperature.

Graphite Properties
Single Due to the layered structure of graphite, the coefficient of ther-
Crystal mal expansion (CTE) is different for the crystallographic a (<1.5

x 1070 K™!) and ¢ (~20-40 x 1079 K~') directions. During heat-
ing, expansion is more notable in the ¢ direction. This anisotropy
is due to the layered structure of graphite; the relatively large
spacing of planes and weak van der Waals forces compared to
the in-plane tightly covalently bonded structure. At low tem-
peratures (<150°C), the stronger in-plane bonding can result in
a negative CTE leading to contraction in the a direction.

Virgin Due to high levels of porosity in nuclear graphite, the CTE is

nuclear grade relatively low compared to the single crystal structure (Haag,
2005). Since the CTE is higher in the crystallographic ¢ direc-
tion (~20-40 x 1075 °C~! compared to <1.5 x 107% °C~! in
the a direction) lenticular cleavage cracks (known as Mrozowski
cracks) are observed to form approximately perpendicular to the
c direction. This is a result of greater contraction in the ¢ direc-
tion following cooling during the manufacturing process (Baker,
1970; Burchell et al., 2000; Mrozowski, 1954; Nightingale, 1962;
Sutton & Howard, 1962).
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Figure 2.17: Dimensional change as a function of neutron dose for Gilsocarbon
(Hall et al., 2006).
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Irradiated The pores and cracks within nuclear graphite are able to accom-

nuclear grade modate some of the localised crystallite expansion during fast
neutron irradiation. With increasing dose during reactor opera-
tion, the rate of contraction or shrinkage reduces and eventually
the graphite starts to expand; the point at which this reversal
occurs is known as turnaround and can vary with operating tem-
perature and dose (Hall et al., 2006). Figure 2.17 shows that for
lower temperatures, turnaround occurs at higher neutron irradi-
ation doses and vice versa; however beyond 1200°C turnaround
remains at approximately 30 x 10?° neutrons cm 2. The closure
and generation of cracks influences the net expansion of the ex-
truded component, but it is the closure of cleavage cracks which
primarily influences the change in bulk CTE during neutron irra-
diation (increasing CTE with crack closure) (Baker, 1970; Sutton
& Howard, 1962). Dimensional change is often more discreet in
the bulk than in a single crystal due to the accommodation of
expansion in the ¢ direction in pores, Mrozowski cracks, and mi-
crocracks (Hacker et al., 2000; Kelly et al., 1966a; Wen et al.,
2008).

2.2.5 Irradiation induced creep

During irradiation, materials exhibit creep to lessen the increased stress levels
from dimensional change which could lead to fracture. Creep involves material
deformation at high temperature when subject to a constant load. In graphite,
point defects created during neutron radiation are able to migrate through the
lattice and enable the irradiation creep mechanism. There are three types of
creep: permanent set creep; transient creep; and steady state creep. The former
two behave proportionally to elastic strain whereas the latter is thought to be
proportional to the total stress and neutron dose (Neighbour & Hacker, 2005;
Simmons, 1965). Creep can be measured by analysing the change in the ratio of
creep strain to elastic strain as a function of fast neutron fluence (Neighbour &
Hacker, 2005). It is time dependent and varies with density, crystal orientation,
and manufacturing process and can affect a variety of chemical and physical
properties. Experimental evidence suggests that creep increases linearly with
dose but does not vary significantly with respect to the temperatures experienced
in a graphite moderated nuclear reactor (300 - 600°C) (Baker, 1970; Haag, 2005).
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Chapter 3

Literature Review

When comparing the length scales to assess the structure of graphite four ma-
jor constituents will be discussed: filler/binder phases, sometimes referred to as
particles or grains; domains of aligned crystallites within these phases; single crys-
tallites within the domains; and localised dislocations in and between the basal
planes. The various techniques used for assessing the structure at different length

scales and the benefits and limitations of each will be discussed throughout.

3.1 Nanostructure

3.1.1 TEM

High resolution TEM (HRTEM), selected area electron diffraction (SAED), and
dark field imaging are commonly used to investigate the arrangement of basal
planes and their atoms following the manufacturing process and to observe struc-
tural changes arising from irradiation.

The spacing of SAED (002) diffraction spots is related to the average d-spacing
via Bragg’s law (n\ = 2dsinf) (Muto & Tanabe, 1997). It is easily and accurately
determined by examining the intensity profile in the diffraction pattern and mea-
suring the peak to peak spacing. The opening angle of the (002) spots is related
to the level of disorder, where narrow spots imply perfect graphite, sharp rings
imply polycrystalline graphite, and diffuse halos imply an amorphous structure.

The cffect of irradiation on cleaved flakes of graphite single crystals was the

subject of several significant publications in the 1960s (Baker & Kelly, 1965;
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3.1 Nanostructure

Reynolds, W.N.; Thrower, 1965; Thrower, 1964, 1967). It was found that inter-
stitial dislocation loops formed at irradiation temperatures below 650°C inter-
rupting the AB stacking sequence. This suggests interstitials are mobile below
650°C and are able to aggregate to form larger interstitial structures. At temper-
atures above 650°C, smaller vacancy loops were observed in neighbouring planes
as shown in figure 3.1 (Thrower, 1964, 1967). Irradiation experiments at 650°C
and of 0.5 x 10% neutrons cm~2 showed that the smaller dislocation loops were
joined by dislocation lines (Reynolds, W.N.; Thrower, 1965).

Figure 3.1: Dark field TEM image of dislocation loops in cleaved graphite single
crystals, neutron irradiated at 900°C to 1.85 x 10%° neutrons cm ™2 (Thrower, 1967).

Muto & Tanabe (1997) investigated the effect of 200 kV electron irradiation
on highly graphitized carbon fibre. Both lattice images and SAED patterns were
collected. The spacing of planes was measured directly from the micrographs,
from the spacing of (002) diffraction spots in the SAED pattern, and from the
spacing of (002) spots in fast Fourier transforms (FFTs) of micrographs. Results
from the latter two were compared. SAED data showed a homogeneous increase
in d-spacing of 11% following 2500 seconds of beam exposure (2.5 x 10?2 electrons
cm2) after which no significant changes were observed. Calculations of d-spacing

from the FFTs showed a more rapid expansion (figure 3.2). The diffraction spots
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3.1 Nanostructure

remained radially sharp, implying homogeneous expansion. The saturation of
expansion in the c-axis following irradiation contradicts the findings of Kushita
& Hojou (1991) and Niwase & Tanabe (1993) who studied H and He radiation
damage in graphite, reporting near amorphous structures through the develop-
ment of diffuse rings in clectron diffractions patterns. Results also contradict the
findings of Iwata (1985); Kelly (1981); Maeta et al. (1975) who proposed c-axis
expansion was attributed to the inter-planar accumulation of interstitials and the

formation of dislocation loops, rather than an increase in d-spacing.
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Figure 3.2: Change in d-spacing as measured by SAED and FFT. For comparison,
the black square shows lattice spacing of neutron irradiated carbon fibre (1.9 x 10?4
neutrons m 2 (Muto & Tanabe, 1997).

Following experiments at room temperature, Muto & Tanabe (1999) repeated
similar experiments at high temperatures under higher electron energies using
TEM, SAED, and EELS on cleaved graphite thin foils and highly graphitized
carbon fibres. Lattice images of carbon fibre under a 1 MV electron beam (fluence
not reported) at 400°C showed slight disruption to the basal planes but not to
the same extent as at room temperature and under a 200 kV beam (figure 3.3).

After 1 hour of 200 kV electron beam exposure, SAED patterns (along [001])
at the the two temperatures showed significant differences: irradiation at room
temperature resulted in diffuse rings whereas irradiation at 400°C gave sharp
rings (figure 3.4). TEM images and SAED patterns (along [100]) also provided
evidence for temperature-dependent structural changes. Inspection of the edge of

the specimen revealed surfaces became undulated after 1 hour of electron beam
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Figure 3.3: Comparison of electron irradiation at different temperatures and elec-
tron energies. (a) TEM micrograph of carbon fibre irradiated for 21 minutes under
a 200 kV electron beam at room temperature (Muto & Tanabe, 1997) (b)TEM mi-
crograph of carbon fibre irradiated for 25 minutes under a 1 MV electron beam at
400°C (Muto & Tanabe, 1999).

exposure at 400°C, suggesting the migration of interstitials to the surface, how-
ever the SAED patterns showed no change in d-spacing indicating that irradiation
above 400°C does not alter the graphite structure locally. Lattice images were
also collected at 400°C; after 25 minutes of electron irradiation under a 1 MV
beam (required due to specimen thickness), bending and/or breaking of the lat-
tice fringes were observed as well as fragmentation of crystallites. Analysis of
these images provided further evidence for the retention of d-spacing. A tem-
perature threshold was determined by considering a critical dose (defined as the
dose at which the [001] diffraction pattern turned into diffuse rings). In this study
the temperature threshold, where the effects of thermal annealing surpass the ef-
fects of ion-irradiation damage, was calculated to be 125°C. EEL spectra were
collected for pre-irradiated specimens, after 1.6 hours of beam exposure at room
temperature, and after 8 hours of beam exposure at 400°C. Although not quan-
titatively analysed, the spectra from the pre-irradiated specimens and specimens
exposed to high temperatures showed little difference indicating that the hexag-
onal structure within basal planes was maintained following electron irradiation
at 400°C. In contrast, the spectrum from room temperature electron irradiation

exhibited significant changes in the 7* and ¢* peaks which was suggested to be
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Figure 3.4: “Electron diffraction patterns along [001] of graphite electron-irradiated
at 20°C for 1 hour and at 400°C for 4 hours” (Muto & Tanabe, 1999).

related to the formation of non-hexagonal atomic rings. It was proposed that
the damaging process at 400°C was polycrystallization. The fragmented crystals
were measured to be of the order of a few nanometres in diameter, and the undu-
lating basal planes were thought to accommodate the inter-crystal strains. The
defects which were observed to occur at 400°C were thought to exist between
these fragmented crystallites.

Burden & Hutchison (1996) exposed specimens of “KS10” grade graphite
particles (highly graphitized carbon with a particle size of 10 pm) to a 400 kV
electron beam (10! electrons cm2s7!) at room temperature and also at 500°C.
At room temperature crystalline particles deteriorated to amorphous spheres of
up to 50 nm in diameter. However at 500°C the structural stability was signif-
icantly improved so that the specimen could be exposed for much longer (1200
s) without the formation of disordered carbonaceous spheres. It was suggested
this was due to thermal energy providing the ability to resist and repair damage
simultaneously.

Nakai et al. (1991) investigated the effect of electron irradiation (0.1-1.0 MV)
on HOPG at a range of temperatures, from -160°C to 200°C. TEM images and
SAED patterns along [001], and EEL spectra were collected. The fluence thresh-
old for so called amorphization was measured for each temperature, where amor-
phization was recognised as diffuse rings in a [001] SAED pattern. For fluxes of
~10' electrons cm~2s~! the fluence threshold gradually increased with increasing
temperature, and increased significantly above 150°C (figure 3.5). There were no
significant variations between different fluxes, suggesting that radiation damage

is not flux dependent.
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Figure 3.5: “Irradiation temperature dependence of the amorphization fluence
under various 1 MV electron fluxes” (Nakai et al., 1991).

The effects of 200 kV electron irradiation and its influence on the closure of
cracks in nuclear grade graphite (NBG-18) was studied by Karthik et al. (2011)
in real-time. Noised filtered lattice images (via notch-pass filtering of fast Fourier
transforms) were used to aid the identification of irradiation induced structures
leading to “unprecedented clarity” of vacancy and interstitial loops, and result-
ing dislocations in the processed images. After 2.5 x 10?? electrons cm ™2 what
was thought to be a dislocation dipole was identified. The average d-spacing
was observed to change by 13% and was calculated from the Fourier transforms.
Based on the work of Muto & Tanabe (1997) and figure 3.2 it would be reason-
able to suppose this is a slight over estimate. Noise filtering a series of images
during electron beam exposure allowed the movement of specific dislocations to
be tracked. Karthik et al. used such a method to follow the formation of a dis-
location dipole via vacancy loops (figure 3.6(a-d)). Although figure 3.6 appears
to show a clear change in structure it must be noted that noise filtering not only
removes noise from the image but potentially blocks other structural information
from higher angle scattered electrons. Furthermore, irradiation induced changes
in the thickness, the effective defocus of the specimen, and graphitic nature of
the specimen (which affects contrast) must be accounted for, making TEM im-
age interpretation of disordered material a delicate task, to be conducted with
caution.

A similar study was published by Karthik et al. (2015) investigating the ef-
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Figure 3.6: “Noise filtered HRTEM images showing the formation of dislocation
dipoles via vacancy loops (a) shows the nucleation of a vacancy loop (~0.25 dpa)
dissociating itself into a set of dislocations as shown in (b) with the incomplete
planes marked with arrows, (c) shows the growth of the incomplete planes via
positive climb and (d) shows the accumulation of several dislocations at higher
irradiation doses resulting in disordering of the graphite lattice. Distance between
two black fringes corresponds to (002) inter-planar spacing (~0.36 nm).” (Karthik
et al., 2011). “(e) High resolution TEM image of a filler particle in NBG-18 graphite
irradiated to 6.78 dpa showing the presence of defects in the lattice. (f) Is a noise
filtered image of a section of (e) showing the presence of dislocations. Distance
between two black fringes corresponds to (002) inter-planar spacing (~0.37 nm).”
(Karthik et al., 2015).

fects of neutron irradiation on the micro and nanostructure. TEM lattice images
(collected at 200 kV) of NBG-18 and IG-110 graphite specimens irradiated to
6.78 dpa at 678°C provided evidence for intense nanostructural damage through
the fragmentation and bending of basal planes, however the retention of (002)
spots in SAED patterns showed that the layered structure was preserved. Noise
filtering of lattice images was used to highlight extended interlayer defects and
prismatic dislocations, similar to those found from electron irradiation (figure
3.6) (Karthik et al., 2011). Neutron irradiated specimens appeared to exhibit

less significant damage than electron irradiation, even for what are considered
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3.1 Nanostructure

high doses of >6.7 dpa. It is assumed the largely retained structure is due to the
higher irradiation temperatures (~678°C) which allows point defects to migrate
and thermally anneal. Images and SAED patterns were not analysed to quantify
the degree of damage at each dose.

Neutron irradiated HOPG was studied in the TEM by Asthana et al. (2005) to
extract information about the irradiation induced structural disorder. Specimens

were irradiated at 60°C to doses of 3.2 x 10?° neutrons m~2.

Observation of
TEM lattice images showed breaking and bending of basal planes. Broadening of
SAED spots was observed for irradiated specimens and the increase in (002) d-
spacing was observed to increase to 0.381 nm, 10% more than unirradiated HOPG
measurement. Intensity profiles across lattice images were also used to determine
average d-spacing; results from this technique also gave an irradiated d-spacing
value of 0.38 nm, although this time this is 12% more than the unirradiated HOPG
measurement. Measurements of the d-spacing from the FFTs of micrographs
were also made. This technique gave a slightly larger value of 0.41 nm. This is
consistent with the findings of Muto & Tanabe (1997) (figure 3.2) that calculations
of d-spacing from Fourier transforms give a slightly higher value than SAED
analysis. No further image analysis was performed in this study.

Nuclear-grade ATR-2E graphite was irradiated by Tsai et al. (2013) with
3 MeV C** ions at 500-800°C. TEM lattice images (at 200 kV) and FFTs of
micrographs were collected after 0.6 dpa, 3 dpa, and 10 dpa of ion irradiation,
and were used to measure changes in the atomic and crystalline structure. TEM
lattice images showed a fragmented nanotexture with a wavy morphology and
planar defects. The change in d-spacing was measured from FFTs which showed
that after 10 dpa at 600°C, the spacing of basal panes expanded from 0.336 nm
to 0.396 nm (18%). The largest strain in the c-axis was experienced at 600°C;
at 500°C, 700°C, and 800°C the d-spacing increased by 13.5%, 16.1%, and 13.6%
respectively. It was proposed that 600°C is the temperature threshold which
defines the point at which the effects of thermal annealing surpass the effects
of ion-irradiation damage. This is a higher temperature threshold than that
proposed by Muto & Tanabe (1999) (125°C).

In situ ion irradiation of graphite has also been studied by Hinks et al. (2014).
Single crystal HOPG was subject to 60 keV Xe™ ions at room temperature and
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3.1 Nanostructure

imaged in situ using TEM (at 80 kV), and ex situ TEM (at 300 kV). Images were
captured perpendicular to the basal planes. At fluences above ~3 x 102 ions cm?
structural changes were observed as a result of mechanical stress. The damage
profile was seen to vary with specimen depth and hence resulted in differing
degrees of a-axis contraction. This was thought to create the observed dislocations
and kink band networks inducing a polycrystalline structure and localised doming.

Takeuchi et al. (1997) used FFTs of lattice images to calculate the radial
distribution function (RDF) in HOPG as a function of electron fluence. Each
peak in the RDF relates to the i*" nearest neighbour. The 3¢ peak experienced a
negative shift with dose indicating a decrease in the 3"¢ nearest neighbour distance
and a buckling of basal planes as observed in TEM images of Karthik et al. (2011);
Muto & Tanabe (1997); and Muto & Tanabe (1999) and in agreement with the
idea that non six-membered rings are introduced to the structure as a result
of radiation damage. The 4" peak experienced a positive shift suggesting the
interlayer spacing of planes increases with irradiation (~5% after 10?3 electrons
cm?).

The measurement of the opening angle in an SAED can be ambiguous as it
depends on what the data analyst considers to be the edge of a diffraction spot (see
figure 3.7). To address this problem, Campbell et al. developed an SAED analysis
software program where the radial intensity around the (002) ring is plotted and
the FWHM of the two peaks (representing the two (002) spots) is measured (figure
3.8). This automated approach was verified against X-ray diffraction data; the
program can also determine d-spacing as per the method described above, has
open access and has been named GAAP (Graphite Anisotropy Analysis Program).
Its application to the SAED patterns collected for this thesis will be further
discussed in Chapter 6.

3.1.2 TEM image analysis

The most common approach to assess the structure from a TEM lattice image
is to count the number of planes and dislocations before and after irradiation
(Karthik et al., 2011; Muto & Tanabe, 1997). This can have high error margins,

as what might be assumed to be a dislocation may be a change in phase contrast
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Figure 3.7: Two of the same SAED pattern demonstrating different interpretations

of the opening angle.

or specimen thickness (the issues associated with TEM image interpretation is
discussed in more detail in section 4.2). It can also be time consuming if many
micrographs are to be analysed.

In an attempt to understand changes in lattice images following electron ir-
radiation, Muto & Tanabe (1997) used multislice TEM image simulations (along
[100]) incorporating interstitial clusters. The secondary contrast effects from
small clusters influencing the translational symmetry of the local crystal struc-
ture were investigated. A variety of interstitial clusters and loops were inserted
between planes, and the surrounding lattice was relaxed. It was found that the
change in contrast and d-spacing is dependent on the loop size: those larger than
half the sample thickness were visible in TEM image simulations, whereas a loop
which is much less than half the sample thickness, the effect on the surrounding
lattice is unobservable. Since image simulation did not reveal structures compa-
rable to direct TEM observations it was concluded that loops were not the sole
reason behind the lattice dilation observed experimentally by Muto & Tanabe
(1997). The change in bonding, the development of three dimensional structural
changes, and the introduction of non-hexagonal atomic rings were also suggested
to be contributing factors.

In 1989 Parent & Zucker focused on developing an algorithm to distinguish
between merged curved lines in a range of images. The algorithm directly de-
tects curves and was applied to the arrangement of blood vessels in the brain,

fingerprint identification and detecting logging roads in forests. To improve this
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Figure 3.8: Application of GAAP to an SAED pattern of highly ordered pyrolyitc
graphite (HOPG) showing the normalised intensity around the (0 0 1) ring vs. the
azimuthal angle. Gaussian curves (green) are fitted over the data points (blue) and
the FWHM of each peak is calculated from the red line.

technique, Donahue & Rokhlin (1993) developed an algorithm which was able to
determine the components of a curve, tangential direction and curvature, without
directly extracting the entire curve structure. It was also used to identify finger
prints and quantify the structure of porous membranes. By 2000 a research group
at the University of Bordeaux working on pyrocarbons developed a TEM-specific
lattice fringe image analysis algorithm to fully automate the process; making it
objective, quantitative, and more efficient. The ‘directional texture characteriza-
tion’ software is capable of applying a grey scale threshold to record the pixels
which represent basal planes in order to measure their length and tortuosity (cur-
vature) (DaCosta et al., 2000). The algorithm was first applied to basic structures
such as those illustrated in 2.14 and then to filtered TEM images of a carbon-
carbon composite. An orientation mapping system has since been developed to
complement fringe detection data and examine lattice fringe orientation fields

without detecting single lattice planes (DaCosta et al., 2014).
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3.1.3 3D atomistic models

To complement the 2D TEM lattice image analysis software of DaCosta et al.
(2000), a 3D atomistic modelling procedure based on the statistical and con-
strained reconstruction of HRTEM images was developed by Leyssale et al. (2009).
The details of this technique are discussed in section 4.2.2. The image guided
atomistic reconstruction (IGAR) technique is capable of determining the num-
ber of non-hexagonal rings and measures sp? and sp® content. Figure 3.9 shows
how this data is displayed; six membered rings are coloured in blue and non six
membered rings in orange. Coloured display allows defects to be easily identified.

Application of the IGAR technique to 16 planes of ‘as prepared’ (AP) and
17 planes of heat-treated (HT) rough laminar pyrocarbons showed that the AP
pyrocarbon had an sp? content of ~ 97.3%, sp® content of ~ 2.2%, and the
proportion of non-hexagonal rings was 12%. For HT pyrocarbons, the sp? content
was calculated to be ~ 99%, sp® content was ~ 0.8%, and the proportion of non-
hexagonal rings was 11% (Leyssale et al., 2012). Tt is believed that the proportion
of non-hexagonal rings counted by IGAR is too high and work is in progress
to correct this by reducing the quench rates (of the simulated annealing) and
introducing H atoms to the system.

There have also been studies which examine the change in atomic structure
during a graphitization series, in which the stages of structural change can be
considered to be a reversal of radiation damage. Powles et al. (2009) performed
molecular-dynamics simulations on highly disordered amorphous carbon precur-
sors to determine the change in sp? content during heat treatment. A low density
4096-atom amorphous carbon precursor was effectively heat treated for 200 ps
to 3225°C and 3725°C. The pre heat-treated structure was calculated to contain
36% sp, 58% sp?, and 6% sp® bonded atoms. Depending on the periodic bound-
ary conditions (0D to 3D), different structures were formed. All structures saw
an increase in sp? but cach differed with respect to the curvature of the formed
planes. Nevertheless, all structures experienced a near-complete sp? transforma-
tion after 200 ps of heat treatment. It was concluded there were two contributing
factors that led to “collective organisation”: the original geometry of the atoms,

and the original density of the system (Powles et al., 2009).
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Figure 3.9: Demonstration of the IGAR 3D modelling process to a rough laminar
pyrocarbon. (a) “Snapshot of the 16 fringes AP PyC model. Bonds between
carbon atoms belonging to pure hexagonal domains are shown with blue sticks.
Other bonds are shown with orange sticks.”, (b)“Snapshots of some carbon sheets;
orientations of some hexagonal domains are indicated by dashed black arrows and
a CZC}C? defect is highlighted by a green rectangle.” (Leyssale et al., 2012).

3.1.4 Electron energy loss spectroscopy

Many papers reporting radiation damage by TEM investigation also use EELS
to substantiate findings. When EELS of graphite is performed, there are usually
two to five main areas of interest depending on the rigour of the investigation
or the information required. In the low loss region, the position of the (7 + o)
plasmon peak (around 25 eV) gives information about valence electron density
and the presence of the 7 plasmon indicates the presence of a layered structure
and delocalised 7 bonding. In the core loss region, the relative intensities of the
7* and o* peaks at the carbon K-edge are related to the sp? content or graphitic
nature of the specimen, the position of the multiple scattering resonance (MSR)
peak (around 325 eV) can be used to calculate in-plane bond lengths, and the
residual Gaussian in the trough between the 7* and ¢* peaks is related to fullerene
(or non-planar sp?) content (Daniels et al., 2007; Egerton, 2009; Karthik et al.,
2011; Mironov et al., 2015; Takeuchi et al., 1997).

To validate TEM observations in the Karthik et al. (2011) paper, EEL spectra

were collected for different electron irradiation exposures (figure 3.10). The low
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Figure 3.10: (a) Low and (b) core loss EEL spectra of nuclear graphite (NBG-18)
before and after 1 dpa of irradiation (Karthik et al., 2011).

loss region was examined to measure changes in the positions of the (7 + o) and
7 plasmon peaks. After 1 dpa the (7 + ) plasmon experienced a negative shift in
energy of 1.9 eV indicating a 16% reduction in the valence electron density and
subsequent increase in volume, as hypothesized. The stability of the © plasmon
suggested the retention of the characteristic layered structure in graphite. The «*
and o* peaks in the core loss were also qualitatively analysed, the main observa-
tion being a loss in the fine structure of the o* tail which was assumed to be due
to a deterioration in long range periodicity in the a direction due to reduction in
the number of six-membered rings. It was also proposed that interstitial induced
buckling of basal planes might lead to the creation of bucky onions. Although
this has been observed in graphene, Karthik et al. (2011) find there is reason to
believe there is a reduced chance in graphite due to the energetic constraints of
neighbouring planes. No further quantitative analysis was performed on the EEL
spectra collected by Karthik et al. (2011).

Takeuchi et al. (1997) also used EELS to complement TEM observations of
electron irradiation by examining the plasmon peaks in the low loss region and
the extended energy loss fine structure. As with Karthik et al., a negative shift
in the (7 4+ o) plasmon position was observed (3 eV following 1 dpa) indicating
a reduction in valence electron density due to an increase in volume in the c-
direction and/or a reduction in the number of six-membered rings. The stability

of the 7 plasmon suggests the retention of the characteristic layered structure in
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graphite. At higher energies, the 7* and ¢* peaks at the carbon K-edge were not
investigated.

As a response to the limited standard analysis of carbon K-edge #* and o*
peaks, Bernier et al. (2008); Daniels et al. (2007); Zhang et al. (2011) published a
varicty of progressive methodologics to optimize the quantification of sp? carbon.

* and

Prior to this work, there were two methods commonly applied to the 7
o* peaks to extract sp? data. The first assumes no overlap between 7* and o*
where a ‘two window method’ is used, with windows either centrally positioned
over each peak or set with relation to the edge onset (~282.5 ¢V) (Berger et al.,
1988; Bruley et al., 1995). The second accounts for slight 7* and ¢* overlap and
is referred to as the three Gaussian method where three fits are applied to the
* peak at 285 eV, o* peak at 292 eV, and a residual at 288 eV (Bernier et al.,
2008; Diaz et al., 2001). The two lower energy peaks are associated with the 7*
content and the higher energy peak with the o*. Bernier et al. (2008) showed
that the large number of variables associated with the three Gaussian method
(FWHM, position, and intensity of each fit) gives a high level of uncertainty
when calculating sp? content, particularly when trying to calculate a trend for
a graphitization or radiation damage series of spectra. The suggested method
was therefore based on the two window method with both windows positioned
relative to the edge onset. The fitting function was constrained to density-of-
unoccupied-states calculations with an upper energy limit. A satisfying fit was
achieved for spectra from a wide variety of specimens, microscope resolutions,
and data treatments with variations in sp? content to be as low as 4%. Daniels
et al. (2007) also used a two window method, specifically investigating the effect
of hydrogen content in a graphitic EELS core loss spectrum, whereas Zhang et al.
(2011) developed the three Gaussian method to better understand discrepancies
in sp? content data arising from the presence of strained sp* or curved layers.
The application of these techniques was published by Daniels et al. (2007)
who studied a heat-treatment graphitization series of a petroleum pitch. Core
loss EELS analysis showed pre heat-treated carbon to exhibit an sp? content
of ~55%, which increased to 100% after being heated to 2725°C. These results
are in agreement with the molecular dynamics simulations performed by Powles

et al. (2009) who found a low density amorphous carbon structure to have an sp?
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3.2 Crystalline structure

content of ~58%, which increased to nearly 100% after being heated to 3225°C
in 200 ps (discussed on page 44). In addition, the change in position of the
multiple scattering resonance peak was studied. It was found that heat-treatment
to 1725°C and beyond reduced the bond length from 1.435 to 1.420 A. The low
loss EEL spectra were also analysed; particularly the plasmon energy (associated
with specimen density). Heat-treatment to 1725°C and above showed an increase
in the plasmon energy from 22.7 eV to values associated with highly graphitized
carbon (~26 eV). These results are in agreement with findings of Fink et al.
(1983, 1984); Leder & Suddeth (1960).

Information about specimen density, # bonding, and crystallinity in carbon
materials can be extracted from the low loss EEL spectrum. Fink et al. (1984)
analysed the low loss spectra from hard hydrogenated amorphous carbon film by
using an 8 eV integration window over the 7 plasmon and a 40 eV window over the
bulk plasmon (both with an onset of 0 eV). The ratio of the two integration areas
was then normalised with respect to single crystal graphite. However, this method
resulted in a considerable error of + 30 % due to overlap of the two plasmon
peaks. In an attempt to increase accuracy, Daniels et al. (2007) removed the
zero loss peak (ZLP) and deconvolved the spectrum using the Fourier log method
to remove the effects of plural inelastic scattering. A smaller integration window
of 4 eV was used for the 7 plasmon peak and a larger integration window of 60
eV was used for the bulk plasmon peak so to include the majority of the inelastic
intensity. Both integrations were performed with an onset of 4.5 eV. As with Fink
et al., comparisons were made by the ratio of the two integrations which were
normalised with respect to single crystal graphite. A reduced error of & 10 %
was achieved with suspected sources of error originating from orientation effects
due to the inability of satisfying the magic angle criterion at small scattering
angles (see section 5.2 for a detailed discussion surrounding the calibration of the

microscope to satisfy the magic angle).

3.2 Crystalline structure

Muto & Tanabe (1999) performed TEM and EELS on carbon fibre under a 1
MYV electron beam at 400°C. On investigation of TEM images, SAED patterns,
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3.2 Crystalline structure

and spectra, it was found that above this temperature, the structure consisted
of fragmented graphite crystallites of a few nm in size, whose hexagonal struc-
ture within basal planes was maintained. The two most common techniques for

measuring the crystalline structure are XRD and Raman.

3.2.1 X-ray diffraction

To measure the arrangement and size of crystallites within the microstructure,
low magnification TEM. SAED with larger selected area apertures, and XRD
is used. Imperfections are visible in XRD analysis through the increased width
and occasional disappearance of peaks with respect to those observed for single
crystal graphite. The integrity of the characteristic AB stacking sequence can
be determined along with crystal sizes (coherence lengths L, and L.) and the
d-spacing of basal planes (indirectly leading to dimensional change) (Bacon &
Warren, 1956; Zheng et al., 2014; Zhou et al., 2014).

A typical XRD pattern is presented and labelled in figure 3.11 where the
spacing of (002) planes is determined from the position of the (00) reflected
peaks through Bragg’s law (nA = 2dsinf) and the coherence lengths L. and L,
through the full width half maximum (FWHM) of the (002) and (100) peaks
respectively. XRD has been performed on a wide range of unirradiated and
irradiated nuclear graphites where it has been reported that as the d-spacing
increases, the increase in disorder is evident through the reduction in coherence
lengths, L. and L, (indicating a smaller crystal size) (Zhou et al., 2014). In
general pre-irradiation coherence lengths range from 10 to 60 nm depending on
coke source and manufacture processes, where L. is nearly always larger than L,
due to the anisotropic nature of crystals (Hagos et al., 2010; Zheng et al., 2014;
Zhou et al., 2014).

Irradiation studies of HOPG at Oak Ridge National Laboratory by Gallego
et al. (2013) showed a significant reduction in crystallite size with increasing dose.
Neutron irradiation was conducted at ~600°C to doses between 1.5 and 7 dpa.
Analysis of the (110) and (002) peaks in XRD patterns provides crystallite size
parameters L, and L. respectively. It was shown that large crystallites were
found in virgin HOPG, of dimension 550 A(L,) x 700 A(L.). After 3-7 dpa of
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Figure 3.11: Typical XRD spectrum for virgin graphite, PCEA grade (courtesy of
B. E. Mironov).

neutron irradiation, crystallite fragmentation resulted in a 60% (L,) and 70%
(L.) reduction in crystallite size.

This was also found to be the case for nuclear grade graphites (PCEA and
PCIB) by Mironov (2015). Neutron irradiation was conducted at ~350-670°C to
doses between 1.5 and 6.8 dpa and the XRD (110) and (002) peaks were anal-
ysed. Virgin specimens exhibited crystal sizes of ~400 A(L,) x 230 A(L.) which
reduced by 35% (in both L, and L.) for low dose, low temperature exposures and
by 50% (in both L, and L.) for high dose, high temperature exposures (Mironov,
2015).

3.2.2 Raman spectroscopy

Raman is a spectroscopic technique which is widely used to measure the changes
in L, before and after irradiation and gives information about the level of disorder
within the lattice. The two main peaks are known as the D (~1350 cm ') and
G (~1583 ¢m ') bands; the former appears regardless of the type of defect and
the G band is seen in all poly-aromatic hydrocarbons. It is the ratio of the two

bands’ intensities that gives information about the crystallite size, L,, which can
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then be compared to XRD measurements. The extent of disorder is also evident
through the position and FWHM of the G band.

In 1970, Tuinstra and Koenig proposed that the Ip/Ig ratio was propor-
tional to L? or 1/L, depending on the material (i.e. amorphous or crystalline
respectively) (figure 3.12). There has since been no general agreement about this
relationship however two groups have emerged; one believes XRD should be the
prominent tool to acquire information about crystallite size due to the high num-
ber of parameters which affect the D band intensity (Cuesta et al., 1998), the
other believes a correction factor (related to the energy of the Raman laser) can
be applied to the Ip/I5-L, relationship making it a reliable technique (Knight &
White, 1989; Pimenta et al., 2007).
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Figure 3.12: “Variation of the Ip/I; ratio with L,. The broad transition between

the two regimes is indicated.” (Ferrari & Robertson, 2000)

(Kwiecinska et al., 2010) performed Raman spectroscopy on a range of car-
bonaceous materials of varying order and crystal size to understand their crys-
tallographic structure, structural evolution, and graphitization. Analysis of the
width of the G peak showed that samples of similar crystallographic properties
were distinguishable through their degree of graphitization; where a decrease in

peak width is associated to an increased degree of graphitization.
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3.3 Microstructure

HOPG irradiated by D* and He" ions by Niwase & Tanabe (1993) be-
came amorphized at a critical dose, which increased with increasing temperature.
Through analysis of the relationship between the width of the G peak and the
Ip/lg ratio, Niwase & Tanabe (1993) identified three stages of damage: firstly,
the accumulation of defects within the basal plane; second the introduction of

basal plane fragmentation and turbulence; and finally amorphization.

3.3 Microstructure

Monitoring the changes in porosity and crack volume during manufacture and
operation is important as several physical and chemical property changes occur as
aresult. The most significant effects are seen in the Young’s modulus and thermal
conductivity; both reduce by more than half for 30% porosity when compared to
completely non-porous control specimens (Berre et al., 2006; Matsuo, 1980).
Light microscopy on reactor and materials test reactor (MTR) samples is per-
formed in order to get a qualitative view of the microstructure of different grades
of nuclear graphite, and to measure microstructural changes following irradiation
and oxidation. Optical microscopy (bright field (BF), polarised light (PLM) and
fluorescence light (FLM)) and low magnification scanning electron microscopy
(SEM) is used to measure the shape and size of filler and binder phases and the
size and distribution of pores. Sample preparation for such techniques involves
mechanical polishing to produce a scratch free surface. Silicon carbide is a com-
monly used grinding paper; samples are then polished with diamond pastes and
washed with water/ethanol to remove the remaining material. For FLM, samples
are generally impregnated under vacuum with a fluorescent resin which has a low
enough viscosity to flow into open pores. Open and closed porosity are therefore
best represented in fluorescence and bright field micrographs respectively as pre-
sented in figure 3.13. PLMs highlight areas of aligned crystallites and provide
information about the distribution and shape of binder and filler phases. Particle
sizes vary from ~20 pm to 1.6 mm and porosity can occupy up to 25% of the
material. These pores vary in size, from 20 A to 300 A in size and can be in
the formn of narrow cracks (usually found in the filler phase) to near-spherical

pores (usually found in the binder phase) (see figure 3.13) (Hagos et al., 2010;
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Kane et al., 2011; Nightingale, 1962). Graphites with smaller particles tend to
have more isotropic properties and increased strength compared to large particle
grades (Hagos et al., 2010). The structure and size distribution of pores is closely
related to the interfaces between the imperfectly packed binder and filler phases;
according to Nightingale (1962) longer crystals give smaller pore volumes.

The degree of anisotropy in the crystals is translated through to the mi-
crostructure. Hagos et al. (2010) collected a series of PLMs of Pile Grade A
(PGA), NBG-10, and NBG-18 graphites which showed PGA to have large regions
of crystal alignment, with large and elongated pores and aligned coke particles,
whereas the NGB-10 and NBG-18 specimens showed a more isotropic structure
with smaller regions of crystal alignment and smaller pores (figure 3.14).

Kane et al. (2011) used BF light microscopy to investigate the shape of filler
and binder phases. The circularity of the filler in nuclear graphite grades I1G-110,
PGX, NBG-18, and PCEA depended on the coke’s ability to align the graphite
crystallites during the manufacturing process; petroleum based cokes produce
elongated filler particles due to their anisotropy arising from highly aligned crys-
tallites (e.g. PGX, 1G110, PCEA). Pitch based cokes are the opposite, where the
poor alignment and subsequent isotropy gives circular, or onion-like, structures
(e.g.NBG-18) (Kane et al., 2011). Such structures are visible (and highlighted
with coloured circles) in figure 3.13(b).

A range of microcrack sizes from less than ~5 nm to 200 nm in width and
up to 10 pm in length have been reported (Hacker et al., 2000; Mrozowski, 1954;
Sutton & Howard, 1962; Wen et al., 2008). The nature of material within a crack
depends on the graphite grade; it has been proposed that microcracks in Pile
Grade A, Gilsocarbon, baked carbon (Wen et al., 2008), and highly ordered py-
rolytic graphite (HOPG) (Hinks et al., 2012; Wen et al., 2008) contain low density
disordered carbon. However limited research has been carried out to characterise
this material in both virgin and irradiated graphite which could better the under-
standing of the mechanisms involved in crack expansion and contraction (Hinks
et al., 2012; Sutton & Howard, 1962) and hence their influence on macroscopic
properties such as CTE and elastic modulus during reactor operation.

Delannay et al. (2014) used crystal plasticity finite element modelling to pre-

dict irradiation-induced dimensional change and variations in CTE at a variety
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Figure 3.13: Fluorescence (a) and bright field (b) micrographs of the same area
highlighting open and closed porosity respectively. The blue areas in the fluores-
cence micrograph show the fluorescent resin in open pores, and the dark areas in
the optical micrograph represent closed pores. In the (b) regions of filler (red) and
binder (yellow) are highlighted.

of reactor temperatures. Predictions were in agreement with experimental data
showing bulk material shrinkage with irradiation and turnaround after crack clo-
sure; all cracks in this model were empty. Work is currently in progress to extend
this model to 3D (Delannay et al., 2014).

The investigation of a variety of microcracks in virgin nuclear graphite and
HOPG has been undertaken by Wen et al. (2008) who showed the presence of
lenticular cracks of up to 10 um long and up to 100 nm wide in PGA nuclear
graphite; a fine structure of smaller cracks was also observed with crack lengths
down to 10 nm. Both empty and filled microcracks were identified in virgin and
electron irradiated material; cracks in the latter were suggested to contain low
density, amorphous material. Via a comparison of TEM samples produced by
both ion beam thinning and microtome sectioning techniques, it was confirmed
that this amorphous material observed within the cracks was not a result of TEM
sample preparation. In situ heating of samples to 800°C under a 200 kV electron
beam showed a gradual closure of cracks along the c-axis. Electron beam exposure
without in situ heating also caused cracks to close; after 15 minutes a 60 nm crack

was observed to reduce in width to 6 nm, and in some areas to close completely.
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100 pm

Figure 3.14: Polarised light optical micrographs of (a) PGA and (b) NBG-18 (Ha-
gos et al., 2010).

Neutron irradiated nuclear graphite was also investigated by Karthik et al.
(2015), who used TEM to observe changes in microcracks and the nanostruc-
ture. In both filler and binder phases of NBG-18 and IG-110 graphites irradiated
to 1.42 dpa and 1.91 dpa respectively there was no significant change in the
size distribution of microcracks compared to virgin specimens. The absence of
microcracks in specimens irradiated to ~6.7 dpa at ~670°C was attributed to
the closure of pre-existing microcracks from significant irradiation-induced c-axis
swelling.  Open microcracks within filler particles in all specimens appeared to
contain amorphous carbon but no further analysis on this material was performed.

Cracks have been observed to close when exposed to high temperature or
radiation doses; Wen et al. (2008) saw cracks in PGA graphite close after heating
to 800°C and close after electron irradiation at room temperature, Karthik et al.
(2015) saw cracks in NBG-18 and IG-110 close after exposure to 6.7 dpa of neutron
irradiation at 670°C (but not for specimens exposure to 1.9 dpa at 450°C), and
Hinks et al. (2012) saw cracks narrow in ion irradiated HOPG exposed to >400°C.

3.4 Summary

In carrying out this literature search, some knowledge gaps and contentious issues
have been identified. There has been a wide range of research into the effects of

electron and ion irradiation at a variety of operating voltages and temperatures
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(Burden & Hutchison, 1996; Hinks et al., 2014; Karthik et al., 2011; Koike &
Pedraza, 1992; Muto & Tanabe, 1997; Nakai et al., 1991; Tsai et al., 2013; Wen
et al., 2008), however there are still studies which use potentially damaging TEM
operating voltages when imaging and characterising neutron irradiated graphites
(Karthik et al., 2015; Tanabe et al., 1990; Tsai et al., 2013). To better understand
the effect of electron-irradiation, a series of experiments have been performed at
various operating voltages, the results of which can be found in chapters 5 and 6.
The effect of in situ irradiation temperature on the nano-structure is also unclear,
with different studies citing differing migration energies and temperature thresh-
olds for damage to occur (Banhart et al., 2011; El-Barbary et al., 2003; Latham
et al., 2013; Li et al., 2005; Muto & Tanabe, 1997; Telling & Heggie, 2007; Thrower
& Mayer, 1978; Trevethan et al., 2013). It has also been found that techniques for
quantifying radiation damage through TEM micrographs, SAED patterns, and
EEL spectra can be inconsistent and must therefore be conducted with caution. A
new and thorough radiation damage analysis methodology is tested on electron
irradiated specimens in chapter 6 and applied to in situ heated and electron-
irradiated specimens in 7, and neutron irradiated specimens in chapter 8. Having
established that cracks play a significant role in dimensional change (Chi & Kim,
2008; Delannay et al., 2014; Hinks et al., 2012; Kane et al., 2011; Shtrombakh
et al., 1995; Wen et al., 2008), it is of interest exactly what these cracks consist of.
Recent studies have shown them to contain amorphous carbon (Karthik et al.,
2015; Wen et al., 2008), but little characterization of the in-crack material has
been performed. Chapter 9 attempts to characterize the material within cracks
in neutron irradiated graphite which would have significant immplications for the
development of microstructural models to allow the understanding and prediction

of radiation-induced dimensional and property changes in nuclear graphite.
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Chapter 4

Experimental Theory and Data
Analysis

This chapter will introduce the experimental and data analysis techniques used
in this PhD and discuss how they have been used to extract material properties.
The theory of each technique and the associated parameters used will be also be

covered.

4.1 'Transmission electron microscopy

To observe or simulate the effects of irradiation, TEM can be used. The first
conventional TEM was assembled and successfully used in 1931 and made com-
mercially available by 1939. The small de Broglie wavelength of electrons gives
a much higher resolution than visible light microscopes and allows imaging down
to the atomic scale (A). In a TEM a beam of electrons is directed through a thin
specimen and an objective lens collects the scattered rays arising as a result of
the electron-specimen interaction. This forms a magnified real space image which
is subscquently magnified by additional lenses. The final image of the specimen
is projected onto an imaging screen or CCD. As well as creating an image of the
specimen, the electron beam can also induce atomic damage, depending on the
operating voltage and fluence rate. Recent advances in TEM enable point defects
to be created with atomistic selectivity (Banhart et al., 2011).

To maximise the mean free path of the electrons it is essential for the column

of the TEM to be in vacuum. Standard TEM columns have a pressure of the
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4.1 Transmission electron microscopy

order 0.1 mPa and are equipped with a collection of pumps and airlocks to allow

the column to be regularly and efficiently evacuated between specimen insertions.

4.1.1 Electron source

In the early 1900s it was proposed that electrons had a dual nature; that is they
behave simultaneously as both a particle and a wave where the latter component
makes them comparable to electromagnetic radiation. The equation for determin-
ing the wavelength, A, of a particle was proposed by de Broglie in 1924 (Williams
& Carter, 1996):

= (4.1)

where h is Planck’s constant and p the momentum of the particle. However
in the case of electrons within a TEM, the relativistic velocities result in a slight
alteration to equation 4.1:

2 2
WOy SO Ny e h (4.2)
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where mg, v and E are the rest mass, velocity, and energy of an accelerated
electron respectively, and c is the speed of light (Williams & Carter, 1996).

In a TEM the clectron source creates a fine beam of clectrons which are
emitted into the vacuum column at relativistic energies. There are two main
categories of electron source: a field emission gun (FEG) in which a fine needle
filament is subject to a strong electric field in an ultra~high vacuum in order to
extract electrons; a thermionic electron gun can also be used, where a filament
made of a material with a low work function (usually lanthanum hexaboride,
LaBg, but more traditionally tungsten) is heated and emits electrons which are
accelerated towards an anode (Berger et al., 1988; Williams & Carter, 1996).

4.1.2 Lenses

Although the lenses of the TEM behave in the same way as those in a visible

light microscope, they rely on changes in electromagnetic fields rather than re-
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4.1 Transmission electron microscopy

fractive indices. Since electrons are charged, their path of travel is altered by an
electromagnetic field following Fleming’s left hand rule so changing the current
flowing through the electromagnetic lens will control the focal length of the lens.
In general, electromagnetic lenses can be compared to convex glass lenses used
in visible light microscopy (Berger et al., 1988). Each lens consists of a single
or several rotational symmetric coils which can be arranged in a variety of ways:
the quadrupole lens uses four coils arranged in a square to converge the beam;
whereas a hexapole lens uses six coils. As illustrated in figure 4.1 there are three
main lens groups: the condenser lenses, the objective lens, and the projector
lens. There are also lenses in-between these groups; the diffraction lens and the
intermediate lens. The condenser lenses are used to demagnify and converge the
beam emitted from the electron gun, focus the it onto the specimen and control
the illuminated area. The objective lens then collects the beams diffracted from
the specimen to create a magnified inverted image (the initial image). The ratio
of the distance between the objective lens and the image, and the objective lens
and the specimen determines the magnification of the image (Williams & Carter,
1996; Zhang et al., 2011). The diffraction and intermediate lenses are positioned
below the objective lens and both lenses magnify and invert the image created
by the objective lens to produce a secondary image. However the diffraction lens
is focused on the back focal plane of the objective lens and the intermediate lens
is focused on the image created by the objective lens. Whichever lens is used
determines the image type displayed on the screen, either a diffraction pattern
or a real space image. Finally, a set of projector lenses are used to magnify the
sccondary image onto the imaging device, such as a fluorcscent screen, camcra,

or photographic film.

4.1.3 Lens aberrations

Optics of any kind, whether with photons or electrons, experiences some form
of aberration resulting in an imperfect image. In the TEM, there are two main
aberrations to be accounted for: spherical and chromatic. Spherical aberration
(C) occurs when the rays passing through a lens converge at different points.

Rays further from the optical axis focus sooner than those closer to the optical
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4.1 Transmission electron microscopy
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Figure 4.1: Electron beam schematic within a conventional TEM.
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4.1 Transmission electron microscopy

axis. Chromatic aberration (C,) occurs when rays of different wavelengths focus
at different points on the optical axis. Both spherical and chromatic aberration
distort the image. The aberrations experienced in a TEM are reduced by using
a number of auxiliary objective electromagnetic lenses, or aberration correctors
(Jouffrey et al., 2004). Although the resolution of the TEM can be limited by
these aberrations, the magnification at which many TEMs are operated means
that corrections to C and C. have little effect. The merits of aberration correction
are also dependent on specimen thickness. Only very thin areas benefit from C
correction, whereas thicker areas benefit from C, correction (Williams & Carter,

1996).

4.1.4 Apertures

Apertures are metallic masks which are used to block the high angular diffracted
rays. They decrease beam intensity and can reduce the inclusion of wide angle
rays in image formation. They can be fixed or mobile; in general the condenser
aperture is fixed and determines the fraction of the beam which interacts with
the specimen. In some cases, microscopes have a collection of different sized
apertures to allow for varying levels of beam exclusion.

Apertures are used in the back focal plane of the objective lens to selectively
block information from the diffraction pattern used to create the image. The
aperture can be moved to allow either the central undiffracted electrons to form
a bright field (BF) image or the first order diffracted electrons to form a dark
field image. In the former, vacuum appears as white, whereas in the latter, it is

black.

4.1.5 Diffraction

Electron diffraction in the TEM is a valuable tool when characterising the crystal
structure of a material. For ordered graphite, the regular arrangement of planes
behave like slits and diffract electron waves into a line of bright spots perpendic-
ular to the direction of the planes. The spacing and angular spread of these spots
provide information on plane spacing and atomic order respectively. Spots which

are closer together imply an increase in the spacing of planes and spots which
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4.1 Transmission electron microscopy

Figure 4.2: SAED patterns for (a) HOPG and (b) amorphous carbon (Muto &
Tanabe (1999)).

arc imply the beginnings of polycrystallisation. A totally amorphous carbon will

produce a diffraction pattern of concentric halos (figure 4.2).

4.1.6 Scanning TEM

Scanning TEM, or STEM, involves a highly focused electron beam which scans
over the specimen in a raster like manner. In a similar way to TEM, STEM
measures the transmitted electrons; however it also measures other signals such
as secondary electrons, scattered beam electrons, characteristic X-rays, and elec-
tron energy loss. These additional signals cannot be spatially correlated in a
conventional TEM, leading to an increased spatial resolution for STEM imaging.
To perform STEM imaging, transmission detectors can be added to an SEM or
scanning coils can be added to a TEM. However the highest quality results are
obtained from dedicated STEM instruments, a schematic of which is shown in
figure 4.3.

Bright field (BF) imaging in STEM includes the unscattered or low angle
scattered electrons (of several milliradians) and provides information about the
crystallographic nature of the specimen through phase contrast imaging (the in-
terference of multiple diffracted beams of differing phase). One of the main ad-
vantages of using BF STEM is the ability to image thicker samples. Since there

is no lens below the specimen, there is an absence of the defocusing effect from
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4.1 Transmission electron microscopy

electrons passing through the specimen and losing energy with respect to spec-
imen thickness. BF STEM is therefore capable of imaging specimens of several
pm thick at 200 kV.

High angle annular dark field (HAADF) imaging in STEM includes elasti-
cally Rutherford scattered electrons which have passed very close to the atomic
nuclei in the specimen. The high angle of the detector is usually around 70-200
milliradians which means no Bragg diffracted electrons are collected. HAADF
imaging can provide mass-thickness contrast or atomic number contrast images
with atomic resolution (defined by the probe diameter).

STEM is also capable of secondary electron imaging which allows surface
features to be examined however such a technique has not been used for this
PhD and will therefore not be discussed further.

T Electran gun
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Figure 4.3: Electron beam schematic for a STEM instrument.

63



4.2 Image interpretation

4.2 Image interpretation

Contrast in a conventional TEM image can be a result of mass thickness con-
trast, diffraction contrast, and phase contrast. It is essential to understand the
differences between each, and the techniques available to accurately interpret im-
ages. The contribution of each contrast mechanism changes with magnification;
at low to medium magnification, mass thickness and diffraction contrast arc most
prominent, and at higher magnification, phase contrast is most prominent.

For uniformly thick specimens, mass contrast shows areas of heavy atoms
darker than areas containing lighter atoms since they scatter more electrons to
high angles which are blocked by the physical limitations of the bore of the mi-
croscope column. If the specimen is of the same atomic composition, thickness
contrast shows thicker areas darker than thinner areas since thicker areas result
in increased high angle scattering. Diffraction contrast shows changes in intensity
due to diffraction over a specimen. The intensity of a feature is a result of varia-
tions in the intensity of diffracted beams due to non-uniform specimen thickness
or changing diffraction conditions. Diffraction contrast is usually more dominant
than mass thickness contrast and may be enhanced by use of an objective aper-
ture. In bright field imaging the objective aperture selects only the undiffracted
beam to form the image. Strongly diffracting areas then appear dark. In dark field
imaging the objective aperture selects a particular diffracted beam and provides
a reverse contrast image. Phase contrast is observed at higher magnifications and
offers better spatial resolution and occurs when more than one diffracted beam
contributes to an image allowing for the imaging of atomic columns. A large
part of structural information is contained within the phase of an electron wave
however the TEM only records the intensity, or amplitude. On passing through
the specimen, the attractive positive atomic potential changes the phase of the
electron waves. The interaction of electron waves of different phase will affect
the overall intensity, thereby allowing phase-related structural information to be
detected. This appears as an interference pattern whose spacings are related to
the lattice spacings associated with the particular diffracted beams included. Un-
derstanding the contrast transfer function allows for the optimization of phase

contrast.
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4.2 Image interpretation

An alternative imaging technique is energy filtered TEM (EFTEM) which can
remove inelastic scattering from images (zero loss filtering) or image with specific
energies of inelastically scattered electrons. EFTEM imaging is discussed in more

detail in section 4.3.3.

4.2.1 Contrast transfer function

As discussed previously, the high resolution in a TEM is achieved by the small
de Broglie wavelength of the electron beam. Using Equation 4.2 the de Broglie
wavelength can be calculated for various operating voltages which correspond to

the microscope’s potential resolution.

Accelerating voltage (kV) Relativistic de Broglie wavelength, A, (pm)

100 3.70
200 2.51
300 1.97

Table 4.1: De Broglie wavelengths at various operating voltages

These resolutions are much smaller than the diameter of atoms but the achiev-
able resolution is in fact worse than that stated due to imperfections or aberra-
tions in the electron lenses; a more accurate TEM resolution limit (R’) takes into
account the spherical aberration constant of the objective lens (Cs) which can be

expressed as

R = 0.66C02\0T5 (4.3)

which gives value of R’ = 2.45 A for the TEMs at the University of Leeds which
were used for the majority of experiments detailed in this thesis (accelerating
voltage = 200 kV and Cs = 1.2 mm) (Scherzer, 1949).

As well as high resolution, it is essential to have contrast within the image.
The Rose criterion for visibility states that the difference in intensity of the feature
of interest (I;) and the background (, ) must be more than 5 times the level of
noise (V) which, for Poisson statistics, is the square root of the number of counts
detected (equation 4.4) (Williams & Carter, 1996).
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4.2 Image interpretation

I;—I,> 5N (4.4)

A more advanced consideration of contrast regards the ‘contrast transfer func-
tion’ (CTF) which describes the change in the phase of the exit wave due to ob-
jective lens aberrations. For non-corrected TEMs with a fixed C, a through focal
series must be performed to optimize the CTF and determine the best possible
defocus to use when imaging (Scherzer, 1949). During a focal series, features in
the image can undergo contrast or phase reversal as illustrated in figure 4.4. The
phase reversal is also dependent on sample thickness (figure 4.5) so care must be
taken to create specimens of even thickness while imaging them at a calculated
defocus.

The CTF is a mathematical function which tracks these changes in phase
(and hence contrast) during a focal series. It is largely affected by the defocus
but also the astigmatism, electron wavelength, chromatic aberration, and spatial
coherence of the electron beam (Mindell & Grigorieff, 2003; Williams & Carter,

1996). The former two result in phase reversal which is represented graphically

-800 A =700 A -658 A -600 A -500 A -400 A

Figure 4.4: Through focal series of 60 nm thick [100] oriented graphite from -800
A to -400 A. (200 kV operating voltage). The right hand image shows the atomic
model for comparison. Each cell is 20.40 A high and 4.26 A wide.
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40 nm 50 nm 60 nm 70 nm 80 nm

Figure 4.5: Contrast at -600 A defocus in varying thickness of [100] oriented
graphite from 40 nm to 80 nm. (200 kV operating voltage). The right hand
image shows the atomic model for comparison. Each cell is 20.04 A high and 4.26
A wide.

as an oscillating wave and mathematically as T'(k) (equation 4.6). The latter two
give the oscillation an attenuating envelope (Mindell & Grigorieff, 2003). This
is mathematically described in equation 4.5 and equation 4.6 and illustrated in
figure 4.6.

CTF =T(k)E.E, (4.5)

T(k) = siny = sin <77Af)\ek2 + ngxjk;‘*) (4.6)

where F. and E, represent the envelope contribution from chromatic aberra-
tion and spatial coherence respectively,siny is the phase induced by the lens, Af
is the defocus, A, is the electron beam wavelength, and k is the spatial frequency.
When siny is negative, atoms appear dark and vice versa. The point res-
olution of the microscope at each defocus can also be determined from a CTF

plot by taking the spatial frequency at which the CTF function crosses zero for
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the first time (Tromp & Schramm, 2013). A CTF which fluctuates closely about
zero would result in a low contrast image. Optimum imaging can be achieved
when the base of the first trough is relatively flat around a spatial frequency cor-
responding to the size of the feature of interest meaning slight size changes in the
feature will not experience a change in contrast. For example, when observing
the (002) lattice fringes in graphite, a spatial frequency of 0.29 A~' corresponds
to the 3.4 A atomic spacing. At a defocus of -600 A, the CTF intensity is at
a negative maximum of around -0.9 with a fairly flat bottomed trough (figure
4.7(b)). Figure 4.7 illustrates how the shape of the CTF changes with defocus,
and highlights the spatial frequencies corresponding to atomic spacing in the 002
(3.4 A) and 001 (2.46 A) directions.

At -500 A and -700 A defocus the negative intensity of the CTF is lower than
at -600 A but the troughs are relatively sharp. At -800 A defocus the spatial
frequency corresponding to 3.4 A becomes positive implying a phase reversal,
similar to those observed in figure 4.4. To some extent the observation of atoms
along [001] is limited by the CTF as the intensity of the spatial frequency corre-
sponding to the spacing of atoms within the basal plane (2.46 A) is consistently
relatively low. In some cases (figure 4.7 (a) and (d)) the spatial frequency at 2.46
A is beyond the resolvable limit.

To calculate the best possible defocus more accurately, Scherzer optimized
the CTF by balancing the effects of spherical aberration (C;) against the defocus
(Af) (equation 4.7) (Scherzer, 1949)).

Afse, = —1.2(C4),)%? (4.7)

which gives a defocus value of -658 A (assuming Cs = 1.2 mm and A, =
2.51 pm). If the CTF is plotted for such a defocus, it can be seen that the
negative (normalised) intensity for 3.4 A lattice spacing is ~ 0.73 (figure 4.8)

which provides sufficiently significant contrast to observe the fringes in graphite.
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Figure 4.6: Typical CTF illustrating an oscillating wave dampened by an envelope
attenuating towards high spatial frequencies. Input parameters: 200 kV operating
voltage, 1.2 mm spherical aberration coefficient, 0 A defocus.
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Figure 4.7: Change in CTF with defocus at (a) 500 A, (b) 600 A, (c) 700 A, and
(d) 800 A using simulation software Cerius2. Input parameters: 200 kV operating

voltage, 1.2 mm spherical aberration coefficient.
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Figure 4.8: CTF plot of the Scherzer defocus. Input parameters: 200 kV operating

voltage, 1.2 mm spherical aberration coefficient, -658 A defocus.

4.2.2 Quantitative image analysis
Transmission electron micrograph analysis

TEM micrographs of irradiated graphite have been analysed using image anal-
ysis software provided by the PyroMaN research group, to quantify the change
in atomic arrangement following radiation exposure (Raynal et al., 2010). Based
on analysis of (002) lattice fringes, the software provides information on fringe
length, tortuosity, and orientation using Fourier transform filtering and a level
curve tracking algorithm (DaCosta et al., 2015, 2000). Fourier transform filtering
is used to reduce levels of unwanted noise in a TEM image to increase the visi-
bility of structural differences. Masks are applied to the (002) spots in a Fourier
transform of a micrograph and then the inverse Fourier transform is extracted
(see figure 4.9). However noise filtering not only removes noise from the image
but potentially blocks other structural information from higher angle scattered
electrons. The Fourier transform filtering stage must therefore be finely tuned to
ensure valuable structural information is not lost. The same mask as in figure
4.9(c) was applied to a micrograph of amorphous carbon; the resultant micro-
graph still represented amorphous carbon and not lattice planes, proving that
this masking technique does not create images of false structures. To allow for

the extraction of radial or angular intensity profiles in the PyroMalN software
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Figure 4.9: Demonstration of FT filtering to and image of electron irradiated
HOPG. (a) raw TEM image, (b) FT of the image, (¢) masked FT, (d) FT filtered
TEM image.

analysis, the power spectrum is remapped onto polar coordinates. The Fourier
transform (FT) radial profile (averaged within an estimate of the span of the
(002) arcs) is fitted using a Gaussian model to calculate the opening angle of the
(002) spots and the d-spacing. The opening angle is considered to be a measure
of the degree of twist, or disorientation, of the basal planes. The level curve
tracking algorithm is applied to the Fourier transform filtered image to calculate
the length and tortuosity of each fringe detected. Although the algorithm detects
fringes even if they exceed the image boundaries, they cannot be included when
performing measurements since the true length and tortuosity is not known. The
detection of fringes in a lattice image of electron irradiated graphite is shown in
figure 4.10(c).

Orientation maps of these micrographs show localised changes in the misorien-
tation of neighbouring planes where red indicates no relative change, yellow /green
indicates a clockwise misorientation, and purple/blue indicates an anticlockwise
misorientation (figure 4.10(d)). A second-order (pairwise) statistical analysis of
the orientation maps provides information about the relative orientation of neigh-
bouring fringes, providing additional insights into the nano structure including
estimates of coherence lengths parallel and perpendicular to the fringes, together
with the mean misorientation of the fringes at larger distances. An example of
the application of this software to TEM images of electron irradiated graphite is

displayed in figure 4.10.
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Three dimensional models from two dimensional micrographs

To better visualise imperfect carbon structures and to add quantitative data to

qualitative HRTEM images, 3D atomistic models have also been derived. In col-
laboration with the 2D HRTEM image analysis work of DaCosta et al. (2000)

(discussed in section 3.1 and above), Leyssale et al. (2009) created a new 3D im-

age synthesis technique based on image guided atomistic reconstruction (IGAR).

IGAR has a multi step approach:

1.

First, a HRTEM image is subject to a band-pass filter to remove low-
frequency (background gradients) and high-frequency (noise) artefacts (fig-

ure 4.11(a)).

. A 2D statistical analysis of this micrograph is then performed to describe

the relationship between two neighbouring pixels.
These 2D statistics are then extended to a collection of 3D target statistics

to describe the relationship between two voxels.
A cube of set dimension, filled with randomly arranged carbon atoms is

subject to two interaction potentials (Vrppo and Vggrrgey ) which simulates
annealing (a “slow” temperature quench using either molecular dynamics
or Monte Carlo calculations), and the calculated 3D statistics and standard
parameters (such as specimen density, interlayer spacing, and C-C bond
length limit of 1.3 A) are then applied to the structure. This makes the
carbon atoms rearrange themselves based on the lowest energy structure
for a given nanotexture. The result is a synthesised 3D TEM-like image
(4.11(b)).

The atomic model is then simulated iteratively assuming an orthotropic
statistical distribution (4.11(c)).

TEM images of the 3D models are then simulated using the multislice simu-
lation approach as implemented in the NCEMSS software package (Kilaas,
1987). These simulated TEM images undergo the same 2D statistical treat-
ment as the experimental TEM images to verify that they are statistically

equivalent.

The reconstructed atomistic model gives information about the nanotexture

by calculating the proportion of sp? and sp® bonded carbon, and the number of
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4.2 Image interpretation

six-membered rings which can then be compared with EELS data (Farbos et al.,
2014; Leyssale et al., 2009, 2012). The atoms are labelled C1 to C6. C1, C2,
C4 are carbon atoms with 1, 2 or 4 neighbours, and C3 are defect 3-fold carbon
atoms. C6 are hexagonal 3-fold atoms whose nearest neighbours are sp? atoms
(i.e. C6 (planar sp?) or C3 (non-planar sp?)). Application of this technique to
electron irradiated specimens can be found in chapter 6. A detailed description
of the multi step approach for IGAR can be found in Leyssale et al. (2012) (not
for the faint hearted...).

17 nm 17 nm 17 nm 17 nm

Figure 4.10: Application of the PyroMaN TEM 2D image analysis software to

electron irradiated graphite to determine fringe length, tortuosity, and orientation.

Figure 4.11: Steps of the IGAR 3D modelling process. (a) shows the filtered
HRTEM, (b) shows the 3D HRTEM-like reconstructions of (a), and (c) shows
the reconstructed atomistic models where blue represents six-membered rings and

orange represents non-six-membered rings (Leyssale et al., 2009).
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4.3 Electron energy loss spectroscopy

SAED analysis

Diffraction patterns were also recorded together with micrographs where the spac-
ing of (002) spots were measured using intensity profiles in Digital Micrograph.
The arcing of the diffraction spots was also measured to assess the misalignment
of layers induced during electron irradiation. To extract this information the
SAED patterns were intensity normalised and the full width at half maximum
(FWHM) of each diffraction arc was measured using the ‘Graphite Anisotropy
Analysis Program’ (GAAP) provided by A. Campbell at the University of Michi-
gan (Campbell et al., 2013). GAAP measures the intensity around a ring at the
(002) radius. Gaussian curves are fitted to the intensity plots and the FWHM
determined. Figure 4.12 shows an example of GAAP applied to an SAED pattern
of electron irradiated graphite. This technique was used in chapter 6 to assess

the effect of electron irradiation to PGA graphite.

T4 Graphite Anisotropy Analysis Program - Version 8.00
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Figure 4.12: Application of the Graphite Anisotropy Analysis Program to electron
irradiated graphite to determine spacing and annular spread of SAED (002) spots.

4.3 Electron energy loss spectroscopy

EELS measures the energy loss of electrons passing through a specimen due to
a series of inelastic scattering events with electrons associated with atoms and
atomistic bonding in the specimen. This interaction results in the transfer of

a small amount of energy to the electrons causing excitation. By measuring
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4.3 Electron energy loss spectroscopy

the energy loss experienced by the electron beam, information can be obtained
regarding the solid state and atomic nature of the specimen.

During inelastic scattering events of sufficient energy, carbon ‘ls’ electrons
become excited and move to unoccupied states beyond the Fermi level. Due
to the conservation of energy, the incident electron loses the same amount of
energy and is scattered. The unstable ionized carbon atom will then undergo
de-excitation where the excited electron makes a transition back to a core hole
and releases energy in the form of electromagnetic radiation or kinetic energy
(i.e. an Auger electron) (Egerton, 2011; Williams & Carter, 1996). It is these
excitations which lead to electron energy losses and the characteristic shape of
the EEL spectrum.

4.3.1 Instrumentation

EELS instrumentation is located below the viewing screen of a TEM. It comprises
of entrance apertures, a magnetic prism (which is used to bend the path of the
electrons), a drift tube, and a detector (figure 4.13). The degree of deflection
the electron experiences from the magnetic field (B) depends on its energy loss;
the higher the energy loss, the high the degree of deflection. A spectrum is thus
formed on the dispersion plane which is recorded using a scintillator and a two
dimensional charge coupled device (CCD) or one dimensional photodiode (PD)
array (Williams & Carter, 1996).

An EEL spectrometer records the kinetic energy of transmitted electrons,
producing a spectrum of the number of electrons (or electron intensity) as a
function of their energy loss. The magnetic prism not only separates electrons
of differing energy loss but also acts as a lens to focus electrons experiencing the
same energy loss, but travelling on/off axis. The detector system (scintillator

plus CCD or PD) collects the resulting spectrum on the dispersion plane.

4.3.2 Data presentation of EEL spectra

The EEL spectrum can be split into two regions: the low loss and the core loss

as illustrated in figure 4.14.
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— msmmms Entrance aperture

Magnetic prism

Drift tube
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plane

Figure 4.13: Schematic of EELS instrumentation.

Due to the high amounts of energy required for core shell excitation compared
to plasmon excitation, the ionization cross-section is small resulting in a low
intensity in the core loss region. The core loss edges are superimposed onto a
decaying background from plasmon excitations which must be removed before
analysis is performed.

EELS has been used to analyse a variety of carbonaceous materials for many
years from investigating the p., and p,,, projected fine structure in crystalline
graphite (Batson, 1993) to measuring the change in sp® content during a graphi-
tization series (Daniels et al., 2007). EELS has also been used to examine a range
of carbon fullerenes (Henrard et al., 1999) and both amorphous and diamond-like
carbon films (Papworth et al., 2000). The findings of these studies are discussed
in chapter 3.
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Figure 4.14: A typical EELS spectrum for graphite, highlighting features of im-
portance.

Low loss region

The low loss region generally lies below 50 eV and contains the zero loss peak
(ZLP) interband transitions, and plasmon peaks. The ZLP represents the elec-
trons which have passed straight through the specimen, or those which have been
elastically or quasi-elastically scattered, retaining the initial beam energy or los-
ing less than the resolvable limit (Egerton, 2011). The plasmon peaks occur due
to the excitation of delocalised orbital electrons, providing information about the
electrons which have interacted with the conduction/valence bands influencing
the electronic and solid state properties of a material. The valence electrons can
be excited by three means: intra/interband transitions, plasmon excitation, and
Compton scattering. In the former process the electron is excited to an empty
state within the same band (intraband transition) or to a higher neighbouring
band (interband transition), both of which are above the Fermi level. Plasmon
excitation involves the excitation of an oscillating gas or plasma of electrons in
the valence or conduction band. The effects of Compton scattering, due to single
electron excitation by electron-electron collisions, usually go undetected as the

scattering angle is often beyond the collection aperture. Although the plasmon
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4.3 Electron energy loss spectroscopy

peak is affected by the bonding within the specimen it’s position is not necessarily
characteristic of the material being investigated (Brydson, 1991; Reimer et al.,
1992).

The resolution of the spectrum is defined by the electron source and can
be determined from the full width half maximum (FWHM) of the ZLP. At an
operating voltage of 100 keV a tungsten electron source provides a low resolution
of 3 eV, a LaB6 electron source provides 1.5 eV, and the Schottky and cold field
emission guns (FEGs) provide 0.7 eV and 0.3 eV resolution respectively (Williams
& Carter (1996) table 5.1). At standard operating conditions of 200 kV, the
resolution is slightly lower than these quoted values, however it can be improved
by under saturating the filament, or increasing the gun extraction voltage.

There are three features of interest in the low loss region of a graphitic EEL
spectrum: the zero loss peak, m plasmon peak, and bulk plasmon peak (figure
4.15). For thin samples, the zero loss peak has the highest intensity and can
be approximated as a Gaussian centred at 0 eV. The next peak is called the 7
plasmon which occurs around 6.5 eV and provides evidence for the existence of
sp? bonding; there is also evidence here for the existence of interband transitions
between the m and 7* orbitals (7 — 7*). The third peak in the low loss region is
called the bulk plasmon (7 + o) which represents the excitation of a plasma of all
the valence electrons (not just the m valence electrons), hence the wider energy
spread. This peak can be used to extract information about the density of the
specimen and quantify the degree of graphitic character (Daniels et al., 2007).

Since 7 bonding is characteristic of sp? bonding in hybridized carbon, the
peaks associated with 7 plasmon or m# — 7™ transitions can be analysed to de-
termine the sp? content within the specimen. In the low loss region, the two
plasmon peaks, 7 and (7 + o), can be integrated and normalised with respect to
perfect graphite to achieve this.

The bulk plasmon peak energy (E,) is related to the density of the valence
electron gas (NN.) by

B = <N€€2>0'5 (4.8)
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Figure 4.15: Low loss region in a graphite EEL spectrum.

where h is Planck’s constant, e is the electron charge, mg is the electron
mass, and €¢ is the permittivity of free space (assuming a free electron system)
(Williams & Carter, 2009, eq. 38:6). The electron density is directly proportional
to the bulk density of the specimen so it can be assumed the energy of the bulk
plasmon peak is proportional to the square root of the specimen density (Leder
& Suddeth, 1960).

To automatically extract this information from low loss spectra, Hyperspy
was used to fit Gaussians to the two plasmon peaks (de la Pena et al., 2015).
A fitting of a typical low loss spectrum using Gaussian peaks is shown in figure

4.16; the following constraints were used:

e 7 plasmon Gaussian centred at ~6.25 eV (with a constraint on the FWHM:
0.25 eV < FWHM < 6 eV);

e (7 4 o) plasmon Gaussian centred at ~25 eV (10 eV < FWHM < 17 eV).
Core loss region

The core loss region of the spectrum extends from 50 eV to several thousand

eV and contains information about the fine structure of the specimen due to
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Figure 4.16: Gaussian fits (green and red) over raw (red dotted) low loss EELS
data using HyperSpy. The energy position and FWHM of the peaks are shown.

atomic electron excitation from localised orbitals to unoccupied anti-bonding like
states above the Fermi level. The transitions observed follow the dipole selection
rule. The core loss region therefore gives an insight into the atomic nature of the
specimen (Brydson, 1991). The transition of inner shell electrons to unoccupied
states generates a series of characteristic edges which are named with respect
to the standard spectroscopic notation assigned to electron transitions between
orbitals (Williams & Carter, 1996, p.1419). The structure contained in the re-
gion 50 eV from the ionization onset peak is known as the Electron Energy Loss
Near Edge Structure (ELNES). At these energies an excited electron has a larger
range of unoccupied states to choose from resulting in a jagged decay tail (Reimer
et al., 1992; Williams & Carter, 1996). The ELNES contains specific information
about the phase, local bonding, and density of unoccupied states in the specimen.
However care must be taken when analysing such features as with increased en-
ergy comes decreased resolution due to solid state broadening mechanisms, such
as core hole lifetime broadening (which can override the resolution limit of the
electron source) (Brydson et al., 2002).

In graphite the excitation of a carbon 1s electron to an unoccupied ¢* (p)

antibonding electron state generates a ¢* peak in the carbon K-edge and the
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transitions of inner shell electrons to the unoccupied n* antibonding electron
states generates the peak prior to the carbon K-edge, around 285 eV (figure
4.17). The fine structure and its decaying tail is known as an edge. The o*
and 7 peaks therefore verify the presence of an sp? electronic configuration in
the specimen. Conversely, for diamond a lack of = bonding means the EELS
spectrum has no 7* peak indicating an sp® configuration, and for amorphous
carbon structures both the 7#* and o* peaks are less distinct. The carbon K-edge,
observed in the EELS spectra of all carbon allotropes has a ‘saw-tooth’ profile
where the spectrum increases suddenly at the ionization energy and tails off by
E~7, where 3 < r < 4, towards the background signal (Reimer et al., 1992). The
consistency in bond length can be deduced from the intensity and definition of
the 7* and ¢* peaks, where a higher intensity and definition suggest an increased
bond length consistency (Daniels et al., 2007). The third feature in figure 4.17,
labelled MSR, represents the ‘multiple scattering resonance’ peak whose presence
reflects the long range order of the specimen, in particular the radius of the second

nearest neighbour shell.

o*

L MSR

Intensity

265 285 305 325 345
Energy Loss (eV)

Figure 4.17: Core loss region in a graphite EELS spectrum

Beyond the ELNES region is the Extended Energy-Loss Fine Structure (EX-
ELFS) which spans over several 100 eV. It is a result of diffraction effects when

an excited electron wave is reflected by the atoms adjacent to the ionized atom.
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Constructive and destructive interference of the reflected wave will increase or
decrease the ionisation probability respectively. Analysis of this region can give
an indication of atomic spacing (Brydson, 1991; Diaz et al., 2007; Reimer et al.,

1992; Williams & Carter, 1996). This has not been employed in the current work.

Planar sp? content

A comparison of the two principal peaks in the core loss ELNES region pro-
vides information regarding the proportion of planar sp? bonded carbon. The
simple two window method involves the integration of the area under the 7* peak

(I+) and a 20 eV integration window including both the 7* and o* peaks (I« 4+)
as illustrated in figure 4.18.
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Figure 4.18: Integration windows to extract sp? bonding information.

A ratio between these two areas relative to that for perfect graphite (or

HOPG) gives an indication of the sp? content in the specimen by
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(7)
Iix v specimen

(Iw*w* )HOPG’
where the integration windows (I) are illustrated in figure 4.18 (Zhang et al.,
2011). This method was first successfully used by Berger and McKenzie (1988)

who used a 5 eV and 20 eV integration window over the 7* and (7* and ¢*) peaks

(4.9)

Planarsp?®content o

respectively (both from an onset of 282.5 eV). An error of +1 % was quoted
however effects of 7* and ¢* overlap were not considered. In 1994, Bruley et al.
presented a series of experiments making changes to the two integration windows
to examine the sensitivity of data to the window width. In order to decrease the
source of error due to 7* and ¢* overlap, Daniels et al. (2007) investigated the
effect of using a much smaller integration window of 1 eV for the 7* peak setting
the onset to 284.5 eV. Although this produced more reasonable data, the small
window was thought to introduce new, unknown errors.

To characterise the ratio of planar sp? bonded carbon to total carbon in this
work, an improved automated fitting routine for the carbon K-edge was achieved
by inclusion of two additional Gaussian curves to the method proposed by Zhang
et al. (2011). This new method employed five Gaussian peaks (figure 4.19 (a)):
G1 centred at ~285 eV for the C=C 7* component; G4 ~292 eV, the C-C ¢*
component and G5 ~300 eV, the C=C ¢* component. The additional Gaussians
were positioned under the residual peak (~286-288 eV) described in Zhang’s
method as of uncertain origin: either from the presence of additional heterospecies
(e.g. O or H) or the presence of a non-planar sp*>-bonded (fullerene-like) carbon
component, as is the case here.

Gaussians were fitted in HyperSpy using the following constraints:
e Gl centred at 284.5 eV (0.25 eV < FHWM < 2 eV);

e G4 centred at 291.75 eV (2.1 eV < FHWM < 3.0 eV);

e G5 centred at 297.75 eV (11.2 eV < FHWM < 13.1 eV).

When fitting the extra two Gaussians (G2 and G3), the seript fixed the FWHM
and the centre of G1, G4 and G5 along with the area of G4 and G5, but allowed
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Figure 4.19: (a) Circled residual peak signal from a 3 Gaussian fit performed in
Gatan Digital Micrograph, (b) circled residual peak signal from a 5 Gaussian fit
performed in Hyperspy. The residual peak from (a) was deconvoluted into two

separate peaks in (b).

the area of G1 to vary in order to accommodate the new components, which were

then fitted using the following constraints:

e G2 centred at 286.5 eV (0.2 eV < FHWM < 1.5 eV)

e G3 centred at 288.5 eV (0.2 eV < FHWM < 1.5 eV).

The relative intensity under G1 is assumed to represent the proportion of
planar sp? bonded carbon, as found in pristine graphite. In previous studies
(Daniels et al., 2007; Zhang et al., 2011) this relative intensity has been normalised
to reference materials, such as HOPG, in order to obtain absolute values. However
for obtaining the change during beam damage, intensities have been normalised
to the initial (t=0) spectrum (as in chapter 6), or for relative changes across an
irradiated specimen, not normalised at all (as in chapter 9).

When performing such calculations, it is essential that the magic angle crite-
rion is met (whereby specimen orientation does not affect the intensity of these
peaks). A detailed discussion about the necessary operating conditions to satisfy

this criterion can be found in section 5.2.

Non-planar sp? content
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The spectral intensity around 287 eV gives information about hetero-atom
content (deemed to be negligible in this case due to the high graphitization tem-
peratures) and what is termed as non-planar sp? carbon (from non six-membered
rings which induce curvature in the basal planes) (Daniels et al., 2007; Mironov
et al., 2015; Zhang et al., 2011). The signals from the G2 and G3 peaks in figure
4.19 were analysed to provide information regarding the non-planar sp? content
of the specimen by measuring the ratio between the combined intensities under
G2 and G3 (Ir) and normalising them to L;«,,+ as detailed in equation 4.10.

For obtaining the change in non-planar sp? bonded carbon during beam dam-
age, Ir was normalised to the t=0 value for (sp? + non-planar sp?) (as in chapter
6), or for relative changes across an irradiated specimen, not normalised at all

(as in chapter 9).

I

IW*+O'*

Non — planarsp? o (4.10)

Multiple scattering resonance

The MSR peak, occurring at an energy loss of around 330 eV is associated
with the scattering shells located within the basal plane. When a 1s electron is
excited in a carbon atom, this can be thought of as spherically radiating wave
(figure 4.20). When this wave reaches the three nearest carbon atoms in the first
shell, of radius 1.42 A, it may reflect back to the excited atom or continue to
the second nearest neighbour atoms, of which there are six in the second shell of
radius 2.46 A. The reflection of the wave from the second shell creates a standing
wave whose energy (Fysg) is inversely proportional to the square of the radius
of the second shell (Rysr) by

Kuysr

Ensn = (4.11)

Rusi’®

where K/gr is a constant (Daniels et al., 2007; Scott et al., 2001). The value of
K sk can be calculated by measuring E, sz from a spectrum of HOPG where the
nearest neighbour bond length can be assumed to be 0.142 nm (and so the next-

nearest neighbour to be 0.246 nm) and then using equation 4.11 to calculate the
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constant Kj;sr to be 1980.89 eV A2. As the structure of the specimen becomes
more ordered, the energy of the wave will become more defined, resulting in a
sharper MSR peak. The radius of the second shell can then be determined by
measuring E,/sr from a spectrum and using equation 4.11, leading to a value of

the carbon-carbon bond length.

@ Excited carbon atom

Neighbouring carbon atoms

—————— 1% scattering shell

2nd scattering shell

Figure 4.20: Schematic of the scattering shells within a graphite plane

4.3.3 Energy filtered TEM

In conventional TEM regions of darker contrast in a BF image might refer to either
thicker material or material of a higher crystallinity. To distinguish between the
two, energy filtered TEM (EFTEM) images can be acquired and plasmon ratio
maps calculated. For graphite samples, two filters arc used: one at 27 ¢V and once
at 22 eV. In electron energy loss spectroscopy, the 27 eV plasmon peak is related
to the electron density of crystalline graphite and hence its atomic order; a shift in
this plasmon peak (towards 22 eV, which is a value typical of amorphous carbon)
suggests a reduction in the density/atomic order so that a ratio between the two
will provide a quantitative measure of graphitic content, and will simultaneously
remove thickness and diffraction contrast observed in the BF image. In this Ph.D,
EFTEM was used to assess the nature of material found within microcracks in

irradiated graphite. More details of this study can be found in chapter 9.
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4.4 Determining the electron dose

To determine the dose, D, experienced by a material in a transmission electron

microscope, the electron current, I, must first be calculated by

1.875 x 10" x b x ¢
I —
te x C

where b is a constant (1.3 at 200 kV), € is the emulsion setting (set to 2

(4.12)

during TEM operation), t. is the exposure time measured by the exposure meter
on the TEM phosphor screen, and C' is the screen size correction factor (=1).
The equation was sourced from FEI (FEI, 1986) (appendix C). To convert this
to an electron flux, J, equation 4.12 must be divided by the electronic charge (e)

and the beam area, A,

1
Ab><€

J = (4.13)

Since the electron charge is in Coulombs, and the current is in Amps, this be-
comes a number of electrons per unit area per second. The dose is then calculated

using equation 4.14 where o4 is the displacement cross section.

D =Jx oy (4.14)

The displacement cross section varies with electron energy and displacement
threshold energy, E4. Referring to Figure 18 in Oen (1965) (appendix D) a dis-
placement cross section of 16.25 barns was measured assuming an electron energy
of 200 kV and a displacement threshold energy of 20 eV (Krasheninnikov & Nord-
lund, 2010). The value of E4 has not yet been agreed upon within the literature
with values ranging from 15 to 30 eV which results in a variation in g4 so that
D will vary by a factor of up to 7 (Banhart, 1999; Egerton, 2009; Karthik et al.,
2011; Krasheninnikov & Nordlund, 2010). When comparing electron irradiation
experiments from the literature, where fluences are quotes in electrons per unit
area or by dose in ‘displacements per atom’ (dpa), care has been taken to convert
all dpa values according to the same value for o,. Assuming an operating voltage

of 200 kV and a displacement cross section of 16.25 barns, the following electron
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fluxes and doses can be determined for a variety of magnifications and beam sizes,

examples of which are displayed in table 4.2.

Magnification Beam area  Electron flux Dose
m? e m 257! dpas—!
5,000 2.32 x10710  4.37 x10*°  7.00 x10°7
10,000 5.81 x10~  1.75 x10?*  2.80 x1076
36,000 4.48 x10712 227 x10?2  3.63 x107°
280,000 741 x107*  1.37 x10*  2.19 x1073

Table 4.2: Examples of typical electron fluxes and doses at a variety of magnifica-

tions and beam sizes.

The change in beam size was recorded for varying the second condenser lens
(C2) current in the CM200 and for varying beam intensity in the Tecnai. As
there is a linear relationship (see figure 4.21) the data can be extrapolated to
determine the radius of the beam (as measured on the screen, see appendix B)

for large C2 currents/beam intensities during the collection of low loss spectra,

for example.
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Figure 4.21: Change in (on screen) beam radius with respect to (a) C2 current
at 36,000 magnification in the CM200 TEM and (b) beam intensity at 280,000
magnifications in the Tecnai TEM. (See appendix B for beam sizes.)
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4.5 Source of samples

Virgin samples of nuclear PCIB, PCEA, and PGA and neutron irradiated samples
of British Experimental Pile ‘0’ (BEPO) and (Oldbury) PGA were provided by
Abbie Jones at the University of Manchester. Neutron irradiated samples of
PCEA and PCIB were provided by Will Windes of Idaho National Laboratory.

To investigate virgin material in the TEM, specimens were typically crushed
using an agate pestle and mortar and mixed with acetone before being dispersed
onto a holey carbon-coated copper TEM grid (3 mm diameter). To avoid the
creation of airborne dust during radioactive sample preparation, a small amount
of material was removed from a bulk block using file paper wetted with acetone,
more acetone was then applied to suspend the particles in liquid which was then
dispensed onto a holey carbon-coated copper TEM grid.

For in situ heating experiments, holey carbon-coated gold TEM grids were
used to avoid sputtering effects. In general, the graphite platelets lie with the
basal planes perpendicular to the electron beam. In order to view parallel to the
basal planes it is necessary to find an area where the graphite platelet has a curled
edge as illustrated in figure 4.22. Although this superficially gives a high contrast
image of the graphite planes, it cannot be certain that the atoms are arranged
in vertical columns as desired. It is likely that the atoms within the curved edge
twist and curl in the third dimension to interfere with the image. This can be
prevented with advanced sample preparation techniques such as precision ion

polishing or focused ion beam to produce platelets in cross-section.

TEM beam

|

Figure 4.22: An area “looking down” the basal planes (left), and an illustration of

curved plane edges (right).
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The use of a precision ion polishing system (PIPS) was tested for its ability to
create self-supported specimens and for use on neutron irradiated samples where
the creation of airborne radioactive dust must be avoided. Due to the sensitivity
of graphite, a low angle, low voltage approach was adopted. 3 mm disc specimens
were exposed to a 3.5 keV ion beam at 3° for 8 hours. Achieving the required
sample thickness proved to be difficult with this technique, and specimens were
prone ot breaking.

Another approach for sample production was using a focused ion beam (FIB).
This allows for specific regions of interest in the bulk to be selected for investiga-
tion within the TEM. The specimens prepared using this technique were made at
Leeds by John Harrington (for the specimens investigated in chapter 8) and by
Mike Ward (for the specimens investigated in chapter 9). An FEI Nova200 dual
beam SEM focused ion beam (FIB) fitted with a Kleindiek micromanipulator for
in situ lift out was used.

The as-received irradiated PCEA and PCIB specimens were ~6 mm x 12
mm cylinders. PCEA contains medium sized round and needle grains (360 pym -
800 pm) and is manufactured via extrusion, and PCIB contains ultra-fine grains
and is manufactured via iso-moulding (Kane et al., 2011). Both use a petroleum
coke source and are being considered for use in the IV" generation of graphite
moderated nuclear reactors.

Oldbury graphite is PGA grade and was irradiated in the UK’s Oldbury Mag-
nox reactor. BEPO graphite is an extruded coke-based grade containing elongated
needle filler particles (similar to those found in PGA) within a porous binder
phase where the binder and crystallites do not have preferential alignment. The
filler particles are fairly consistent in size, of order 1 mm x 0.5 mm (Huntingdon
et al., 2002). Three samples of neutron irradiated BEPO with different received
doses were sourced from the same trepanned column. BEPO1 was farthest from
the reactor core and received a dose of 0.4 dpa (~3.1 x 10* n cm?), BEPO16
was in the middle of the channel and received a dose of 1.27 dpa (~9.8 x 10%
n cm™?), whilst BEPO20 was closest to the core and received a dose of 1.44 dpa
(~1.1 x 10?! n cm~2). The irradiation temperature during operation (in air)
was between 20°C and 120°C, which is lower than the usual advanced gas cooled

reactor operating temperature of ~350°C. During the last 5 years the air was
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4.5 Source of samples

recirculated and temperatures were increased up to ~180°C to achieve a higher
thermal output. The reactor was also annealed twice to ~230°C, once during op-
eration and once after to release the 200°C Wigner peak (Bell et al., 1962). The
BEPO reactor was in operation from 1948—1968 at Harwell in the UK and used
natural or low-enriched uranium fuel and a graphite moderator to demonstrate
the design for the Windscale Piles and to provide a facility for materials testing
and radioisotope production (Wise, 2001).

To study the effects of neutron irradiation in a TEM, PCIB, PCEA, and
BEPO specimens were prepared using an FEI Nova200 dual beam SEM/FIB
fitted with a Kleindiek micromanipulator for in situ lift out. The analysed areas
had varying thickness; but always below 150 nm. A gallium ion beam energy
of 30 kV and beam currents between 5000 nA and 100nA were used, except for
the final cleaning step where an energy of 5 kV and current of 29 pA were used
in order to minimise the effects of beam damage and redeposition of sputtered

material. The results from this work can be found in chapters 8 and 9.
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Chapter 5

Preliminary Calibration

Requirements

When studying structural changes at the atomic scale using TEM and EELS
it is essential that the defects observed are a result of radiation damage and
not imaging or spectral artefacts. This chapter will therefore detail the highly
important preliminary experiments which were conducted to minimise artificial
changes to spectra and micrographs. First, the microscope conditions and the
reasons for selecting such conditions will be covered. The calibration procedure
of the EELS equipment will then be detailed followed by a discussion of the cali-
bration requirements for EFTEM image collection and interpretation. The issues
associated with conventional TEM lattice image interpretation were discussed in

section 4.2 and will therefore not be covered in this chapter.

5.1 Microscope conditions

TEM investigations were performed on two instruments at the University of Leeds
unless otherwise stated. For electron irradiation experiments, Philips CM200 or
FEI Tecnai TF20 field emission TEMs were operated at 200 kV with a tip ex-
traction bias of 3.21 kV routinely providing an electron flux of 4 x 10'® electrons
cm~? s71. The CM200 was fitted with EELS and EFTEM equipment providing
an EELS energy resolution of 0.7—0.8 eV. For EELS, the microscope was oper-
ated in diffraction mode with the smallest selected area aperture inserted, giving

a circular projection on the specimen of diameter 150 nm, a collection semi angle
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5.1 Microscope conditions

of 1.6 mrad, and a convergence semi angle of approximately 0.8 mrad, at a nom-
inal camera length of 115 mm and a spectrometer entrance aperture of 0.6 mm
diameter (corresponding to the magic or orientation independent angle (Daniels
et al., 2003)). Digital images and energy loss spectra were captured using a Gatan
Imaging Filter (GIF) 200 with a 1 megapixel slow scan CCD array. Data from the
array (i.e. images and spectra) were processed using Gatan’s Digital Micrograph
software.

When imaging neutron irradiated specimens it was essential that the effects
of electron beam damage were minimized to avoid a discrepancy in results. As
discussed in section 2.1.1 and shown in equation 2.2 the TEM operating voltage
should be lower than 82 kV to prevent beam damage in neutron irradiated sam-
ples. To test this theory, HOPG specimens were subjected to an 80 kV TEM
beam in the CM200 for several minutes. The images collected from these exper-
iments are shown in figure 5.1. No significant damage was observed following 10
minutes of exposure to the electron beam. This operating voltage was therefore

deemed appropriate for imaging neutron irradiated specimens.

Figure 5.1: TEM micrographs of HOPG subjected to an 80 kV operating voltage
for 10 minutes in the CM200 TEM.

Unless stated otherwise, all experiments were performed at room tempera-
ture where the localised heating effect from the electron beam was considered
to be negligible due to the high thermal conductivity of graphite (Williams &
Carter, 2009). In situ electron irradiation damage at higher temperatures was
investigated using Gatan and DENS Solutions TEM heating holders.
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5.2 EELS calibration

Some of the data collected for this thesis were from external microscope facil-
ities: high resolution HAADF STEM imaging and EELS spectrum imaging was
performed at SuperSTEM, Daresbury, UK and some in situ heating experiments
were performed at the University of York, UK. The specific operating conditions

for this work will be detailed in the relevant results chapters alongside the data.

5.2 EELS calibration

Before collecting EELS spectra to investigate the chemical structure and graphitic
nature of virgin, electron irradiated and neutron irradiated graphite, the operat-
ing conditions were fine-tuned and calibrated. This was performed by carrying
out a number of experiments to assess the geometry of the electron beam and to

determine the optimum angles at which to work.

5.2.1 Collection angle

In TEM diffraction mode, the collection semi angle, S, refers to the angle of the
beam collected by a detector or aperture. It can be controlled by the aperture
radius, 74, and the camera length, L., and is affected by the distances from the
projector lens crossover to the viewing screen, hi, and aperture, hs, by equation
5.1 (Williams & Carter, 2009).

Lcam % h'l
rA ha

(5.1)

where the beam geometry for the above parameters is illustrated in figure 5.2.
At the time this experiment was conducted, the Philips CM200 at the University
of Leeds had a value of h;y = 389 mm and hy, = 728 mm.

At the magic collection semi angle 3,,, the EEL spectra from an anisotropic
sample are not affected by sample tilt, or orientation. For the acquisition of the
carbon K-edge in graphite at an operating voltages of 200 kV, the magic angle
is 1.7 mrad (Daniels et al., 2003). The magic angle at 80 kV was theoretically
calculated by Schattschneider et al. (2005) to be 4.63 mrad. The TEM must

be operated such that the value of 3 is as close to the magic angle as possible.
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5.2 EELS calibration
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Figure 5.2: Beam geometry for the calculation of 5 adapted from figure 37.8
(Williams & Carter, 2009).

Using equation 5.1, a table can be drawn to see which camera length and aperture

should be used at each operating voltage to meet the magic angle criterion.

Leom  Calibrated g (mrad) for varying aperture radii

(mm)  Legy (mm) 0.3 mm 1 mm 1.5 mm
84 63 2.53 8.42 12.63
115 98 1.62 5.40 8.10
150 128 1.24 4.12 6.18
210 182 0.87 291 4.37
300 194 0.82 2.74 4.10

Table 5.1: Values of § for a series of camera lengths and aperture sizes in a Philips
CM200 at 200 kV (equation 5.1).

Where the calibrated camera length is calculated by

L d quoted
Lc(screendown)* = CL(S(CSZieeZnZZ;ZO“ y x Le(screenup)® e (5.2)
C

From the above tables, a value of 8 = ,, is not possible at the camera lengths

and apertures available. At 200 kV the magic angle lies between camera lengths
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5.2 EELS calibration

Leqm  Calibrated f (mrad) for varying aperture radii
(mm)  Legy (mm) 0.3 mm 1 mm 1.5 mm
42 37 4.29 14.29 21.66
62 48 3.31 11.04 16.70
84 63 2.53 8.42 12.72
115 98 1.62 5.40 8.18
150 128 1.24 4.12 6.26

Table 5.2: Values of j§ for a series of camera lengths and aperture sizes in a Philips
CM200 at 80 kV (equation 5.1).

of 84 mm and 115 mm with a 0.3 mm aperture and at 80 kV the magic angle lies
between camera lengths of 115 mm and 150 mm, with a 1 mm aperture. When
this is the case, the convergence semi angle and subsequent effective collection

semi angle can be considered.

5.2.2 The effective collection semi angle and convergence

semi angle

To acquire the optimum microscope conditions for EELS data collection, the
magic angle must be used. However, the collection semi angle is not only influ-
enced by this magic angle but also the convergence semi angle, «, also known as
the angle of incidence, giving a new collection semi angle known as the ‘effective

collection semi angle’, 3.r¢, where

B =82+ a’ (5.3)

where the beam geometry for the above parameters is illustrated in figure 5.3.

For small values of « (i.e. a parallel beam), the effective collection semi angle is
equivalent to the collection semi angle. However as « increases, its contribution to
Befr must be considered. In some cases, a can be used to increase the collection
semi angle so that G.rs is closer to the magic angle. For example at 200 kV,
referring to table 5.1, using a 0.3 mm aperture at a camera length of 84 mm,
is slightly larger than the required magic angle, however using the same aperture

but at a camera length of 115 mm, j is slightly smaller than the required magic
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5.2 EELS calibration
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Figure 5.3: Beam geometry to define the convergence, collection, and Bragg semi

angles.

angle. In the latter case, equation 5.3 can be used to calculate the required
convergence angle to increase the value of S.;¢ so it is equal to the magic angle.
Values of o have been calculated for a variety of camera lengths at both 200 kV
(table 5.3) and 80 kV (table 5.4).

Leam Calibrated S (ra = 0.3 mm) 3, (mrad) o, S0 Besr=0m

mm L4, mm mrad mrad mrad
84 63 2.53 1.7 -

115 98 1.62 1.7 0.38
150 128 1.24 1.7 1.12
210 182 0.87 1.7 1.43

Table 5.3: Required « to increase S.¢y to 3, at 200 kV (equation 5.2)

When working at 200 kV, using a camera length of 115 mm and an aperture
of 0.3 mm, a 0.38 mrad convergence angle would meet the magic angle criteria.

At 80 kV, using a camera length of 150 mm and an aperture of 1 mm, a 2.11
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5.2 EELS calibration

L.y, Calibrated S (r4 =1mm) f, (mrad) «,so Sefr=0m

mm L.y, mm mrad mrad mrad
84 63 8.42 4.63 -
115 98 5.40 4.63 -
150 128 4.12 4.63 2.11

Table 5.4: Required « to increase .y to f,, at 80 kV (equation 5.2)

mrad convergence angle would meet the magic angle criteria.

5.2.3 Using the condenser current to determine the con-

vergence semi angle

To check if the correct operating conditions are being used, the convergence angle
can be measured by collecting diffraction patterns at a series of condenser (C2)
currents. Extracting selected geometry from the diffraction patterns gives the

convergence angle by

a= eb% (5.4)

where 6, is the Bragg angle (6.155 mrad for Au (assuming a (200) plane
spacing of 2.04A) at a TEM operating voltage of 200 kV) and the measurements
for a and b are illustrated in figure 5.4 (Williams & Carter, 2009).

A plot of convergence angle against C2 current can then be used to determine
the optimum C2 current (which is more easily read from the microscope than the
convergence angle) to meet the magic angle criteria. Data for the plot in figure
5.5 was collected on the University of Leeds’ Philips CM200 using a spot size (C1
setting) of 1, with the selected area aperture in, at level 1. Some examples of
the collected diffraction patterns are also presented. Using figures 5.5 and 5.6 the
optimum operating conditions to satisfy the magic angle criteria can be deduced.

In practical terms, when operating the microscope in diffraction mode, it is
preferable to work within a C2 range where the value for « is constant. The
plateaus in figures 5.5 and 5.6 are at o ~ 0.8 mrad for 200 kV and o ~ 1.2 mrad
for 80 kV.
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5.2 EELS calibration

a
hkl 000 hkl

Figure 5.4: Illustration of electron microscope geometry to describe the parameters
in equation 5.4 adapted from (Williams & Carter, 2009, figure 5.8).

Combining practical considerations for « values and referring back to the
calculations for o values made in tables 5.3 and 5.4 it is possible to determine
how close operating to the magic angle is possible. The results of this are displayed
in table 5.5. Since the value of « is limited by the plateaus in figures 5.5 and
5.6, the best possible operating conditions for 200 kV are using a camera length
of 115 mm and an aperture radius of 0.3 mm with the C2 current >1910 mA.
This will make S.r¢ 1.81 mrad, an 8% error on the magic angle. At 80 kV, the
best possible operating conditions met are using a camera length of 115 mm and
an aperture radius of 1 mm with the C2 current >1128 mA. This will make 5./

4.29 mrad, a 7% error on the magic angle.

Op. V Legn O 6] o SO o Besy for a A A/B,
Beff=0Bm plateau  plateau  Bers-Om
kV mm mrad mrad mrad mrad mrad
200 115  1.68 1.62 0.38 0.8 1.81 0.13 8%
80 115 4.63 4.12 1.2 4.29 0.34 ™%
80 150  4.63 5.40 1.2 2.11 5.53 0.90 19%

Table 5.5: Practical vs. optimum operating conditions when collecting the carbon
K—edge
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Figure 5.5: Change in convergence angle with C2 current at an operating voltage of
200 kV. Bottom images show diffraction patterns of the crystalline Au calibration

sample used to measure a and b to determine « at 200 kV (see equation 5.4).
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Figure 5.6: Change in convergence angle with C2 current at an operating voltage
of 80 kV. Bottom images show diffraction patterns of the crystalline Au sample
used to measure ¢ and b to determine « at 80 kV (see equation 5.4).
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5.3 Emnergy filtered TEM calibration

5.3 Energy filtered TEM calibration

EFTEM image acquisition was performed with a window width of 3 eV (small-
est available for plasmon mapping) and a collection semi angle defined by the
objective aperture of 10.9 mrad. As discussed in section 4.3.3 the collection of
plasmon ratio maps to assess a change in density across a graphite specimen re-
quires the acquisition of two EFTEM images; one at 27 eV and one at 22 eV. It
is important that the plasmon peak position is consistent, where any changes are
a direct result of varying density and not sample orientation. Figure 5.7 clearly
shows how the (7 + o) plasmon peak position changes with collection semi an-
gle (controlled by changing the camera length in diffraction mode). Above ~5
mrad, the plasmon peak position is constant at 26.5 eV where more electrons of
high-energy loss contribute to the spectrum . When measuring the plasmon peak
energy at constant collection semi angle (5.40 mrad) there is no significant vari-
ation with sample orientation (Figure 5.8). Since the (7 + o) plasmon does not
involve an interband or core-band transition this is to be expected, and has also
been observed in graphitic material by Daniels et al. (2003). Therefore, operating
at a collection semi angle of >5 mrad at 80 kV ensured a consistency in plasmon
peak position, where any changes were a direct result of varying density. The
objective aperture used in the EFTEM plasmon ratio imaging gave a collection

angle of 10.9 mrad and therefore satisfied the above condition.
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Figure 5.7: Change in (7 + o) plasmon peak position with collection semi angle for

an operating voltage of 80 kV.
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Figure 5.8: Change in (7 + ¢) plasmon peak position with (3 = 5.40 mrad) for an
operating voltage of 80 kV.

To demonstrate the removal of mass thickness and diffraction contrast, this
method was applied to a HOPG specimen of varying thickness (figure 5.9). Ra-
tio maps were calibrated to 0.8 < Ipzey/I0ey < 1.8 following measurements by
Daniels et al. (2003) so that high intensity reflects graphitic material and low
intensity non-graphitic material. Significant thickness contrast in the unfiltered
TEM image of HOPG translates to even contrast in the Io7.y /a2 plasmon map;
whilst the amorphous carbon support film appears much darker due to the lack
of graphitic character. In figure 5.9 (b) the plasmon ratio intensity drops from
1.4 to 0.6 at the HOPG surface indicating a presence of amorphous carbon. The
degree of success in thickness contrast removal is dependent on the symmetry of
the (m 4+ o) plasmon; according to Daniels et al. (2003) significant asymmetry
which might affect the plasmon maps occurs for sample thicknesses over ~200
nm. The thickness of each area was therefore determined (using EELS) to ensure

this criterion was satisfied.
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Figure 5.9: (a) TEM image of HOPG and amorphous carbon filin (as labelled)
showing thickness contrast on the left hand side of the region of HOPG. (b) EFTEM
Is7ev /T2y plasmon map showing a removal of significant thickness contrast. In-
tensity profiles of each image are shown below to illustrate the change in contrast

(following the white intersections in the micrographs).
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Chapter 6

Quantitative Analysis of TEM
Micrographs and EEL Spectra

During Electron Irradiation

This chapter investigates the effect of electron irradiation on nuclear grade graphites
within a TEM in an attempt to understand the fundamental processes involved
in radiation damage. Virgin PGA graphite was chosen for inspection. PGA is
a medium to coarse grain anisotropic nuclear graphite of typical density 1.74 g
cm 3. The anisotropy of this particular graphite comes from the tendency of the
needle-like grain particles in the filler to align in the extrusion direction during the
manufacturing process (detailed in section 1.2). TEM and EELS investigations
were performed on an FEI CM200 TEM operated at 200 kV to induce specimen

damage. The magic angle criterion detailed in section 5.2 was satisfied.

6.1 TEM results

Four areas of thin (<50 nm) PGA graphite were subjected to an average elec-
tron flux of 4.2 x 10'® electrons cm 2 s7! (2.4 x 107* dpa s!, assuming a
displacement cross section of 5 barns and a displacement threshold energy of 30
eV). Images of the basal planes and electron energy loss spectra were recorded
periodically throughout. The micrographs and their corresponding selected area
electron diffraction (SAED) patterns shown in figure 6.1 are typical of the damage

produced by a 200 kV electron beam. In particular, the tortuosity (or curvature)
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6.1 TEM results

of the (002) lattice fringes can be seen to increase, the d-spacing increases, and the
lattice fringe length decreases. These results suggest the breakup of the graphitic
structure into nanocrystalline regions with increasing dose. These micrographs
are comparable to those obtained by Karthik et al. (2011) and Takeuchi et al.
(1999) who also investigated the cffects of clectron irradiation in nuclear graphite,
HOPG, and highly graphitized carbon fibres. It must be noted that while these
descriptions provide qualitative analysis, understanding the exact mechanisms of
defect creation remains an area for investigation. A contrast change in a phase
contrast TEM micrograph may not necessarily relate to a change in atomic po-
sition but may instead be due to a change in thickness or defocus (as a result of
knock on damage and sputtering). Whilst every effort was made to ensure that
images were acquired at Scherzer defocus, awareness of the issues associated with
contrast reversal is highly important when analysing these disordered structures
(Scherzer, 1949).

Diffraction patterns were also recorded at regular intervals during electron
beam exposure and the spacing of (002) spots were measured using intensity
profiles in Digital Micrograph. Figure 6.2 shows an increase in (002) inter-planar
spacing of 10% following electron irradiation of 0.31 dpa, as measured from the
diffraction patterns. The arcing of the diffraction spots was also measured using
the GAAP software to assess the misalignment of layers induced during electron
irradiation. Full details of this technique can be found in chapter 4. The data
are presented in figure 6.3 and show a 40° increase in arcing of (002) diffraction
spots following 0.86 dpa of electron irradiation.

TEM micrographs were also analysed, using software provided by the Pyro-
MaN research group, to quantify the change in atomic arrangement following
electron irradiation (Raynal et al., 2010). Full details of this technique can be
found in chapter 4. Application of the software to ordered and (electron irradia-
tion induced) disordered areas is displayed in figure 6.4 with the extracted data
presented in figures 6.5, 6.6, and 6.7. The lack of fringe detection (outlined in
white over a filtered micrograph) for ordered structures is emphasized in figure
6.4(c) where only a third of the planes are detected. The orientation maps of
these micrographs (figure 6.4(d) and (h)) show localised changes in the orienta-

tion of neighbouring planes where red indicates no relative change, yellow /green
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6.1 TEM results

Figure 6.1: (a) - (d) Electron micrographs of PGA graphite with their correspond-
ing SAED patterns during electron beam exposure at 200 keV and room temper-
ature, receiving 4.2 x 10'® electrons cm 2 s7! (2.4 x 10~* dpa s™! + 6.4%). (a) D
= 0.01 dpa, (b) D = 0.1 dpa, (c) D = 0.2 dpa, (d) D = 0.3 dpa.

indicates a clockwise misorientation and purple/blue indicates an anticlockwise
misorientation (as illustrated in the chart next to figure 6.4(h)).

Data extracted from the fringe detection algorithm illustrated iu figure 6.4(c)
and (g) include fringe length (L2) and tortuosity (7) (the latter defined as the ratio
of the total length of a fringe to its direct end-to-end length). Figure 6.5, shows
that for low doses (~0.09 dpa), the tortuosity of each detected fringe is relatively
low, with over 75% having a tortuosity of 1 to 1.03 and a fringe length which
is relatively high, extending to 8.9 nm. However when the structure becomes
disordered following electron irradiation (~0.45 dpa), the tortuosity increases
significantly, with highs of nearly 1.14, and the (002) lattice fringes break up into
shorter lengths, 98% of which are below 1 nm in length.

A second-order statistical analysis of the orientation maps provided infor-

mation about the relative orientation of neighbouring fringes. Referring to the
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Figure 6.2: Change in interplanar spacing with respect to electron dose as measured
from the spacing of (002) spot in a series of SAED patterns. Error bars represent

analytical error following the analysis of three damage series. Dose error = + 6.4%

schematic in figure 6.6, the angles of planes to the vertical axis (¢;) were mea-
sured every 0.033 nm (pixel resolution) from the origin for a set of radii (r) up
to a maximum of 4 nm. Data at each angle () were then plotted on a graph of
mean orientation difference (A¢) versus distance to determine the average open-
ing angle for the 4 nm domain as shown in figure 6.6. The mean misorientation
of the fringes corresponds to the plateau of the plots (Laffont et al., 2002a). For
example, the plot taken at 0.7 dpa plateaus at A¢,,., = 8.7° for both = 0° and
90° (the two extremes of #). The plateau is reached by the 6 = 0° data before
the 6§ = 90° data implying there is a quicker loss of orientation in the a-axis (¢
= 0°) (suggesting the fragmentation of basal planes) and domains are wider in
the c-axis (8 = 90°) (suggesting a retention of the layered structure). This au-
tomated procedure was performed on all micrographs acquired during electron
beam exposure to produce a series of orientation maps and a plot of orientation
angle against electron dose (figure 6.7). As expected it suggests that the relative
orientation of planes increases with electron irradiation, but appears to plateau
at high doses, suggesting there is a misorientation limit, potentially associated
with the unstable transition from strained sp? intralayer bonding to sp® interlayer
bonding. Although both data sets plateau at different values of Ag, they exhibit
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Figure 6.3: Change in the angular spread of the (002) spot with respect to electron
dose. Data are extracted from SAED pattern analysis by measuring the FWHM
of the intensity of (002) arcs. Error bars represent analytical error following the

analysis of four damage series. Dose error = + 6.4%

a similar trend suggesting there is a degree of short range homogeneity.
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Figure 6.4: HRTEM images before (a-d) and after (e-h) 200 kV electron beam
exposure for 5 minutes with electron flux 4.2 x 10'® electrons cm=2 s™! (2.4 x 10~*
dpa s™! £ 6.4%) (equating to 1 dpa). Images (a) and (e) show the raw HRTEM
images, (b) and (f) the filtered HRTEM images, (c¢) and (g) illustrate the detection
of (002) fringes within the HTREM, and (d) and (h) are orientation maps of the
original HRTEM images.
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Figure 6.5: Comparison of fringe length and tortuosity data for the same region
of interest having received low (0.09 dpa, red) and high (0.45 dpa, blue) electron

irradiation doses.

—_—— -
- —

0 1 2 3 4
Distance from origin, r (nm)

Mean orientation difference, Ag (%)
LT I S TS R .~ B = ) T R s N o R e
S
o
]
|
|
\O
]
[=]
/]
S/ ]
Il
o
|
N5

Figure 6.6: Change in mean orientation difference with distance from origin (r) at
# = 0° and # = 90° following an electron dose of 0.7 dpa + 6.4 %. The coherence
lengths can be defined as the distance at which 90% of the value of the plateau is
reached for the diagrams at 0° and 90° (DaCosta et al., 2014).
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Figure 6.7: Change in mean orientation difference plateau, A¢,,.., with electron

irradiation for two irradiation data sets. Dose error = + 6.4%.

6.2 EELS results

The bulk (7 + o) valence plasmon peak in the low loss region of the spectrum was
analysed; the position of the peak being determined by taking the first derivative
of the spectrum. The widely agreed value for the bulk plasmon peak position
of HOPG in the literature is 27 eV (Egerton, 2009; Gass et al., 2008; Henrard
et al., 1999; Laffont et al., 2002a) (for comparison, the corresponding value for
amorphous carbon is 23 eV). As illustrated in figure 6.8, the plasmon peak energy
for PGA graphite is consistently lower than that of HOPG. This may be due to the
misorientation of the specimen’s c-axis relative to the normal of the incident beam
(Marinopoulos et al., 2002), in combination with the choice of the spectrometer
collection angle (Brydson, 2001; Egerton, 2011). It may also be a result of the
intrinsically lower density of this graphite grade (1.74 g cm™), compared to
perfect graphite (2.2 g cm™3) or the influence of crystallite boundaries. During
the experiments the position of the plasmon peak appears unchanged, or perhaps
slightly decreases, as a function of dose to within experimental error.

A representative set of EELS carbon K-edge spectra as a function of electron
irradiation is presented in figure 6.9 (a)-(d). The 7* peak maximum of all spectra
was calibrated to 285 eV, and carbon K-edge spectra were acquired every 90 to 100

seconds along with the corresponding low loss peak which was used to deconvolute
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Figure 6.8: Change in plasmon peak position with electron dose. Data are averaged
over two regions of electron transparent (002) oriented PGA graphite. The error

bars reflect the experimental variance. Dose error = 4 6.4%.

each K-edge spectra to remove plural scattering. The data extracted from the
spectrum acquired at t=0 were used to normalise subsequent sp? content data.
Note that even after extensive electron irradiation damage, and even though the
o* component appears to undergo considerable change with a reduction in fine
structure indicative of a decrease in graphitic order (figures 6.2-6.7), the presence
of the 7* peak indicates that the structure retains a distinct sp* character.

Five Gaussians were fitted using the constraints detailed on page 83. The
variation of planar sp? content was calculated by comparing the ratio of the 7*
intensity (G1) with the total carbon K-edge intensity (over a 20 eV window of
onset 282.5 eV), the latter is proportional to the total number of carbon atoms
present in the probed volume.

As can be seen in figure 6.10 the sp? content changed approximately linearly
with respect to electron dose. The sp? content dropped to 76% following an ex-
posure of 0.32 dpa, a value consistent with the typical value of 75% sp? carbon
derived from an amorphous carbon film using this fitting method. These changes
provide evidence for the introduction of atomic disorder as a result of electron
beam exposure. The errors shown in figure 6.10 reflect an analytical error of 6%
(determined by making slight changes to the energy windows to account for sub-
jective discrepancy) and the variation in data between four separate experiments.

The signals from the G2 and G3 peaks were also analysed to provide informa-
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Figure 6.9: Change in EEL spectra with electron dose (D): (a) D = 0 dpa; (b) D
= 0.113 dpa; (¢) D = 0.209 dpa; (d) D = 0.267 dpa + 6.4%.

tion regarding the non-planar sp? carbon content of the specimen by measuring
the ratio between the combined intensities under G2 and G3 (Igz) and the com-
bined intensities under the G1, G2 and G3 peaks (Ir;s2), as detailed in section
4.3.2 on page 85. This ratio is proportional to the fraction of sp? bonded carbon
atoms which are bonded in a non-planar fashion and the increase in this quan-
tity with increasing electron dose is plotted in figure 6.11. Note the non-zero
value of this quantity at zero-extrapolated dose is due to the inherent intensity in
this spectral region (even in a pure planar sp* carbon based material) as well as
any non-planar sp? carbon atoms located at crystallite grain boundaries within
the analysed volume. Comparing the data in figure 6.10 and 6.11, it appears as

though the loss of planar sp? bonding (very roughly a 20% decrease) is predomi-
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nantly accounted for by an increase in non-planar sp? bonded carbon.

Taking the first derivative of the carbon K-edge spectrum to analyse the
change in the MSR peak position (at ~ 330 eV) during the electron beam damage
series, we observe a slight decrease in energy relating to an increase in C-C bond
length (figure 6.12). The error associated with these data increases for higher
doses where the MSR peak becomes wider leading to a degree of uncertainty in
absolute peak position; the error bars in figure 6.12 represent experimental varia-
tion. Results obtained by Daniels et al. (2007) following a series of graphitization
experiments are analogous, whereby the graphite began as a highly disordered
material with an average bond length of 1.435 A and through annealing became
a near-perfect structure with a corresponding bond length of 1.420 A. In Daniels’
case, the decrease in bond length during graphitization was attributed to a de-
crease in sp® bonding (bond length = 1.54 A) and the removal of heteroatoms
and aliphatic molecules (bond length > 1.42 A). In the present case however, no
heteroatoms and aliphatic molecules are introduced to the system and the high
energy barrier between graphite and diamond phases makes sp® to sp® trans-
formation unlikely unless at very high temperature (~725°C) (Banhart, 2002).
However, it has been established that the electron irradiation induces nanocrys-
tallinity with atomic disorder at crystallite grain boundaries, (figures 6.1 and
6.6), and it is this disorder that reduces the packing efficiency of carbon atoms
which is thought to increase the average bond length (e.g. for the most extreme
case of amorphous carbon, the bond length increases to 1.44 A(Magnuson et al.,
2012)). It is thus suggested that introduction of dislocations and defects along
with a bending of planes (the introduction of non-six-membered rings of carbon
atoms (Karthik et al., 2011)) following electron irradiation increases the average
C-C bond length. One might expect that an increase in bond length would lead
to a reduction in valence electron density (and thus the possible slight reduction

in plasmon energy with increasing dose as shown in figure 6.8).
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Figure 6.10: Change in sp? content with electron dose. Data were analysed using
the 5 Gaussian fitting method and averaged over four regions of electron transpar-
ent (002) oriented PGA graphite. The error bars reflect the experimental variance
and analytical error. Dose error = + 6.4%.
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Figure 6.11: Change in non-planar sp? content with electron dose over two regions
of electron transparent (002) oriented PGA graphite. Error bars reflect experi-

mental variance and analytical error. Dose error = + 6.4%.
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Figure 6.12: Change in MSR peak position with electron dose over two regions of
electron transparent (002) oriented PGA graphite. Error bars reflect experimental

variance and analytical error. Dose error = =+ 6.4%.

6.3 3D atomistic modelling

In collaboration with Jean-Marc Leyssale, micrographs from these electron irra-
diated series were subject to the IGAR technique discussed in section 4.2.2. The
data extracted from the simulation is compared to the experimental TEM and
EELS data presented in this chapter. The atoms are labelled C1 to C6. C1, C2,
C4 are carbon atoms with 1, 2 or 4 neighbours, and C3 are defect 3-fold carbon
atoms. C6 are hexagonal 3-fold atoms whose nearest neighbours are sp? atoms
(i.e. C6 (planar sp?) or C3 (non-planar sp?)).

Figure 6.13 shows the raw TEM images, the 3D models calculated through the
IGAR technique, and the corresponding simulated TEM images during electron
irradiation. TEM images of the 3D models are simulated using the multislice
simulation approach as implemented in the NCEMSS software package (Kilaas,
1987). Comparing the simulated and experimental images, there are clear simi-
larities in the degree of fringe fragmentation and the development of a tortuous
nanotexture during electron irradiation. To properly assess the accuracy of the
simulated TEM images, they are subjected to the 2D PyroMaN image analysis;
figure 6.14 shows that the L2 values for experimental and simulated TEM lat-
tice images are comparable, verifying that the 3D models contain much of the
nanotextural information shown in the experimental TEM images. Information
about the atomic bonding can also be extracted from the 3D IGAR models. Ex-

perimental and IGAR data for planar and non planar sp? bonded carbon atoms
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are shown in figure 6.15. There is a close correlation between the two data sources
for both parameters providing further evidence for the accuracy of the IGAR re-
construction.

2 min 0.14dpa 4 min

0.29dpa 6min 0.44 dpa
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model -

HRTEM
Simu-
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1
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.' ,"“ J. 1 |

Figure 6.13: Application of the IGAR technique to micrographs of electron irra-
diated PGA graphite. The top row shows raw HRTEM images acquired at 200
kV. The middle row shows the 3D atomistic reconstruction of these images. The
bottom row shows simulated HRTEM images of the 3D reconstructions using the

multislice method.

This technique can be applied to a range of disordered graphite TEM images
to better understand features of interest in a micrograph. Identifying defect
structures in the 3D model and then identifying them in the simulated TEM
image allows experimental lattice images to be better understood. It also allows
the atomic models proposed in the literature by Banhart et al. (2011); Ewels et al.
(2003); Heggie et al. (2011); Latham et al. (2008); Trevethan et al. (2013) to be
assessed based on experimental results. Once the accuracy of the technique is
verified, additional physico-chemical properties of the irradiated material can be

extracted from the IGAR results such as mechanical and thermal properties.
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Figure 6.14: Application of the PyroMalN image analysis software to raw and
simulated TEM images of IGAR 3D reconstructions to validate simulation and

reconstruction statistics.
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Figure 6.15: Comparison of experimental EELS and IGAR calculations for (a)
planar sp? and (b) non planar sp? bonded carbon.

119



6.4 Discussion

6.4 Discussion

This chapter has presented a new methodology to quantitatively analyse TEM
micrographs of irradiation damaged graphite. Following electron irradiation at
200 keV, a decrease in the graphite (002) fringe length and an increase in tor-
tuosity and relative misorientation was observed indicating a reduction in the
alignment of basal planes. Analysis of the low and core loss of several EEL spec-
tral series indicated little or no change in valence electron density, a decrease in
planar sp? content (to levels similar to amorphous carbon at the highest doses),
an increase in non-planar sp? content (to seemingly replace the loss of planar sp?),
and an increase in C-C bond length, all reflecting an increased tortuosity of (002)
lattice fringes and the fragmentation of crystallites following electron radiation
exposure. The application of the IGAR technique showed similar results to ex-
perimental data (L2, planar, and non-planar sp?), and provided 3D models of 2D
micrographs to enable a better visualisation of irradiated graphite, and a better
understanding of how electron radiation induced defect structures are displayed
in a TEM lattice image.

Considering the results presented in this chapter in parallel with the findings
of the studies reviewed in chapter 3, several stages of radiation damage induced
structural changes can be described. The Marsh-Griffith model describes four
main structural stages during graphitization. Oberlin (1984) defined these stages
as beginning with a semi coke material containing randomly distributed and ran-
domly oriented “basic structural units”, which organise into distorted columns
following ~1000°C of heat-treatment. Adjacent columns then coalesce into dis-
torted wrinkled layers (after ~1500°C), which eventually stiffen to become flat
and perfect in the last stage (following ~2000°C heat-treatment) (figure 6.16(a)).
In the case of radiation damage, a reversal of this process is observed with a few
variations. Niwase & Tanabe (1993) proposed a three stage radiation induced
structural degradation process, beginning with the creation of in-plane defects in
the originally perfect structure which are able to annihilate with mobile intersti-
tials. This then leads to turbulence in, and fragmentation of, basal planes, which

eventually results in amorphization (figure 6.16(b)).
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Figure 6.16: Proposed stages of structural change in (a) the graphitization process,
based on TEM observations (Oberlin, 1984) and (b) radiation exposure, based on

Raman experiments (Niwase & Tanabe, 1993).

It has been established in this chapter that virgin nuclear graphite which has
undergone graphitization in the manufacturing process exhibits a high planar
sp? content with relatively large crystallites containing flat and evenly spaced
basal planes. This work has shown that exposure to electron radiation changes
d-spacing, the concentration of hexagonal rings, the length and tortuosity of
basal planes, the size of crystallites, and the composition of sp? carbon bonding.
The typical increase in d-spacing is ~10% following electron radiation (0.5 - 0.7
dpa in the studies cited, and depending on TEM operating voltage, flux, and
pre-irradiated graphitic structure) (Karthik et al., 2011; Muto & Tanabe, 1997;
Takeuchi et al., 1999). This work showed the d-spacing to increase by 10% after
0.31 dpa of 200 kV electron radiation. XRD studies have shown that neutron
radiation exposure also induces crystallite fragmentation, where both L, and L.
are reduced by more than 50% (Gallego et al., 2013; Mironov, 2015). The EELS
results in this chapter and the work of Kane et al. (2011) and Takeuchi et al.
(1999) show a retention of the 7* peak providing evidence for the retention of a
layered structure and not the introduction of a completely amorphized material,
despite crystal fragmentation and the introduction of complex defect structures

as observed in the 3D IGAR model. The value for sp? in irradiated graphite,
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Figure 6.17: Proposed model for radiation damage showing three stages: pre radi-
ation, low radiation exposure, and high radiation exposure.

as determined from core loss analysis in this chapter (~ 75%), is also higher
than sp? content in amorphous pre heat-treated carbons (~ 55%) which might
contain heteroatoms and nano-pores, further providing evidence for incomplete
amorphization following electron irradiation (Daniels et al., 2007; Powles et al.,
2009). There has been no quantitative analysis of the core loss spectra for elec-
tron irradiated graphites in the literature so comparisons can only be made to
graphitized /pre-graphitized material.

Based on this information and the results in this chapter, a new nanoscale
model describing the stages of radiation damage is proposed in figure 6.17 (pre-
turnaround). Initially, large crystallites with a d-spacing of 0.335 nm are ordered,
consisting of a majority of hexagonal rings. Following low radiation doses atomic
defects are thought to distort the planar structure through the creation of non-
hexagonal rings and an increase in d-spacing as shown in figures 6.2 and 6.13.
The increase in d-spacing is thought to be a result of new basal planes forming
between existing basal planes by the positive climb of dislocation dipoles (Karthik
et al., 2011; Kelly, 1971; Niwase, 2012). Accumulation of these defects increases
the tortuosity of basal planes, as shown in figures 6.1 and 6.13. This increase in
tortuosity is linked to the introduction of non-planar sp? as observed in 6.11 and

6.15(b) and a consequent reduction in planar sp? bonded carbon. At higher doses,
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the fragmentation of crystallites occurs, resulting in an increase in the average
C-C bond length due to an increase in peripheral dangling bonds at crystallite
boundaries. The final structure exhibits a high proportion of non-hexagonal rings
(possibly created via Jahn-Teller distortion around a single vacancy, as discussed
on page 17, or through the creation of a Stone-Wales defect as discussed on page

19) and a reduced density, whilst maintaining a layered structure.
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Chapter 7

Electron Irradiation of Specimens
Heated In Situ

Graphite moderated nuclear reactors operate at temperatures around 350°C to
reduce the degree of irradiation damage through continual thermal annealing.
The temperature at which annealing occurs is dependent on the irradiation tem-
perature. Post irradiation heat treatment of nuclear graphite can reverse some
of the effects of irradiation damage; heat treatment up to 1000°C can return
the Young’s modulus to pre-irradiation levels and above 1250°C large interstitial
loops are annealed, however heat treatment over 2700°C can result in residual
damage where large interstitial loops collapse, increasing the basal plane contrac-
tion (Kelly et al., 1966b; Reynolds, 1968).

When investigating new defect structures in graphite, it is common to calcu-
late defect formation, migration, and activation energies using accurate modelling
techniques such as density functional theory (Latham et al., 2008, 2013; Li et al.,
2005; Trevethan et al., 2013; Zhang et al., 2010). The activation energy can
be translated to a temperature, at which defect movement occurs, through the

Arrhenius formula (equation 7.1),

v(T) = A(T)e~Ea/ksT) (7.1)

where v(T) is the migration frequency, A(T') is the vibrational frequency
of the defect, and the exponential function describes the defect annealing rate
(dependent on activation energy F,, temperature 7, and Boltzmann’s constant

kp). Applying the Arrhenius formula (equation 7.1) to the calculated activation
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energies of vacancies (1.1 eV (Latham et al., 2013)) allows one to estimate the
temperature where vacancy migration is significant. For a Debye frequency (A)
of order 10'* Hz, the vacancy occurrence rates (v) for different temperatures are
displayed in table 7.1. For an atomic configuration to be created/annealed the
value of v must be >1. the point at which this occurs is between 100°C and
200°C.

Temperature (°C) Vacancy occurrence rates (v) (s71)

20 1.2 x 10°°
100 14 x 1071
200 1.9 x 10
300 2.2 x 10*
400 5.8 x 10°

Table 7.1: Variations in vacancy occurrence rate for a range of temperatures, based
on the Arrhenius formula, assuming a Debye frequency of 10'* Hz and activation
energy of 1.1 eV (Latham et al., 2013).

To further explore the net damage temperature threshold and activation ener-
gies of defects, in situ electron irradiation experiments at a variety of temperatures
have been completed. Collecting lattice images during 200 kV beam exposure has
provided evidence for a damage temperature threshold. Since irradiation-induced,
small interstitial loops (radius <100 A) have been seen to form below 650°C and
are expected to migrate/coalesce above 1000°C (Telling & Heggie, 2007), it was
expected that the effects of thermal annealing would reduce the damage rate, and
that a temperature threshold could be deduced through a lack of electron beam
damage beyond a certain temperature (Nakai et al., 1991; Reynolds, 1968).

To decide on a suitable temperature range to perform electron irradiation
studies, the migration energies of single interstitials and vacancies were consid-
ered. The migration energy of a single interstitial has been calculated to be ~
1.5 eV (Li et al., 2005), but experimental results show a much smaller value of
<0.4 eV (Thrower & Mayer, 1978). Converting these energies to a temperature
through the Arrhenius formula (equation 7.1) gives a large temperature range of
-130°C to 270°C (assuming v(7T) = 1 migration per second and A(T) = 10" Hz
(Li et al., 2005; Telling & Heggie, 2007)). The single vacancy has been calculated
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to have a migration energy of 1.1 eV, corresponding to a temperature of 125°C
(El-Barbary et al., 2003; Latham et al., 2013; Trevethan et al., 2013; Zhang et al.,
2010). Furthermore, typical reactor operating temperatures are around 350°C.
Experiments were therefore conducted at -190°C, 20°C, 100°C, 150°C, 200°C,
300°C, and 400°C.

7.1 Experimental considerations

Behaviour of TEM grids and support films at high temperatures

When performing heating experiments in the TEM an appropriate grid and sup-
port film must be used. For conventional room temperature TEM investigations,
3 mm copper grids with an amorphous holey carbon support film are used; how-
ever at high temperatures the copper grids redeposit nano particles onto the
carbon film which can contaminate the specimen. To assess the degree of nano
particle redeposition following heating of copper grids, ex situ heating was per-
formed, the results of which are displayed in figure 7.1. When heated, the carbon
film itself can also tear and curl back on itself, providing little support for the
specimen. Since the copper grid was deemed unsuitable, a literature search was
carried out to select a more suitable grid (Luo et al., 2011; Sharma, 2012; Zhang
& Su, 2009). It was concluded that a gold grid with a holey carbon film would

suffice up to temperatures of 850°C.

Preliminary results

Initial heating experiments were performed on the University’s FEI Tecnai TEM
at an operating voltage of 200 kV providing an electron flux of approximately

2 571, The heating holder initially used was a Gatan Smartset

10 electrons cm -
Hot Stage Controller (Model 901) which uses a Hexring® specimen clamp for
thermal contact between the specimen and the R-type thermocouple.

The ramp rate was 200°C per minute and the specimen was left at the elevated
temperature for 1 hour to achieve thermal stability. Despite these precautions
a sufficient level of stability was not achieved and the micrographs exhibited

thermal drift due to the unavoidable high frequency vibrations from the holder
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Figure 7.1: Amorphous carbon film and copper grid before (top) and after (bottom)
ex situ heating to 650°C.

(figure 7.2). It was also not possible to image an area at room temperature and
follow it during increases in temperature, again due to high levels of thermal
drift. Nevertheless, the results from these experiments showed a reduction in
damage rate with increasing temperature. However due to the slightly unstable
imaging conditions, interpretation of the micrographs was difficult. Qualitative
analysis showed that at 100°C the micrographs exhibit similar features to those
from room temperature beam exposure. However at 400°C the degree of beam
damage appears to be reduced. To make more quantitative assessments of this

effect, additional experiments were performed with different heating holders.
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Figure 7.2: TEM micrographs before and after 200 kV electron beam exposure at
100°C and 400°C using the Gatan heating holder (Model 901).
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7.2 In situ heating results (1)

To collect better quality images and to have a higher confidence in temperature
calibration further experiments were carried out at the University of York. Their
1 A double aberration corrected in situ JEOL 2200 FS TEM /STEM uses a Gatan
single tilt heating holder (Model 628). Although drift occurs with this system
during temperature changes, it is small enough to be able to follow regions of
interest, and thermal stability is achieved within 20 minutes. Due to the different
microscope configuration and operating procedure the electron flux was calculated
slightly differently. The microscope provided a figure for the current density in
the form of pA cm ~?; this was multiplied by the operating magnification (500,000
for all images presented) and divided by the electron charge (1.6 x 10 '°C). The
electron flux for all experiments was of the order 10'” electrons cm 2 s 1. A
selection of images acquired during in situ heating experiments at 100°C, 300°C,
and 400°C are presented in figures 7.3 and 7.5. As can be seen from the Fourier
transforms, there seems to be a slight deviation from annularity. This most likely
due to a slight astigmatism from the objective lens and from thermal drift during
imaging.

For experiments at 100°C (figure 7.3) slight changes in the structure were ob-
served following a fluence of 3.2 x 10?2 electrons cm 2. A decrease in fringe length
and increase in d-spacing is observed as for experiments at room temperature,
however the rate at which they occur is reduced (figure 7.4).

Electron irradiation experiments conducted at 200°C showed little damage
(figure 7.5a), which was expected as the vacancy occurrence rate is >1 (as cal-
culated by equation 7.1 to be 190 s7'). The retention of a relatively ordered
structure during electron beam exposure means that the micrographs are not
suitable for PyroMaN software analysis (for reasons outlined in section 6.1). In-
tensity profiles across the micrographs and Fourier transforms however can be
analysed; both show a slight increase in d-spacing (of ~3%) from 0.334 nm to
0.344 nm (which is within error margins) suggesting material is becoming tur-
bostratic (Laffont et al., 2002b).

Electron irradiation at 400°C appears to show no net structural damage. TEM

micrographs, Fourier transforms, and intensity plots (presented in figure 7.5(b))
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Figure 7.3: TEM micrographs and corresponding Fourier transforms during 200 kV
electron beam exposure at 100°C using the Gatan heating holder at the University
of York.
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Figure 7.4: Change in fringe length (a) and d-spacing (b) with electron fluence

during 200 kV electron beam exposure at 100°C using the Gatan heating holder
at the University of York.
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show no significant differences before and after a fluence of 3.2 x 10?2 electrons

2 and the spacing of planes remains constant at 0.334 nm. At 400°C the

cm
high vacancy occurrence rate (10°, see table 7.1) means that the energetic atomic
structure is constantly making and breaking bonds, whilst always returning to
the energetically favourable ordered graphitic structure.

The effects of thermal annealing following room temperature electron radi-
ation were also investigated. Specimens were exposed to 2.7 x 10 electrons
cm 257! for 20 minutes at 20°C before undergoing in situ heating to 400°C. To
allow for the system to stabilize at 400°C, images were collected after 30 minutes
under the same electron flux. A selection of TEM images collected during this
experiment are shown in figure 7.6 along with their corresponding Fourier trans-
forms. The results extracted are presented in figure 7.7 (using the same data
analysis technique as outlined in chapter 6). From both figures, the effects of
post irradiation thermal annealing are apparent. Initially, at 20°C, the structure
decays in the expected manner, towards a highly tortuous nanotexture with short
fringe lengths. After in situ thermal treatment at 400°C the structural changes
appear to recover slightly so that the nanotexture is more ordered than that ex-
pected at the same fluence at 20°C, showing signs of thermal annealing. Data
extracted from these micrographs and Fourier transforms agree with this obser-
vation. At room temperature the length of fringes decrease by ~3 nm per 10?2
electrons cm ™2, then following thermal treatment they increase at a slower rate
of ~2 nm per 10?? electrons cm 2. A similar pattern is observed with d-spacing;

at room temperature d-spacing increases by 0.01 nm per 10?2 electrons cm 2,

then at 400°C decreases by 0.006 nm per 102 electrons cm 2.

For both cases,
the annealing rate is two thirds of the irradiation damage rate. The evidence for
annealing suggests there are some electron irradiation induced atomic configu-
rations present whose activation energy is < 1.87 eV (based on the input of T
= 400°C (673K), into equation 7.1 assuming v = 1 migration per second and A
= 10" Hz). Any configurations with an activation energy higher than this will
not be annealed at this temperature, therefore it is unlikely that the structure
will return to its original state. For comparison, graphitization temperatures of
~3000°C would be able to anneal structures with an activation energy up to 9.1

eV.
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Figure 7.5: TEM micrographs and Fourier transforms during 200 kV electron
beam exposure at (a) 200°C and (b) 400°C using the Gatan heating holder at the
University of York. Below each micrograph is an intensity profile showing the

spacing of (002) planes.
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Figure 7.6: TEM micrographs and corresponding Fourier transforms during 200 kV
electron beam exposure at 20°C then undergoing an in situ temperature increase
to 400°C using the Gatan heating holder at the University of York (model 628).
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Figure 7.7: Change in fringe length (a); and d-spacing (b) with electron fluence
during 200 kV electron beam exposure at 20°C then undergoing an in situ tem-

perature increase to 400°C using the Gatan heating holder (model 628).
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7.3 In situ heating results (2)

The most successful in situ heating experiments were performed using a DENS
Solutions in situ TEM holder on the FEI Tecnai TEM at the University of Leeds.
For this setup, the specimen does not require a conventional grid and support
film as ‘micro electro mechanical system’ (MEMS) chips are used. The specimen
is placed directly onto the chip which is then placed in the DENS holder and
inserted into the microscope as with standard TEM holders. The chips are ~1 cm
in length with a spiralled micro-hotplate (300 pm x 300 pm) at the centre using
four point resistive temperature feedback (figure 7.8). This makes for accurate
temperature readings (<+ 5%), temperature stability (£ 3 mK) and offers a
ramp rate capability of 200°C per millisecond.

Figure 7.8: DENS Solutions chip within the TEM holder. Magnified images show
the micro-hotplate and a specimen particle over a hole in the hotplate (DENS
Solutions, 2015).

Crushed PGA graphite in acetone was dispersed onto the chip and in situ
experiments were performed at 100°C, 150°C, and 200°C. The imaging conditions
were exceptionally stable and drift was minimal, allowing the same area to be
studied before and after temperature treatment. To investigate the large range
in calculated and experimental migration energies of a single interstitial (~ 1.5
eV (Li et al., 2005) theoretical, <0.4 eV experimental (Thrower & Mayer, 1978))

and the associated large range in temperatures (-130°C to 270°C) in situ cooling
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7.3 In situ heating results (2)

experiments were also carried out. For this, a Gatan 636 double tilt cooling holder
was used with the same operating conditions as for the heating experiments.
Ground PGA graphite in acetone was dispersed onto 3 mm copper TEM grids
coated with holey amorphous carbon film.

The results of these experiments are shown in figures 7.9, 7.10, and 7.11;
at each temperature TEM images before and after electron radiation are shown
(figure 7.9) along with plots of the progressive change in d-spacing (as measured
from the Fourier transform of the micrograph) (figure 7.10), and fringe length
(figure 7.11) and tortuosity (measured using the PyroMaN software discussed in
Chapter 6).

In figure 7.10 the change in d-spacing with electron fluence is shown for -
190°C, 20°C, 100°C, 150°C, and 200°C. At -190°C and 20°C the d-spacing begins
to increase as soon as it is exposed to the electron beam. At 100°C and 150°C
the d-spacing stays constant initially until a threshold fluence where it begins to

increase at a rate of ~0.3 nm per 10%? electrons cm 2.

This delayed structural
change is in agreement with the findings of Kelly et al. (1966a) who exposed
pyrolytic graphite to neutron irradiation at different temperatures. At 200°C the
d-spacing does not significantly change, fluctuating between 0.343 and 0.352 nm.

The PyroMaN analysis technique to quantify a change in fringe length and
tortuosity was applied to the micrographs collected at 100°C and 150°C. At 200°C
and above, the basal planes largely extend beyond the image boundaries limiting
the accuracy of the extractable data from the PyroMaN software. For both anal-
ysed data sets, the length of fringes decrease by ~60% and the levels of tortuosity
increase to >1.14 (figure 7.11). This provides evidence that at temperatures of

150°C and below, irradiation-induced structural damage occurs.
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7.3 In situ heating results (2)

Figure 7.9: TEM micrographs before and after 200 kV electron beam exposure at
-190°C, 20°C, 100°C, 150°C, and 200°C using the DENS Solutions in situ holder.
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Figure 7.10: Change in d-spacing with electron fluence at 200 kV electron beam
exposure at -190°C, 20°C, 100°C, 150°C, and 200°C.
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Figure 7.11: Change in fringe length (a) and tortuosity (b) with electron fluence
at 200 kV electron beam exposure at 100°C and 150°C.
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7.4 Discussion

To interpret a temperature threshold for irradiation damage from these results,
a critical fluence at each temperature was determined. The critical fluence was
defined as the fluence at which the d-spacing increased by 10%. Due to the low
damage rates at 200°C, this data set was extrapolated (from figure 7.10) to pre-
dict the fluence at which a 10% change in d-spacing would occur. Muto & Tanabe
(1999) performed a similar analysis based on [001] diffraction patterns collected
for different temperature in situ electron irradiation experiments. In their study,
the fluence was measured in terms of dpa and was therefore referred to as a dose.
The critical dose was defined as the dose at which the [001] diffraction pattern
turned into diffuse rings. To compare the two sets of data, the fluence thresh-
olds determined in this chapter were converted to doses, in dpa, according to the
conversion outlined on page 87 (equation 4.14). The data plotted in figure 7.12
are from data presented by Muto & Tanabe (1999) and from data presented in
this chapter, at -190°C, 100°C, 150°C, and 200°C and from data at room tem-
perature in chapter 6. In both data sets there is a clear point where the gradient
changes. This turning point indicates there is a change in the annealing /radiation
damage process at a certain temperature. For the data in this thesis and from
Muto & Tanabe (1999), that point is ~150°C and ~125°C respectively. The
difference in these values may be a result of different critical dose definitions, dif-
ferent specimens, and the slightly different electron fluxes used. Both data sets
have been extrapolated to show the critical dose at a standard reactor operating
temperature, 350°C (1.6 x 10 3K 1).

The temperature threshold of ~150°C determined from figure 7.12 reflects
the density functional theory calculations of Latham et al. (2013) and indicates
that above ~150°C the hexagonal structure within basal planes is maintained and
overall largely unchanged by radiation. The observation of the fragmentation and
curvature of basal planes in TEM micrographs collected during electron irradi-
ation below ~150°C, along with an increase in d-spacing from SAED patterns,
provides evidence that any annealing effects are outweighed by radiation damage

at these lower temperatures.
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7.4 Discussion

To better understand the thresholds derived from figure 7.12 and those dis-
cussed in the literature, the migration energies of various defect configurations
can be considered. Experiments measuring the electrical resistance and lattice
parameters of a variety of low temperature, radiation exposed graphite grades
have resulted in a range for the single interstitial migration energy (0.02 - 0.4
eV) (Goggin & Reynolds, 1963; Thrower & Mayer, 1978). However, theoretical
calculations for such energies are consistently higher (~1.2 - 2 e¢V) (El-Barbary
et al., 2003; Heggie et al., 2011; Li et al., 2005). It has been proposed that these
discrepancies are due to experimental calculations not accounting for the effect
of shear on migration energy (Li et al., 2005; Niwase, 2002).

Since the curves in figure 7.12 follow an Arrhenius law (equation 7.1) the gra-
dient from each of the two distinct sections can be determined to give the thermal
annealing activation energy (FE,) in each temperature range. The activation en-
ergies above and below the threshold temperature for the data in this thesis were
calculated to be 0.021 eV and 0.52 - 1.03 eV respectively. The latter data range
reflects the values from different extrapolations of the T = 200°C data; one for

a fixed interception of 0.335mm (0.52 ¢V), and one for a trend line with no fixed
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Figure 7.12: Arrhenius plot of the critical dose for different temperatures, with
corresponding activation energies labelled. Data is plotted from this thesis and
from that presented in Muto & Tanabe (1999). Data sets have been extrapolated
to show the critical dose at 350°C (1.6 x 103K 1).
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7.4 Discussion

interception point (1.03 eV). For the data extracted from Muto & Tanabe (1999)
these values are 0.016 eV and 0.32 eV. Due to a lack of data points, the errors on
these calculations are reasonably high; nevertheless, the values from both data
sets are of a similar magnitude.

As discussed, it is expected that at temperatures below the ~150°C thresh-
old, the effects of radiation damage dominate so that the net effect is relatively
fast structural damage. The low thermal annealing activation energy (0.014 -
0.021 eV) supports this theory. The calculations for activation energy can allow
us to determine which defect structures are mobile and therefore aid recovery of
radiation damage in each temperature range. Based on the migration energies
cited in the literature, the annealing of structural changes induced by low tem-
perature irradiation (<150°C) may be a result of surface diffusion of interstitial
atoms. Radiation exposure can result in the diffusion of surface atoms even if en-
ergies below the displacement threshold are transferred (Banhart, 1999). Surface
sputtering is also possible for energy transfers below the threshold for permanent
displacements in the bulk (Cherns et al., 1976). Sputtering occurs when a sur-
face atom is knocked out of its position by a highly energetic incident particle,
whose incident angle effects the probability of an atom being sputtered. The re-
ported radiation-induced fragmentation of crystallites (Gallego et al., 2013; Muto
& Tanabe, 1999; Takeuchi et al., 1997) would increase the net internal surface
area therefore increasing the possibility of atomic mobility through diffusion and
sputtering. Such surface atoms would be able to fill vacant sites on surfaces, but
not in between planes (which would require higher energies). Above the ~150°C
threshold the effects of thermal anncaling become more prevalent which is re-
flected through reduced damage and an increased thermal annealing migration
energy (0.32 - 1.03 eV). The mobility of single interstitials in this temperature
range would allow the structure to recover in between planes; in addition to sur-
face migration, interstitials would be able to migrate through the lattice and fill
vacancy sites.

The high operating temperatures of graphite moderated nuclear reactors (350°C)
therefore reduces damage rates, however the long duration radiation exposures
means that structural damage is still expected to occur. The extrapolation of
data in figure 7.12 show the critical dose at 350°C (1.6 x 107°K 1) is 30 - 40
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7.4 Discussion

dpa. Assuming the dose rate in a graphite moderated nuclear reactor is 10~7 dpa
s~ (Karthik et al., 2011), such a dose would occur after ~12 years. Similarly, a
reactor operating temperature of 450°C would increase this critical dose limit to
32 years. However, it must be noted that graphite moderated nuclear reactors
are operated for around 7 years then undergo a 6 month down time period be-
fore being operated at full power. The lifetime usually quoted for reactors does
not usually take this into account, meaning the full power lifetime is smaller.
Furthermore, the c-axis expansion is expected to plateau and not increase indef-
initely (Kelly et al., 1966a). Therefore it is likely that effects of the critical dose
(i.e. a 10% increase in d-spacing) will be experienced beyond the times quoted.
Chapters 8 and 9 will investigate structural changes in specimens from materials
test reactors and civil nuclear reactors following neutron radiation at a range of

temperatures.
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Chapter 8

Characterisation of Neutron
Irradiated Graphites

Having established non-damaging TEM beam conditions and a quantitative im-
age analysis technique for radiation damage through controlled electron irradi-
ation, a variety of neutron irradiated specimens were investigated; two PGA
graphites, BEPO and Oldbury, and two new graphite grades, PCEA and PCIB.
The information about the irradiation temperatures and received doses for these
specimens is displayed in table 8.1 and more information about the specimens
themselves can be found in section 4.5. FIDB sections were collected from filler

unless specified, allowing for a fair comparison between specimens.

Grade Specimen name Dose (dpa) Irradiation temperature (°C)

BEPO BEPO1 0.40 100
BEPO BEPO16 1.27 100
BEPO BEPO20 1.44 100
PGA Oldbury 5.00 325
PCEA B25 1.50 350
PCEA B17 6.80 670
PCIB Co3 1.50 350
PCIB B02 4.00 535
PCIB B05 6.80 655

Table 8.1: Received dose and irradiation temperature of neutron irradiated speci-

mens.
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8.1 TEM lattice images and SAED patterns

For TEM inspection, all specimens were prepared by grinding/crushing and FIB,
and imaged at 80 kV on the CM200 and Tecnai microscopes at the University of
Leeds. All micrographs were subject to the PyroMaN image analysis technique
detailed in chapter 6. Since there is a limit in the measurement of fringe length to

the width of the micrograph, images were cropped to be the same size, with the

Figure 8.1: Representative micrographs and corresponding SAED patterns of the

specimens detailed in table 8.1, as labelled.
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8.1 TEM lattice images and SAED patterns

same resolution to ensure a fair comparison between fringe length values for all
specimens. Representative micrographs and SAED patterns from each specimen
are shown in figure 8.1.

The d-spacing of basal planes was measured from the spacing of (002) diffrac-
tion spots in SAED patterns. At least five SAED patterns were collected for
each specimen and the results from this analysis are shown in figure 8.2. Due
to the relatively large aperture required for SAED pattern collection, the quoted
values for d-spacing are an average over a specimen area of ~10° nm?. PCIB and
PCEA appear to maintain their d-spacing the most out of all specimens exam-
ined. PCIB B02 (4 dpa) shows a reduction in d-spacing compared to its lower and
higher dose neighbours. This may indicate a point at which the annealing effects
(at 535°C) become more prominent, despite the higher dose (4 dpa). PCIB B05
exhibits a higher d-spacing than PCIB B02 suggesting that the higher dose (6.8
dpa) has more influence on the structure, despite the increased contribution of
thermal annealing at a higher temperature (655°C). The high dose high tempera-
ture PCEA B17 also shows a slightly lower value for d-spacing than the low dose
low temperature PCEA B25. The BEPO specimens show a gradual increase in
d-spacing with dose. This is to be expected as specimens were irradiated at the
same temperature, which was below the annealing threshold estimated in chapter
7. The d-spacing of Oldbury (5 dpa) is comparable to BEPO1 (0.4 dpa). Since

0.38
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5o o PCIB
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2 035 -
=z | *PCEA
0.34 -
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0.33 _—
0 1 2 3 4 5 6 7 8
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Figure 8.2: Plot of neutron dose and d-spacing as measured from SAED patterns for
neutron irradiated graphites. The dotted line represents the d-spacing of HOPG.

Error bars represent the standard deviation of each data set.
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8.1 TEM lattice images and SAED patterns

these graphites are of the same grade, direct comparisons can be made; it is likely
that the retention of d-spacing is a result of the increased operating temperature
for the Oldbury sample (325°C), allowing for continual thermal annealing. These
results highlight the significance operating temperature has on structural change.

The data extracted for fringe length (L2) is displayed in figure 8.3. At least
ten micrographs were analysed for each specimen. Figure 8.3(a) shows the raw
data for maximum fringe length, and figure 8.3(b) shows how these lengths com-
pare to the width of the micrograph (to avoid misinterpretation of results from
slightly different sized micrographs). In general there is no significant trend be-
tween fringe length and received dose, micrographs were highly variable across all

specimens, reflected through the large error bars in figure 8.3. Some speculative
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Figure 8.3: Plot of neutron dose and fringe length for neutron irradiated graphites.
(a) shows raw data, (b) shows data as a percentage of the width of the micrograph.

Error bars represent the standard deviation of each data set.
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8.1 TEM lattice images and SAED patterns

interpretations can be made however. The Oldbury specimen appears to retain
fringe length the most out of all the specimens with an average fringe length of
~T75% of the micrograph width, despite receiving 5 dpa of neutron irradiation.
This is most likely due to the irradiation temperature (325°C) being above the
threshold discussed in chapter 7 so that thermal annealing allows the structure
to recover, reducing the effects of neutron radiation damage (e.g. the breaking
of planes). BEPO and PCIB show signs of reduced fringe length with increasing
dose, however the opposite is observed for PCEA.

The data extracted for tortuosity and orientation are shown in figure 8.4.

Again, there are no obvious trends for either parameters. The extent of damage
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Figure 8.4: Plot of neutron dose against (a) tortuosity and (b) orientation for

neutron irradiated graphites. Error bars represent the standard deviation of each

data set.
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8.2 EELS

appears to be highly variable throughout each specimen (reflected through the
large error bars) and is extremely site specific across the specimen due to the
anisotropic nature of nuclear graphite. In some cases the opposite of what is ex-
pected is observed; the tortuosity and orientation decreases with dose for BEPO
and PCIB. Again, the Oldbury specimen appears to retain its structure the most
out of all specimens. This has been observed for all TEM/SAED data analysis.
Using the PyroMaN software to extract information about fringe length, tortu-
osity, and orientation is very sensitive to image conditions. Although every effort
was made to allow for a fair comparison (consistency in TEM imaging conditions,
image size, and resolution) it appears that the combination of the sensitivity of
the software and variability in specimen thickness, the orientation of planes, and
the anisotropy of nuclear graphite makes for highly variable data which must be

interpreted with caution.

8.2 EELS

EELS was also performed on graphite grades PCIB and PCEA to assess changes
in sp? content and density in the bulk material. All EEL spectra were collected
at 80 kV at the magic angle conditions detailed in chapter 5. Representative
core loss carbon K-edge spectra from PCEA and PCIB are shown in figure 8.5.
The 7* and o* peaks were analysed following the method described in chapter 5
and data was normalised to sp? for HOPG. Using this method, virgin PCIB and
PCEA exhibited ~90% sp?.

As seen in figure 8.6(a), little change in sp? was observed following neutron
irradiation in both graphite grades. As with TEM results, the data was highly
variable between different areas within each specimen, shown through relatively
large error bars. The high dose high temperature specimens show evidence of
structural recovery where sp? values are slightly higher than, or close to, values
associated with low dose low temperature specimens. It is thought this is due
to the high irradiation temperatures allowing for continual thermal annealing.
In general, the sp? values have not reduced as much as for those from the room

temperature electron irradiation discussed in chapter 6.
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Figure 8.5: Representative core loss EEL spectra for virgin and irradiated PCEA
and PCIB. Details of received dose and irradiation temperature are displayed in
table 8.1.

Analysis of the (7*+0¢*) plasmon peak in the low loss spectra showed a
slight difference between virgin and irradiated specimens (figure 8.6(b)): for both
graphite grades, the average position of the peak decreased by ~1 eV (4%). This
implied a slight reduction in density following neutron irradiation. The data was
also highly variable over different areas (in the most extreme cases, the (7*+0%)
plasmon peak position varied by 3 eV within the same specimen). Unlike the sp?
data, this data shows little evidence for the thermal recovery of high dose high
temperature specimens, possibly due to the introduction of irradiation induced
microcracks. Due to the high variability in data further analysis of more samples

is required to improve the confidence of this interpretation.
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Figure 8.6: Averaged EELS data ((a) carbon sp? content (b) plasmon energy)
extracted from ~30 spectra per specimen for virgin and irradiated PCEA and
PCIB.

8.3 Previous experiments: XRD and Raman

XRD and Raman data on these samples has been reported by Mironov (2015).
Some representative XRD patterns of virgin and irradiated PCIB and PCEA
are shown in figure 8.7 and the data extracted from them is shown in table
8.2. Many peaks appear to broaden (e.g. (002) and (004)) or disappear (e.g.
(103) and (006)) with irradiation dose while some (e.g. (100)) change in peak
position. The positions of the (100), (110), and (112) reflections are associated
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8.3 Previous experiments: XRD and Raman

with a-spacing and the (002), (004), and (006) reflections are associated with c-
spacing (i.e. (002) inter-planar spacing, referred to as d-spacing elsewhere). The
FWHM of the (100) (or (110)) and (002) peaks and corresponds to the coherence
lengths in the a-direction (L,) and c-direction (L.) respectively. Although XRD
for both grades showed no significant changes in e-spacing compared to virgin
specimens, the crystallite sizes were calculated to reduce by 35% (for both L,
and L.) for low dose, low temperature exposures and by 50% (for both L, and
L.) for high dose, high temperature exposures (compared to virgin specimens of
the same grade). These results agree with the findings of Gallego et al. (2013).
The data acquired for inter-planar spacing through XRD show consistently lower
values compared to SAED results. This is potentially due to the larger volumes
analysed by XRD, differences in specimen preparation (e.g. strain relief in thin
specimens), or through a systematic error. A discrepancy in measured d-spacing
from different techniques was also found by Muto & Tanabe (1997) whose results
from FFT analysis were larger than those from SAED analysis.

Some representative first-order! Raman spectra of virgin and irradiated PCIB

IThe name first order comes from the number of scattering events which involve only one

phonon emission

Specimen Dose  Temp. c- a- L. (A)  L,(100) Ly(110)
(dpa)  (°C) spacing spacing (A) (A)
(002) (100)
(4) (4)
PCEA virgin - - 3.370 2.455 229 399 647

PCEA B25 1.5 350 3.381 2.444 151 259 273
PCEA B17 6.8 670 3.382 2.448 120 309 353
PCIB virgin - - 3.375 2.454 226 374 619
PCIB C03 1.5 350 3.378 2.441 149 252 264
PCIB B02 4.0 935 3.372 2.454 149 306 662
PCIB B05 6.8 655 3.365 2.434 112 203 312

Table 8.2: Averaged data extracted from XRD patterns of specimens of virgin and
irradiated PCEA and PCIB (Mironov, 2015). Errors for a and c-spacing is <3%
and <6% for L, and L..
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Figure 8.7: Representative XRD patterns of virgin and irradiated PCIB and PCEA

(Mironov, 2015).
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and PCEA are shown in figures 8.8 and 8.9 and the data extracted from them by
peak fitting is shown in table 8.3. The physical meaning of each peak is discussed
in section 3.2. The position of the G peak in the spectra of irradiated specimens
it is higher than for the virgin specimen’s spectrum, implying the fragmentation
of crystallites following neutron irradiation in agreement with XRD. The spectra
of irradiated specimens also show an increase in the FWHM of the G peak by
2-5 fold and the Ip/Ig ratio increases by up to ~4 fold relative to the virgin
specimen. The most significant changes are observed in the spectrum of specimens
subject to low dose (1.5 dpa) and low temperature (350°C) (PCIB C03 and PCEA
B25). With increasing dose and irradiation temperature, recovery is evident
through the narrowing of peaks, reduction in Ip /I ratio and reduction in G
peak position, suggesting that the higher irradiation temperature (655°C) allows
defects to anneal. These results are in line with the findings of Gallego et al.
(2013); Kane et al. (2011); Muto & Tanabe (1999); Muto et al. (1999) and the
data presented in chapters 6 and 7.

Specimen Dose  Temp. Ip/lg G FWHM G peak D peak

(dpa)  (°C) (m™)  (emh)  (emh)

PCEA virgin - - 0.1-0.3 20 1581.8  1354.3
PCEA B25 15 350  0.6-0.8 90 1593.1  1364.8

PCEA B17 6.8 670 0.5-0.9 50 1587.2  1361.6

PCIB virgin - - 0.1-0.3 20 1582.4  1354.2
PCIB C03 1.5 350  0.7-1.1 70 1590.0 13623

PCIB B02 4.0 535 0.6-1.0 50 1587.3 13588

PCIBB05 6.8 655  0.6-1.0 50 1586.5  1358.4

Table 8.3: Averaged data extracted from over 40 Raman spectra per specimen of
virgin and irradiated PCEA and PCIB (Mironov, 2015).
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Figure 8.8: Representative first-order Raman spectra of virgin and irradiated PCIB
(Mironov, 2015).
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Figure 8.9: Representative first-order Raman

PCEA (Mironov, 2015).
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8.4 Conclusion

8.4 Conclusion

This chapter has shown that neutron irradiation induces basal plane and crystal-
lite fragmentation, and has highlighted the effect temperature has on irradiation
induced structural damage. Data from TEM, SAED, EELS, XRD, and Raman
showed that low dose low temperature specimens tended to exhibit higher struc-
tural damage (such as lower sp? content, higher d-spacing, and reduced crystallite
size) than high dose high temperature specimens. The retention of structure in
the medium dose medium temperature Oldbury specimens suggested that there
was an optimum point at which the temperature can have significant annealing
effects, given that the dose is not too high (i.e. there is a balancing of forward
and reverse reaction rates). In the case of Oldbury PGA graphite, this point is
at 5 dpa and 325°C.
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Chapter 9

Characterisation of Microcrack
Material

Microcracks in neutron irradiated nuclear grade BEPO graphite were examined
using TEM, EELS, Energy Dispersive X-ray (EDX), and EFTEM. Three irradi-
ated specimens were investigated with received doses ranging from 0.4 to 1.44 dpa
and an irradiation temperature range of 20—120°C. This new combined charac-
terization technique has never before been applied to cracks in nuclear graphite.
It has shown that disordered carbon material is present in a range of microc-
racks (of varying size and shape) in all irradiated specimens. EFTEM and EELS
data showed that these cracks contained carbon material of lower density and
graphitic character than that of the surrounding bulk graphite. The presence of
partially filled microcracks has potentially significant implications for the devel-
opment of microstructural models to allow the understanding and prediction of

radiation-induced dimensional and property changes in nuclear graphite.

9.1 Experimental procedure and sample prepa-

ration

The nuclear graphite grade examined was BEPO; BEPO1 which received a dose
of 0.4 dpa (~3.1 x 10?° n cm?), BEPO16 which received a dose of 1.27 dpa (~9.8
x 10%° n ¢cm™?), and BEPO20 which received a dose of 1.44 dpa (~1.1 x 10?! n
cm™?). Specimens were prepared by FIB, with areas of filler region specifically

selected. More details about these specimens can be found in section 4.5.
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9.2 Data analysis

General TEM observations were carried out on an FEI Tecnai TF20 operated
at 200 kV. The details of this equipment are discussed in chapter 5. EELS data
was collected at SuperSTEM (the UK national facility for aberration corrected
scanning TEM) using a Nion UltraSTEM100 equipped with a Gatan Enfina Spec-
trometer, operated at an acceleration voltage 60 kV to minimize beam induced
irradiation damage. The energy resolution was 0.45 eV and the convergence semi-
angle was ~30 mrad. It must be noted that while these conditions do not satisfy
the magic angle criterion (discussed in section 5.2) there is only a small variation
in plasmon position within a limited tilt range. Assuming there is no signifi-
cant change in local orientation in the graphitic planes surrounding the cracks,
any effect on the low loss spectrum should be negligible. In order to measure
and compare the density and graphitic nature of material within a microcrack
to those of the bulk, EEL spectra were collected from several regions: within a

microcrack, on the edge of a microcrack and in the neighbouring graphite bulk.

9.2 Data analysis

Figure 9.1 shows TEM images of the FIB sections from filler regions in all three
irradiated BEPO specimens. Image J was used to analyse the cracks to cal-
culate their dimensions and two dimensional percentage area (Rasband, 2014).
BEPOL1 has few cracks (periodicity 0.21 cracks/pm, percentage area 0.7%) which
are relatively narrow (~50-300 nm), BEPO16 has a slightly higher proportion
of cracks (periodicity 0.56 cracks/pm, percentage area 4.36%) which are con-
siderably wider, and BEPO20 has a high concentration of cracks (periodicity
1.70 cracks/pum, percentage area 9.6%) which are a mix of long thin lenticu-
lar cracks and larger wide cracks. This apparent increase in the proportion of
cracks within the material reflects the fragmentation of the graphite microstruc-
ture with increasing neutron irradiation as has been observed in (Gallego et al.,
2013; Mironov et al., 2015; Muto & Tanabe, 2000). However it must be noted that
nuclear graphite is an incredibly inhomogeneous material and a statistical anal-
ysis of multiple areas through either multiple FIBed specimens or through SEM
or light microscopy of larger areas is required to truly understand the relation-

ship between dose and the number and size of crack. Radiation or temperature

157



9.2 Data analysis

Figure 9.1: TEM images of a FIB section of filler from each sample: (a) BEPO1,
(b) BEPO16, and (c) BEPO20.

induced crack closure in these specimens is not expected due to the low received
dose and low irradiation temperature. A discussion of observed crack closure in
the literature can be found on page 55.

In figure 9.2, TEM images of higher magnification show a range of micro-
cracks (labelled A-D). In the TEM bright field micrograph in figure 9.2(b) re-
gions of darker contrast might refer to either thicker material or material of a
higher graphitic content. To distinguish between the two, EFTEM images were
also collected and plasmon ratio maps were produced, the results of which will
be discussed later in this section. High magnification TEM imaging and elec-
tron diffraction provides information about the crystallographic orientation of
the cracks and from figure 9.2(b) and (c) it is clear to see that the basal planes
and cracks are aligned suggesting that these are intra-granular cracks within the
same crystallite.

To first establish that the material observed within a microcrack does not
contain redeposited material from the FIB sputtering process or material amor-
phized by (Ga) ion beam implantation, EDX measurements were collected and
quantified in terms of their gallium and platinum content (figure 9.3). EDX spec-
tra showing microcracks with Ga content >0.2% and Pt content >0.15% were
considered to contain FIB-induced damaged and/or redeposited material and all
associated datasets were disregarded. The presence of a Cu peak in all spectra is
due to the Cu TEM grid used, and the Pt peak which appears together with Ga

is associated with FIB sputtering (from a protective Pt strap layer on top of the
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9.2 Data analysis

Figure 9.2: (a) relatively low magnification and (b) medium magnification TEM
images of intra-granular microcracks within the FIB section of specimen BEPO20.
Labels in (b): A - no material within the crack; B - material at the crack interface;
C - a completely filled crack: D - graphitic bulk material. Electron diffraction
pattern of the area shown in micrograph (b) is presented in the top right corner.
(¢) shows a high magnification TEM image of region D to verify the basal plane

orientation is parallel to cracks.

specimen) and redeposition. The small levels of Ga visible in figure 9.3 (a) are
most likely due to an unavoidable Ga implantation outer layer associated with
all FIB prepared samples (Schaffer et al., 2012).

EFTEM images were also used to assess the graphitic nature of the material
within a microcrack. Following the procedure outlined in Daniels et al. (2003) and
the EFTEM calibration detailed in section 5.3, two energy loss filtered images
were used to produce an Iazey/Ixeey plasmon ratio map to remove diffraction
contrast and thickness effects; a 3 eV window centered at 27 eV representing the
position of the plasmon peak for graphite, and a 3 eV window centered at 22
eV representing the position of the plasmon peak for non-graphitized material.
Ratio maps were calibrated to 0.8 < Iorey/I2e.y < 1.8 following measurements
by Daniels et al. (2003) so that high intensity reflects graphitic material and low
intensity non-graphitic material.

The results of the EFTEM measurements on neutron irradiated BEPO speci-
mens are shown in figure 9.4 where the removal of thickness contrast is apparent
when comparing the intensities in the zero loss, 22 eV, and 27 eV filtered TEM
images to the Izey /Iz2ey plasmon ratio map. Figure 9.4 shows a series of EFTEM

images from a FIB section of BEPO20. Four to six regions were analysed per
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Figure 9.3: Examples of EDX spectra over a crack in BEPO1 showing (a) negligible
Ga content (0.12%) and (b) significant Ga content (5.85%). Both spectra were
normalised to the carbon peak at 0.2774 keV.

BEPO specimen, the results shown in figure 9.4 being representative. Four re-
gions of interest have been identified: three different areas within cracks (A-C)
and part of the bulk between cracks (D).

In figure 9.4(a) the dark features in the zero loss EFTEM image represent
thicker material whereas the inverse is the case for the 22 eV and 27 €V filtered
images in (b) and (c¢). However in the plasmon ratio map (figure 9.4(d)), the
removal of thickness contrast means that bright features now represent regions
of high graphitic character (27 eV) and dark features reflect either a hole or a
region of low graphitic character (22 V). Intensity profiles can be used to quantify
interpretations (figure 9.5). When comparing the zero loss EFTEM image (figure
9.4(a)) to the plasmon ratio map (figure 9.4(d)), regions A, B, and C clearly differ.
In the zero loss EFTEM, the crack at region A shows a high intensity. This is
mirrored in the plasmon ratio map, where a relatively low intensity is recorded

(~1.35 calibrated intensity units or 25.5 eV). For region B in the same crack, the
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9.2 Data analysis

Figure 9.4: Representative EFTEM images for microcracks (A,B,C) in BEPO20.
(a) zero loss filtered EFTEM, (b) 22 eV filtered EFTEM, (c) 27eV filtered EFTEM,

and (d) Izrev/I22.v plasmon ratio map with calibrated intensity scale below.

zero loss EFTEM image shows a slightly lower intensity which is matched with a
higher intensity in the plasmon ratio map (~1.45 calibrated intensity units or 26.3
eV). The differences in plasmon ratio map intensities are shown in more detail in
figurc 9.5 and particularly highlight the effects of thickness contrast. In the zero
loss image, one might assume region A was a hole however upon closer inspection
in the plasmon ratio map, both regions A and B contain low density graphitic
material. The intensity and corresponding plasmon energy over different cracks
in all EFTEM plasmon ratio maps were measured. The average plasmon intensity

was 25.4 eV; the lowest value was found over a crack in BEPO20 measuring 23.7
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9.2 Data analysis
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Figure 9.5: Intensity profiles across regions A and B from figure 9.4(d) plasmon

ratio map to highlight differences in graphitic nature.

eV and the highest over a crack in BEPO1 measuring 26.7 eV.

On examination of the higher intensity regions in figure 9.5, particularly that
on the left of region B, a fluctuation in intensity with a periodicity of approx-
imately 8 nm suggests bands of material with different graphitic character are
present; a result which is representative of all samples (with a slight variation of
a few nm in periodicity). The change in intensity of these bands is reasonably
significant with troughs as low as ~1.55 and peaks as high as ~1.75. These fluc-
tuations are not a result of noise, the frequency of which is much higher. It is
possible that these bands show the beginnings of crack formation where a trough
(in the plasmon ratio map) will deepen and widen to form a crack containing
disordered carbon. Damage accumulation and interstitial surface diffusion per-
haps result in regions of localised disordered material which can act as sinks
for further damage and eventually expand into cracks. A detailed discussion of

the mechanisms for defect diffusion in graphite can be found in Gulans et al.
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9.2 Data analysis

(2011); Thrower & Mayer (1978); Trevethan et al. (2013); Zhang et al. (2010).
In general, diffusion along the basal plane is more common due to anisotropic
atomic binding. It must be noted that the BEPO reactor operating temperature
(20-120°C) is below the usual graphite moderated reactor operating temperature
(>350°C) which may have hindered defect mobility. Furthermore, the irradia-
tion temperature for these specimens is just below the temperature threshold of
~150°C determined in chapter 7. This means the fragmentation of basal planes
and crystallites is likely (Muto & Tanabe (1999)), increasing the proportion of
grain boundaries. However, as discussed in chapter 7 the reported migration en-
ergies of single vacancies and interstitials vary considerably; experimental work
has provided a widely accepted range (0.04 - 0.4 V) for the single interstitial mi-
gration energy (Thrower & Mayer, 1978), whereas theoretical calculations range
from 0.3 - 2 ¢V . Gulans et al. (2011); Trevethan et al. (2013). The low basal
surface energy barrier (1.06 meV A2 (Telling et al., 2003)) and the increase in
nano-crystallinity following irradiation may create more possibilities for surface
and grain boundary diffusion which would be expected to be able to occur at
temperatures below the thresholds discussed in chapter 7.

Having established stable EEL spectra collection conditions, the variation in
plasmon energy within, and on the edge of, a microcrack, and in the neighbouring
graphite bulk was measured using STEM/EELS spectrum imaging, as shown in
figure 9.6. For each area investigated high and medium angular annular dark
field (HAADF/MAADF) images were acquired and then HAADF, MAADF, and
EELS spectrum images were collected from a specific region of interest. 0.68-
6.2 nm wide line scans of the EELS spectrum image were used to measure the
energy position of the (7 + o) plasmon, 7 plasmon peak, and the intensity of the
7 plasmon. Hyperspy was used to fit Gaussians to the two plasmon peaks and
extract the required information (more information about this procedure can be
found in section 4.3.2).

Six areas were examined in BEPO16 and BEPO20. In the bulk, the (7 +
o) plasmon energy was measured to be between 26.2 eV and 27.7 eV which is
characteristic of near-perfect graphite (Chu & Li, 2006; Daniels et al., 2003; Fink
et al., 1984). This is also consistent with the findings in chapter 6 where a

significant change in (7 4+ o) plasmon energy in the bulk due to irradiation was
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9.2 Data analysis

not observed. The energy of the (7w + ¢) plasmon peak decreased over all cracks
but to differing degrees. The most extreme case was seen in BEPO20 where the
plasmon energy was measured to be 21.5 eV at the crack centre; on average the
plasmon energy over a microcrack decreased to ~23.8 eV. For comparison the
value for amorphous carbon is ~22 eV (Chu & Li, 2006; Prawer & Rossouw,
1988). These results show slightly lower values for (7 + ) plasmon energy than
those found from EFTEM data, which could be due to the differing collection

(a) Spacium Imags | (b)
i nm 100 nm
(e) c* 63)
zero loss P

(m+o) plasmon

270 280 290 300 310 320 330
Energy loss (eV)

-5 5 15 25 35 45 55
Energy loss (eV)

Figure 9.6: HAADF and EELS spectrum images in BEPO16 with extracted low
and core loss EELS. This particular microcrack has a width of ~55 nm. (a) HAADF
image showing the area overview. (b) HAADF spectrum image of the region of
interest outlined by the green rectangle in (a). (c) and (d) show low loss and core
loss EELS spectrum images respectively, showing the area in which EELS data was
analysed in red. Vertically integrating the spectrum image of bulk material in (c)

and (d) is plotted in (e) for low loss and in (f) for core loss respectively.
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Figure 9.7: Extracted data from the low loss EEL spectra from the region of interest

outlined in red in figure 9.6(c). (a) Change in (7 +0) plasmon energy with distance

across crack; (b) change in 7 plasmon energy with distance across crack; (c) change

in 7 plasmon intensity with distance across crack, normalised to total low loss (inc.

elastic peak). The vertical dotted lines represent the crack boundaries. Error bars

represent the standard deviations of the vertically integrated horizontal line scans.
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9.2 Data analysis

angles, however the trends are the same. The (7 + o) plasmon energy is related
to density so that the observed reduction in (7 + o) plasmon energy across a
crack represents a reduced density of material within the cracks. This reduction
in density is not seen in the bulk irradiated graphite which implies that the cracks
contents arc a result of atomic diffusion into the crack and not the remains of an
ordered graphite structure.

The 7 plasmon peak energy also reduced in value across the crack in all areas
examined. In the bulk, the 7 plasmon energy was measured to be between 6.0
eV and 6.3 eV which is again characteristic of near-perfect graphite (Chu & Li,
2006; Fink et al., 1984). In all cases, the reduction in 7 plasmon energy was to
~b + 0.5 eV suggesting a reduction in crystallinity and density possibly due to
sub 10 nm crystallite sizes (Hashimoto et al., 1999). The normalised intensity
of the 7 plasmon peak was also measured; a 7 plasmon window from 4.5 eV to
8 eV and total intensity window from -3 eV to 50 eV were used. The intensity
was found to reduce by an average of 40% relative to the bulk, which indicates
a reduction in the degree of m bonding. These results are in line with those
from polycrystalline graphite in the work of Hashimoto et al. (1999) where a
correlation between 7 plasmon energy and relative intensity was also found; and
with results from a graphitization series by Daniels et al. (2007) where EELS
spectra from pre-graphitized material show a 7 plasmon intensity of ~50% of
that in the graphitized product.

In the core loss region, the 7* and ¢* peaks, and the Gaussian associated with
changes in intensity of the high energy shoulder of the 7* peak (at ~287 eV) were
analysed using HyperSpy (de la Pena et al., 2015). Both these measured fitted
peak intensities were normalised to the total carbon K-edge (~20 eV window). All
five core loss Gaussians were fitted using the constraints detailed in section 4.3.2.
The relative change in Gaussian peak areas as the STEM probe traverses the
region of interest, from bulk to crack, is presented in figure 9.8. There appears to
be a direct replacement of planar sp? bonding by non-planar sp? in the disordered
graphitic material found within a crack. This is demonstrated by the fact that
across all regions examined for both BEPO16 and BEPO20, within the crack
the planar sp? content decreased by an average of ~33% (o, = 18%) while the
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9.3 Discussion

non-planar sp® content increased by an average of ~30% (o, = 15%) relative to
the surrounding bulk material.

9.3 Discussion

For the regions investigated, all microcracks of width <100 nm were either fully

or partially filled with low density material in agreement with the study of Wen
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Figure 9.8: Extracted data from the core loss EEL spectra from the region of
interest outlined in red in figure 9.6(d). (a) Change in relative area under G1
(associated with planar sp? content) with distance across crack. (b) Change in
relative area under G2 + G3 (associated with non-planar sp? content) with distance
across crack. The vertical dotted lines represent the crack boundaries. Error bars

represent the standard deviations of the vertically integrated horizontal line scans.
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9.3 Discussion

et al. (2008) and Karthik et al. (2015) on similar virgin and irradiated nuclear
graphite grades. From EELS and EDX measurements it it was found this material
was composed of low density carbon of reduced graphitic character. Comparing
the surrounding bulk material to the material within the cracks, EELS revealed
a reduction in the volume plasmon energy within the microcracks consistent with
a lower density material, together with a 30% reduction in planar sp? bonded
carbon which was replaced by non-planar sp? bonded carbon. In material sur-
rounding the microcracks, EFTEM measurements revealed a ~8 nm periodic
change in graphitic character which was tentatively assigned to the beginnings
of microcrack formation, where a region of low graphitic character will widen to
form a microcrack containing disordered carbon.

The presence of disordered material within microcracks before irradiation has
implications for the evolution of the material within microcracks and the mech-
anisms behind dimensional change around microcracks during irradiation. The
current consensus is that the migration energy of a single vacancy is such that
they only become mobile above an irradiation temperature of 100°C, and this is
even higher for a single interstitial defect. This initially suggests that the disor-
dered material observed within the cracks does not accumulate as a direct result
of irradiation-induced migration. However, the low basal surface energy barrier
and the irradiation-induced fragmentation of the microstructure create increased
possibilities for low energy diffusion surface pathways via grain boundaries. It
is therefore proposed that the pre-irradiation filled microcracks arising from the
manufacturing process act as sinks for surface and grain boundary diffusing atoms
via fast diffusing pathways. Further detailed analysis of the in-crack material
within virgin specimens and irradiated specimens at a range of temperatures
would increase the understanding of this theory. In-crack material behaviour and
structural changes following high temperature (>2000°C) annealing is also of in-
terest. The presence of low density material within microcracks has implications
for the understanding of radiation-induced dimensional change and the associated
changes in properties of nuclear graphite during service life. The characterisation
technique can be extended beyond nuclear graphite and applied to a wide range

of carbons.
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Chapter 10

Final Discussion and Further
Work

Four key research questions were stated at the beginning of this thesis (section
1.3). This final chapter will address each question based on the literature review
and experiments carried out. Any remaining related questions will be highlighted

along with the necessary work required to answer them.

1. How does (electron and neutron) radiation affect graphite at the nanoscale,
what role does flux and temperature play, and how can theoretical calculations
be used to better understand these phenomena?

2. What is the best way to measure these changes?

A combination of TEM, SAED, EELS, EFTEM, XRD, and Raman spec-
troscopy provided a variety of information about structural changes induced by
electron and neutron radiation.

Quantitative analysis of TEM lattice images using the PyroMaN software has
provided information about the length and curvature of basal planes and their
relative orientation. However, such analysis is sensitive to differences in TEM
imaging conditions, image size and resolution, and degree of structural disorder.
In addition, the significant anisotropy of nuclear graphite makes for highly vari-
able data which must be interpreted with caution. This was particularly evident
in analysing neutron irradiated specimens where there was a large range in ex-

tracted data. Despite these limitations, electron and neutron radiation clearly
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resulted in the fragmentation of basal planes and induced a tortuous nanostruc-
ture.

Collecting SAED patterns provided to be highly useful in understanding the c-
axis dimensional change through measuring the spacing of (002) diffraction spots.
It was found that electron and neutron irradiation resulted in an increase in d-
spacing. For the doses considered in this thesis an increase of ~10% (compared to
HOPG) was commonly experienced. This was in agreement with similar studies
in the literature (Iwata, 1985; Kelly, 1981; Muto & Tanabe, 1997). Using SAED
patterns from in situ electron radiation experiments at temperatures of -190°C
to 200°C critical doses and an associated temperature threshold for irradiation
damage was determined. Plotting the critical dose against 1/T gave a tempera-
ture threshold of ~150°C indicating that above this temperature, the hexagonal
structure within basal planes is maintained and overall largely unchanged by ra-
diation. The Arrhenius law allowed for thermal annealing activation energies to
be calculated; below the temperature threshold, this energy was calculated to
be of the order 1072 eV and above the temperature threshold, this energy was
calculated to be of the order 10° eV.

Analysis of the low and core loss spectra from EELS experiments provided
information about specimen bonding and density. Measuring the position of the
(m + o) plasmon peak gave information about valence electron density, which is
directly related to the total density. Electron and neutron irradiation showed this
peak to slightly reduce in energy implying a reduction in density. It was proposed
that this was a result of the increase in dangling bonds at crystalline boundaries
following the radiation-induced fragmentation of crystallites, and the introduc-
tion of microcracks. Further analysis of the (7 + o) plasmon peak could involve
measuring the FWHM following radiation damage to assess the degree of plasmon
damping, providing further information about local bonding. The retention of
the 7 plasmon peak during radiation damage indicated that a layered structure
was largely retained despite severe structural damage. In the core loss region, a
five Gaussian fitting methodology was developed to extract information about sp?
bonding; the relative intensities of the 7* and ¢* peaks were analysed to calculate

the planar sp? content of the specimen, and the residual Gaussian in the trough
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between the 7* and o* peaks was used to calculate non-planar sp? content. Elec-
tron irradiation showed a clear reduction in planar sp? content to ~70% of the
unirradiated specimen which was replaced by non-planar sp? bonded carbon. Vir-
gin nuclear graphites (PCEA and PCIB) exhibited a planar sp? content of ~90%
(compared to HOPG), which reduced by ~10% in neutron irradiated specimens
of the same grade. The high dose high temperature specimens show evidence of
structural recovery where sp? values were slightly higher than, or close to, values
associated with low dose low temperature specimens. It is thought this was due to
the high irradiation temperatures allowing for continual thermal annealing. The
position of the multiple scattering resonance (MSR) peak in the core loss spectra
was used to calculate in-plane bond lengths. The position of this peak decreased
with radiation, implying an increase in average C-C bond length. As with the
reduction in density, it is expected that this is due to the increase in dangling
bonds at crystalline boundaries following the radiation-induced fragmentation of
crystallites.

EFTEM experiments enabled the change in graphitic character across neutron
irradiated specimens to be quantified. A fluctuation of intensity (of periodicity
~8 nm) across a line profile in the bulk, suggested bands of material with dif-
ferent graphitic character were present. It was suggested that these bands show
the beginnings of crack formation where a trough (in the plasmon ratio map)
would deepen and widen to form a crack containing disordered carbon. Damage
accumulation and interstitial surface diffusion could result in regions of localised
disordered material which would act as sinks for further damage and eventually
expand into cracks.

Although XRD and Raman experiments were not carried out for this the-
sis, Mironov (2015) analysed the same PCEA and PCIB specimens with these
techniques. These findings complemented the results from the aforementioned
techniques strengthening confidence in data interpretation. In particular, XRD
analysis showed crystallite sizes to reduce with neutron irradiation (in agreement
with the work of Gallego et al. (2013)), and the results from Raman studies pro-
vided evidence for the fragmentation of crystallites following neutron irradiation
and a significant reduction in structural disorder. The most significant changes

were observed in specimens subject to low dose (1.5 dpa) and low temperature
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(350°C) (PCIB C03 and PCEA B25). With increasing dose and irradiation tem-
perature, recovery was evident suggesting that the higher irradiation temperature
(655°C) allows defects to anneal.

Suggested further work to complement the results discussed would be to ex-
amine the material at a crystallite boundary. Using BF and DF TEM imaging of
a FIBed specimen, a boundary can be selected and subjected to a similar analysis
methodology as that described in chapter 9. It would be of interest to understand
how the bonding and density changes over these areas, as compared to the bulk.

Due to the high variability in data from neutron irradiated specimens, it is
proposed that further analysis of more samples (of differing grades and having
received different doses at different temperatures) is required to improve the con-
fidence of data interpretation. In particular, it would be useful to have only one
variable when comparing neutron irradiated specimens, i.e. constant received
dose for varying temperature and conversely constant temperature for varying
received dose.

It is also proposed that this collection of characterisation techniques is ex-

tended beyond nuclear graphite and applied to a wide range of carbons.
3. Is it possible to simulate a reactor environment within a TEM?

The considerations required to simulate a reactor environment within a TEM
were discussed in section 2.1.1. In short, it is widely accepted that the higher
dose rate of electrons in a TEM to neutrons in a nuclear reactor (by about 10%)
and the reduced cascade damage from electrons due to their lower mass (by about
10~*) make for a comparable, but not identical environment. Electron irradiation
at room temperature was found to induce a more damaged structure that those
observed in neutron irradiated specimens. However this series of experiments was
essential in providing a controlled environment to develop the methodology for
quantitatively analysing radiation damage with TEM, SAED, and EELS. In situ
electron irradiation at reactor operating temperatures showed little structural
change due to the low fluences. To achieve fluences comparable to those in a
reactor, the specimen would have to be exposed for much longer or at a higher

Aux.
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An extrapolation of the critical dose vs. 1/T plot (figure 7.12) discussed
above and in chapter 7 allowed critical doses to be predicted for the operational
temperature ranges commonly used in civil nuclear reactors; at 350°C the critical
dose would occur after 12 years, at 450°C the critical dose would occur after 32

years of full power.

4. Does the material behave uniformly; are there structural differences between

the behaviour of material in the bulk, within cracks, and at grain boundaries?

Disordered carbon material was observed in a range of microcracks (of varying
size and shape) in BEPO irradiated specimens. The presence of partially filled
microcracks has potentially significant implications for the development of mi-
crostructural models to improve the understanding and prediction of radiation-
induced dimensional and property changes in nuclear graphite. EFTEM and
EELS data showed that these cracks contained carbon material of lower density
and graphitic character than that of the surrounding bulk graphite. Comparing
the surrounding bulk material to the material within the cracks, EELS revealed
a reduction in the (7 + ) plasmon energy within the microcracks consistent with
a lower density material, together with a 30% reduction in planar sp? bonded
carbon which was replaced by non-planar sp? bonded carbon. It was proposed
that the pre-irradiation filled microcracks arising from the manufacturing pro-
cess act as sinks for surface and grain boundary diffusing atoms via fast diffusing
pathways. To better understand this theory, a detailed analysis of the in-crack
material within virgin specimens and irradiated specimens at a range of temper-
atures is required. Investigating the behaviour of in-crack material following high
temperature (>2000°C) annealing was also suggested. Data collected in chapter
8 showed that the highly anisotropic structure of nuclear graphite means that the
effects of radiation damage are site specific (for example, depending on how close
it is to a pore, crack, or grain boundary).

A new methodology for quantitatively analysing the nanostructure of irradi-
ated graphite has been developed. Existing techniques have been improved (e.g.
EELS fitting) and the application of new techniques have been demonstrated (e.g.

2D and 3D micrograph analysis). The determination of a temperature threshold
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through in situ TEM experiments complements the theoretical calculations of mi-
gration energies for interstitials and vacancies, and enables a better understanding
of the behaviour of graphite under irradiation at a range of temperatures. Signif-
icant and novel findings regarding the characterisation of material within cracks
will have an influence the development of nano/microstructure models which pre-

dict the response of a polycrystalline graphite to irradiation and temperature.
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Mining Andrew Carnegie Fund
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Date Conference/Meeting Contribution

August 2012 NanoteC, Brighton, UK Poster

September 2012  European = Microscopy  Congress, Poster
Manchester, UK
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July 2014 Institute of Physics research student £250
conference fund
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research student travel grant

April 2015 Leeds University Institute for Materials  £300
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TEM beam size
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Appendix C

TEM beam current calculation

180



&

Ao

O? erlsin 2

.n...hﬂwl ¢

oxphwe (8)

TQ 3=

HAEHY

QIT.38 "3E 18:22

FEI UK LIMITED
PHILIFS HOUSE

CAMBRIDGE BUSINESS PARE -

COWLEY ROAD

_._-__n :

2. . 0. Htoust top A

C ibemf”

_,r??u

i

CAMB
CB4 OHF

} T INC T o

L I R T

eeleal Aot fin, 19P2

et aup\h.

O

w..vnau_ Tlene

uE e s s

i :

T

rm g

1

Fure

et x| - —_—

m.ﬁhnh# htn__.jnkun: i

( ?‘.'T'.‘."‘:":'.“@.:-___. :

o Sganan

" — e g

e e
D e i S—— i

b=

———— e —

i.... .-

R S R e e

oy o e
.2

g ey

"0

rm

Figure C.1: Beam current as a function of exposure time (FEI, 1986).

181



Appendix D

Determining the displacement cross section
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