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Abstract

Jonathan Busch, “Reservoir Engineering for Quantum Information Pro-

cessing”,

Ph.D. thesis, University of Leeds, May 2010.

This thesis concerns possible implementations of quantum computing schemes

and tries to overcome some standard limitations. The central result is a technique

we call reservoir engineering that is applied to optical cavity QED based quantum

computing. The usual problem for quantum computing with atomic qubits in cavi-

ties is scalability as this requires either the coupling of photons leaking from cavities,

using linear optics elements and measurements or shuttling of ions into and out of

cavities. We propose an alternative that applies strong dissipative coupling to an

environment as a control on fibre-coupled cavity systems. The control mechanism is

effectively an overdamping of certain common cavity modes that restricts the time

evolution of the qubit-cavity system onto a smaller subsystem consisting of only one

common cavity modes. Within this subsystem, we then show that it is possible to

implement quantum computing schemes that apply otherwise only to atomic qubits

in the same cavity.
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Chapter 1

Introduction

Quantum Information Processing has seen great progress in the last two decades.

The combination of groundbreaking experimental techniques and new theoretical

insights into the fundamental aspects of Quantum Mechanics, have been combined

to push the boundaries of our understanding of physics on the single atom and single

photon level. A byproduct of this is the potential to build new technologies, including

quantum computers and quantum cryptography, that harness these new discoveries.

The most significant progress experimentally has been on systems of single atom

and photon interactions and these have been used as testbeds for new technologies.

However, there remain significant challenges to building systems that can perform

quantum information processing tasks and scale to a level where they would be

useful. Problems arise from the difficulty in isolating individual quantum systems

from their environment and engineering controlled interactions between them. This

thesis represents a proposal for new experimental techniques that overcome some of

these problems.

The type of system that is worked on consists of single qubits coupled to optical

cavities. In order for this to include solid state based qubits, the system has certain

restriction including the inability to shuttle qubits in and out of cavities. A standard

alternative to this is to effect an interaction through single photons that are emitted

and absorbed by the cavities and measured by detectors. We use a more general

1



Chapter 1. Introduction

interaction with a common reservoir to engineer an effective interaction between

two separate cavities. By engineering the form of the reservoir and observing it in a

specific way, we can produce an effective interaction that performs useful quantum

information processing tasks, specifically, generating an entangled state.

For a proper introduction, we begin by introducing the setting for the work of

this thesis properly - starting with a brief explanation of how it fits into the rapidly

growing field of quantum information processing; then moving on to a description

of the physical systems we have in mind, the physics used to describe them and the

inherent problems with these that we address. We then introduce the tools used in

developing our technique. The first of these is the use of the quantum jump approach

as a tool to analyse the dynamics of a system coupled to a reservoir, the second is

the application of the reservoir coupling to induce a quantum control on the system

that results in an effective dynamics.

1.1 Computing with Quantum

Whilst cavity quantum electrodynamics (cavity QED) and Quantum Jumps are

the setting for most of the physics in this thesis, quantum information science is

its motivation. The field of quantum information science lies in the interaction

of quantum physics with computer science. At its heart is the question of how

information is stored, manipulated and exchanged in a quantum universe. To put

the work contained in this thesis into its proper context, a brief overview of where

it fits into the field of Quantum Information now follows.

The basic unit of classical computing is the bit which can hold a value of 0

or 1. Bits can be stored, transmitted through channels and manipulated through

logical operations. Information theory provides a mathematical framework to study

the storage and transmission of information. It provides, for example, measures for

the information content of messages and the capacity of channels. Computation by

manipulation of bits is the subject of study for computer science. Logical operations

on bits are combined into algorithms that perform useful computational tasks.

2



1.1. Computing with Quantum

Quantum Information comes into the picture when we consider the physical sys-

tems used to implement bits and logical operations on them. In a classical computer,

these are all macroscopic systems, at least to the extent that describing them with

bits is consistent. Quantum Mechanics describes the physics of how semiconductors

are used in a modern computer but the logic they implement through the manipu-

lation of currents and magnetic storage is still classical. However, in 1959, Richard

Feynman questioned what would happen when these physical systems where minia-

turised to the point of bits being stored on single atoms or transmitted by single

electrons. In this case, Feynman pointed out, quantum mechanics would have to be

used. Computation performed with these devices would follow different rules [1].

To formalise these ideas, in quantum information the bit is replaced by the qubit

(quantum bit). The qubit still has values 0 and 1 but its behaviour is described

by quantum mechanics so it may also be in a superposition of 0 and 1. Although

Feynman pointed out the possibility of quantum computing in 1959, the implications

of this where not seriously studied until the 1980’s. In 1982, Feynman followed up his

earlier observation by showing that a quantum computer could efficiently simulate

a quantum system [2]. This was built on in 1985 when David Deutsch introduced

the idea of a universal quantum computer as the quantum analog to the classical

Turing machine [3].

The 1990’s saw the development of a number of algorithms for quantum com-

puters that are more efficient than their classical counterparts. The most notable

of these are Shor’s factoring [4], Grover’s search [5] and the Deutsch-Josza [6] algo-

rithm. In addition, quantum analogues of error correcting codes have been proposed

that mitigate the effects of quantum decoherence on quantum computation [7].

The contribution to this field made by this thesis lies between the level of qubits

and that of algorithms. The algorithms mentioned above function at a level that

is more abstract than anything we address here, their relevance is that they define

the resources required to perform useful quantum computing tasks. Algorithms are

often described using circuit diagrams where quantum gates perform operations on

3



Chapter 1. Introduction

qubits. This entails qubits undergoing some interaction or joint evolution the result

of which performs the desired gate operation. How these qubits can be implemented

in hardware and induced to undergo the desired evolution is the setting for this

thesis.

A particularly interesting theoretical construct for quantum computing is that of

measurement based quantum computing. First proposed by Raussendorf and Briegel

in 2001 [8], this method uses only large (many qubit) entangled states as a resource.

Using only these ‘cluster states’ and carefully arranged measurements on them, it is

possible to show equivalence to a universal quantum computer. To us, this means

that the ability to generate entanglement between qubits in a way that can be scaled

to many qubits, is a significant step towards building a universal quantum computer.

This is why the example we choose to demonstrate an application of our reservoir

engineering is that of generating entanglement between two qubits. In 2001, it was

shown that linear optics elements and photon detection where sufficient to perform

measurement based quantum computation [9]. A number of implementations based

on these linear optics that produce cluster states of matter qubits have been proposed

[10, 11, 12].

In parallel to the development of Quantum Computing was the development of

Quantum Cryptography - a field of study kick-started by Charles Bennett and Gilles

Brassard in 1984 [13]. They developed a protocol for secret key distribution that is

provably information theoretically secure by the laws of quantum mechanics. The

security of this scheme is essentially based on superpositions of quantum states and

the no-cloning theorem. An alternative key distribution based on entanglement was

proposed by Ekert in 1991 [14].

Quantum cryptography is currently held back by the difficulty in integrating

it with networks. Quantum Cryptography requires a direct link between any two

communicating partners for the direct transmission of photons provided either by

a single mode fibre or a line of sight through free space. This both limits the

range achievable and rules out the use of straightforward switches and routers for
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1.2. Cavity quantum electrodynamics

networking. Implementing networked quantum cryptography, or more generally just

the transmission of quantum information in networks, will require the development

of new technologies such as quantum memories and quantum repeaters [15]. In

principle, the reservoir engineering scheme we develop here could also be used in

this capacity.

1.2 Cavity quantum electrodynamics

The physics used to describe the hardware implementations for the qubits we work

with in this thesis is cavity QED. Since its inception in the early 20th century,

the theory of quantum mechanics has been applied to the interactions of light and

matter. Cavity QED is the most modern setting for this study as it allows the

reduction of the physics to describing a single atom interacting with a single mode

of the quantised electromagnetic field. This system, though deceptively simple, has

produced an astonishingly rich array of new physical phenomena.

Perhaps the earliest theoretical prediction relating to atom-cavity systems was

that of the enhancement of spontaneous emission on resonance by Purcell in 1946

[16]. Although this was not experimentally verified until 1983 [17], this Purcell

factor really lies at the heart of why cavity QED is so interesting. In a free-field, the

interaction between atoms and light is very small. The change in the electromagnetic

field caused by the boundary conditions imposed by the presence of the cavity mirrors

greatly enhances this interaction and the effects associated with it. The quantisation

of field modes can also bring about an inhibition of spontaneous emission [18] when

the cavity field mode and atomic transition frequencies are far from resonance. This

effect has also been experimentally observed [19].

In 1963, Jaynes and Cummings derived a description of a single atom coupled

to a single cavity mode that is analytically tractable [20]. The Jaynes-Cummings

Hamiltonian is the basis of many further predictions of the behaviour of such sys-

tems 1. Predictions from this model include vacuum Rabi oscillations [23], vacuum

1the corresponding Hamlitonian for a many atom-cavity system is the Tavis-Cummings Hamil-
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Rabi splitting [24, 25], photon anti-bunching [26] and the collapse and revival of

Rabi oscillations [27]. Advances in experimental techniques in the 1980’s with the

development of high Q cavities made the direct observation of these effects possible

[27], leading to increasingly impressive examples of non-classical behaviour of light

[23].

It is the combination of the physical effects and the analytical progress in describ-

ing them described above that has made atom cavity systems a prime candidate for

the implementation of quantum information processing. In general, there are many

different architectures that need not include atoms or what one might consider a

cavity that can be described by the same theory. In the following we shall refer to

atom-like qubits (as opposed to atomic qubits) as not just the conventional qubits

formed by the energy levels of electronic states of an atom but also qubits that are

formed from ‘artificial’ atoms such as quantum dots, superconducting qubits and

nitrogen-vacancy centres (NV-centres) in diamond. Atomic qubits in cavities are

currently one of the most successfully studied systems for quantum information pro-

cessing. Atomic qubits have the useful properties of being relatively long lived and

easily manipulated by laser pulses making them useful candidates for QIP. Photonic

qubits, using for example the polarisation states of light, are particularly useful for

the transmission of quantum information over long distance. An atom-cavity setup

allows the combination of the advantages of both systems.

To illustrate the kind of experimental progress that has been made on atom-

cavity systems for QIP, we now list some of the most advanced and impressive

experiments. For this, we consider not only atomic qubit systems but also atom-like

qubits.

• Trapped Ions - Atomic ions have been used to produce some of the most

impressive demonstrations yet of quantum information processing. They have

proved to be excellent candidates for this task due to their long trapping

times, long coherence times and easy access to manipulation of their internal

tonian [21, 22].
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states. By direct interaction of trapped ions, experiments have been performed

that produce three-qubit entangled states [28] and deterministic entanglement

swapping [29]. The problem with trapped ion based quantum computing is

that the interactions utilised for the above experiments are all local. It is

very difficult to do anything with distant trapped ions as they are difficult to

couple efficiently to photonic qubits. Entanglement between distant ions has

been achieved [30] but as the ions coupled to a free radiation field, the success

probability was extremely small. Recently, efforts have been made to overcome

this issue with the trapping of a single ion inside an optical cavity [31] which

was used to produce an entangled state between the ion and a single photon.

Further development along these lines, including the addition of fibre-cavities

on microchip-mounted ion traps, should make ion trap based systems suitable

for quantum networking technologies.

• Neutral Atoms - In contrast to trapped ions, neutral atoms have been

very successfully coupled to optical cavities. Neutral atoms are essentially

the prototype for cavity QED and thus also as an interface between atomic

and photonic qubits. The problem with these systems has been keeping the

atoms inside the cavities. Recent progress on atom-cavity systems has been

focused on improving the quality of the cavities through miniaturisation and

improving the trapping times for the atoms inside the cavities. A number

of groups have by now improved the trapping times to exceeding 15 seconds

[32, 33, 34] and combined this with optical readout of the atomic state, a

process that usually knocks the atom out of the cavity. The quality of these

experiments has improved to the point that they are well into the strong

coupling regime with cooperativity parameters (C = g2

κΓ) in excess of 30 [35].

On the miniaturisation front, fibre based cavities are being developed by a

number of groups [36, 37, 38] with promising results in detection of atomic

states [39]. One of the goals promised by these experiments is fibre coupling

of cavities with atoms trapped within them.
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Chapter 1. Introduction

• Solid State - Solid states systems such as quantum dots and NV-centres in

diamond have only begun to be studied more recently and are thus still some-

what lagging behind in the results achieved. The promise of these systems

is that they may be more scalable than true atomic systems which require

complicated experimental procedures to localise the qubits, and that coupling

to nuclear spins can provide excellent storage for qubit states [40]. Solid state

systems have been shown to be feasible for the generation of entanglement

[41, 42], but the coupling of solid state qubits to cavities in the strong cou-

pling regime is still proving to be extremely challenging [43, 44]. Another

highly impressive set of results has been produced by experiments using su-

perconducting qubits in the microwave regime [45]. These have achieved strong

coupling between qubits and single photons [46] as well as producing highly

entangled states between two matter qubits [47]. However, these systems are

not appropriate for the schemes proposed in this thesis. One characteristic of

the microwave is that the environment cannot be assumed to be a vacuum as

it is in the optical regime. Much of the later analysis in this thesis is based

on this assumption and the results may not hold for a thermal reservoir where

the system decoherence may take a different form.

As all of these implementations still face great challenges in implementing a

really scalable quantum computer prototype, theoreticians have worked to develop

schemes that could be implemented with less demanding experimental requirements.

A large number of entanglement schemes for both two-partite entanglement and

cluster state generation have been proposed in the literature and a few of these have

been implemented experimentally. Ideas include entangling atoms in fibre-coupled

cavities [48], entangling atoms in a single cavity by measuring reflected photons [49]

or a macroscopic fluorescence signal [50, 51] and using control strategies [52, 53]

or cooling [54] to reach an entangled steady state. Schemes for entangling atomic

ensembles for quantum memories and repeaters are also becoming more numerous

[55, 56].
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1.3. Reservoir modelling

The aim of many of these schemes is very similar to the purpose of this thesis:

to develop new techniques for coupling separate atom-cavity systems. In particular,

similar ideas have been proposed that couple two cavities directly with an optical

fibre [57, 58, 59]. These assume that the fibre that couples two cavities can itself

be treated effectively as a cavity. From this, they derive an effective interaction

between the qubits that can generate entanglement or perform gate operations. The

technique we employ takes a different approach in that we use the coupling fibre as

a reservoir for the cavity modes and then employ it for quantum control techniques.

1.3 Reservoir modelling

As was mentioned above, the coupling of qubit systems to reservoirs forms a central

theoretical component of this thesis. Historically, the description of how a quantum

system behaves when coupled to a reservoir has been at the centre of a great deal of

debate. A particular feature of this has been the occurrence of quantum jumps in

individual quantum systems. Quantum jumps represent perhaps the most striking

example of quantum behaviour [60, 61] and their history is itself quite interesting.

The idea of quantum jumps has been at the heart of philosophical debate on quantum

mechanics since its very beginning. Schrödinger and Bohr disagreed on the very idea

of applying the formalism of quantum mechanics to single realisations of quantum

systems. Schrödingers claim was that this would necessarily lead to nonsense such

as quantum jumps. Bohr believed that the problem simply lay with the limitations

of the experiments of the day.

The debate gets really interesting in 1975, when Dehmelt pointed out that quan-

tum jump behaviour could be observed as macroscopic fluorescence signals [62].

With a three level atom with one metastable state and appropriate laser driving,

the state of the atom can be heralded by the stimulated emission of large photon

numbers or the lack thereof when the atom is shelved in the metastable state. Tran-

sitions between these two states would be observed as macroscopic quantum jumps

in the fluorescence behaviour of the atom. The actual experimental observation of
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Chapter 1. Introduction

this was first made by Nagourney et.al. [63]. More recent experiments have shown

quantum jumps between hyperfine ground states of a single atom [35] and of photon

number states in an optical cavity [64]. A good theoretical treatment of quantum

jumps may be found in Carmichael’s book on the subject [65].

For the purposes of this thesis, quantum jumps are understood to be a result

of the interaction between system and reservoir. The aspect we are particularly

interested in is that the reservoir has an action on the system, altering its dynamics.

The form of the reservoir and the resulting action it causes has been used similarly

[66] to explain the results of an experiment on interference of spontaneously emit-

ted photons from two ions [67]. In this paper, the observed interference effect is

explained by a derivation of the jump operators that act on the ions when a photon

is spontaneously emitted. In this thesis, we use the same approach to derive the

jump operators for atom-cavity systems that couple to reservoirs. The resulting dy-

namical effects of these operators are used as a tool to generate desirable dynamics,

for example to separate the dynamics of cavity mode subspaces by symmetry or to

produce entangled states.

The theoretical framework we use to describe the system reservoir coupling is

that of the quantum jump approach (QJA), which was developed to describe accu-

rately the behaviour of individual quantum systems coupled to reservoirs and the

resulting quantum jumps. This formalism is used extensively throughout the thesis

and chapter 2 is devoted to using it to describe the dynamics of a single atom-cavity

system coupled to an environment.

1.4 Quantum Control

A further tool used in this thesis is that of quantum control. Quantum control

can be broadly defined as techniques that generate specific dynamical evolutions of

quantum systems in order to drive them towards some goal. The simplest case is that

where the system to control has a finite dimensional Hilbert space. In this case, the

general approach is to manipulate the Hamiltonian dynamics of the system, usually
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using adiabatic evolutions, as in stimulated Raman adiabatic passages (STIRAP)

[68, 69]), or shaped laser pulses [70]. These techniques have been shown to be very

successful [71, 72, 73].

In general however, the system to be controlled is embedded in an infinite di-

mensional Hilbert space as will be the case in this thesis where qubits couple to

cavity modes and infinite reservoir modes. The general approach then must take

account of the reservoir coupling present in the system dynamics. A particular strat-

egy is to induce strong interaction outside of the control subspace. This introduces

a timescale to the system dynamics that is shorter than control system dynamics,

thus disrupting the normal evolution of the control system. This is the approach we

use in this thesis and it has many similarities with the well known ‘bang-bang’ and

dynamical decoupling techniques [74, 75, 76].

1.5 Outlook

The content of this thesis combines the four concepts outlined above. To state it

in one sentence, we develop a technique for quantum information processing using

qubits embedded in cavity QED systems that uses reservoir modelling and quantum

control as tools.

The main problem this thesis seeks to address is that of scalability in cavity QED

systems. For the implementation of large scale quantum information processing tasks

(such as building cluster states) interaction between qubits must be able to connect

a set of qubits. This can be achieved by either placing all qubits into the same cavity

field which then mediates the interaction or by passing photons between cavities and

performing measurements on them. The problem with the first method is that it

requires many qubits to be placed into the same cavity, all at once or by shuttling

them in and out. This is hard to reconcile with the small mode volume required for

a good cavity. The second method is based on being able to reliably operate with

and measure single photons, which is also technically very demanding.

The solution we present is a method for coupling two cavities such that qubits
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Chapter 1. Introduction

placed into them experience a coupling to a single common cavity mode. A full

description of the two cavities requires two modes. These can be written in a basis

where there are two common modes that each have some amplitude in both cavities.

By manipulating the environment that the cavity modes couple to, two common

modes can be made to couple to two separate environments. We use reservoir

modelling as described above to show how this is achieved for two cases: one where

interference from sub-wavelength fibres is used and one where one of the reservoirs

is created by a single mode fibre connecting the cavities.

Once the cavity modes are separated by their coupling to different reservoirs, the

quantum control techniques outlined above are applied. By making the cavity mode

coupling to one reservoir much larger than the other, this cavity mode undergoes a

time evolution that is faster than any other system dynamics. It becomes effectively

decoupled from the rest of the system dynamics. The effect is achieved in the fibre

coupling case by an atomic vapour around the fibre that measures the evanescent

field of the fibre for the presence of photons. The description used for this is of rapidly

repeated measurement on the common cavity mode. The effect is an overdamping of

this common cavity mode that is analogous to the quantum Zeno effect [77, 78, 79].

Once this is achieved, qubits placed into the cavities interact only with the remaining

common cavity mode and experience an effective dynamical evolution that is the

same as if they where placed into a single cavity.

The separation of subspaces of the cavity modes we achieve by coupling to a

single mode fibre between them is similar to the fibre coupled cavities that have

been proposed by other authors [57, 58, 59]. The difference between these proposals

and the one described in this thesis is encapsulated in the previous paragraph. We

explicitly add dissipation to the connecting fibre as a control mechanism. This has

the effect of relaxing some of the physical requirements for treating the fibre as a

cavity. In particular, we do not need the fibre to hold a photon for as long as a

cavity description would imply.

Finally, we explicitly derive an example where this reservoir engineering tech-
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nique is used to implement an entanglement generation scheme for two atoms in a

single cavity [51]. As we have developed this technique with a view towards applying

it to solid state systems where it is even more difficult to place multiple qubits into a

cavity and impossible to shuttle qubits around, this entanglement scheme is derived

for quantum dot qubits with their associated decay mechanisms taken into account.

The entanglement scheme presented has the advantages of being reasonably robust

against decoherence, not relying on the measurement of individual photons and not

requiring the coherent control of qubits.

The organisation of the thesis is as follows. Chapter 2 shows the application of

the Quantum Jump Approach to a system consisting of a single cavity in a reservoir.

This will later be used as the blueprint for the application of this method to a setup

consisting of two fibre coupled cavities. Chapter 3 shows how decoherence can be

used as a control mechanism to protect states in a subspace of the total system

Hilbert space. This is done using a number of toy systems and analysing how well

populations in their ground states can be protected from losses. In chapter 4, we

show how the analysis of chapter 2 applied to coupled cavity systems can, with

the addition of the technique from chapter 3, engineer a system that behaves as a

single common cavity mode across two physical cavities. This forms the basis of the

entanglement scheme presented in chapter 5 where a quantum dot qubit is placed into

each of the two cavities. These qubits can be projected into an entangled state which

is heralded by a macroscopic fluorescence signal. Finally, in the conclusion, we draw

together the results presented in preceding chapters and discuss some potentially

interesting avenues for future research.
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Chapter 2

Quantum jump approach for

cavity QED

2.1 Introduction

The type of system studied in this thesis can essentially be reduced to atomic qubits,

quantised electromagnetic fields in resonators, free electromagnetic fields and cou-

plings between them. In this chapter, we will introduce the simplest possible model

that incorporates all of these elements in order to build a framework for the more

complicated systems analysed in later chapters.

An even greater simplification would be considering only a single atom coupled

to a single resonator mode. This system is described by the Jaynes-Cummings

model [20]. This model has been very widely studied due to its relative simplicity

and analytic tractability. What we consider in this chapter is an extension to this

model that adds spontaneous emission into a free radiation field. The addition of

this reservoir adds considerable complexity to the analysis of the system as we add

an infinite number of degrees of freedom for the infinite modes of the free field. Such

systems are treated as open quantum systems, where the state of the environment

is traced out and only the time evolution of the system of interest is analysed.

We will employ the methodology of the Quantum Jump Approach (QJA) which is
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Figure 2.1: Experimental setup of a single cavity driven by a laser field. The
photons leaking out through the cavity mirrors are monitored by a detector.

particularly suited to applications of single or few atoms [80].

We derive, using this approach, a master equation that is commonly used in the

literature. However, the derivation of this master equation using the method we

apply here is not found in the literature. We show this derivation to illustrate the

perspective used in this thesis on the treatment of open quantum systems. This

method of deriving the effect of the reservoir on the system is well suited to incor-

porating particular features of the reservoir related to the placement of detectors. A

good example of where the same approach is used for an experiment on interference

of spontaneously emitted photons from two ions [67] can be found in [81].

2.2 Experimental Setup

As was stated above, the system we analyse here consists of a single atom in an

optical cavity where both the atom and cavity couple to a free radiation field and

the atom is driven by a laser field, as shown in Fig. 2.1. In this case the atomic

and the cavity states will be referred to as the system. The level structure of the

atom consists simply of a ground level |0〉 and an excited level |1〉 with a transition

frequency denoted by ω0. We assume that the cavity supports only a single mode

that is in resonance with the atomic transition frequency and denote this mode in

the Hamiltonian by creation and annihilation operators c† and c. The frequency of

this cavity mode is denoted by ωc. Analogously, the free-field modes will be denoted

by creation and annihilation operator a†kλ and akλ where k is the wave-vector of the
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free-field mode, λ is its polarisation and ωk its frequency.

The full Hamiltonian of this system takes the form

H = H0 +Hdip , (2.1)

where H0 represents the non-interacting parts and Hdip represents the appropriate

dipole coupling terms between the atom, the cavity field, the free field and the laser

field. The non-interacting parts of the Hamiltonian corresponding to the atom,

cavity field and free field are [82]

Hatom = ~ω0|1〉〈1|

Hcavity = ~ωcc†c

Hfield =
∑
kλ

~ωka†kλakλ , (2.2)

where the zero point energy terms of the cavity and free fields have been removed

by applying a normal ordering.

For the interaction part of the Hamiltonian expressions for the Dipole moment

of the atom, D, the external field, E, and the cavity field, Ec, are required. These

are [82]

D = D01(|1〉〈0|+ |0〉〈1|)

E = i
∑
kλ

εkλ

(
~ωk
2ε0V

) 1
2

[akλ − a†kλ]

Ec = iεc

(
~ωc

2ε0Vc

) 1
2

[c− c†] , (2.3)

where εkλ and εc are the polarisation vectors and V and Vc are the quantisation

volumes for the free-field and the cavity field respectively.

The atom-free field and atom-cavity interaction Hamiltonians are given by D ·E
and D ·Ec respectively whilst the free field-cavity interaction Hamiltonian is simply
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given by E ·Ec. First, we evaluate the atom-free field interaction

Hatom−field = eD ·E

= ie
∑
kλ

(
~ωk
2ε0V

) 1
2

εkλ ·D01[akλ − a†kλ][|1〉〈0|+ |0〉〈1|]

= i
∑
kλ

~gkλ[akλ − a†kλ][|1〉〈0|+ |0〉〈1|] , (2.4)

where

gkλ = e

√
ωk

2ε0~V
εkλ ·D01 (2.5)

is the coupling between the atom and the free-field.

The calculations for the atom-cavity and cavity-free field interactions are largely

the same with the following results

Hatom−cavity = i~gc[c− c†][|1〉〈0|+ |0〉〈1|]

Hcavity−field =
∑
kλ

~skλ[a†kλ − akλ][c− c†] , (2.6)

where

gc = e

√
ωc

2ε0~Vc
εc ·D01 and

skλ =
√
ωcωk

2ε0
√
V Vc

εkλεc (2.7)

are the couplings between the atom and the cavity, and the cavity and the free-field

respectively.

The final interaction term is between the laser field and the atomic states. As

the effect of adding or removing photons from a laser field has only a negligible effect

on it, it can be treated as a classical field. Its interaction Hamiltonian with the atom

is

Hlaser =
1
2

~Ω
[|0〉〈1|eiωLt + |1〉〈0|e−iωLt

]
, (2.8)
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where

Ω =
2e
~
D01 · E , (2.9)

is the Rabi frequency of the laser and ωL is its frequency. Combining all of the above

non-interacting (H0 = Hatom +Hcavity +Hfield) and interaction (Hdip = Hatom−field +

Hatom−cavity +Hcavity−field +Hlaser) parts gives a Hamiltonian that describes the full

system in the Schrödinger picture.

Whilst this is a complete description, it is not in a very useful form as the

explicit time dependence of the Hamiltonian makes it difficult to solve analytically.

To simplify this, we now rewrite the Hamiltonian in an interaction picture where it

has no explicit time dependence.

2.3 Interaction Picture Hamiltonian

Formally, the Schrödinger picture refers to a description where all the time depen-

dence is in the quantum states and the quantum mechanical operators are time

independent. Conversely, in the Heisenberg picture all the time dependence is in

the quantum mechanical operators and the states are time independent. An inter-

action picture is one where both operators and states have time dependence. The

transformation from the Schrödinger picture to an interaction picture is achieved

through a time dependent unitary transformation of the states and operators. More

precisely, the Schrödinger picture Hamiltonian may be written HS = H0 + HS,I

where H0 contains the time-dependence we wish to remove and is used to construct

the unitary transform. The quantum state in the interaction picture is then given

by

|ΨI(t)〉 = e−
i
~H0t|ΨS(t)〉 , (2.10)
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where |ΨS(t)〉 is the quantum state in the Schrödinger picture. Similarly, the inter-

action picture Hamiltonian is given by

HI = U †0(t)HS,IU0(t) , (2.11)

where

U0(t) ≡ e− i
~H0t . (2.12)

We now apply this technique to the Hamiltonian for our atom cavity system

choosing the non-interacting parts of the Hamiltonian as H0. In this case, the

transformation unitary is

U0(t) = e−
i
~H0t

= e−iω0|1〉aa〈1|t−iωcc†ct−i
P

kλ ωka
†
kλakλt , (2.13)

where the a subscript on |1〉a denotes an atomic state. Analogously, c and k sub-

scripts will be used to denote cavity and free-field states respectively.

Using the definition for the function of a Hermitian operator

f(A) =
∑
n

f(λn)|λn〉〈λn| , (2.14)

where {λn} is the set of eigenvalues of A corresponding to the complete set of

orthonormal eigenvectors {|λn〉}, we can write

U0(t) = (|0〉aa〈0|+ eiω0t|1〉aa〈1|)⊗
∞∑
n=0

einωct|n〉cc〈n|

⊗
∞∑
n=0

∑
kλ

einωkt|n〉kk〈n| . (2.15)
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We apply this transformation to the Hamiltonian as follows

HI = U †0(t)

{
1
2

~Ω
[|0〉〈1|eiωLt + |1〉〈0|e−iωLt

]
+i~gc[c− c†][|1〉〈0|+ |0〉〈1|]

+i
∑
kλ

~gkλ[akλ − a†kλ][|1〉〈0|+ |0〉〈1|]

+
∑
kλ

~skλ[a†kλ − akλ][c− c†]
}
U0(t)

=
1
2

~Ω
[
|0〉〈1|ei(ωL−ω0)t + |1〉〈0|e−i(ωL−ω0)t

]
+i~gc

[
c|1〉〈0|ei(ωc−ω0)t − c†|1〉〈0|e−i(ωc+ω0)t + c|0〉〈1|ei(ωc+ω0)t

−c†|0〉〈1|e−i(ωc−ω0)t
]

+i
∑
kλ

~gkλ
[
akλ|1〉〈0|ei(ωkλ−ω0)t − a†kλ|1〉〈0|e−i(ωkλ+ω0)t

+akλ|0〉〈1|e−i(ωkλ−ω0)t − a†kλ|0〉〈1|ei(ωkλ+ω0)t
]

+
∑
kλ

~skλ
[
a†kλce

i(ωc−ωkλ)t − akλcei(ωc+ωkλ)t − a†kλc†e−i(ωc+ωkλ)t

+akλc†e−i(ωc−ωkλ)t
]

(2.16)

We can now eliminate the rapidly oscillating terms according to the rotating wave

approximation and find that the resulting interaction picture Hamiltonian is

HI =
1
2

~Ω(|0〉〈1|+ |1〉〈0|)

+
∑
kλ

~gkλ
[
ei(ω0−ωk)t|1〉〈0|akλ + e−i(ω0−ωk)t|0〉〈1|a†kλ

]
+~gc

[
|1〉〈0|c+ |0〉〈1|c†

]
+
∑
kλ

~skλ
[
ca†kλe

i(ωk−ωc)t + c†akλe
−i(ωk−ωc)t

]
, (2.17)

where we have also assumed that the laser, atom and cavity are all in resonance, i.e.

ωL = ω0 = ωc. A further simplification made is absorbing an i into the definition of

c(†) and a(†)
kλ thus removing an i from two of the coupling terms. Note that all the

explicit time dependence in this Hamiltonian is now in the free-field coupling terms.
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This is the appropriate form for the next step in the analysis.

2.4 Open Quantum System Approach

In general, the Hamiltonian in Eq. 2.17 is still very difficult to deal with. There

is an infinite number of degrees of freedom in the free radiation field that we are

not interested in, but that change the dynamics of the atom cavity system that we

are interested in. The general approach to dealing with this type of situation is

to treat the atom-cavity subsystem as an open quantum system. This means, we

restrict our description to only the states of the atom and the cavity and trace out

all the degrees of freedom of the free-field, reducing its effect to a small number of

dissipative operators. Using this approach, a master equation can be derived that

describes the approximate time evolution of the system without the environment.

2.4.1 The master equation

We now present a brief outline of the derivation of the master equation that fol-

lows the derivation found in [83]. For this derivation, we start with the interaction

Hamiltonian in an interaction picture as defined by Eq. 2.11 with the density matrix

equivalently given by

ρI(t) = U0(t)†ρ(t)U0(t) . (2.18)

The time evolution of the density matrix is given by the standard Liouville-von

Neumann equation

d
dt
ρI(t) = − i

~
[HI(t), ρI(t)] . (2.19)

What we are looking for, however, is an equation that gives the time evolution of the

system density matrix without describing the evolution of the environment. This
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system density matrix may be expressed as

ρS , I(t) = TrE {ρI(t)} , (2.20)

where TrE is a partial trace over the environment. A formal integration of Eq. 2.19

and substituting this back into Eq.. 2.19 results in

d
dt
ρS,I(t) = − 1

~2

∫ t

0
dt′TrE [HI(t), [HI(t), ρI(t)]] . (2.21)

Up to this point, this derivation has been exact. To get any further, we now have

to invoke first the Born approximation and then the Markov approximation.

The Born approximation assumes that system-environment interactions are weak

such that the density matrix describing both the system and environment may be

written as a product

ρI(t) = ρS,I(t)⊗ ρE (2.22)

where ρE is also assumed to remain in an equilibrium state and thus has no time

dependence. With this approximation, the master equation may now be written

d
dt
ρS,I(t) = − 1

~2

∫ t

0
dt′TrE [HI(t), [HI(t), ρS,I(t)⊗ ρE ]] . (2.23)

Applying the Markov approximation assumes that any correlations created between

the system and the environment decay on a time scale that is much shorter than

the scale on which ρS,I evolves in time. This is like saying that the environment has

no memory ad very quickly forgets its past interactions with the system. Via the

introduction of a correlation function, the details of which will be omitted here but

may be found in [83], it is straightforward to show that the master equation may

now be written

d
dt
ρs(t) =

i

~
[HS , ρS(t)]− 1

~2

∑
α

{[Sα, BαρS(t)] + [ρS(t)Cα, Sα]} (2.24)
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where Bα and Cα are time independent terms derived from the correlation function

mentioned above and the system parts of the interaction Hamiltonian Sα, which is

defined by

HS,I =
∑
α

Sα ⊗ Eα . (2.25)

Eq. 2.24 is the Born-Markov master equation. This equation may be trans-

formed into the Lindblad form if one further assumption is made: the rotating wave

approximation. In this case, the master equation may be written as

d
dt
ρS(t) = − i

~
[HS , ρS(t)]− 1

2

∑
µ

κµ

{
L†µLµρS(t) + ρS(t)L†µLµ − 2LµρS(t)L†µ

}
,(2.26)

where Lµ are the so-called Lindblad operators. This form of the master equation also

ensures the positivity of the reduced density matrix ρS(t), which the Born-Markov

master equation does not necessarily.

This master equation may be used to derive many details of the behaviour of

open quantum systems. However, when dealing with a quantum system consisting

of few atoms, there are some aspects of the time evolution of the quantum state of a

single experimental realisation that the master equation does not address. For this

purpose, we now turn to the Quantum Jump Approach (QJA).

2.4.2 The Quantum Jump Approach

When dealing with a single realisation of quantum systems such as a single atom or,

as here, a single atom and cavity, the issue of quantum jumps appears. A quantum

jump occurs when, in the interaction of the system with an environment, the state

of the system spontaneously changes from one state to another. A good example

is the spontaneous emission of a photon from a single atom leaving the atom in its

ground state.

This spontaneous jumping of a quantum system was already discussed by Schrödi-

nger and Bohr. Schrödinger stated that quantum mechanics should not be applied
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to single quantum systems as it would necessarily lead to such non-sense as quantum

jumps. Bohr, in contrast, believed that the problem simply lay with the experiments

of the time. The argument is reflected in the master equation which, describing only

ensemble averages, does not describe the occurrence of quantum jumps: a new for-

malism is required to show them.

The QJA (or quantum trajectories) was developed simultaneously in Göttingen,

Aarhus and Oregon as a tool to aid the understanding of the dynamics of open

quantum systems where the systems consist of single or few atoms [84, 85, 86, 80]

and quantum jumps may occur. In particular, the macroscopic dark periods seen

in the Dehmelt V system [62] where modelled using this approach. The QJA is

essentially equivalent to both the Monte Carlo wave function approach [87] and the

quantum trajectories approach [65].

The derivation of the QJA begins by assuming measurements on the environment

carried out at time intervals ∆t. The interval ∆t must be long enough to avoid

running into the quantum Zeno effect [88] but short enough compared to the system

lifetimes that only single emission events occur in each time step. In terms of the

characteristic timescales of an atom-cavity system, the time interval must be much

greater than the systems characteristic frequency (the cavity frequency ωc) and much

shorter the system decay rates (κ and Γ), i.e.

1
ωc
� ∆t� 1

κ
,

1
Γ
. (2.27)

These continuous measurements are known as environment induced measurements to

reflect the fact that they do not necessarily require an actual detector to absorb the

photons, simply a large environment that absorbs them. The environment induced

measurements are the equivalent of the Markov approximation in the master equa-

tion in that they destroy any entanglement between the system and environment

that could otherwise be created.

At each time interval, ∆t, a photon is either detected by the environment or

not with a probability that is determined by the Hamiltonian describing the system.
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In the case of no photon detection, a conditional (reduced) Hamiltonian, Hcond, is

derived to describe the dynamics of the system. The state of the whole system under

this condition is then |Ψ(t)〉|0ph〉, where |Ψ(t)〉 is the state of the system and |0ph〉
is the zero photon state of the external field. Now let P0 be the projector onto the

zero photon subspace of the free field,

P0 ≡ |0ph〉Is〈0ph| (2.28)

and U(∆t, 0) the time-evolution operator of the complete system including external

field,

U(∆t, 0) ≡ T e− i
~

R ∆t
0 H(t)dt (2.29)

where T is the time ordering operator and H is the Hamiltonian describing the

complete system including external field. Given the state of the system at time

t = 0, the state at time ∆t under the condition of no photon emission is then given

by

|Ψ(∆t)〉|0ph〉 = P0 U(∆t, 0)|Ψ(0)〉|0ph〉 . (2.30)

The time evolution of the system state Ψ(t) is here effectively described by a condi-

tional time evolution operator

Ucond(∆t, 0) ≡ 〈0ph|U(∆t, 0)|0ph〉 (2.31)

which furthermore relates to a conditional Hamiltonian Hcond as

Ucond(∆t, 0) = T e− i
~

R ∆t
0 Hcond(t′)dt′ . (2.32)

The conditional time evolution operator may be calculated from the Hamiltonian

26



of the complete system using time-dependent perturbation theory as follows

Ucond(∆t, 0) = 〈0ph|I|0ph〉 − i
~

∫ ∆t

0
dt〈0ph|H(t)|0ph〉

− 1
~2

∫ ∆t

0
dt

∫ t

0
dt′〈0ph|H(t)H(t′)|0ph〉 (2.33)

From this, the conditional Hamiltonian is easily determined. The calculation of the

conditional Hamiltonian for the atom cavity system follows in the next section.

For a full description, the reset operator is required, which describes the change

in the state of the system when a photon is emitted. If there is a photon emission,

then a complimentary projection operator P1,kλ = |1kλ〉〈1kλ| ⊗ Is corresponding to

a photon of wavevector k and polarisation λ is used in Eq (2.30), ie.

|1kλ〉|Ψ(∆t)〉 = P1,kλU(∆t, 0)|0ph〉|Ψ(0)〉 . (2.34)

This event is effectively described by the Reset (or jump) operator

Rkλ ≡ 〈1kλ|U(∆t, 0)|0ph〉 , (2.35)

acting on the pre-measurement state of the system. This corresponds to the system

evolving normally as described by U(∆t, 0) and then projected onto the subspace

where one photon was emitted. Note again that only the possibility of one photon

emission in a single time step is considered and emissions of more than one photon

are neglected. This is because the time steps are very short compared to the average

time between photon emissions.

Now we have both the conditional Hamiltonian and the Reset operators. The

application of these two operators provides a quantum trajectory for the system,

analogous to the individual trajectories of a Monte-Carlo simulation. By introducing

the jump superoperator

R(ρ) ≡
∑
kλ

RkλρR
†
kλ (2.36)
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the master equation in Eq. 2.26 may be expressed as

ρ̇S = − i
~

[
HcondρS − ρSH†cond

]
+R(ρS) . (2.37)

2.4.3 Derivation of Hcond

We now turn to the application of the QJA to the system represented by the inter-

action Hamiltonian in Eq. (2.17). We begin by considering the expression for the

perturbative expansion of the conditional time evolution operator in Eq. (2.33). We

will take the first three terms in this expansion to retain all terms up to order O(∆t)

and denote them by

I1 = 〈0ph|I|0ph〉

I2 = − i
~

∫ ∆t

0
dt〈0ph|HI(t)|0ph〉

I3 = − 1
~2

∫ ∆t

0
dt
∫ t

0
dt′〈0ph|HI(t)HI(t′)|0ph〉 . (2.38)

The first term is trivially the identity for the system states IS . The second term is

I2 = − i
2

Ω [|0〉〈1|+ |1〉〈0|] ∆t− igc
[
|1〉〈0|c+ |0〉〈1|c†

]
∆t , (2.39)

as only the terms without free-field creation or annihilation operators can remain

and these have no time dependence. The most complicated is the third term which

contains the HI(t)HI(t′). A straightforward simplification can be made by noticing

that only terms with akλa
†
kλ will remain after tracing out with 〈0ph|X|0ph〉. We

furthermore recognise that the atom and cavity will emit photons into different field

modes, i.e.

gkλ · skλ = 0 , (2.40)
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for all k and λ. This means any cross terms in these couplings will also disappear.

The remaining terms are

I3 = −
∫ ∆t

0
dt
∫ t

0
dt
∑
kλ

[
|gkλ|2ei(ωk−ω0)(t′−t)|1〉〈1|+ |skλ|2ei(ωk−ωc)(t′−t)c†c

]
, (2.41)

where, in multiplying the two summations over kλ together, one of them has been

removed as ∑
kλ

〈nkλ|nk′λ′〉 = δ(k,k′)δ(λ, λ′) . (2.42)

The laser driving term contributions have also been dropped here as they give rise

to terms of order ∆t2.

The next step is to swap the integrations and summation and introduce a new

variable τ = t′ − t. The term in Eq. 2.41 then becomes

I3 =
∑
kλ

∫ ∆t

0
dt
∫ t

0
dτ
[
ei(ωkλ−ω0)τ |gkλ|2|1〉〈1|+ ei(ωkλ−ωc)τ |skλ|2c†c

]
. (2.43)

Now, since the inner integral limit t is in general much greater than 1/ωc, the limit

of the τ integration can be taken to infinity. This assumption is equivalent to the

Markov approximation and allows this integral to be evaluated to give

I3 =
∑
kλ

∫ ∆t

0
dt
[
|gkλ|2

{
πδ(ωkλ − ω0) + iP 1

ωkλ − ω0

}
|1〉〈1|

+|skλ|2
{
πδ(ωkλ − ωc) + iP 1

ωkλ − ωc
}
c†c
]
. (2.44)

The principal value term is analogous to a level shift (similar to the Lamb shift) and

can be absorbed into the definitions of frequencies [86].

The final step in the evaluation of this term is to substitute in expressions for

the coupling parameters gkλ and skλ from Eq’s 2.5 and 2.7, turn the sum over kλ

into an integral and evaluate the remaining integrals. The final result of this is

I3 = −Γ
2
|1〉〈1|∆t− κ

2
c†c∆t , (2.45)
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where

Γ =
e2D01 ·D∗01

6πε0~c3
ω3

0 and κ =
2π
N
∑
kλ

skλδ(ωkλ − ωc) , (2.46)

are known as the atom and cavity spontaneous decay rates respectively, where N
depends for example on the quantisation volume of the reservoir.

All the first order terms in the expansion of Ucond are now known and the full

expression is

Ucond(∆t, 0) = I1 + I2 + I3

= IS − i
2

Ω(|0〉〈1|+ |1〉〈0|)∆t− igc [|1〉〈0|c+ |0〉〈1|c] ∆t

−Γ
2
|1〉〈1|∆t− κ

2
c†c∆t . (2.47)

From this expression, the conditional Hamiltonian can be derived using a first order

expansion with ∆t→ 0 to be

Hcond =
1
2

~Ω(|0〉〈1|+ |1〉〈0|) + ~gc
[
|1〉〈0|c+ |0〉〈1|c†

]
− i~

2
Γ|1〉〈1| − i~

2
κc†c . (2.48)

This conditional Hamiltonian describes the time evolution of the sub-ensemble where

no spontaneous emission has occurred. The non-Hermitian terms in this Hamiltonian

reflect the decreasing probability of finding the system in this sub-ensemble.

2.4.4 Derivation of the Reset Operator

The derivation of the Reset Operator Rkλ is very similar to the derivation of Hcond.

The same form of series expansion for the time evolution operator is initially used
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in Eq. 2.35

Rkλ = 〈1kλ|
{

IS − i
~

∫ ∆t

0
dtHI(t)− 1

~

∫ ∆t

0
dt
∫ t

0
dt′HI(t)HI(t′)

}
|0ph〉

= 〈1kλ|I|0ph〉 − i
~

∫ ∆t

0
dt〈1kλ|HI(t)|0ph〉

−1
~

∫ ∆t

0
dt
∫ t

0
dt′〈1kλ|HI(t)HI(t′)|0ph〉 . (2.49)

Of these only the first order term remains as a significant term and higher orders

are ignored. As before, we now also assume that spontaneously emitted photons

from the atom and cavity couple to different modes and should be represented by

different Reset operators. For this purpose, we define two Reset operators Ra,kλ and

Rc,kλ to represent these two emissions from the atom and cavity respectively. Their

expressions become

Ra,kλ = − i
~

∫ ∆t

0
dt ~〈1kλ|

{∑
kλ

ei(ωk−ω0)tgkλ|0〉〈1|a†kλ
}
|0ph〉 , (2.50)

and

Rc,kλ = − i
~

∫ ∆t

0
dt ~〈1kλ|

{∑
kλ

ei(ωk−ω0)tskλca
†
kλ

}
|0ph〉 . (2.51)

Given the orthogonality of the free-field modes, the sum over kλ is removed once

the inner product of 〈1kλ|a†kλ|0ph〉 is taken. This would result in a reset operator

for each reservoir mode. However, as the precise wavevector and polarisation of the

reservoir modes have no impact on the evolution of the atom-cavity system, a sum

over all these operators allows us to define two single reset operators for the atom

and cavity. This description is also more appropriate given that the environment

performing the measurements most likely cannot distinguish accurately between

different reservoir modes. The remaining expressions for Ra and Rc above can be

evaluated analogously to the conditional time evolution operator to give

Ra =
√

Γ|0〉〈1| and Rc =
√
κc . (2.52)
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These operators act on the detection of a photon emitted by the atom and cavity

respectively.

2.4.5 The Master Equation

The conditional Hamiltonian and Reset operators derived above provide a single

trajectory description of the time evolution of the cavity system. They can also

be used, as described in section 2.4.2, to derive the master equation through the

relation in Eq. 2.37 where the reset superoperator is now given by

R(ρ) = RaρR
†
a +RcρR

†
c (2.53)

Substituting this expression and the one in Eq. 2.48 for Hcond into Eq. 2.37 gives

ρ̇ = −i
[
Ω(|0〉〈1|+ |1〉〈0|)ρ− Ω∗ρ(|0〉〈1|+ |1〉〈0|)

]
−i
[
gc(|1〉〈0|c+ |0〉〈1|c†)ρ− g∗cρ(|1〉〈0|c+ |0〉〈1|c†)

]
−1

2
Γ
[
|1〉〈1|ρ+ ρ|1〉〈1| − 2|0〉〈1|ρ|1〉〈0|

]
−1

2
κ
[
c†cρ+ ρc†c− 2cρc†

]
. (2.54)

For those more familiar with the standard Lindblad form of the master equation, it

is now apparent that the Reset operators derived above are in fact equivalent to the

Lindblad operators in Eq. 2.26 (with a factor of 2 thrown in by convention).

This master equation is the starting point of many possible analyses of the system

dynamics. For particularly simple systems, it may be used to analytically calculate

the density matrix of the system or at least its steady state. For our purposes in

this thesis, the full solution of the density matrix will not be required. For us, it

is sufficient to be able to determine certain steady state values such as the mean

photon number in the cavity modes. The details of such calculations will be given

in later chapters when they are needed.
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2.5 Summary

The final result of this chapter is the master equation in Eq. 2.54, which describes

the time evolution of the density matrix of an atom cavity system including the effect

of reservoir coupling. This result is often used as a starting point in the literature.

However, the derivation presented here, via the QJA is not found in the literature.

The QJA is used to describe the evolution of a state vector. Physically, this means

it describes the time evolution of one, individual realisation of the system. This is

in contrast to the master equation which describes only the ensemble average time

evolution. The evolution of an individual realisation takes a stochastic form where

a continuous evolution described by a conditional Hamiltonian is interrupted by

instantaneous jumps in the state vector represented by the action of reset operators

whenever a spontaneous emission occurs. For the atom cavity system described

in this chapter, the conditional Hamiltonian is given in Eq. 2.48 whilst the reset

operators are given in Eq’s. 2.50 and 2.51.

The purpose of this chapter was to derive the master equation in Eq. 2.54 using

the quantum jump approach with a view to applying the same technique to analyse

the dynamics of systems with more complicated, structured reservoirs. The appli-

cation of the QJA also provides a conditional Hamiltonian and reset operators. The

derivation of these is well suited to including effects due to the reservoir having a

particular structure, a feature that will become important in later chapters of this

thesis.
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Chapter 3

Protecting quantum states with

dissipation

3.1 Introduction

In this chapter, we develop the control techniques that will later be applied to

atom-cavity systems. In particular, we consider how decoherence can be used as a

control mechanism. As a very broad description, we are interested in a system that

contains a finite dimensional subspace that we wish to control coupled to an infinite

dimensional environment.

Quantum control techniques that manipulate finite-dimensional Hilbert spaces

have been shown to be very successful in engineering specific Hamiltonians [71, 72,

73]. However, this class of system is only a small subset of problems where quantum

control could be applied. In general, quantum control requires the control of systems

that have an infinite dimensional state space. Our system of interest is one of these

- an atom-cavity system coupled to an infinite dimensional bosonic reservoir.

There are many ways to protect a finite dimensional subspace from the leakage

of population (cf. Fig. 3.1). The general idea is to take advantage of mechanisms

that restrict the time evolution of the system effectively onto the finite dimensional

subspace, taking advantage of the resulting evolution to produce appropriate control
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System Space

Control Space

Leakage

Outside Space

Figure 3.1: Illustration of the control problem. We wish to control the
system evolution within a subspace (yellow) of the total space (white) whilst
there is coupling to an external subspace (blue).

sequences [89, 90]. The most theoretically simple approach is to use a Hamiltonian

that only acts on the desired subspace, thus allowing the time evolution of the

system to remain only within this subspace. An example of this technique is in ion

trap quantum computing where required interactions are applied in successive steps

to perform gate operations [91]. The purpose here is to prevent the excitation of

coherent phonon states as the number of phonons in the system can increase by at

most one in each time step. At the end of the control sequence, the ions are returned

into a state with zero phonon excitations [92, 93].

Alternative tools for protecting subspaces are based around specially shaped

laser pulses applied to the system states. One instance of this technique was devel-

oped to minimise radiation damage when exciting specific ground-state vibrational

modes of molecules [70]. The best known control strategy in quantum optical sys-

tems is probably that of stimulated Raman adiabatic passages (STIRAP) [68, 69].

STIRAP employs the adiabatic theorem to transfer populations between two states

without a direct coupling between them and without any excited states ever becom-

ing significantly populated. In composite quantum systems, like atoms which move

slowly through an optical cavity, STIRAP can create ground state entanglement

without populating excited electronic states and without creating photons inside

the resonator [94]. A generalisation of both strategies is to simply use numerical
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simulations which impose state dependent constraints to design optimal control se-

quences [95].

In this chapter, we discuss a strategy that relies on strong interaction outside the

control subspace, rather than imposing well defined dynamics within it. If the strong

interactions act only on the outside, they induce a timescale that is much shorter

than the system evolution timescale. In particular, this timescale is shorter than the

timescale on which population would normally leak out of the controlled subspace.

When this is the case, one can show that these unwanted transitions become strongly

inhibited [96, 97, 98]. This approach has many similarities with bang-bang and its

generalisation dynamical decoupling [74, 75, 76] which also interrupt a relatively

slow evolution with strong interactions.

The first half of this chapter considers systems where the strong interactions

on the outside take the form of strong coherent coupling to auxiliary states. The

second half adds strong dissipation on outside states as the strong interaction. This

is to illustrate how dissipation can be used constructively to protect the controlled

subspace against population leakage. We describe the dynamics of the system using

rapidly-repeated measurements on whether the system remains in the controlled

subspace or not [94, 99, 100, 101, 102, 103]. Using this description, the resulting

protection of the population in the controlled subspace can be understood in terms

of the quantum Zeno effect [77, 78, 79]. We note also that, when it is possible to

register a spontaneous emission, a built-in error detection mechanism is included in

this scheme.

The similarities between bang-bang, dynamical decoupling and protection using

dissipation have been analysed in Refs. [104, 105]. The authors conclude that all

these approaches are equivalent and can all be understood in some sense as the

quantum Zeno effect [77]. In this chapter, we analyse the underlying processes

with relatively simple toy models. This allows us to quantitatively compare the

effectiveness of protection using strong coherent interactions and dissipation as well

as gaining a more concrete understanding of how this technique applies later to
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atom-cavity systems.

This chapter is organized in five sections. In the following section, we consider a

two-level system with resonant coherent coupling. This represents the unprotected

subspace scenario to which later schemes may be compared. In Section 3.3, we

extend the outside space and show how strong interactions acting on the outside

space can be used to protect the controlled subspace against leakage error - and

how this can fail. Section 3.4 analyses the same level schemes but with the addition

of non-zero spontaneous decay rates. The final example illustrates how dissipation

provides a more foolproof protection where the strong coherent interaction scheme

failed. We finally summarise our findings in Section 3.5.

3.2 An unprotected subspace

Let us first consider a case where no effort is made to protect a controlled subspace

from leaking population into outside states. For simplicity, we assume that the

controlled subspace contains only a single state |0〉. As shown in Fig. 3.2, there is

moreover only one relevant state outside the controlled subspace which we denote

by |1〉. The leakage of population from level 0 into level 1 could be due to resonant

interactions (like a laser field). Although this is an almost trivial case, the analysis

of the time evolution of this level scheme introduces the relevant time scales of the

system. This will enable us later to characterise and to compare the effectiveness of

different strategies for the protection of controlled subspaces against leakage errors.

In the following, we assume that the laser is in resonance with the 0–1 transition

and denote its (real) Rabi frequency by ξ. Moreover, ~ωi denotes the energy of states

|i〉. The system Hamiltonian in the usual rotating wave and dipole approximation

can be written as

H = ~ξ eiωξt |0〉〈1|+ h.c.+
1∑
i=0

~ωi |i〉〈i| (3.1)

with ωξ ≡ ω1 − ω0. To solve the corresponding time evolution, we first change into
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ξ

1

0

Figure 3.2: Toy model illustrating the leakage of population from an un-
protected controlled subspace (represented by |0〉) with coupling strength ξ
into an outside space (represented by |1〉).

an interaction picture with respect to H0 =
∑1

i=0 ~ωi |i〉〈i|. This transforms the

Hamiltonian (3.1) into the interaction Hamiltonian

HI = ~ξ |0〉〈1|+ h.c. (3.2)

To estimate the leakage rate of the controlled subspace in this case, we now calculate

the population P0 in |0〉 at time t, given that the system was initially in |0〉.

One way of doing this is to consider the usual Pauli operators σ2 and σ3,

σ2 = −i ( |0〉〈1| − |1〉〈0| ) and σ3 = |0〉〈0| − |1〉〈1| , (3.3)

and to use the relation

d
dt
〈A〉 = − i

~
〈[A,HI]〉 (3.4)

for the time evolution of the expectation value of an operator A in the interaction

picture to obtain a closed set of rate equations. This yields the differential equations

d
dt

 〈σ2〉
〈σ3〉

 = 2ξ

 0 −1

1 0


 〈σ2〉
〈σ3〉

 (3.5)

which can be solved easily analytically.
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A more straightforward way of solving the time evolution of the system is to write

its state vector as |ψ〉 =
∑

i=0,1 ci |i〉 and to use the Schrödinger equation to obtain

differential equations for the complex coefficients ci. However, the above approach

of deriving rate equations for expectation values is more efficient, since we are only

interested in the leakage of population out of the controlled subspace. Moreover,

this approach can be extended easily to include more complex level schemes as well

as the effect of spontaneous photon emission.

Since σ3 commutes with H0, we can calculate the population of the |0〉 state,
P0 = 〈|0〉〈0|〉, using the relation

P0(t) =
1
2

(1 + 〈σ3(t)〉) . (3.6)

Solving Eq. (3.5) for time-independent coupling constants ξ and for the case where

the system is initially in |0〉, we find that the population in the initial state changes

according to

P0(t) =
1
2

(1 + cos(2ξt)) = cos2(ξt) . (3.7)

This means, in the absence of any protection, the system remains inside the con-

trolled subspace only on a time scale which is short compared to 1/ξ.

3.3 Protecting a subspace with strong interactions

One way to protect the controlled subspace against errors is to involve the rele-

vant outside states into a relatively fast time evolution. Indeed it has been found

that strong interactions can have the same effect as rapidly repeated measurements

whether the system remains in its initial subspace or not [104, 105]. In good agree-

ment with the predictions of the quantum Zeno effect [77], these measurements

strongly inhibit transitions out of the controlled subspace. In the following, we il-

lustrate this approach with the help of the two toy models shown in Fig. 3.3. The

purpose of the interactions with amplitude Ω is to induce fast oscillations of the
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Figure 3.3: Toy models to illustrate the possible protection of a con-
trolled subspace (represented by |0〉) with strong interactions with coupling
strength Ω in the outside space. Here the outside space contains either the
two states |1〉 and |2〉 (a) or the three states |1〉, |2〉, and |3〉 (b).

amplitude of the state |1〉. These cause 〈σ2〉 in Eq. (3.3) to oscillate rapidly in

time, such that d
dt〈σ3〉 in Eq. (3.5) becomes zero on average and the system remains

approximately in |0〉.
As we shall see below, this strategy works well for the level scheme in Fig. 3.3(a).

However, strong interactions acting on the outside space do not always protect the

controlled subspace against leakage errors. Problems arise for example in the level

scheme in Fig. 3.3(b). There the interactions in the outside space are more complex

than the interactions which cause the leakage. The result is that the generation of

approximate dark states in the outside space. These are zero eigenvectors of the fast

system dynamics. Transitions between dark states and the controlled subspace are

hence not protected by time scale separation, even when Ω becomes very large.

3.3.1 Single-coupling case

We begin with an analysis of the three-level system shown in Fig. 3.3(a). Again,

the controlled subspace contains only a single state, |0〉, while the outside subspace

contains the two states |1〉 and |2〉. In order to maximise the effect of the applied

interactions, we assume resonant couplings. As before, ξ is the coupling constant

for the 0–1 transition, while Ω denotes the coupling constant for the 1–2 transition.

41



Here we are especially interested in the case, where ξ � Ω. Again we have a closer

look at the time evolution of the population P0 in the controlled subspace.

As in Section 3.2, we denote the energy of level i by ~ωi. The Hamiltonian for

the level configuration in Fig. 3.3(a) can then be written as

H = ~ξ eiωξt |0〉〈1|+ ~Ω eiωΩt |1〉〈2|+ h.c.+
2∑
i=0

~ωi |i〉〈i| (3.8)

with ωξ ≡ ω1 − ω0 and ωΩ ≡ ω2 − ω1. Transforming this Hamiltonian into the

interaction picture with respect to H0 =
∑2

i=0 ~ωi |i〉〈i|, we obtain

HI = ~ξ |0〉〈1|+ ~Ω |1〉〈2|+ h.c. (3.9)

This interaction Hamiltonian is time independent and contains only the weak cou-

pling between |0〉 and |1〉 and the strong coupling between |1〉 and |2〉.

In order to obtain a closed system of rate equations, we now consider the expec-

tation values of the Gell-Mann matrices [106]

σ2 = −i (|0〉〈1| − |1〉〈0|) , σ7 = −i (|1〉〈2| − |2〉〈1|) , σ4 = |0〉〈2|+ |2〉〈0| ,

σ3 = |0〉〈0| − |1〉〈1| , σ8 =
1√
3

(|0〉〈0|+ |1〉〈1| − 2 |2〉〈2|) . (3.10)

These are generalisations of the Pauli operators used in Section 3.2. Overall there

are eight Gell-Mann matrices which can be used to model the time evolution of

coupled three-level systems in a convenient way. However, due to the specific form

of the interactions in the level scheme in Fig. 3.3(a), we need to consider only five

of them. Using relation (3.4), we find the following closed system of differential
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Figure 3.4: Time dependence of P0 for the level scheme shown in Fig. 3.3(a)
for different ratios of Ω/ξ. The system is initially in |0〉. For Ω = 0, the
system leaves its initial state space on a time scale given by 1/ξ. For Ω >
10 ξ, the system remains there with a fidelity above 95 % which constitutes
an effective protection of the initial state space.

equations

d
dt



〈σ2〉
〈σ3〉
〈σ4〉
〈σ7〉
〈σ8〉


=



0 −2ξ −Ω 0 0

2ξ 0 0 −Ω 0

Ω 0 0 −ξ 0

0 Ω ξ 0 −√3Ω

0 0 0
√

3Ω 0





〈σ2〉
〈σ3〉
〈σ4〉
〈σ7〉
〈σ8〉


. (3.11)

These differential equations can be solved for example by calculating analytical

expressions for the eigenvalues of this matrix.

From Eq. (3.10) we see that the population in the controlled subspace equals

P0 =
1
3

+
1
2
〈σ3〉+

1
2
√

3
〈σ8〉 . (3.12)

Substituting the solution of the above rate equations into this equation, we find that
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the population in |0〉 at time t evolves according to

P0(t) =
2Ω4 + ξ4

2µ4
+

2Ω2ξ2

µ4
cos(µt) +

ξ4

2µ4
cos(2µt) (3.13)

with µ2 ≡ Ω2 + ξ2, if the system was initially in |0〉. For ξ � Ω, Eq. (3.13) simplifies

to

P0(t) = 1− 2ξ2

Ω2
[1− cos (Ωt)] (3.14)

which holds up to first order in ξ2/Ω2. As shown in Fig. 3.4, the system remains

to a very good approximation, i.e. up to variations with an amplitude proportional

to ξ2/Ω2, in |0〉. This means, for ξ2 � Ω2, the controlled subspace is effectively

protected against leakage errors.

3.3.2 Double-coupling case

Using the same notation as in the previous subsection, the Hamiltonian for the level

configuration in Fig. 3.3(b) in the Schrödinger picture equals

H = ~ξ eiωξt|0〉〈1|+ ~Ω eiωΩt (|1〉〈2|+ |2〉〈3|) + h.c.+
3∑
i=0

~ωi |i〉〈i| . (3.15)

Again we first simplify this Hamiltonian by changing into the interaction picture

with respect to the free Hamiltonian H0 =
∑3

i=0 ~ωi |i〉〈i|. This yields

HI = ~ξ |0〉〈1|+ ~Ω (|1〉〈2|+ |2〉〈3|) + h.c. (3.16)

Instead of solving the corresponding Schrödinger equation, we apply again Eq. (3.4)

to obtain a closed set of rate equations.

To predict the time evolution of the population P0 in the controlled subspace,
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we now have to consider nine generalised Gell-Mann matrices [106]. These are

σ2 = −i (|0〉〈1| − |1〉〈0|) , σ7 = −i (|1〉〈2| − |2〉〈1|) ,

σ10 = −i (|0〉〈3| − |3〉〈0|) , σ14 = −i (|2〉〈3| − |3〉〈2|) ,

σ4 = |0〉〈2|+ |2〉〈0| , σ11 = |1〉〈3|+ |3〉〈1| ,

σ3 = |0〉〈0| − |1〉〈1| , σ8 =
1√
3

(|0〉〈0|+ |1〉〈1| − 2 |2〉〈2|) ,

σ15 =
1√
6

(|0〉〈0|+ |1〉〈1|+ |2〉〈2| − 3 |3〉〈3|) . (3.17)

Moreover, we notice that the interaction Hamiltonian (3.16) can be written as

HI = ~ξ σ1 + ~Ω (σ6 + σ13) (3.18)

with

σ1 = |0〉〈1|+ |1〉〈0| , σ6 = |1〉〈2|+ |2〉〈1| , σ13 = |2〉〈3|+ |3〉〈2| . (3.19)

Substituting Eqs. (3.17)–(3.19) into Eq. (3.4) and evaluating the relevant commu-

tators, we see that the expectation of the operators in Eq. (3.17) evolve according

to

d
dt



〈σ2〉
〈σ3〉
〈σ4〉
〈σ7〉
〈σ8〉
〈σ10〉
〈σ11〉
〈σ14〉
〈σ15〉



=



0 −2ξ −Ω 0 0 0 0 0 0

2ξ 0 0 −Ω 0 0 0 0 0

Ω 0 0 −ξ 0 Ω 0 0 0

0 Ω ξ 0 −√3Ω 0 −Ω 0 0

0 0 0
√

3Ω 0 0 0 − 2√
3
Ω 0

0 0 −Ω 0 0 0 ξ 0 0

0 0 0 Ω 0 −ξ 0 −Ω 0

0 0 0 0 2√
3
Ω 0 Ω 0 −2

√
2√
3

Ω

0 0 0 0 0 0 0 2
√

2√
3

Ω 0





〈σ2〉
〈σ3〉
〈σ4〉
〈σ7〉
〈σ8〉
〈σ10〉
〈σ11〉
〈σ14〉
〈σ15〉



.

(3.20)
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Figure 3.5: Time dependence of P0 for the level scheme shown in Fig. 3.3(b)
for different ratios of Ω/ξ. Here the controlled subspace is no longer pro-
tected against leakage, even when Ω becomes as large as 100 ξ. The reason
is the leakage of population into the dark state |λ0〉 which is illustrated in
Fig. 3.7.

This system of linear differential equations can, in principle, be solved analytically.

However, for simplicity, we restrict ourselves to the presentation of a numerical

solution.

Using the Gell Mann matrices defined in Eq. (3.17), the population in the initial

state P0 can now be written as

P0 =
1
4

+
1
2
〈σ3〉+

1
2
√

3
〈σ8〉+

1
2
√

6
〈σ15〉 . (3.21)

The time evolution of P0 obtained from substituting the numerical solution of the

differential equation (3.20) into Eq. (3.21) is shown in Fig. 3.5. Comparing the result

for different values of Ω/ξ with the time evolution in the Ω = 0 case, we see that the

controlled subspace is not protected, even when Ω is much larger than ξ. Leakage

of population out of the controlled subspace happens on the same time scale as in

the unprotected case.

Why does the protection of the controlled subspace work in the level scheme

shown in Fig. 3.3(a) but not in the very similar level scheme shown in Fig. 3.3(b)?
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Figure 3.6: Time dependence of all four of the levels in the scheme shown
in Fig. 3.3(b) for a ration of Ω/ξ = 10. This highlights that the |0〉 state is
no longer protected as population leaks into the |1〉 and |3〉 states.

To see some further details of the time evolution, a plot of the populations of all

the states of the system is shown in Fig. 3.6 for a choice of Ω/ξ = 100. In this

figure, it is clear that the populations in the |1〉 and |3〉 states are not prevented

from increasing.

The reason for this becomes clear when we rewrite the Hamiltonian in Eq. (3.16)

in terms of the states

|0〉 , |λ0〉 ≡ 1√
2

(|1〉 − |3〉) , |λ1〉 ≡ 1√
2

(|1〉+ |3〉) and |2〉 . (3.22)

Using this notation, HI becomes

HI =
1√
2

~ξ |0〉〈λ0|+ 1√
2

~ξ |0〉〈λ1|+
√

2~Ω |λ1〉〈2|+ h.c. (3.23)

The effect of this Hamiltonian is illustrated in Fig. 3.7. It shows that the system

is only protected against leakage into the |λ1〉 state, since this state experiences a

strong interaction. However, the system is not protected against leakage into |λ0〉,
since |λ0〉 is a zero eigenstate of the Ω terms in Eq. (3.23). This means, |λ0〉 is not
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Figure 3.7: Illustration of the effect of the Hamiltonian (3.23) onto the states
involved in the time evolution of the system. This level scheme is identical
to the one shown in Fig. 3.3(b) but now we clearly see why the initial state
|0〉 is no longer protected against leakage errors.

involved in a fast evolution and the transfer from |0〉 to |λ0〉 occurs on the same

time scale as in the unprotected case. In the final section, we show that dissipation

is able to remove such dark states from the system so that the controlled subspace

becomes protected again.

3.4 Protecting a subspace with dissipation

In this section we analyse three examples (cf. Fig. 3.8) which illustrate the possible

protection of the controlled subspace using dissipation. The controlled subspace

contains again only the |0〉 state, while the outside space contains one, two or three

states. The only difference to the examples discussed in Sections 3.2 and 3.3 is

the presence of a non-zero spontaneous decay rate Γ. As we shall see below, the

controlled subspace is well protected against leakage in all three scenarios, when the

interactions in the outside space described by Ω and the spontaneous decay rate Γ

are sufficiently larger than ξ.
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Figure 3.8: Toy models to illustrate the possible protection of the controlled
subspace (represented by |0〉) with a non-zero spontaneous decay rate Γ and
strong interactions with coupling strength Ω in the outside space.

3.4.1 Single-coupling case with dissipation

Let us first have a look at the three-level system shown in Fig. 3.8(b). To describe

its time evolution, we go again into the interaction picture with respect to the free

evolution and analyse the master equation

ρ̇ = − i
~

[HI, ρ ] +
Γ
2

[
2 |1〉〈2| ρ |2〉〈1| − ρ |2〉〈2| − |2〉〈2| ρ

]
. (3.24)

The interaction Hamiltonian HI is the same as in Eq. (3.9). In order to predict

the time evolution of the population in the controlled subspace, we derive again a

closed system of rate equations. The time derivative of the expectation value of an

operator A is now given by

d
dt
〈A〉 = Tr (Aρ̇) . (3.25)
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Figure 3.9: Time dependence of P0 for the level scheme shown in Fig. 3.8(b)
for Γ = Ω and different ratios of Ω/ξ. On average, the protection of the
controlled subspace is more or less the same as in Fig. 3.4 which corresponds
to the same level scheme but with Γ = 0 (cf. Fig. 3.3(a)).

Taking this into account, we find that the Gell Mann matrices in Eq. (3.10) evolve

according to

d
dt



〈σ2〉
〈σ3〉
〈σ4〉
〈σ7〉
〈σ8〉


=



0 −2ξ −Ω 0 0

2ξ 0 0 −Ω 1√
3
Γ

Ω 0 −1
2Γ −ξ 0

0 Ω ξ −1
2Γ −√3Ω

0 0 0
√

3Ω −3Γ





〈σ2〉
〈σ3〉
〈σ4〉
〈σ7〉
〈σ8〉


+



0

−1
3Γ

0

0
√

3Γ


.

(3.26)

These equations resemble the ones shown in Eq. (3.11). The additional Γ terms take

the effect of dissipation into account.

The population in the controlled subspace can be obtained by substituting for

example the numerical solution of these equations into Eq. (3.12). The result is

shown in Fig. 3.9. For simplicity we assumed Γ = Ω. For Ω = 0, we see again the

Rabi oscillations of the unprotected case. However, when Ω becomes sufficiently

larger than ξ, then the system remains to a very good approximation in its initial
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state. On average, the protection of the controlled subspace is more or less the

same as in Section 3.3.1, where we had Γ = 0 (cf. Fig. 3.4). There seems to be no

advantage of having a non-zero spontaneous decay rate in the system! Notice that

having Γ 6= 0 in the level scheme in Fig. 3.8(b) is only advantageous when someone

actually observes whether the system emits photons or not. Indeed, one can show

that the system remains in its initial state |0〉 with a very high fidelity under the

condition of no photon emission [107]. If a photon emission is detected, then the

system has left the controlled subspace and the anticipated control experiment needs

to be restarted.

Comparing the level scheme in Fig. 3.8(b) with the level scheme analysed in

Refs. [107, 62, 108], we see that its dynamics exhibits so-called macroscopic light

and dark periods. Indeed, for ξ much smaller than Ω and Γ, the initial state |0〉
is an approximate zero eigenstate of the system dynamics. The absence of photon

emissions hence confirms that the system is in this state. As a consequence of

the quantum Zeno effect, it therefore remains there for a relatively long time. On

average, this time equals Ω2/Γξ2 which is much larger than 1/ξ [107]. In other

words, the system exhibits a macroscopic dark period. The system may eventually

drop out of the controlled subspace, thereby entering a so-called macroscopic light

period and causing fluorescence at a rate which depends on Ω and Γ. This behaviour

is not reflected in Fig. 3.9, since the density matrix description used here does not

allow us to distinguish the different trajectories of the system.

3.4.2 Single-state outside

Let us now have a look at the simple level configuration in Fig. 3.8(a). Its time

evolution is given by the master equation

ρ̇ = − i
~

[HI, ρ ] +
Γ
2

[
2 |0〉〈1| ρ |1〉〈0| − ρ |1〉〈1| − |1〉〈1| ρ

]
. (3.27)

In the interaction picture with respect to the free evolution, the interaction Hamilto-

nian HI is the same as in Eq. (3.2). To predict the time evolution of P0 we proceed as
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Figure 3.10: Time dependence of P0 for the level scheme shown in Fig. 3.8(a)
for different ratios of Γ/ξ. For Γ� ξ, the system remains in the controlled
subspace with a very high fidelity.

in Section 3.2 and consider again the Pauli operators in Eq. (3.3). Their expectation

values evolve now according to

d
dt

 〈σ2〉
〈σ3〉

 =

 −1
2Γ −2ξ

2ξ −Γ


 〈σ2〉
〈σ3〉

+

 0

Γ

 . (3.28)

Combining the result of this equation with Eq. (3.6) yields the time dependence of

the population P0 in the controlled subspace.

Fig. 3.10 shows a numerical solution of the time dependence of P0 for different

ratios Γ/ξ. For Γ = 0, we observe the Rabi oscillations in and out of the initial

subspace which occur in the unprotected case. For Γ� ξ, the state vector becomes

|0〉 with a very high fidelity. But even for relatively modest values for Γ/ξ, the

density matrix ρ settles quickly into a steady state with the system predominantly

in |0〉. The reason for this very strong protection of the controlled subspace is that,

even when it leaves, the system returns very rapidly via the spontaneous emission

of a photon.

52



0 1/2 1 3/2 2
0

0.2

0.4

0.6

0.8

1

time (π/ξ)

P 0

 

 

Ω/ξ = 1
Ω/ξ = 10
Ω/ξ = 100
Ω/ξ = 1000

Figure 3.11: Time dependence of P0 for the level scheme shown in Fig. 3.8(c)
for Γ = Ω and different ratios of Ω/ξ. Compared to Fig. 3.5, we now
observe an increasing effectiveness of protection of the controlled subspace
with increasing values of Ω.

3.4.3 Double-coupling case with dissipation

This final subsection analyses the time evolution of the four-level system shown in

Fig. 3.8(c). The only difference to the level scheme in Fig. 3.3(b) is the presence

of the non-zero spontaneous decay rate Γ. To calculate the time evolution of the

population in the controlled subspace, we now consider the master equation

ρ̇ = − i
~

[HI, ρ ] +
Γ
2

[
2 |1〉〈2| ρ |2〉〈1| − ρ |2〉〈2| − |2〉〈2| ρ

]
+

Γ
2

[
2 |2〉〈3| ρ |3〉〈2| − ρ |3〉〈3| − |3〉〈3| ρ

]
, (3.29)

whose interaction Hamiltonian HI can be found in Eq. (3.16). Proceeding as above,

we find that the time evolution of the Gell Mann matrices (3.17) is now given by
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the differential equations

d
dt

(〈σ2〉, 〈σ3〉, 〈σ4〉, 〈σ7〉, 〈σ8〉, 〈σ10〉, 〈σ11〉, 〈σ14〉, 〈σ15〉)T

= M (〈σ2〉, 〈σ3〉, 〈σ4〉, 〈σ7〉, 〈σ8〉, 〈σ10〉, 〈σ11〉, 〈σ14〉, 〈σ15〉)T

+
(

0, −1
4

Γ, 0, 0,
1

4
√

3
Γ, 0, 0, 0,

1√
6

Γ
)T

(3.30)

with

M =



0 −2ξ −Ω 0 0 0 0 0 0

2ξ 0 0 −Ω 1√
3
Γ 0 0 0 − 1

2
√

6
Γ

Ω 0 −1
2Γ −ξ 0 Ω 0 0 0

0 Ω ξ −1
2Γ −√3Ω 0 −Ω 0 0

0 0 0
√

3Ω −Γ 0 0 − 2√
3
Ω 3

2
√

2
Γ

0 0 −Ω 0 0 −1
2Γ ξ 0 0

0 0 0 Ω 0 −ξ −1
2Γ −Ω 0

0 0 0 0 2√
3
Ω 0 Ω −Γ −2

√
2√
3

Ω

0 0 0 0 0 0 0 2
√

2√
3

Ω −Γ



.(3.31)

Fig. 3.11 shows the time dependence of P0 for the case where the system is initially

in the controlled subspace and has been obtained by substituting the numerical

solution of these equations into Eq. (3.21).

Comparing Figs. 3.5 and 3.11, we see that the presence of a sufficiently large

spontaneous decay rate Γ combined with the presence of a relatively large coupling

constant Ω now results in an effective protection of the controlled subspace against

leakage errors. There are different ways of seeing how this protection (which was

not there before) has been achieved. One way is to have a closer look at the above

master equation and to notice that the state |λ0〉 is no longer a zero eigenstate of

the system dynamics. Whenever population accumulates in this state, the system

returns (either via the emission of a photon or as a result of its no-photon evolution)

on the time scale given by Γ into |1〉, where it experiences fast driving with Ω.
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Figure 3.12: Time dependence of all four states of the level scheme shown
in Fig. 3.8(c) for Γ = Ω and a ratios of Ω/ξ = 100. Compared to Fig. 3.6,
we now observe the effectiveness of protection of the controlled subspace as
the |1〉 and |3〉 states no longer become populated rapidly.

Fig. 3.12 shows the effect of this on the populations of all four states of the system

for a ratio of Ω/ξ = 100. It is obvious in this figure that the dark state that was

clearly still populated in Fig. 3.6 is now also eliminated. This example confirms that

dissipation can provide a very efficient tool for restricting the time evolution of a

system onto a controlled subspace.

Another way to gain an intuition into the behaviour of the level scheme in

Fig. 3.8(c) is to compare it to the level scheme in Fig. 3.8(b) which we analysed

in Section 3.4.1. Observing whether the system emits photons or not, one would

notice again two very distinct phases of operation. The system either emits photons

at a high rate or it remains dark for a relatively long time. A macroscopic light

period, on one hand, indicates that the state vector lies entirely outside the con-

trolled subspace. A macroscopic dark period, on the other hand, indicates that the

system is in |0〉. In other words, if the system is initially in the controlled subspace,

it remains there on average much longer than in the unprotected case. The result

is the protection of the system against leakage errors which, when they occur, are

heralded by an easy-to-detect fluorescence signal.
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3.5 Summary

This chapter illustrates two methods to protect a controlled subspace against the

leakage of population into the outside space: one using strong interactions in the

outside space and one using dissipation. This is done with the help of relatively

simple toy models whose time evolution can be analysed relatively easily. For sim-

plicity, we assume that the controlled subspace consists only of one state, namely

|0〉. The outside space contains either one, two or three states denoted |1〉, |2〉, and
|3〉 (cf. Figs. 3.3 and 3.8). Section 3.2 discusses the unprotected case and shows that

unwanted transitions from |0〉 to |1〉 (due to resonant coupling) occur on a time scale

given by a relatively small parameter ξ (cf. Fig. 3.2).

In Section 3.3, the decoherence time of the system is increased to one which scales

as ξ2 by applying relatively fast interactions with coupling strength Ω to the outside

space. However, these strong interactions are not always sufficient for protecting a

controlled subspace against leakage errors. While it works well for the level scheme

shown in Fig. 3.3(a), no protection occurs for the level scheme shown in Fig. 3.3(b).

The reason is the existence of an approximate zero eigenstate outside the controlled

subspace. This state does not experience fast driving and therefore behaves as the

state |1〉 in the unprotected case.

Section 3.4 considers three scenarios where a spontaneous decay rate Γ has been

added to the level schemes analysed in Sections 3.2 and 3.3. All the level schemes

shown in Fig. 3.8 exhibit a strong protection of the controlled subspace. One way

to understand the mechanism which inhibits the population transfer out of the con-

trolled subspace is to interpret the behaviour of the system in terms of the quantum

Zeno effect [77, 78, 79]. Suppose being outside the controlled subspace results nec-

essarily in the spontaneous emission of a photon. Then, observing whether a photon

emission takes place or not is equivalent to performing a measurement on whether

the system is in the controlled subspace or not. If these measurements occur on

a sufficiently short time scale, then a system initially in the controlled subspace

remains there much longer than in an unobserved case. A similar interpretation ap-
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plies to the protection of the controlled subspace with a strong interaction illustrated

in Fig. 3.3(a) [104, 105].

For the purposes of the remainder of this thesis, a further aspect should be

remarked upon. The suppression of decoherence as described in this chapter in

general results in an effective time evolution which can be described by an effective

Hamiltonian [96, 74, 100, 109]

Heff = PCSH PCS , (3.32)

where PCS denotes the projector onto the controlled subspace and H is the total

system Hamiltonian. Once the protection is in place, the interactions contained in

Heff can be tailored to a desirable control task. In quantum information processing,

applications of this technique could be on preparation of entangled states or more

general gate operations. Our particular use of it relates to the former.
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Chapter 4

Reservoir Engineering

4.1 Introduction

The previous two chapters have both been focused on developing the theoretical

tools we require for this one. We now turn to the task of applying this to cavity

QED systems that can be used to perform useful quantum information processing

tasks. The motivation for us here thus comes from limitations of current exper-

iments with optical cavities. Recent progress in experiments with these optical

cavities has mainly been motivated by potential applications in quantum informa-

tion processing. These applications often require the simultaneous trapping of at

least two atomic qubits inside a single resonator field mode. It has been shown that

the common coupling to a quantised mode can be used to implement quantum gate

operations [110, 100, 111, 101, 112] and the controlled generation of entanglement

[113, 94, 114, 51, 115]. However, the practical realisation of these schemes with

current technologies is experimentally challenging. The reason is that strong atom-

cavity interactions require relatively small mode volumes and high quality mirrors;

aims that are difficult to reconcile with the placement of several atoms or ions into

the same cavity.

To solve this problem, it has been proposed to couple distant cavities via linear

optics networks [116, 117, 12]. Under realistic conditions, this strategy allows at least
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for the probabilistic build up of highly entangled states. Alternatively, atoms can

be shuttled successively in and out of the resonator [118, 119, 120]. In this chapter

we propose another alternative which uses fibre-coupled cavities. The basic idea

is to employ reservoir engineering based on the reservoir manipulation that can be

derived from the methods in chapter 2 and control techniques of chapter 3 to make

two cavities behave effectively as one. Quantum computing schemes designed for

several qubits placed into the same resonator can, using this reservoir engineering,

be applied to a much wider range of experimental scenarios. Such schemes are

no longer restricted to atomic qubits but can also be implemented with quantum

dots [121, 122], NV color centers [123, 124], and superconducting flux qubits [45].

Another possible application of the two fibre-coupled optical cavities described here

could be the transfer of quantum information from one cavity to another which

means performing a SWAP operation between two qubits coupled to a common

field mode [125, 57, 58].

This chapter is organised into five sections. The first details the basic idea behind

reservoir engineering to turn two coupled cavities effectively into a single common

cavity mode. This includes a derivation of the single mode behaviour that we later

recreate. The second and third section detail two proposals for the actual reservoir

engineering using interference on detector screens and direct fibre coupling respec-

tively. Section 4.3.3 describes two different scenarios for the fibre-coupling scheme

where one of the common modes decouples effectively from the system dynamics

with one of them being especially robust against parameter fluctuations. Finally

the findings are summarised in section 4.5.

4.2 Basic Idea

The basic goal of this chapter is to demonstrate how one can engineer a system of

two cavities that, through some coupling between them, behave as though they have

only a single common cavity mode between them. In this section, we outline the

theoretical framework for how two coupled cavities may be described by common
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cavity modes such that the elimination of one of these results in a single common

cavity mode. Then, to give a blueprint for what the dynamics of a single cavity

mode actually looks like, we present in this section a description of a single cavity

coupled to a reservoir and driven continuously by a resonant laser. This analysis is

simply the derivation of chapter 2 without the presence of an atom in the cavity.

4.2.1 Reservoir Engineering

The effect of the reservoir engineering described in this chapter should be to have

two qubits placed into the two cavities behave as though they where in the same

cavity. This means, there should exist a single common cavity mode that has a

component in both of the physical cavities. We should begin with a closer look at

the creation of a non-local cavity field mode via reservoir engineering from a more

quantum optical point of view. First we point out that given two cavities with fixed

polarisation, there are two quantised cavity field modes. For example, one could

describe the setup using the individual cavity modes with annihilation operators c1

and c2. But there is also the possibility of describing the cavities by two common

(i.e. non-local) field modes. Their cavity photon annihilation operators are of the

general form

ca =
1
ξ

(ξ∗2 c1 − ξ∗1 c2) ,

cb =
1
ξ

(ξ1 c1 + ξ2 c2) , (4.1)

where ξ1 and ξ2 are complex coefficients and

ξ ≡
√
|ξ1|2 + |ξ2|2 . (4.2)

One can easily check that, if c1 and c2 obey the usual boson commutator relations

for independent field modes, then so do ca and cb, i.e.

[ ca, c†a ] = [ cb, c
†
b ] = 1 and [ ca, c

†
b ] = 0 . (4.3)
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In general, an atomic qubit placed into one of the two cavities interacts simultane-

ously with the ca and with the cb mode, since both are non-local.

The next step in generating an effective single cavity is to eliminate one of the

two common modes from the dynamics of the system. To do this, we first have to

separate the evolution of these two common modes. This can be done by getting the

two common modes to couple to different reservoir modes. In this chapter we will

describe two alternative ways of achieving this coupling. One of these methods is

considered the more experimentally realisable so most of this chapter will be devoted

to the details of this scheme. The other method will be presented as an alternative

in the final section of this chapter.

For both of these methods, the next step is to eliminate one of the common

modes from the system dynamics. As is suggested by the analysis in chapter 3

and as we shall see below in this chapter, if one of the two common cavity modes

experiences a much stronger coupling to the environment than the other one and is

hence damped away by a much larger spontaneous decay rate, it effectively decouples

from the system dynamics. By separating the reservoir for the two common cavity

modes, it is possible to give them different decay rates. The details of how this is

achieved varies between the two implementations and will be described for each of

them individually. We now move on to defining the dynamics of a single cavity mode

as the blueprint for what we are trying to engineer out of two cavities.

4.2.2 A single cavity in a reservoir

As stated above, the system we consider here is the same as that of chapter 2 without

the atoms, as shown in Fig. 4.1. There is no need to rehash the full derivation so

we will simply state the useful results of this derivation here. The non-interacting

parts of the Hamiltonian describing the cavity system are

H0 = Hcavity +Hfield , (4.4)
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Detector

Light

Cavity

Figure 4.1: Experimental setup of a single cavity driven by a laser field. The
photons leaking out through the cavity mirrors are monitored by a detector.

where

Hcavity = ~ωcc†c and

Hfield =
∑
kλ

~ωka†kλakλ , (4.5)

with all notation having the same meaning as in chapter 2. The Hamiltonian in an

interaction picture with respect to this H0 is

HI =
1
2

~
(

Ω c+ Ω∗ c†
)

+
∑
k

~
(
gkλ ei(ωk−ωc)t ca†kλ + g∗kλ e−i(ωk−ωc)t c†akλ

)
, (4.6)

where the laser driving of frequency Ω is now on the cavity mode rather than the

atomic driving of chapter 2. From here on, we assume that the polarisation of the

laser is fixed and not altered anywhere in the system such that there is only one

polarisation of light present and the λ subscript can be dropped.

Proceeding as in chapter 2, the conditional Hamiltonian and reset operator for

this system can be derived. The conditional Hamiltonian describing the time evolu-

tion when no photon is emitted by the cavity is

Hcond =
1
2

~
(

Ωc+ Ω∗c†
)
− i

2
~κc†c , (4.7)

where the cavity decay rate κ is the same as in Eq. 2.46. The reset operator describ-
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ing the event of a photon emission from the cavity is

Rc =
√
κc . (4.8)

Inserting these into the master equation definition of Eq. 2.37 gives the master

equation

ρ̇ = − i
~
[
Hcondρ− ρH†cond ] +RρR† . (4.9)

This is the standard master equation for the quantum optical description of the

field inside an optical cavity. The only assumption made in the derivation of this

equation is that the environment constantly absorbs photons from the free radiation

field on a time scale ∆t so that, once emitted, they cannot re-enter the cavity field.

If we are for example interested in the time evolution of the mean number of

photons n inside the cavity, then there is no need to solve the whole master equation

(4.9). Instead, we use this equation to get a closed set of rate equations with n being

one of its variables. More concretely, considering the expectation values

n ≡ 〈c†c〉 ,

k ≡ i
|Ω| 〈Ω c− Ω∗ c†〉 , (4.10)

we find that their time evolution is given by a closed set of differential equations,

ṅ =
1
2
|Ω| k − κn ,

k̇ = |Ω| − 1
2
κ k . (4.11)

Setting the right hand sides of these equations equal to zero, we find that the sta-

tionary state of the laser-driven cavity corresponds to n = |Ω|2/κ2. Since the steady

state photon emission rate is the product of n with the decay rate κ, this yields

I = |Ω|2/κ . (4.12)
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Measurements of the parameter dependence of this intensity can be used to deter-

mine |Ω| and κ experimentally and to verify single-mode behaviour.

4.2.3 Outlook for two cavities

The general extension of the description above to two cavities is also fairly straight-

forward. The starting non-interacting Hamiltonian now has a cavity component

given by

Hcavity =
∑
i=1,2

~ωcc†ici , (4.13)

where we assume that the two cavities are as identical as possible and share the

same frequency ωc. The significant difference comes in the parts of the interacting

Hamiltonian describing the cavity-reservoir interaction. These terms now depend on

the form of the reservoir. The goal we are aiming towards is that the final conditional

Hamiltonian takes the form

Hcond =
1
2

~
∑
i=1,2

(
Ωici + Ω∗i c

†
i

)
− i

2
~κac†aca −

i
2

~κbc†bcb , (4.14)

where ci=1,2 are the annihilation operators for cavity modes of cavities 1 and 2 and

ci=a,b are these modes written in a common mode basis as in Eq. 4.1. The separate

decay terms for the two common modes are the essential feature of this Hamiltonian.

They also correspond to two separate reset operators

Ra =
√
κaca and Rb =

√
κbcb (4.15)

that describe the emission of photons from the two common modes. It is this feature

that we use reservoir engineering to create. Setting the condition

κb � κa ,Ωi , (4.16)
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where κa is the relevant decay rate of the ca mode, κb is the decay rate of cb and Ωi

represents relevant system dynamics such as laser driving frequency; the cb mode can

be eliminated by overdamping. Following this elimination, the effective conditional

Hamiltonian for the two cavity system becomes

Heff =
1
2

~
(

Ωaca + Ω∗ac
†
a

)
− i

2
~κac†aca , (4.17)

where Ωa is a combination of Ω1 and Ω2. This Hamiltonian is identical to that for

a single cavity in Eq. 4.7 indicating that this two cavity system now behaves as a

single mode cavity.

In the following, we show the two methods for arranging a reservoir that produces

the desired Hamiltonian description.

4.3 Reservoir Engineering with a Single Fibre

The first method we describe for separating the common cavity modes is to use a

single-mode fibre directly connecting the two cavities, as shown in Fig. 4.2. The

idea is that the fibre creates a reservoir which only one common cavity mode can

couple to. Given the boundary conditions imposed where the fibre couples to the

cavities at either end, a quantisation condition is imposed on the modes of the fibre.

This condition restricts the fibre mode to only coupling to one of the common cavity

modes and not the orthogonal one. One way to understand this is that populations

from the individual cavities c1 and c2 coupling into the fibre interfere constructively

if they are in one common cavity mode and destructively if they are in the other.

Fibre coupled optical cavities, as proposed here, with applications in quantum

information processing have already been widely discussed in the literature (see

e.g. Refs. [59, 126, 57, 58, 125, 127]). The main difference of the cavity coupling

scheme presented here is that it does not rely on coherent time evolution. Instead it

actively uses dissipation in order to achieve its task. We therefore expect that the

proposed scheme is more robust against errors. For example, the fibre considered
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Figure 4.2: Experimental setup of two optical cavities coupled via a single-
mode fibre. Photons can leak out through the outer mirrors with the spon-
taneous decay rate κ1 and κ2, respectively. The connection between both
cavities constitutes a third reservoir with spontaneous decay rate κm for a
common non-local resonator field mode.

here which is coated with two-level atoms acts as a reservoir for the cavity photons

and supports a more continuous range of frequencies than should be allowed for the

cavity description employed in Refs. [59, 126, 57, 58]. We also expect that the setup

considered here is more robust against fibre losses [125, 127].

In this scheme, all the detail of the reservoir engineering is in the behaviour of the

single mode fibre that connects the two cavities. For this reason, we will completely

derive the master equation for this system using the methodology of chapter 2.

4.3.1 Experimental Setup and Basic Idea

The experimental setup proposed in this section consists of two cavities with the

same frequency ωcav. As illustrated in Fig. 4.2, the cavities should be coupled via

an optical single-mode fibre which is coated with two-level atoms. There are three

separate spontaneous decay channels in the system. Both cavities emit photons into

adjacent reservoirs through an outcoupling mirror - in the following, we denote the

corresponding decay rates for this by κ1 and κ2. In addition, light can leak into

the optical fibre. The purpose of the coating of atoms on this fibre is to measure

the evanescent electric field of the fibre destructively. In other words, the optical

fibre with atomic coating constitutes an additional reservoir for the cavity photons

with κm denoting the respective decay rate. As above, we are aiming to separate

two orthogonal common modes by giving them very different decay rates. However,

for this scheme, it is convenient to stipulate this difference in decay rates from the

beginning. Thus, we are here especially interested in the parameter regime, where
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κm is much larger than κ1 and κ2 as well as being much larger than any other

coupling constants, like the laser driving frequencies Ω1 and Ω2 of applied laser

fields, i.e.

κm � κi, Ωi . (4.18)

Most importantly, the decay channel provided by the optical fibre should not be

seen by all cavity photons but only by some of them, since the aim of this section is

to create a setup where two common cavity modes have very different spontaneous

decay rates.

To achieve this, we pose several conditions on the optical fibre coupling illustrated

in Fig. 4.2:

1. Different from Ref. [59, 126], we do not treat the fibre between the cavities

as a resonant cavity. Instead, we consider a fibre which supports a standing

wave field with a broadened optical frequency due to the width of the fibre,

the imperfection of the mirrors and the presence of atoms around the fibre

[128]. Our description is thus of a continuum of field modes with frequencies

which include the cavity frequency ωcav.

2. In addition, the frequency range supported by the fibre should not be too

broad. More concretely, the fibre needs to be short and thin enough to have a

well defined optical path length for each frequency supported by the fibre. At

the optical frequency ωcav, there should be only one standing wave which fulfils

the boundary condition of vanishing electric field amplitudes at the surface of

the adjacent cavity mirrors. Waves which are half a wave length λcav shorter

or longer should not fit into the fibre.

3. The purpose of the atoms which surround the optical single-mode fibre is

similar to their purpose in Ref. [129] by Franson et al., namely to measure

evanescent electric field modes. In the following, we assume that the atoms

have a transition frequency ω0 which is relatively close to the frequency ωcav of
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the resonators and a sufficiently large spontaneous decay rate Γ. This means,

the atoms can absorb light traveling through the fibre and dispose of it via

spontaneous emission into the environment.

4. The atoms should measure electric field amplitudes on a time scale which is

long compared to the time it takes a photon to travel from one resonator to the

other. In this way, the atoms measure only relatively long living photons inside

the fibre, i.e. the field amplitudes of the electromagnetic standing waves with

vanishing amplitudes at the fibre ends, and cannot gain information about the

source of a photon.

5. At the same time we assume that the environment-induced photon measure-

ments on the fibre photons occur on a much shorter time scale than the mea-

surement in the reservoir outside the outcoupling mirrors in order to assure

that Eq. (4.18) holds, i.e. κm is indeed much larger than κ1 and κ2.

Suppose there is initially only one photon in cavity 1 and none in cavity 2. In

this case, some light will travel from cavity 1 to cavity 2. However, when there

is excitation in both cavities, some of the light can no longer leave its respective

cavity, since it does not couple to the standing wave light mode inside the fibre with

vanishing amplitudes at the fibre ends. However, other waves leak more easily into

the fibre, since their efforts are met by waves with the same amplitude coming from

the other side. The above conditions assume that the photons are measured on a

relatively slow time scale and that the atoms in the evanescent field of the fibre

cannot distinguish photons traveling left or right. They are therefore only able to

absorb light from the standing waves which can exist inside the fibre for a relatively

long time. In the specific example discussed in this paragraph, there is a probability

1
2 that the initial photon remains inside the setup and another probability 1

2 that it

gets absorbed.

Although this chapter mainly makes reference to optical cavities and single-mode

fibre connection, any implementation which meets the above requirements would

work equally well. For example, a specific alternative to coupling the cavities with

69



C1 C2

evanescent 
coupling

waveguide

κ1 κ2

κm

Figure 4.3: Schematic view of an alternative experimental setup. If the
cavities are mounted on an atom chip, the could be coupled via a waveguide
etched onto the chip. To emulate environment-induced measurements of the
field amplitude within the waveguide, a second waveguide should be placed
into its evanescent field which constantly damps away any eletromagnetic
field amplitudes.

an optical single-mode fibre (c.f. Fig. 4.2) is shown in Fig. 4.3. If the cavities are

mounted on an atom chip, a similar connection between them could be created with

the help of a waveguide etched onto the chip. Such a connection too supports only a

single electromagnetic field mode. To detect its field amplitude, a second waveguide

connected to a detector should be placed into its evanescent field, thereby constantly

removing any field amplitude from the nanowire between the cavities.

4.3.2 Open system approach for two laser-driven fibre-coupled cav-

ities

In this section, we derive the master equation for the two fibre-coupled optical

cavities shown in Fig. 4.2. We proceed as in the single cavity section 4.2.2 and first

present the equations which describe the no-photon time evolution of the cavities.

To obtain the master equation, we average again over a subensemble with and a

subsensemble without photon emission. A discussion of the behaviour predicted by

this equation for certain interesting parameter regimes can be found later in Section

4.3.3.
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System Hamiltonian

The experimental setup considered in this section contains two optical cavities cou-

pled via an optical single-mode fibre or a waveguide (c.f. Figs. 4.2 and 4.3). The

total system Hamiltonian H in the Schrödinger picture is of exactly the same form

as the Hamiltonian in section 4.2.2. Again, Hcav and Hres denote the energy of

the system and its reservoirs, while Hdip models the cavity-environment couplings

and the effect of applied laser fields. In the following, we denote the annihilation

operators of the two cavities by c1 and c2, respectively, while

ωc,1 = ωc,2 = ωcav (4.19)

is the corresponding frequency which should be for both cavities the same. The

energy of the resonators is hence given by

Hcav =
∑
i=1,2

~ωcav c
†
ici . (4.20)

The reservoir of the system now consists of three components. Its Hamiltonian can

be written as

Hres =
∑
i=1,2

∑
k

~ωk a†k,iak,i +
∑
k

~ωk b†kbk , (4.21)

where ωk denotes the frequency of the free field radiation modes with wavenumber

k. The annihilation operators ak,i describe the free radiation field modes on the

unconnected side of each cavity with k being the respective wavenumber and i indi-

cating which cavity the field interacts with. The annihilation operators bk describe

the continuum of quantised light modes of the central waveguide on the connected

side of both cavities with vanishing electric field amplitudes at the fibre ends. For

each wave number k, these modes correspond to a single standing light wave with

contributions traveling in different directions through the fibre. As in the previous

section, we restrict ourselves to the polarisation of the applied laser field. Since there
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is no mode mixing, this is the only polarisation which needs to be considered which

is why the index λ has been omitted.

The only term still missing is the interaction Hamiltonian Hdip which describes

the coupling of the two cavities to any laser fields present and to their respective

reservoirs. We add two lasers in Fig. 4.2 that drive both of the cavities from the

outside. Assuming that both of these lasers are in resonance with the cavity fields

and applying the usual dipole and rotating wave approximation, Hdip can in analogy

to Eq. (4) in Ref. [57], be written as

Hdip =
∑
i=1,2

∑
k

~sk,i cia†k,i + ~gk,i cib†k

+
∑
i=1,2

1
2

~Ωi e−iωcavt ci + H.c. , (4.22)

where sk,i and gk,i are system-reservoir coupling constants and where Ωi is the laser

driving frequency (similar to the Rabi frequency for an atomic system) of the laser

driving cavity i.

In order to be able to calculate the photon and the no-photon time evolution

of the cavities over a time interval ∆t with the help of second order perturbation

theory, we proceed as in Section 4.2.2 and transform the Hamiltonian H of the

system into the interaction picture relative to H0 in Eq. (4.4). This finally yields

HI =
∑
i=1,2

∑
k

~sk,i ei(ωk−ωcav)t cia
†
k,i

+~gk,i ei(ωk−ωcav)tcib
†
k +

1
2

~Ωi ci + H.c. (4.23)

which describes the interaction of the cavities with their reservoirs and the two

lasers.

No-photon time evolution

As in the single-cavity case, we assume that the unconnected mirrors of the res-

onators leak photons into free radiation fields, where they are continuously mon-
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itored by the environment or actual detectors (cf. Fig. 4.2). In addition, there is

now a continuous monitoring of the photons which can leak into the single-mode

fibre (or waveguide) connecting both cavities. Again, it is not crucial whether an

external observer actually detects these photons or not, as long as the effect on the

system is the same as if the photon has actually been measured. Important is only

that photons within the three reservoirs, the surrounding free radiation fields and

the single-mode fibre, are constantly removed from the system and cannot re-enter

the cavities.

In principle, there are now three different response times ∆t of the environment,

i.e. one for each reservoir. For simplicity and since it does not affect the resulting

master equation we consider only one of them. Denoting this response time of the

environment again by ∆t, we assume in the following that

1
ωcav

� ∆t and ∆t� 1
κm

,
1
κ1
,

1
κ2
, (4.24)

where κm is a characteristic spontaneous decay rate for the leakage of photons from

the cavities into the optical fibre (or waveguide), while κi denotes the decay rate of

cavity i with respect to its outcoupling mirror. This condition allows us to proceed

as in section 4.2.2 and to calculate the time evolution of the system within a time

interval ∆t using second order perturbation theory. The first condition in Eq. (4.24)

assures that there is sufficient time between measurements for photon population

to build up within the reservoirs (otherwise, there would not be any spontaneous

emissions). This is also consistent with the fast decay of any system-environment

correlations which provide a lower bound for ∆t. The second condition in Eq. (4.24)

is necessary to avoid the return of photons from the reservoirs into the cavities.

Proceeding as in the previous section and using again Eq. (2.33), we find that

the conditional Hamiltonian describing the time evolution of the two cavities under
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the condition of no photon emission in ∆t into any of the three reservoirs equals

Ucond(∆t, 0) =

I− i
2

∑
i=1,2

(
Ωi ci + Ω∗i c

†
i

)
∆t

−
∫ ∆t

0
dt
∫ t

0
dt′
∑
i=1,2

∑
k

ei(ωk−ωcav)(t′−t)|sk,i|2 c†ici

−
∫ ∆t

0
dt
∫ t

0
dt′
∑
k

ei(ωk−ωcav)(t′−t)(g∗k,1 c
†
1 + g∗k,2 c

†
2)

×(gk,1 c1 + gk,2 c2) . (4.25)

The first three terms of this evaluate to

I− i
2

∑
i=1,2

(
Ωi ci + Ω∗i c

†
i

)
∆t

−1
2
κ1∆t c†1c1 − 1

2
κ2∆t c†2c2 . (4.26)

Using exactly the same approximations as described in detail in chapter 2 and the

notation

ξi ≡
∑
k

gk,i (4.27)

with ξ defined as in Eq. (4.2), the final term in Eq. (4.25) can be written as

− 1
2ξ2

κm∆t (ξ∗1 c
†
1 + ξ∗2 c

†
2) (ξ1 c1 + ξ2 c2) . (4.28)

Here κ1, κ2, and κm are the spontaneous decay rates already mentioned in Eq. (4.24).

The corresponding conditional Hamiltonian equals

Hcond =
∑
i=1,2

1
2

~Ωi ci + H.c.− i
2

~κi c†ici

− i
2ξ2

~κm (ξ∗1 c
†
1 + ξ∗1 c

†
2)(ξ1 c1 + ξ2 c2) (4.29)
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and describes the no-photon time evolution of cavity 1 and cavity 2.

Effect of photon emission

Proceeding as in Section 2.4.4, assuming that the respective reservoir is initially in

its vacuum state, using first order perturbation theory, and calculating the state of

the system under the condition of a photon detection, we find that photon emission

into the individual reservoir of cavity i is described by

Ri =
√
κi ci . (4.30)

The leakage of a photon through the waveguide reservoir changes the system accord-

ing to

Rm =
1
ξ

√
κm (ξ1 c1 + ξ2 c2) . (4.31)

The normalisation of these operators has again been chosen such that the probability

for an emission in ∆t into one of the reservoirs equals ‖Rx |ϕ(0) 〉‖2 ∆t with x =

1, 2,m and with |ϕ(0)〉 being the initial state of the two cavities.

Master equation

Averaging again over the possibilities of both no-photon evolution and photon emis-

sion events, we arrive at the master equation

ρ̇ = − i
~

[Hcond, ρ ] +R1 ρR
†
1 +R2 ρR

†
2

+Rm ρR
†
m (4.32)

which is analogous to Eq. (3.27) and where ρ is the density matrix of the two cavity

fields.

This master equation fulfils the condition of having potentially different decay

rates for different common modes. The elimination of one of the common modes

75



from the system dynamics using this decay rate difference was simply assumed for

the previous system. In this case, as we take the scheme more seriously as an

experimental possibility, the details of using dissipation as a control mechanism are

shown in more detail.

4.3.3 Single-mode behaviour of two fibre-coupled cavities

In this section, we discuss how to decouple one of the common cavity field modes

in Eq. (4.1) from the system dynamics of the fibre-coupled cavities. The physics

behind this kind of control strategy was the focus of chapter 3. Here we apply

the theory developed in that chapter to our reservoir engineering scheme. After

introducing a certain convenient common mode representation, we see that there are

two interesting parameter regimes: The first one is defined by a careful alignment

of the laser driving frequencies Ω1 and Ω2, whilst the second one is defined by

the condition that κm is much larger than all other spontaneous decay rates and

laser driving frequencies in the system, as assumed in Eq. (4.18). In this second

parameter regime, one of the common modes can be adiabatically eliminated from

the system dynamics, analogously to the control strategy of chapter 3. Consequently,

this case does not require any alignment and is much more robust against parameter

fluctuations. As we shall see below, the resulting master equation and its stationary

state photon emission rate are formally the same as those obtained in Section 4.2.2

for the single-cavity case.

Common mode representation

Looking at the conditional Hamiltonian in Eq. (4.29), it is easy to see that κm is

the spontaneous decay of a certain single non-local cavity field mode. Adopting the

notation introduced in Section 4.1, we see that this mode is indeed the cb mode

defined in Eq. (4.1). As already mentioned in the introduction of this chapter,

the cb mode is the only common cavity field which interacts with the optical fibre

connecting both cavities. The fibre provides an additional reservoir into which the
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photons in this mode can decay with κm being the corresponding spontaneous decay

rate. Photons in the ca mode do not see the fibre and decay only via κ1 and κ2.

It is hence natural to replace the annihilation operators c1 and c2 by the common

mode operators ca and cb. Doing so, Eq. (4.29) becomes

Hcond =
1
2

~(Ωa ca + Ωb cb) + H.c.− i
2

~κm c
†
bcb

− i
2ξ2

~
[ (
κ1|ξ2|2 + κ2|ξ1|2

)
c†aca

+
(
κ1|ξ1|2 + κ2|ξ2|2

)
c†bcb

+ (κ1 − κ2)
(
ξ1ξ2 c

†
bca + ξ∗1ξ

∗
2 c
†
acb

) ]
(4.33)

with the effective laser driving frequencies

Ωa ≡ 1
ξ

(Ω1ξ2 − Ω2ξ1) ,

Ωb ≡ 1
ξ

(Ω1ξ
∗
1 + Ω2ξ

∗
2) . (4.34)

The last term in Eq. (4.33) describes a mixing of the ca mode and the cb mode which

occurs when the decay rates κ1 and κ2 are not of the same size. Finally, we find

that the reset operators in Eqs. (4.30) and (4.31) become

R1 =
1
ξ

√
κ1 (ξ2 ca + ξ∗1 cb) ,

R2 = −1
ξ

√
κ2 (ξ1 ca − ξ∗2 cb) ,

Rm =
√
κm cb (4.35)

in the common mode representation.

Single-mode behaviour due to careful alignment

Let us first have a look at the case where the single-mode behaviour of the two

cavities in Fig. 4.2 is due to a careful alignment of the laser driving frequencies Ω1
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and Ω2 and both cavity decay rates being the same, i.e.

κ ≡ κ1 = κ2 (4.36)

which sets κ1− κ2 equal to zero. When two fibre-coupled cavities are driven by two

laser fields with a fixed phase relation, the result is always the driving of only one

common cavity field mode. If the cavities are therefore driven such that the driven

mode is identical to the ca mode, an initially empty cb mode remains empty. As one

can easily check using the definitions of the laser driving frequencies Ωa and Ωb in

Eq. (4.34), this applies when

Ω1

Ω2
= −ξ

∗
2

ξ∗1
, (4.37)

as it results in Ωa 6= 0 and Ωb = 0.

The question that now immediately arises is how to choose Ω1 and Ω2 in an

experimental situation where ξ1 and ξ2 are not known. We therefore remark here

that the sole driving of the ca mode can be distinguished easily from the sole driving

of the cb mode by actually measuring the photon emission from the waveguide. In

the first case, the corresponding stationary state photon emission rate assumes its

minimum, while it assumes its maximum in the latter. Variations of the laser driving

frequency Ω1 with respect to Ω2 in a regime where both of them are of comparable

size as κm can hence be used to determine ξ1/ξ2 experimentally.

Neglecting all terms which involve the annihilation operator cb, as there are no

cb modes to annihilate, results in the effective master equation

ρ̇ = − i
~

[Hcond, ρ ] + κ ca ρ c
†
a ,

Hcond =
1
2

~Ωa ca + H.c.− i
2

~κ c†aca . (4.38)

This master equation is equivalent to Eqs. (4.7), (4.8), and (4.9) in Section 4.2.2

which describes a single cavity. However, it is important to remember that the
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above equations are only valid when the alignment of the laser driving frequencies

and cavity decay rates is exactly as in Eqs. (4.37) and (4.36). Any fluctuation forces

us to reintroduce the cb mode into the description of the system dynamics.

Robust decoupling of one common mode

To overcome this problem, let us now have a closer look at the parameter regime

in Eq. (4.18), where the laser driving frequencies Ωa and Ωb, and the spontaneous

decay rates κ1 and κ2 are much smaller than κm. To do so, we write the state vector

of the system under the condition of no photon emission as

|ϕ0(t)〉 =
∞∑

i,j=0

ζi,j(t) |i, j〉 , (4.39)

where |i, j〉 denotes a state with i photons in the ca mode and j photons in the cb

mode and the ζi,j(t) are the corresponding coefficients of the state vector at time

t. Using Eqs. (4.38), (4.33), and (4.35) one can then show that the time evolution

coefficients ζi,0 and ζi,1 are given by

ζ̇i,0 = − i
2

[√
i+ 1Ωaζi+1,0 +

√
iΩ∗aζi−1,0 + Ωbζi,1

]
− 1

2ξ2
κ1

[
i|ξ2|2ζi,0 +

√
iξ∗1ξ

∗
2ζi−1,1

]
− 1

2ξ2
κ2

[
i|ξ1|2ζi,0 +

√
iξ∗1ξ

∗
2ζi−1,1

]
(4.40)

and

ζ̇i,1 = − i
2

[√
i+ 1Ωaζi+1,1 +

√
iΩ∗aζi−1,1 +

√
2Ωbζi,2

+Ω∗bζi,0
]
− 1

2ξ2
κ1

[ (|ξ1|2 + i|ξ2|2
)
ζi,1

+
√
i+ 1ξ1ξ2ζi+1,0 +

√
2iξ∗1ξ

∗
2ζi−1,2

]
− 1

2ξ2
κ2

[ (|ξ2|2 + i|ξ1|2
)
ζi,1 −

√
i+ 1ξ1ξ2ζi+1,0

−
√

2iξ∗1ξ
∗
2ζi−1,2

]
− 1

2
κmζi,1 . (4.41)
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In the parameter regime given by Eq. (4.18), states with photons in the cb mode

evolve on a much faster time scale than states with population only in the ca mode.

Consequently, the coefficients ζi,j with j > 1 can be eliminated adiabatically from

the system dynamics. Doing so and setting the right hand side of Eq. (4.41) equal

to zero, we find that

ζi,1 = − 1
κm

[
iΩ∗bζi,0 −

√
i+ 1

ξ1ξ2

ξ2
∆κζi+1,0

]
(4.42)

with ∆κ defined as

∆κ ≡ κ1 − κ2 . (4.43)

Substituting Eq. (4.42) into Eq. (4.40), we find that the effective conditional Hamil-

tonian of the two cavities is now given by

Hcond =
1
2

~Ωeff ca + H.c.− i
2

~κeff c
†
aca . (4.44)

Up to first order in 1/κm, the effective laser driving frequency Ωeff and the effective

decay rate κeff of the ca mode are given by

Ωeff ≡ Ωa +
ξ1ξ2∆κ
ξ2κm

Ωb ,

κeff ≡ 1
ξ2

[
κ1|ξ2|2 + κ2|ξ1|2 − |ξ1ξ2|2∆κ2

ξ2κm

]
. (4.45)

The decay rate κeff lies always between κ1 and κ2. If both cavities couple in the

same way to their individual reservoirs, i.e. when ξ1 = ξ2 and κ1 = κ2, then we have

Ωeff = Ωa and κeff = κ1.

Eq. (4.42) shows that any population in the ca mode always immediately causes

a small amount of population in the cb mode. Taking this into account, the reset
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operators in Eq. (4.35) become

R1 =
√
κ1
ξ2

ξ

[
1− |ξ1|2∆κ

ξ2κm

]
ca ,

R2 = −√κ2
ξ1

ξ

[
1 +
|ξ2|2∆κ
ξ2κm

]
ca ,

Rm = −√κm ξ1ξ2∆κ
ξ2κm

ca . (4.46)

Substituting these and Eq. (4.44) into the master equation (3.27) we find that it

indeed simplifies to the master equation of a single cavity. Analogous to Eq. (4.9)

we now have

ρ̇ = − i
~

[Hcond, ρ ] + κeff ca ρ c
†
a , (4.47)

while Eqs. (4.44) and (4.46) are analogous to Eqs. (4.7) and (4.8). The only difference

to Section 4.2.2 is that the single mode c is now replaced by the non-local common

cavity field mode ca, while Ω and κ are replaced by Ωeff and κeff in Eq. (4.45). The

cb mode no longer participates in the system dynamics and remains to a very good

approximation in its vacuum state.

Finally, let us remark that one way of testing the single-mode behaviour of the

two fibre-coupled cavities is to measure their stationary state photon emission rate

I. Since their master equation is effectively the same as in the single-cavity case,

this rate is under ideal decoupling conditions, i.e. in analogy to Eq. (4.12), given by

I = |Ωeff |2/κeff . (4.48)

If the decay rates κ1 and κ2 and the laser driving frequencies Ω1 and Ω2 are known,

then the only unknown parameters in the master equation are the relative phase

between ξ1 and ξ2, the ratio |ξ1/ξ2|, and the spontaneous decay rate κm. These can,

in principle be determined experimentally, by measuring I for different values of Ω1

and Ω2
1.

1The dependence of I on the modulus squared of Ωeff means that it is not possible to measure
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Effectiveness of the cb mode decoupling

To conclude this section, we now have a closer look at how small κm can be with re-

spect to the κi and Ωi whilst still decoupling the cb mode from the system dynamics.

To have a criterion for how well the above described decoupling mechanism works

we calculate in the following, the relative amount of population in the cb mode when

the laser-driven cavities have reached their stationary state with ρ̇ = 0. This means,

we now consider the mean photon numbers of the two common cavity modes

na ≡ 〈c†aca〉 and nb ≡ 〈c†bcb〉 (4.49)

and use the master equation to obtain rate equations which predict their time evo-

lution. In order to obtain a closed set of differential equations, we need to consider

the expectation values

ka ≡ i
|Ωa| 〈Ωaca − Ω∗ac

†
a〉 ,

kb ≡ i
|Ωb| 〈Ωbcb − Ω∗bc

†
b〉 ,

m ≡ 1
ξ2
〈ξ1ξ2c

†
bca + ξ∗1ξ

∗
2c
†
acb〉 ,

la ≡ i
|Ωb|ξ2

〈ξ1ξ2Ωbca − ξ∗1ξ∗2Ω∗bc
†
a〉 ,

lb ≡ i
|Ωa|ξ2

〈ξ1ξ2Ωacb − ξ∗1ξ∗2Ω∗ac
†
b〉 (4.50)

in addition to na and nb. Physically, ka, kb, la and lb describe field quadratures of

the common cavity modes whilst m describes transitions between them. Using these

the absolute values of ξ1 and ξ2 but this is exactly as one would expect it to be. Also in the single
optical cavity, the overall phase factor of its field mode is not known a priori and has in general no
physical consequences.
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expectation values and Eqs. (4.32), (4.33), and (4.35), we find that

ṅa =
|Ωa|

2
ka − 1

2
∆κm− κana ,

ṅb =
|Ωb|

2
kb − 1

2
∆κm− (κb + κm)nb ,

k̇a = |Ωa| − 1
2

∆κ lb − 1
2
κaka ,

k̇b = |Ωb| − 1
2

∆κ la − 1
2

(κb + κm)kb ,

ṁ =
|Ωb|

2
la +

|Ωa|
2
lb − |ξ1ξ2|2

ξ4
∆κ [na + nb]

−1
2

(κ1 + κ2 + κm)m,

l̇a =
1

2ξ2|Ωa| [ξ1ξ2ΩbΩ∗a + ξ∗1ξ
∗
2Ω∗bΩa]− |ξ1ξ2|2

2ξ4
∆κ kb

−1
2
κala ,

l̇b =
1

2ξ2|Ωb| [ξ1ξ2ΩbΩ∗a + ξ∗1ξ
∗
2Ω∗bΩa]− |ξ1ξ2|2

2ξ4
∆κ ka

−1
2
κblb , (4.51)

where

κa ≡ 1
ξ2

(κ1|ξ2|2 + κ2|ξ1|2) ,

κb ≡ 1
ξ2

(κ1|ξ1|2 + κ2|ξ2|2) (4.52)

are the spontaneous decay rates of the ca and the cb mode, respectively.

The stationary state of the system can be found by setting the right hand sides

of the above rate equations equal to zero. However, the analytic solution of these

equations is complicated and not very instructive. We therefore restrict ourselves in

the following to the case, where both cavities are driven by laser fields with identi-

cal laser driving frequencies and where both couple identically to the environment,

i.e. where

Ω = Ω1 = Ω2 and ξ = |ξ1| = |ξ2| . (4.53)
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Figure 4.4: Stationary state value of nb/na as a function of κm for ξ1 = ξ2

and Ω1 = Ω2 = κ1 = κ2 for three different values of Φ obtained from
Eq. (4.57).

The remaining free parameters are a phase factor Φ between ξ1 and ξ2 defined by

the equation

ξ2 = eiΦ ξ1 (4.54)

and the cavity decay rates κ1, κ2, and κm. The reason that we restrict ourselves

here to the case where the relative phase between the laser driving frequencies Ω1

and Ω2 equals zero, is that varying this phase has the same effect as varying the

phase Φ.

Identical decay rates κ1 and κ2

To illustrate how these free parameters affect the robustness of the cb mode decou-

pling, we now analyse some specific choices of parameters. The first and simplest

choice of parameters is to set the decay rates for both cavities the same. As in
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Eq. (4.36) we define

κ ≡ κ1 = κ2 (4.55)

which implies ∆κ = 0 and κa = κb = κ. Moreover, the rate equations in Eq. (4.51)

simplify to the four coupled equations

ṅa =
|Ω|√

2
(1− cos Φ)

1
2ka − κna ,

ṅb =
|Ω|√

2
(1 + cos Φ)

1
2kb − (κ+ κm)nb ,

k̇a =
√

2|Ω|(1− cos Φ)
1
2 − 1

2
κka ,

k̇b =
√

2|Ω|(1 + cos Φ)
1
2 − 1

2
(κ+ κm)kb . (4.56)

The stationary state of these equations can be calculated by setting these derivatives

equal to zero. Doing so, we find that the mean number of photons in the ca and in

the cb mode approach the values

na = (1− cos Φ)
Ω2

κ2
,

nb = (1 + cos Φ)
Ω2

(κ+ κm)2
(4.57)

after a certain transition time. A measure for the effectiveness of the decoupling of

the cb mode is given by the final ratio nb/na which is given by

nb
na

=
1 + cos Φ
1− cos Φ

· κ2

(κ+ κm)2
. (4.58)

In general, this ratio tends to zero when κm becomes much larger than κ. There is

only one exceptional case, namely the case where cos Φ = 1. This case corresponds

to sole driving of the cb mode, where the stationary state of the ca mode corresponds

to na = 0.

This behaviour is confirmed by Fig. 4.4 which shows the steady state value of

nb/na in Eq. (4.57) as a function of κm for three different values of Φ. In all three
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Figure 4.5: Stationary state value of nb/na as a function of κm for ξ1 = ξ2,
Ω1 = Ω2 = κ1, and κ2 = 0.5κ1. As in Fig. 4.4, we observe a very rapid
drop of the relative population in the cb mode as κm increases.

cases, the mean photon number in the cb mode decreases rapidly as κm increases.

This is an indication of the robustness of decoupling of the cb mode. It shows that

this decoupling does not require phase-locking of the driving lasers. However, as

already mentioned above, one should avoid sole driving of the cb mode. Indeed we

find relatively large values for nb/na when the angle Φ is relatively small. The case

Φ = π/2 corresponds to equal driving of both common modes. In this case we have

nb/na < 0.01 when κm is at least eight times larger than κ which is a relatively

modest decoupling condition. Close to the perfect alignment case (with Φ = π)

which we discussed in detail in the previous subsection, nb/na is even smaller than in

the other two cases. For Φ = 0.9π and κm > 8κ, we now already get nb/na � 0.001.

Different decay rates κ1 and κ2

In the above case with ∆κ = 0, there is no transfer of photons between the two

modes. To show that this is not an explicit requirement for the decoupling of the

cb mode, we now have a closer look at the case where ∆κ 6= 0 and where mixing
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Figure 4.6: Stationary state value of nb/na as a function of κm for ξ1 = ξ2,
Ω1 = Ω2 = κ1, and κ2 = 1.5κ1. As in Figs. 4.4 and 4.5, nb/na decreases
rapidly as κm increases. The main difference to Fig. 4.5 is that we now have
∆κ < 0 instead of having ∆κ > 0.

between both common cavity modes occurs. Let us first have a look at the case

where Φ = 0 and where only the cb mode is driven. In this case, we expect ∆κ to

result in an enhancement of the single mode behaviour compared to the ∆κ = 0

case. The reason is that the effective laser driving frequency Ωeff in Eq. (4.45) is

now always larger than zero such that na no longer tends to zero when Φ → 0.

Different from this, we expect the stationary state value of nb/na to increase when

Φ = π. The reason for this is that this case now no longer corresponds to perfect

alignment which required ∆κ = 0 (c.f. Eq. (4.36)). This behaviour of the two

fibre-coupled cavities is confirmed by Figs. 4.5 and 4.6 which have been obtained

by setting the time derivatives of the original rate equations (4.51) equal to zero.

For the parameters considered here, the introduction of ∆κ has no effect on the

effectiveness of the decoupling of the cb mode when Φ = π/2 and both modes are

equally driven by laser fields.

Before we move on to discuss the second method of reservoir engineering, we will

consider the importance of having the cavity frequencies in resonance with each other

87



and the connecting fibre. This issue is also related to the interferometric stability

of the setup. An instability would have the effect of lengthening or shortening the

fibre and changing the frequency of the field it supports. We note that the common

cavity modes that is eliminated is defined in Eq. 4.1 with reference only to ξ1 and ξ2,

which represent the coupling between the cavities and the fibre. An interferometric

instability could have the effect of changing the frequency matching between the

cavities and the fibre. In the case where both cavities are identical, this would not

change the relative amplitude of ξ1 and ξ2 as long as the frequency shift is not so

great that a higher harmonic of the fibre field comes close to resonance. In this case

there would be a π phase flip between ξ1 and ξ2.

If the cavities have different frequencies, then a shifting of the fibre frequency

could bring one of the cavities closer to resonance while the other drifts out. In this

case the relative amplitude of ξ1 and ξ2 would change with the instability causing a

different common cavity mode to be eliminated. If the instability only changes the

the fibre frequency on a slow time scale this would still not be a major problem as

the elimination of one common cavity mode would still persist.

4.4 Reservoir Engineering with Interference

The second method we propose as an alternative implementation, is explicitly based

on interference of photons emitted by the two cavities in a setup as shown in Fig. 4.7.

In this setup, two cavities couple individually to an optical single-mode fibre.

These fibres guide the photons from each cavity onto a single photon detector which

cannot resolve the origin of the incoming photons. If the light coupling out of the two

fibre tips onto the detector surface is perfectly overlapping and of a narrow enough

focus, then only photons emitted by one precisely defined common cavity mode

reaches each detector. By splitting the fibre modes with a polarising beam splitter

and placing a phase plate into one of the outcoupling paths, it is possible to align the

setup such that orthogonal common modes couple to the two detectors separately.

In this section, we carefully analyse the physical requirements for implementing this
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Figure 4.7: Experimental setup with two cavities emitting photons into fi-
bres. By using polarising beam splitters and phase plates, the emissions are
separated such that photons from orthogonal common modes reach differ-
ent detectors. Interference on the detectors means the detectors can only
measure photons from one common mode.

scheme and show that it would require subwavelength fibre tips at the detectors.

These are relatively hard to realise experimentally although it is feasible with current

technology [130].

The main aspect of interest in this setup is thus the interference on the detector

surface and it is to this that we will pay special attention. For this purpose, we

first consider a simplified setup with just a single detector and no polarising beam

splitters, shown in Fig. 4.8.

The first condition we have to stipulate is that the light coming out of the two

fibre tips overlaps exactly on the surface of the detector. This requires choosing the

angle 2ξ between the fibres as a function of the fibre radius R, the opening angle β,

the distance D between the fibres and their distance L from the screen (cf. Fig. 4.9).

Overlapping light cones mean that every photon arriving on the screen contains a

contribution from both fibres and there is in general no information about its origin.

This results in an interference pattern. Suppose the light in the two fibres is exactly

in phase and of exactly the same wavelength - in this case, we expect maximum
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Figure 4.8: Experimental setup showing two single mode fibres coupling to
two cavities at one end with the out-coupling light fields at the other ends
overlapping on a detector surface.

intensity in the middle of the screen due to the symmetry of the above described

setup. Other points on the screen are in general of lower intensity.

Let us describe the light mode with wave number k in fibre i by the photon

annihilation operator ak,i (for simplicity we assume one fixed polarisation). Then

the above interference effect can be described by saying that each point on the screen

measures photons in a certain common mode. The annihilation operators of these

modes are given by

bk(ϕ) =
(
ak,1 + eiϕ ak,2

)
/
√

2 , (4.59)

where ϕ depends on the location of the respective point on the screen. For example,

the centre of the screen only measures the common photon mode defined by (ak,1 +

ak,2)/
√

2. This is due to the fact that every photon contribution from one fibre has

an equal photon contribution with the same path length from the other fibre. As

already mentioned above, this leads to an interference maximum, if the light in both

fibres is in phase and of the same wavelength. If the light in the k mode of both

fibres has a π phase difference, then there is no population in the (ak,1 + ak,2)/
√

2

and the centre of the screen becomes an interference minimum with respect to k.

In the following, we want to take advantage of this interference effect by arranging

the photon detection such that a large majority of the points on the screen detects
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Figure 4.9: Experimental setup showing the two fibre tips and the outcoming light
cones which should overlap on a close by screen. Here ξ is the angle between the
two fibre tips with respect to the normal of the screen at a distance D from each
other and L from the screen.

common photon modes of the form

bk,1 = (ak,1 + ak,2) /
√

2 , (4.60)

while the orthogonal modes which are given by

bk,2 = (ak,1 − ak,2) /
√

2 (4.61)

remain undetected. This requires that the maximum path differences remain small

compared to the wavelength λ of the light traveling inside the fibre. In the following,

we therefore use geometric optics based on the assumption that the light traveling in

both fibres is exactly in phase and of the same frequency and estimate the maximum

path difference of the two wave fronts on the screen. To maximise constructive

interference of the ak,1 and the ak,2 mode, we arrange the fibres such that there is

no gap between the fibre tips.

First, we consider standard single mode fibres which can be described by a Gaus-

91



sian beam analysis. This is only possible, if the diameter of the fibres, 2R, is com-

parable or larger than λ. As we shall see below, in this case there are always areas

of constructive interference as well as areas of destructive interference. This is a

consequence of energy conservation. It guarantees that all the light in the bk,1 mode

and all the light in the bk,2 mode is detected on the screen. Afterwards, we apply

the same classical wave analysis to optical fibres with sub-wavelength diameter fibre

tips with R � λ. It is shown that it is possible to arrange the fibres such that the

screen detects only the bk,1 mode. The light in the bk,2 mode interferes destructively

at the detector surface. This means, the light in this mode does not arrive at the

detector but is reflected back to be reabsorbed by the cavities or absorbed by the

fibre glass.

4.4.1 Estimation of maximum path differences by geometric optics

In the following, we use geometric optics to obtain an estimation of the maximum

path difference of the light arriving on the detector surface. As already pointed out

above, the light arriving in the middle of the screen can come from every possible

point on the surface of the fibre tips, as illustrated in Fig. 4.10. If we assume that the

wave fronts of the light arriving at the two fibre tips are exactly in phase, then each

possible path from one fibre has an equal length path from the other fibre. Hence

all incoming light interferes constructively. However, here we are only interested in

single mode fibres, where the only supported mode has a Gaussian profile. Most

importantly, the light cone created at the tip of each fibre has an opening angle of

a finite size. We denote this angle in the following by β, as shown in Fig. 4.10(c).

Consequently, most points outside the centre of the screen are reached only from

parts of the fibre surface as illustrated in Fig. 4.10(b). At these points, the light

from the two fibres no longer interferes constructively. The largest difference in path

length occurs at the edges of the light cone (cf. Fig. 4.10(c)). In this case, the only

light arriving on the screen comes from the edges of the fibres. In the following, we

estimate this maximum path difference by having a closer look at Figs. 4.9 and 4.10.

92



(a)

(b)

(c)

L

R

D

β

x1

x2

L

R

D

ξ

L

R

D

Figure 4.10: Ray diagram for the two fibre tips shown in Fig. 4.9. The
figure indicates the proportion of light and possible paths that can reach
three specific points on the detector screen.

Let us denote the path lengths which contribute to the interference at the edge

of the light cone by x1 and x2. Simple trigonometry lets us write x1 and x2 as

x1 =
L−R sin ξ
cos(β − ξ) and x2 =

L+R sin ξ
cos(β + ξ)

. (4.62)

Moreover, we notice that the distance between the centres of the optical fibres D is

equal to

D = 2R cos ξ , (4.63)
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since the fibre tips are in direct contact in order to minimise the path difference,

defined as

∆x = x2 − x1 . (4.64)

In order for the light from the two fibres to overlap fully, the following condition

must be fulfilled

D + x1 sin(β − ξ) = x2 sin(β + ξ) . (4.65)

We now use these equations to obtain an expression for ∆x as a function of R, β,

and ξ only. This is possible, since fixing these parameters determines the distance

L of the fibre tips from the screen.

To eliminate L, we substitute Eqs. 4.62 and 4.63 into Eq. 4.65 and obtain

L

R
=

1− sin2 β − sin2 ξ

sin ξ
− sinβ cosβ

cos ξ
. (4.66)

Combining this expression for L with x2 − x1 obtained from Eq. 4.62 results in

∆x = 2R [sinβ + tan ξ cosβ] (4.67)

which depends indeed only on R, β, and ξ. The ξ dependence clearly minimises ∆x

when ξ goes to zero. Practically, ξ cannot equal zero as in this case, the distance

to the detector must go to infinity however, ξ can go arbitrarily close to zero. This

simplifies Eq. 4.67 to a simple sin dependence on β. Remember that β is the angle

at which light emitted by the fibre tips diverges. We have not yet discussed what

determines the value of β and it is to this that we now turn our attention. For an

estimate of the value of beta, we must consider a more detailed description of the

form of the light beam emitted by the fibres.
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Figure 4.11: Plot of ∆x against the fibre tip diameter R for a Gaussian beam
emission with divergence angle β given by Eq. 4.68. All units are in λ.

4.4.2 Gaussian Beam Analysis for standard single mode fibres

A single mode fibre with a diameter larger than the wavelength of light travelling

through it supports a Gaussian mode profile. The light emitted by such a fibre has

the same gaussian profile. The divergence of such a beam is a well known result in

classical optics [131] and, in the L� λ limit, it is

β = λ/πR . (4.68)

Since single mode fibres have a radius which is comparable to the wavelength λ, there

is always a finite opening angle β. Assuming, that ξ is made as small as possible

and thus the greater contribution to ∆x in Eq 4.67 comes from the first term, we

can now plot the value of ∆x against a varying fibre tip diameter R with β given

by Eq 4.68.

From the plot of ∆x against R shown in Fig. 4.68 it is clear that the path

difference is always greater than λ/2 for a fibre tip of diameter comparable to λ.

This means it is not possible, in this type of system, with the assumptions we have

made, to produce an interference pattern where only the constructive interference

at the centre is seen.

The assumptions made in this analysis are that geometric optics is applicable to
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the single mode fibre tip emissions and no account has been taken of the Gaussian

intensity profile of the Gaussian beam emitted by the fibre tips. A more complete

description may be derived by treating the light emissions as two propagating Gaus-

sian beams and numerically calculating the interference pattern when these two light

fields overlap on a detector screen. A Gaussian beam is defined as a beam whose

transverse electric field and intensity is described by a Gaussian distribution.

The complex electric field amplitude of such a beam propagating along the z-axis

is given by

E(r, z) =
E0w0

w(z)
exp

(
− r2

w2(z)

)
× exp

[
−ikz − i

kr2

2R(z)
+ iζ(z)

]
, (4.69)

where r is the radial distance from the axis of the beam, z is the axial distance from

the beams narrowest point, k is the wave number and w0 is the waist size, and where

w(z) ≡ w0

√
1 +

( z
zR

)2

R(z) ≡ z
[
1 +

(zR
z

)2]
ζ(z) ≡ arctan

(
z

zR

)
(4.70)

with zR ≡ πw2
0/λ. Considering the setup show in Fig. 4.9, we are interested in

beams propagating at an angle ξ to the z-axis and meeting at centre of the screen.

By taking this rotation to be around the y-axis and displacing the origin of the beam

in the x-direction, we can achieve this by simply rotating the x and z co-ordinates

in the equations above such that

z → z cos ξ − (x+ x0) sin ξ and

x → (x+ x0) cos ξ + z sin ξ . (4.71)

where x0 is the new position for the origin. In order for the centre of the beams to
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Figure 4.12: Gaussian beam intensity on a screen from a beam incident at angle
ξ = π/270 with initial beam width w0 = 1 and wavelength λ = 1.

be at x = 0 on the screen, the z-position of the screen must be z = x0/ tan ξ.

The second beam is simply found by a rotation of −ξ and a displacement of −x0

at the origin. The result of adding the two electric fields and plotting the resulting

intensity is shown in Fig. 4.12. This figure very clearly shows the interference pattern

expected, although it is confined only to the area on the screen that the individual

Gaussian beams would be illuminating.

A more interesting and relevant scenario is the case where the Gaussian beams

are π out of phase at their origins. This leads to destructive interference at the

centre of the detector screen. Plotting this in the limit of a very small angle ξ, a

large distance L and a small separation D puts us in the regime we considered in

the previous section. If it were indeed possible to eliminate photon emissions by

interference of this kind, then there should not be much of the pattern visible in this

plot.

Fig. 4.13 clearly shows that a significant part of the interference pattern is still

visible. In fact, it is possible numerically to show that the total intensity of this

interference pattern is still exactly equal to the total intensity of the two separate

beams where they originate at the fibre tips. This total intensity does in fact decrease

as the fibres are moved very close together but this is due to the fact that the

evanescent fields of the Gaussian beams begin to overlap already before they leave
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Figure 4.13: Gaussian beam intensity on a screen from a beam incident at angle
ξ = π/270 with initial beam width w0 = 1 and wavelength λ = 1. The beams are π
out of phase leading to destructive interference at the origin.

the fibres.

4.4.3 Sub-wavelength fibre tips

Given that it is not possible to achieve the interference effect we seek with standard

single mode fibre tips, we now turn to sub-wavelength fibre tips. Work on sub-

wavelenth diameter fibres and tapered fibres has attracted recent interest as the

large amplitude evanescent fields may be used to trap or interact with atomic vapours

around the fibre [132]. In this field, the fibre is thinned for a short section but the

fibre ends remain their normal thickness so results from this field are not really

useful to us in our current analysis. Sub-wavelength fibre tips have been studied

extensively for use in scanning near-field optical microscopy [133, 134, 135, 136, 137].

The purpose of this field is to use light fields at the tips of probes for high resolution

microscopy. fibre tips that are tapered and coated in a layer of aluminium are used

to generate light fields around the fibre tip that are focused to a point on the scanned

surface which is much smaller that the wavelength of the light used. In this way, the

resolution achieved by this technique can far exceed what is possible with diffraction

limited far-field microscopy.

In order to optimise tapered fibre tips for microscopy, research has gone into
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analysing the form of fields inside tapered optical waveguides. Optimisation is fo-

cused on minimising the spot sized produced by the fibre tips whilst maximising

the amount of light that is transmitted through the fibre tip. Novotny and Hafner

calculated the mode structure in a metallic waveguide at optical frequencies [138].

They found that as the fibre is increasingly tapered, all modes but the HE11 are

progressively cut off. At a wavelength of 488nm an aluminium coated waveguide

supports the HE11 mode for a core diameter between ≈ 250 and 160nm. Up to this

point, the transmission rate is determined mainly by the proportion of light travel-

ling in this mode relative to modes that are cut off. The magnitude of this effect

is likely related to the angle of the taper and as yet poorly understood. Light that

is not transmitted up to this point is either reflected or absorbed by the aluminium

cladding.

Beyond the 160nm cutoff, the HE11 mode also runs into cutoff and light trans-

mission decays exponentially. The larger distance between the cutoff point and the

aperture, the less light is transmitted. Novotny et al [139] predict that a large taper

angle could be used to drastically improve the transmission of light through the

aperture which is otherwise extremely low. In Ref. [136] show that it is possible

to achieve a spot size as small as 20nm with an aperture radius R = 10nm and a

taper angle around 30 to 50 degrees. The transmission of light through the aperture

relative to the amount of light input to the fibre is around 10−4.

To put this into context, we should consider what spot size we would require

for the symmetric light emission (with a maximum of intensity at the centre of the

detector) to outweigh the antisymmetric light emission (with maxima out at a path

difference of λ/2) by a factor of 103. This can be calculated by taking the ratio of

total power of each of the signals as a function of the spot size radius r and solving

for r when this ratio is equal to 10−3, ie.

Is
Ia

=

∫ r
−r sin2 xdx∫ r
−r cos2 xdx

≡ 10−3

=
r − 1

2 sin(2r)
r + 1

2 sin(2r)
≡ 10−3 . (4.72)
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The solution to this is r ≈ 0.5. Hence a spot size of around λ/10 would give

this magnitude of amplitude difference. It should thus be possible to substantially

improve the transmission of light through the aperture of the fibre tip by sacrificing

a larger spot size than Novotny et al show to be possible.

The above analogy to experimental and theoretical results from the field of mi-

croscopy suggest it may be possible to implement an interference scheme from two

fibres where the emission of one common mode is blocked. What is not discussed in

microscopy is what happens to the light that does not emerge from the fibre tip. For

the functioning of our scheme, we would like it to be reflected and reabsorbed by the

cavities. The alternative is that this light is absorbed or otherwise scattered by the

fibres resulting in no difference in decay rates from the two common cavity modes.

Without this difference in decay rates, the effect of creating a single common cavity

mode is not possible.

4.4.4 Final Scheme

We assume for the remainder of this section that the interference does work as we

hope and thus each detector provides a decay channel for only one common cavity

mode of the form

c(ϕ) = (c1 + eiϕc2)/
√

2 , (4.73)

where ϕ is a set constant that defines which common mode is measured and depends

on the coupling constant between the cavity modes and the fibre modes and the path

differences between each cavity and the detector.

We now return to considering the full setup in Fig. 4.7. If we again denote

the cavity modes in cavity 1 and 2 by c1 and c2 and the fibre mode measured by

detectors a and b by bk,a and bk,b then the Hamiltonian describing coupling between

these modes can be written as

Hint =
∑
k

[
gk,a

(
eik·r+φ1c1 + c2

)
b†k,a + gk,b

(
eik·r+φ1c1 + eiφ2c2

)
b†k,b

]
+ H.c. ,(4.74)
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where φ1,2 represent the phase plates, r is the path length difference between the two

fibres to the detector and the couplings between the two cavities and fibres gk,(a,b)

are determined by the cavity fibre coupling and the alignment of the polarising beam

splitters. The polarising beam splitters could be arranged such that an equal amount

of light goes to each detector or such that more goes to one than the other. It is

assumed that the cavity-fibre coupling is the same for both cavities.

By tuning the phase plates such that

φ1 = k · r and φ2 = π , (4.75)

this interaction Hamiltonian can be simplified to

Hint =
∑
k

[
gk,acab

†
k,a + gk,bcbb

†
k,b

]
+ H.c. , (4.76)

where

ca = (c1 + c2) and cb = (c1 − c2) . (4.77)

Applying the quantum jump approach to this Hamiltonian results in a conditional

Hamiltonian

Hcond = − i
2

~κac†aca −
i
2

~κbc†bcb , (4.78)

and two reset operators

Ra =
√
κaca and Rb =

√
κbcb . (4.79)

These are precisely the Hamiltonian and reset operators that we were aiming for

from section 4.2.3. The absolute size of the decay rates κa and κb are determined

by the actual decay rates of the individual cavities. However, their relative size

can be altered by rotating the polarising beam splitters in Fig. 4.7 relative to the
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polarisation of the emitted light such that more light is reflected than transmitted

(or vice versa). Thus we have achieved our aim of engineering a bath that enables

two common cavity modes to have different decay channels and couple to them with

different decay rates.

The detailed analysis of how one of the common cavity modes decouples from

the system dynamics is the same as for the previous scheme analysed in section 4.3.

For the sake of brevity, we thus omit the rehashing of this analysis here.

4.5 Summary

In conclusion, this chapter detailed two possible schemes for reservoir engineering

that make two separate cavities behave effectively as one. The first scheme, depicted

in Fig. 4.2, couples two cavities with a single-mode fibre coated with two-level atoms

or a waveguide (c.f. Fig. 4.3). The second scheme, depicted in Fig. 4.7, explicitly

uses interference on the surface of a detector to achieve this reservoir engineering.

This scheme has very stringent experimental requirements regarding the fibre tips

being of sub-wavelength diameter and aluminium coated. Hence most of the analysis

of this chapter focused on the first scheme.

Since there are two cavities, the description of the fibre-coupled system in Fig. 4.2

requires two orthogonal cavity field modes. These could be the individual cavity

modes with the annihilation operators c1 and c2 or common modes with the an-

nihilation operators ca and cb in Eq. (4.1). Here we consider the case where the

connection between the cavities constitutes a reservoir for only one common cavity

field mode but not for both. If this mode is the cb mode, it can have a much larger

spontaneous decay rate than the ca mode which does not see this reservoir. A non-

local resonator is created, when operating the system in the parameter regime given

by Eq. (4.18), where the cb mode can be adiabatically eliminated from the system

dynamics, thereby leaving behind only the ca mode.

The purpose of the atoms which coat the fibre is similar to their purpose in

Ref. [129], namely to measure its evanescent electric field destructively, although
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here there is no need to distinguish between one and two photon states. These

measurements should occur on a time scale which is long compared to the time it

takes a photon to travel from one resonator to the other. One can easily check that

this condition combined with Eq. (4.18) poses the following upper bound on the

possible length R of the fibre:

R

c
� 1

κm
� 1

κ1
,

1
κ2
. (4.80)

Here κ1, κ2, and κm are the spontaneous cavity decay rates through the outcoupling

mirrors of cavity 1 and cavity 2 and through the fibre reservoir, respectively, while

c denotes the speed of light. This means, the possible length R of the fibre depends

on how good the cavities are. For good cavities, R could be of the order of several

meters. However, the upper bound for R depends also on the fibre diameter and the

quality of the mirrors. The reason is that the fibre should not support a too wide

range of optical frequencies, i.e. the fibre should support only one standing wave

with frequency ωcav and not two degenerate ones.

There are different ways of seeing how the coated fibre removes one common

cavity field mode from the system dynamics. One way is to compare the setup in

Fig. 4.2 with the two-atom double-slit experiment by Eichmann et al. [67] which has

been analysed in detail for example in Refs. [81, 66]. In this experiment, two atoms

are simultaneously (i.e. in phase) driven by a single laser field and emit photons into

different spatial directions. The emitted photons are collected on a photographic

plate which shows intensity maxima as well as completely dark spots. A dark spot

corresponds to a direction of light emission where the atomic excitation does not

couple to the free radiation field between the atoms and the screen due to destructive

interference. The setup in Fig. 4.2 creates an analog situation: The photons inside

the two resonators are the sources for the emitted light, thereby replacing the atomic

excitation. Moreover, the light inside the fibre is equivalent to a single-mode (i.e. one

wave vector k) of the free radiation field in the double slit experiment. There is hence

one common resonator mode – the cb mode – which does not couple to the fibre.
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This chapter describes the setups in Figs. 4.2 and 4.3 in a more formal way.

Starting from the Hamiltonian as in Ref. [110] for the cavity-fibre coupling but

considering the radiation field inside the fibre as a reservoir we derive the master

equations for the time evolution of the photons in the optical cavities. After the

adiabatic elimination of one common cavity mode, namely the cb mode, due to

overdamping of its population, we arrive at a master equation which is equivalent

to the master equation of a single laser-driven optical cavity.

A concrete measure for the quality of the decoupling of the cb mode is the

stationary state value of nb/na, where na and nb are the mean numbers of photons

in the ca and the cb mode, respectively, when both cavities are driven by a resonant

external laser field. Our calculations show that this ratio can be reduced significantly

by a careful alignment of the driving lasers. However, even when both cavity modes

couple equally to two external laser fields, nb/na can be as small as 0.01 even when κm

is only one order of magnitude larger than κ1, κ2, and the laser driving frequencies

of the driving lasers. This parameter regime consequently does not require any

alignment and is very robust against parameter fluctuations.

Possible applications of this setup become apparent when one places for example

atomic qubits, single quantum dots, or NV color centers into each cavity. These

would feel only a common cavity field mode and interact as if they were sitting in

the same resonator. Such a scenario has applications in quantum information pro-

cessing, since it allows to apply quantum computing schemes like the ones proposed

in Refs. [51, 115] which would otherwise require the shuttling of qubits in and out of

an optical resonator to spatially separated qubits. This application using quantum

dots is the focus of the next chapter of this thesis.
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Chapter 5

Entanglement using Reservoir

Engineering

This chapter is ostensibly about an entanglement scheme for two qubits located in

separate cavities that are coupled by a single mode optical fibre. In fact, the purpose

of this chapter is to act as an example of how the fibre coupling reservoir engineering

scheme proposed in the previous chapter may be applied to a quantum information

processing task. This may bring us closer to using the reservoir engineering pro-

posed in this thesis towards implementing a scalable measurement based quantum

computing architecture for qubits in optical cavities.

The strength of measurement-based quantum computing is that its performance

is independent of the experimental parameters. Whenever a certain measurement

outcome is obtained, the system is projected onto a well-defined state with a very

high fidelity. This is useful when the final state is highly entangled or differs from the

initial one only by a desired quantum gate operation. One example of measurement-

based quantum computing is linear optics schemes based on the detection of single

photons [9]. Further examples are the processing of atomic qubits via the detection

of single or no photons [116, 100, 11, 12] and the manipulation of the electron-spin

states of quantum dots via charge detection [140]. However, the scalability of these

approaches depends strongly on the respective measurement efficiency.
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Figure 5.1: Experimental setup to entangle two distant quantum dots via
the observation of macroscopic quantum jumps.

The entangling scheme by Metz et al. [51] alleviates the detection problem via

the observation of macroscopic quantum jumps [62]. This means, the interactions

in the system are engineered such that it emits a random telegraph signal of long

periods of intense fluorescence (light periods) interrupted by long periods of no

photon emission (dark periods). The successful state preparation is heralded by

a macroscopic dark period. Ref. [51] describes a scheme that prepares two laser

driven atoms inside an optical cavity in a maximally entangled state. The same

authors have shown that electron shelving techniques allow even for the build up of

large cluster states [115]. However, this requires the shuttling of atomic qubits in

and out of an optical cavity, which is time consuming and susceptible to additional

decoherence in the form of heating.

In this chapter, by applying the reservoir engineering from the previous chap-

ter, we propose a scheme for distributed entanglement preparation with inherent

scalability. We require neither the transport of qubits from one interaction zone to

another nor the detection of single photons. This is achieved with the direct fibre

coupling scheme from the previous chapter. Qubits placed in the cavities of this

scheme experience only one common resonator mode, sometimes also called a bus

mode [141]. They thus behave effectively as though they were placed in the same
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Figure 5.2: Possible implementation of the measurement box in Fig. 5.1
using the direct fibre-coupling scheme in chapter 4.

cavity.

Consequently, it is now possible to generalise ideas for the generation of scal-

able entanglement in atom-cavity systems to solid state systems. As in previous

quantum dot schemes (see e.g. Refs. [121, 122, 142, 143]), we encode information in

electron-spin states. Each dot is driven by a laser field and placed inside an opti-

cal cavity. This is feasible with current technology [144, 145, 146, 147, 148]. The

light coming from the outside mirrors of the cavities is continuously measured by

detectors. (c.f. Figs. 5.1 and 5.2).

The detected fluorescence signal exhibits macroscopic quantum jumps such that

a dark period indicates the shelving of the qubits in a maximally entangled state.

Transitions from one fluorescence period into another are now caused by spin-bath

couplings, parameter fluctuations, or the spontaneous emission of photons into free

space. These jumps play a vital role in the proposed state preparation scheme and

make it relatively robust against experimental imperfections. We require only that

the cavities experience the same system-bath interaction. The quantum dots do not

have to be identical.

5.1 Theoretical Model

As was already mentioned above, the experimental setup for the entanglement

scheme is as shown in Fig. 5.1, with two quantum dots placed into the cavities

of the single fibre-coupled reservoir engineering scheme described in the previous

chapter. Thus, as well as the cavity mode terms and their interaction with the en-

vironment, the full system Hamiltonian must now also contain terms that describe

the quantum dots and their interaction with the cavity modes and the environment.
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Figure 5.3: Level configuration and effective level scheme of a single quan-
tum dot.

Essentially, we are simply replacing the cavities from the previous chapter, with

a composite quantum dot-cavity system [144, 145, 146, 147, 148]. The internal

level configuration of each quantum dot is shown in Fig. 5.3 and should be as in a

recent experiment by Atatüre et al. [149] on spin-state preparation with near-unity

fidelity. In the ground states |0〉 = |↓〉 and |1〉 = |↑〉, the dot contains one spin

up or one spin down electron with angular momentum projection mz = −1/2 and

mz = +1/2. In the excited states |2〉 = |↓↑⇓〉 and |3〉 = |↓↑⇑〉, the dot contains two

electrons in a singlet state and a heavy hole with spin projections mz = −3/2 and

mz = +3/2. The 1–2 dipole transition of dot i is driven by a circularly polarised

laser with Rabi frequency Ω(i)
1 and detuning ∆(i)

2 . Additional laser fields drive the

quadrupole transitions 0–2 and 1–3 with Rabi frequency Ω(i)
0 and Ω(i) and detuning

∆(i)
2 and ∆(i)

3 . The 0–3 transition couples with detuning ∆(i)
3 and coupling constant

g(i) to the quantised mode of cavity i.

In analogy to both chapter 2 and 4, the Hamiltonian for this system in an
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appropriate interaction picture with the rotating wave approximation may be written

Hsys =
∑
i=1,2

[
~g(i) |0〉ii〈3| c†i +

∑
j=0,1

1
2

~Ω(i)
j |j〉ii〈2|

+
1
2

~Ω(i) |1〉ii〈3|+ H.c.+
∑
j=2,3

~∆(i)
j |j〉ii〈j|

+
1
2

~ζ(i) |0〉ii〈1|+ H.c.
]
. (5.1)

The last term takes uncontrolled spin-bath interactions into account which mix the

states |0〉 and |1〉 with coupling strength ζ(i) [150]. Without restrictions, we can

assume that Ω(i)
j , Ω(i) and g(i) are real by including their phases in |2〉, |3〉 and the

cavity photon states.

The reservoir coupling between the cavity modes and the reservoirs are as de-

scribed in detail in the previous chapter. The results from there are combined with

the system Hamiltonian in Eq. 5.1 to give a conditional Hamiltonian that describes

the evolution of this system under the condition of no photon emissions

Hcond = Hsys − i
2

~κi c†ici −
i

2ξ2
~κm (ξ∗1 c

†
1 + ξ∗1 c

†
2)(ξ1 c1 + ξ2 c2)

− i
2

~Γ(i)
j |j〉ii〈j| , (5.2)

where, as previously, κi=1,2 are the decay rates for photons leaking from the out-

side mirrors of cavities 1 and 2, κm is the decay rate for photons leaking into the

connecting fibre reservoir and Γ(i)
j are the decay rates of the states |2〉 and |3〉.

This conditional Hamiltonian, along with corresponding reset operators that

describe photon emission events is the basic theoretical model we require to describe

the entanglement scheme.

5.2 Effective system dynamics

The next step we take is to apply adiabatic elimination and the robust decoupling

approach to reservoir engineering described in section 4.3.3 to derive an effective
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dynamics for a qubit subspace of the quantum dot states coupled to a single common

cavity mode. We therefore consider a parameter regime in which the cavity a-mode

and the excited states |2〉 and |3〉 evolve on a much faster time scale than all other

states,

Ω(i)
j ,Ω

(i), g(i), κb � ∆(i)
2 , ∆(i)

3 , κa . (5.3)

This allows us to eliminated them adiabatically and the Hamiltonian (5.2) simplifies

to

Hcond = −
∑
i=1,2

[1
2

~
(
Ω(i)

eff − ζ(i)
) |0〉ii〈1|

+~g(i)
eff |0〉ii〈1| c†b + H.c.+ ~∆(i)

eff;cav |0〉ii〈0| c†bcb
+
∑
j=0,1

~∆(i)
eff;j |j〉ii〈j|

]
− i

2
~κb c†bcb , (5.4)

with

Ω(i)
eff ≡ Ω(i)

0 Ω(i)
1 /2∆(i)

2 ,

g
(i)
eff ≡ g(i)Ω(i)/2

√
2∆(i)

3 ,

∆(i)
eff;0 ≡ Ω(i)2

1 /4∆(i)
2 ,

∆(i)
eff;1 ≡ Ω(i)2

1 /4∆(i)
2 + Ω(i)2/4∆(i)

3 and

∆(i)
eff;cav ≡ g(i)2/2∆(i)

3 . (5.5)

The situation described by this Hamiltonian is analogous to the situation considered

in Ref. [51], where both qubits experience the same effective coupling constants, for

small ζ(i) and when

Ω(1)
0 Ω(1)

1

Ω(2)
0 Ω(2)

1

=
∆(1)

2

∆(2)
2

,
g(1)2

g(2)2
=

Ω(1)2

Ω(2)2
=

∆(1)
3

∆(2)
3

. (5.6)

In this case, the common cavity mode decay rate κb is now larger than any of the

other effective system parameters so this common cavity mode can also be adia-

batically eliminated. The Hamiltonian in Eq. (5.4) then becomes, up to an overall
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Figure 5.4: (a) Possible trajectory of the photon density I(t) at detector b
obtained from a quantum jump simulation with Ω(1)

eff = ∆(1)
eff;0 = 1

2∆(1)
eff;1 =

1
4κ

(1,1)
eff and with ζ(1) = −ζ(2) = 0.005κb. (b) Logarithmic plot of the corre-

sponding fidelity F of the maximally entangled state |a01〉.

energy shift,

Hcond = − ~
2
√

2

[
∆ζ
(|00〉〈a01| − |a01〉〈11|)

+
(
2Ω(1)

eff − ζ(1) − ζ(2)
)(|00〉〈s01|+ |s01〉〈11|)+ H.c.

]
+~
(
∆(1)

eff;0 −∆(1)
eff;1

)(|00〉〈00| − |11〉〈11|)
− i

2
~κ(1,1)

eff

(|s01〉〈s01|+ |11〉〈11|) (5.7)

with ∆ζ ≡ ζ(1) − ζ(2) and defining the antisymmetric and symmetric qubit states

|a01〉 ≡ (|01〉 − |10〉)/
√

2 and |s01〉 ≡ (|01〉+ |10〉)/
√

2 . (5.8)

5.3 Heralding entangled states

For ∆ζ = 0, there are no transitions between the symmetric and antisymmetric

subspace. Once in a symmetric state, the system emits photons via the cb common

cavity mode. However, when the qubits are in the only antisymmetric qubit state

|a01〉, no photons arrive at the detectors. The detector signal hence reveals informa-
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tion about the state of the quantum dots. The overall effect of this is the continuous

projection of the qubits either onto the symmetric subspace or onto |a01〉.

In the case of small deviations ∆ζ 6= 0, macroscopic quantum jumps occur from

one subspace into the other. The system exhibits long periods of intense photon

emissions (light periods) interrupted by long periods of no emission (dark periods)

[62], as shown in Fig. 5.4(a). The population in |a01〉 is very close to unity during

a dark period (c.f. Fig. 5.4(b)). A dark period hence prepares the qubits with a

very high fidelity in a maximally entangled state. Identifying a successful state

preparation is easy when the mean dark period length, Tdark, is long compared to

the mean time between photon emissions within a light period, Tem. Due to the

constant projection of the qubits, Tdark and Tlight scale as 1/∆ζ2 (c.f. Fig. 5.5) and

can be very long.

Transitions between light and dark periods are also caused by parameter fluc-

tuations violating condition (5.6) and the spontaneous emission of photons, which

are not emitted to the detectors. The effect of these errors on the fidelity of the

prepared state has already been studied in Ref. [50] for an analogous setup. The

analysis there suggests that spontaneous emission from excited states can be toler-
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ated, even if the system is operated in the vicinity of the bad-cavity limit. Moreover,

random variations of the coupling constants up to 30 % do not affect the fidelity of

the prepared state. They only reduce the occurrence of relatively long dark periods.

The use of quantum dots for qubits in this scheme opens up the possibility of

relatively long lived storage of the entangled state as a nuclear spin qubit. Whilst

the coherence time for the qubits used in this scheme is long enough for them to

be useful for quantum computing tasks, nuclear spins have been shown to have

coherence times up to seconds, long enough to act as a quantum memory [151, 40].

5.4 Summary

In summary, we have shown that it is possible to entangle distant quantum dots with

electron-spin qubits via the observation of a macroscopic fluorescence signal. This

is achieved by applying the robust reservoir engineering scheme using a single-mode

optical fibre directly coupling two cavities as described in chapter 4 of this thesis, to

an entanglement scheme for two atoms in a single cavity [51]. Separating the qubits

used for this entanglement scheme into two separate cavities also allows us to adapt

to using quantum dots as qubits rather than the atomic qubits that this scheme was

originally designed for.

The application of reservoir engineering to such an entanglement scheme is pre-

sented here as one example for possible quantum information processing architec-

tures based on reservoir engineering. The generalisation of this scheme to the build

up of large cluster states is, in principle, straightforward [115, 10, 11, 12]. This open

up new possibilities in implementing the type of measurement based quantum com-

puting schemes that where discussed in the introduction of this thesis using solid

state qubits.
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Chapter 6

Conclusion

In conclusion, this thesis proposes using reservoir engineering as the basis for scal-

able quantum information processing. This reservoir engineering is described by the

quantum jump approach which predicts the effect of reservoir couplings on system

dynamics. The specific coupling to the environment introduces a quantum control

technique that restricts the time evolution of the system to a subspace. The particu-

lar systems we consider for implementation are based on qubits (atoms, ions or solid

state) coupled to optical cavities, as these have seen very promising experimental

results in recent years. In particular, we propose making use of the direct coupling

of optical cavities to single mode optical fibres that is currently being considered by

a number of experimental groups.

The methodology for applying the quantum jump approach to atom-cavity sys-

tems (or analogously solid state qubit-cavity systems) is developed in chapter 2. The

emphasis here is on dealing with reservoirs that have a more complicated structure

than usual and can affect the dynamics of the system involved in a non-trivial way.

Chapter 3 focuses on the possibility of using reservoir coupling as a quantum

control technique and compares the effectiveness of this to a control technique that

acts only inside the system. The basic idea of the control technique developed in this

chapter is to use strong coupling to an environment to induce a faster time-scale on

the evolution of the system subspace that is subject to this coupling. This effectively
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Chapter 6. Conclusion

decouples this subspace from the system dynamics. The effect is closely related to

the quantum Zeno effect [79].

After developing the tools required for reservoir engineering, chapter 4 discusses

a concrete example of reservoir engineering using two possible implementations. The

simpler (and potentially easier to realise in an experiment) method uses as single-

mode fibre directly coupling two cavities. This fibre is coated in Rubidium atoms

that continuously measure its evanescent field. The fibre may thus be treated as

another reservoir, though due to its boundary conditions, it couples to only one of

two possible common cavity modes. In the parameter regime where the decay rate

of the cavity modes into this reservoir is greater than the decay rate out of the other

sides of the cavities, this common cavity is effectively eliminated from the system

dynamics. The resulting effective dynamics of the cavity modes is such that it act

as only a single common cavity mode that exists across both cavities.

The final chapter, applies the reservoir engineering technique of chapter 4 to an

entanglement scheme that was originally designed for two atoms place into a single

cavity. We show how this scheme can be implemented with two quantum dots placed

in separate cavities thus representing a quantum information processing architecture

that uses solid state qubits and is inherently scalable.
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