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Abstract

The study of cells is not only a key field in modern science, but has been an important

area of study for hundreds of years. Despite this there is still a lot left unknown. As

technology has progressed, so has our ability to photograph and film cells, but much of

the processing of these images is still carried out by hand. This is not only difficult and

time consuming, but is subject to opinion and error, and often not exactly reproducible.

We are wishing to automate the process of segmenting cells, in order to provide bi-

ologists with that data they require to learn more about cells and their movement. This

should be done in a quantitative and reproducible way.

Crawling cells, such as those studied for this research, often need to move around the

host body, such as the human or other mammal, in order to assist with growth, prevent

disease, or to cure damage. To do this they employ other structures which protrude from

the cell body to aid their motility. They use very fine hair like features (filopodia) to detect

their surrounding, penetrate other cells, and determine direction. They then use thin, flat

membranes (lamellipodia) to adhere both at the front and rear of the cell to pull and push

forward in the direction of movement.

These features are often extremely difficult to see by eye, making automation of their

segmentation an awkward task. To do this, we need to use not only the information in the

individual frames of video, but also information gained over time such as their movement

between the frames.

We firstly pre-process the images using an automated technique to correct for lighting

variations in the footage. Our method is not only extremely efficient and reliable but

works equally on different sizes and shapes of cell as well as frames with differing degrees

of background coverage, from only one or two small cells in a frame to where the majority

of the image is covered. This shading correction method was also tested on non-cellular

images taken using the same kind of microscopy to show that it is suitable for all images

rather than just those being studied in this work. This pre-processing allows us to make a
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simple segmentation of the main cell bodies, which on its own is suitable for cells which

do not contain other thin structures.

Using the cell bodies obtained from our pre-processing technique we then find the

thinner membranes which are attached to the cell. Despite being a fully automated

method, this was more accurate in two out of our three sets of videos than the most popular

segmentation program using manual setting of parameters for each video individually.

We improved upon this initial segmentation by incorporating the movement of the cell

over time, using an iterative technique to compare the outcome of sequential frames. The

result was that our segmentation was better than the manually parametrised segmentation

program for every video.

We then wished to find the hair like extensions and again used the information from

our pre-processing stage. As these are so difficult to detect by eye we used the information

of the movement to create candidate regions where these were believed to be located.

Although these were usually not straight, we were able to build up small line segments in

the candidate regions to recreate the features and detect the direction.

This allowed us to identify all regions with filopodia present, and to separate them in

order to find the required information such as the number, the length, what kind of clusters

they grew in and the location compared to the direction of movement. No other method

has been found which is able to detect these or segment them separately from the cell.
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Notation

For the purposes of this work the following notation will be used:

Images - Images will be referred to as a bold, upper-case letter such as I or G.

Time - Time/frame number will be referred to as a lower-case, italicised t, such that I(t)

refers to an image at time t and I(t +1) refers to the consecutive frame.

Operations/Functions - Operations on an image will be applied to every pixel in that

image such that f (I) implies that the function f is applied over the whole of image

I.

Example: G = I > 0.5 would result in a binary image G which is the same size

as I, and where all corresponding pixels in I that are greater than 0.5 would have a

value of 1 (white) and the remaining pixels set to 0 (black).

Matrices - When a results matrix is referred to by a bold upper-case letter the matrix is

the same size as the image matrix it was applied to. Example: The edge detection

E of image I is a binary matrix the same size as I where the detected edge pixels

are stored as a one and the remaining pixels as zeros.

Operators - Binary operators such as ∨ and ∧ are applied element-wise across an image.

xiii



Chapter 1

Introduction

The study of cells has been ongoing for hundreds of years, since the term was first coined

when viewing the holes left by what we now call cells in cork bark. Since then, many

progressions have been made, particularly in our ability to store and record footage of

cells. Unfortunately, as the amount of data we collect increases so does the time taken to

process this data. Much of the information from these images is still collected and pro-

cessed manually, such as hand drawing the boundary lines and counting features. This is

not only extremely time consuming but is also difficult and prone to error. We are aiming

towards fully automating the process of image processing and information gathering to

provide accurate, reproducible results.

We will discuss the cell footage that this work is based on and the information that

biologists wish to acquire from these videos. We will also cover some of the other work

which has been done in this area and why this cannot achieve what is required.
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(a) A Cell With Lamellipodia (b) A Cell With Filopodia

Figure 1.1: Example Frames From Our Videos. These two images are frames from
some of the videos that this research is based on. The first shows a cell with a spread out
membrane (lamellipodia) around the cell body. The second shows a cell with extending
hairlike feelers (filopodia).

1.1 Our Cells

There are many types of moving cells, some which swim, others which glide and others

which crawl over surfaces. Researchers at the University of Leeds are studying motile

cells that employ a crawling motion to move. They wish to know more about how the

movement can be enhanced or reduced, and the effect of various chemicals, and expres-

sion of genes. Some examples of these cells are shown in Figure 1.1, and it can be

seen from this that they are very irregularly shaped. The cells are filmed use time lapse

microscopy, with one frame being taken every few minutes, and the shape can vary dra-

matically over time.

There are two main problems to be investigated. The first is to be able to segment

the large flat membranes which the cells use to crawl (Section 2.4), which are called

lamellipodia. An example of lamellipodia is shown surrounding the cell body in Figure

1.1(a). The cell body is the brighter, almost circular, object and the lamellipodia is spread
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out around most of the body, except for the tail region towards the upper left of the frame.

The brighter area towards the bottom right of the cell is where this is ‘ruffling’ away from

the substrate.

Three sets of videos have been taken; one with the cells in their natural state, one set

in which they are affected by blebbistatin, and one in which they are affected by brenk.

The researchers wish to ascertain whether both the blebbistatin and brenk cells behave

differently from the natural cells, and if they behave similarly to each other, in relation to

the size and spread of the lamellipodia.

The second problem is to look into filopodia, which are long hairlike structures which

extend from the cell, which can be seen protruding as a cluster from the top left of the

cell in Figure 1.1(b), which is the leading edge. A singular one is also extending from the

right hand side of the cell. These will be discussed in more detail in Section 2.5.

They wish to find if over or under expression of genes can affect the way these grow,

finding out if they grow to the same length, in the same types of clusters, and from the

same regions of the cells, such as the front and rear.

1.2 Microscopy

Although there are many types of microscopy for capturing cells (Section 2.6), the cells

in our footage have been filmed using time lapse differential interference contrast (DIC)

microscopy. This is very popular for capturing living and moving cells, as other methods

may involve fixing the cells, or staining them which can cause them to move abnormally

or to die.

DIC is also very good for filming transparent objects, as it involves splitting a beam of

light and capturing the difference after passing through the specimen, creating an image

with a 3D appearance based on the thickness of the cells. Some of the issues with this are

that it creates a dark and light effect for each cell, so parts of the cell may be both darker
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and brighter than the background. It also results in lighting variations in the background

itself as the frames appear to be lit from one point, such as a corner or the centre, and will

graduate to darker away from this. Examples of this can be seen in Figures 4.1 and 4.2.

In the second of these a colour map has been added to aid the visualisation of the lighting

change, with the blue being darker and the red being brighter.

As DIC is based on the thickness that the light is passing through it will create stronger

features (brighter or darker) where the cell is thickest. This can cause problems when

trying to detect the thin features which we are looking for as there will be very little

distinction at the edges. The appearance of the inside of large flat objects will also be

very similar to the appearance of the background of the frame, so these cannot be found

based on the texture.

As the cells we are observing change shape drastically and are very irregular they are

not suitable for template matching or for existing models based on the shape.

1.3 The Problem

Although automated methods exist for counting and tracking cells these often only require

knowledge of part of the cells location, or feature points within it, and the boundary is not

required. Some methods would be suitable were we only interested in finding the cell

body, however we are looking to find the parts relevant to the cells motion, of which the

body itself plays little part.

Other methods to detect the cell boundary rely on the cell being of a known shape

or thick enough to provide a high level of contrast, which is not the case with our cells.

The only methods which can detect all parts of irregular cells involve manual activities.

In some cases this requires manual segmentation of the area around the cell and of the

area it is likely to move to. In others this can need parameters to be set manually. As

the parameters change for every video, and sometimes for each frame, the time taken to



Chapter 1 5 Introduction

optimise these can make the processing extremely slow and laborious. Fine tuning this

can also involve image processing knowledge, which may not be possessed by the person

wishing to obtain the segmentation.

We wish to create a fully automated system, such that if given a video the output

would be a full segmentation of all parts of the cell, with no option setting required. This

should work on any DIC videos of cells.

1.4 Our Method

The initial problem tackled was to create a system that can segment all parts of the cell

including the thin membranes. The program we created should be able to work equally

on all cell types and sizes, regardless of whether they contained lamellipodia or not.

We began by using a fully automated for correcting the lighting variations across the

background of the image to allow us to apply other image processing techniques which

were not previously possible, such as brightness thresholding. This is applied to all frames

which provides us with the basis for all other steps. We can then use simple techniques to

segment the body of the cell. From this we built on the information provided to find the

thinner areas of the cell if they existed.

Having done this, we then tackled a further problem of attempting to detect the fine

hairlike features used as feelers for the cell, again using the information provided by our

first technique as the basis to build on for this. No other system could be found which was

able to detect these.

1.5 Software Environment

The work in this thesis was undertaken in Matlab [32], which is a high level program-

ming environment. It allows for fast coding of image processing operations by allowing

functions to be applied to all pixels in an image.
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The image processing toolbox contains many of the popular algorithms used to assist

with segmentation and analysis of images. Functions from this toolbox, along with the

statistics toolbox, were used during this research.

1.6 Videos

Two main sets of videos were used in this research; the first contained cells in which

the lamellipodia were to be segmented and assessed and the second containing filopodia.

Both sets were filmed using time lapse DIC microscopy, which is described in more detail

in Section 2.6.3. Some more details of these will be given below.

All of the videos were filmed in the DeltaVision format, which is a specialised mi-

croscopy format for cell imaging [18], with a .dv extension. They were converted to .avi

(Audio Interleaved) format using ImageJ [2], to enable processing by Matlab. The images

were captured in 8 bit greyscale, which allows for 256 intensities, with X,Y dimensions

of 512 × 512 pixels.

1.6.1 Lamellipodia Videos

Three sets of lamellipodia videos were captured, with 10 videos in each category. The first

were of wildtype cells, filmed in their ‘natural’ form, with no chemicals added or genes

affected. The second and third sets had the addition of blebbistatin and brenk, which

biologist wished to compare to assess if both had similar affects to each other and caused

the lamellipodia to grow and move differently from wildtype cells.

The videos in the wildtype and blebbistatin categories each had 30 frames and the

brenk videos had 40 frames. The time lapse photography took an image roughly every 30

seconds (there was variation between around 28 to 33 seconds).
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1.6.2 Filopodia Videos

Two sets of filopodia cells were filmed, with 15 videos in each set. The first set was,

again, in the natural wildtype form. The second had genes affecting the cell movement

knocked down using siRNA to see if this also affected the growth and spread of filopodia.

The images were captured roughly every 120 seconds with 15 frames in each video.

1.7 Thesis Summary

This thesis will be broken into Chapters as are now described. In the next two chapters

we will firstly cover some of the background to our problem, including information about

cells and their movement, cell shapes, and microscopy techniques. We will then discuss

some of the related work in this field, including techniques for correcting lighting varia-

tions and methods for automating the process of cell detection for the purpose of counting

and tracking the cells, and for finding regularly shaped cells which can be located based

on prior knowledge of their appearance. We will also cover research into segmenting the

boundaries of irregularly shaped cells, using varying degrees of manual input.

The following three chapters will discuss our methods, broken into the following

steps:

Image Preprocessing

We will discuss our method for correcting the lighting of any DIC image, regardless

of the size of the objects or the degree of background coverage. We will then show

how this assists us in segmenting the cell body from the rest of the image.

Segmenting Lamellipodium

Using the information provided from our preprocessing steps we will describe our

iterative technique for segmenting the lamellipodia based firstly on each frame and

then corrected and improved using temporal information.
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Segmenting Filopodia

We again use our preprocessed frames to segment the filopodia, combining the

information from these structures and their movement to firstly create candidate

regions and then to find filopodia within them, with the aim of obtaining data, such

as length, clustering, and location.

The results obtained from each section will be discussed in that Chapter. The initial

system to segment the lamellipodia was created to work as an overall cell segmentation

program, suitable for all cell types and sizes. It was tested not only on our videos contain-

ing the thin membranes but on other DIC cellular footage.

The addition to segment the filopodia was created as and ‘add-on’, rather than as part

of the original cell segmentation program. This was purely for those cells where we were

looking for these structures, although it was also tested on frames where these were not

present.
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Background

In this Chapter we will look at some of the background to the work being carried out. We

will firstly discuss cells and some of the important factors in studying these. We will then

look at cell movement and some of the ways this can occur, focussing on the crawling

cells which will be the study of this thesis. We will follow this with how cell shape can

affect the speed and movement of crawling cells. We will discuss some of the features of

the cell that are vital to movement and why we wish to learn more about those.

We will then discuss ways of capturing cell images using microscopy, including us-

ing green fluorescent protein (GFP), phase contrast and differential interference contrast

microscopy (DIC). We will cover some of the pros and cons of these and why DIC is

preferential for capturing time lapse videos of moving cells.

9
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2.1 Cells

The cell is the building block of life, vital for every plant and animal. It contains the

information necessary for survival and heredity. The cell has been studied for hundreds of

years since microscopes were invented that first allowed us to see the small compartments

where cells had existed. Despite this, there is still a lot unknown about the cell, and as our

technology advances so we are able to find more data for analysis [3, 5].

We wish to study not only ‘normal’, or wildtype cells, but also those which have

been affected naturally or by manual techniques. This can assist us in building models

or normal movement and growth, which we can use as a comparison to detect abnormal

behaviour, helping us to detect which factors are affecting this.

2.2 Cell Movement

Nearly all animal cells show some form of movement, and as such, have developed sys-

tems to facilitate this. Even some bacteria have the ability to propel themselves from one

host cell into another [50].

One of the simplest forms of cell motility is swimming. This is usually achieved

through the rapid movement of cilia or flagella, which they use to ‘row’. These cells are

greatly affected by the viscosity of the liquid through which they are travelling and use

much of the swimming action to counter this [8].

Many other cells do not swim through liquid, but instead crawl over surfaces. This

occurs in most animal cells, down to even small predatory amoeba which crawl in search

of food. Some cells can crawl to sites of infection as part of the immune system, or to

damaged areas in order to initiate repair [3, 8]. Some of the features essential to this will

be discussed in Sections 2.4 and 2.5.

The crawling action can range from a smooth continuous gliding to a more irregular,

jerky movement with larger changes of direction [3]. This is undertaken by means of
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(a) An Example Of lamellipodia (b) An Example Of Filopodia

Figure 2.1: Example Cells Showing Lamellipodia and Filopodia. The first images
shows an example of lamellipodia segmented in yellow. The second shows some regions
of filopodia, also surrounded in yellow.

extension of parts or all of the cell, adhesion to the surface, then contraction. This will be

covered in more detail in Section 2.3.

2.3 Cell Shape

When a crawling cell, such as those used in this research, is initially introduced to the flat

surface on which it is to be studied it will spread from an approximately spherical shape to

gradually thin out and flatten to cover an increasing area [34]. Filopodia and lamellipodia

will attach to the substrate and allow movement to begin.

In some cells, such as keratocyte cells, movement is fairly simple and the cell changes

through four primary shapes. This allows for the shape to be modelled using principal

component analysis [39]. They usually move at a constant speed and in only one direction

[36]. Although they achieve movement though extension and contraction, the uniformity

of their behaviour allows for easier modelling of the locomotive system [19].
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In other fibroblasts the cell shape is far more amoeboid and complex. Some examples

of the cells used in this research are shown in Figure 2.1. We can see that the shapes vary

greatly which causes difficulty in creating a model of these. The cells can also change

shape dramatically in short spaces of time. This causes difficulty for segmentation or

tracking of the cell parts as templates cannot be used to match with the cells, and features

that exist in one frame may not do so in the next [46].

Both the lamellipodia and filopodia are based on actin, and in both this moves back-

wards towards the cell body as protrusions expand away from it [13]. In Sections 2.4

and 2.5 we will discuss these protrusions, that can be seen in these images in Figure 2.1

and why they are essential to the cell’s movement, as well as some of the difficulties in

segmenting these.

2.4 Lamellipodia

Figure 2.1(a) shows a cell with lamellipodia at both the top and the bottom of the cell

body, the boundary of which has been marked in yellow. Further examples are shown

in Figure 5.1, where we can see this occurring in differing sizes and shapes. It can also

be seen that without the highlighted boundary the lamellipodia edge is often difficult to

detect exactly and that the interior appears to have a very similar texture to the background

of the image.

Lamellipodia are large, flat protrusions which should extend from the cell’s leading

and rear edges. As they expand they stretch out and adhere to the substrate, providing

anchor points for the cell to be pulled forward by increasing tension at the leading edge.

The cell is also ‘pushed’ forward by contractions at the rear end [5, 21, 34].

At the leading edge, as the cell begins to move, the lamellipodia lifts from the substrate

in a wave like movement, often referred to as ‘ruffling’. In Figure 1.1 we can see the

ruffling at the leading edge at the bottom right of the frame where it appears as a brighter
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white than the rest of the lamellipodia. The ruffles appear to move back towards the cell

as the edge of the lamellipodia moves forward. As the cell is drawn forward, the rear of

the cell can become a narrower ‘tail’ until it pulls away from the substrate [8, 34]. Figure

1.1 shows an example of the leading edge towards the bottom right of the cell, and the tail

at the rear towards the upper left.

As the cell begins to move forward, the advancing lamellipodia at the leading edge

form new adhesions to the substrate, and those at the rear release to allow the tail to move

forward towards the body of the cell [13, 40]. The speed of the cell movement can be

affected by the strength of these adhesions, as they need to release quickly at the rear end

to prevent the cell from being held back [5].

Although it is the lamellipodia at the front and rear that are essential to the movement

of the cell, they can also extend and retract unpredictably [8], and grow from other regions

of the cell.

Due to the thinly spread nature of these membranes they have very low contrast when

filmed using DIC, and therefore cannot be detected based on brightness thresholding. The

edges are often extremely indistinct, and do not appear to be continuous to the human eye,

so a pixel gradient cannot be found at these points. The irregular, changing shape means

that shape models and template matching are not suitable to assist in segmentation and

identification.

2.5 Filopodia

Figure 2.1(b) shows a cell with the surrounding areas of filopodia marked in yellow. These

filopodia are the fine hairlike structures extending away from the cell. Further examples

are shown in Figure 6.1, where it can be seen that these can grow to different lengths and

at different angles, as well as in tight groups, more spread out groups and singularly.

Filopodia are very long thin structures, about the same thickness as lamellipodia but
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very fine and without the ability to spread sideways as lamellipodia do. They can be pro-

duced alone or in addition to lamellipodia. To assist with movement they should extend

from the leading edge of the cell, or in the direction of a protrusion, and lamellipodia may

grow between them to fill the gaps [5, 34, 35].

The filopodia act as ‘feelers’, sensing the area around the cell and helping in determine

direction [13]. They can grow very long and even penetrate other materials, and seem

to have a sensory function [8]. At other areas around the cell, ‘blebs’ are produced,

which appear as highly textured areas of the cell. These appear to reduce as the filopodia

extend [34]. These blebs are shown in Figure 1.1(b), where they appear to the bottom

right of the cell body.

It can be seen from Figure 2.1(b) that these fine structures are extremely difficult to de-

tect and to count by eye. Although they tend to grow away from the cell they do not grow

in straight lines, and are not always parallel to each other or necessarily perpendicular to

the cell boundary. They may curve or even cross over other filopodia.

2.6 Microscopy

It has been hundreds of years since microscopes were first invented and then used to study

living creatures, and since the term ‘cell’ was first used to describe the empty holes where

what we now know as cells had once been. Despite this, progress in the field has been

very gradual and we are still wishing to create new technologies to help us more fully

understand the parts of the cell and their roles. It is in the later parts of the 20th century

that many advances have been made, and these technologies have become integral to our

studies [5, 15, 26].

The electron microscope was developed in the 1930s and provided far better visual-

isation than was possible with the previously used light microscopes. For the first time

we could see cellular detail that was unknown previously. Unfortunately, the fixation re-
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(a) Frame From Video Using GFP (b) Thresholding Based On Brightness

Figure 2.2: Example of Cells Using GFP. The first image shows a frame from a video
of cells using green fluorescent protein. The second image shows the result of applying a
brightness threshold. We can see that the cells have been accurately segmented.

quired to use electron microscopy could not be used on living cells, and it is important

when studying motility that we are able to watch the live cell as it moves and changes

shape [5, 14, 26] .

Due to this, some of the focus was switched back to light microscopy with advances

being made in the 1900s which allow us to access more information than previously.

Many of the cells being studied are close to, if not transparent, so methods have been

found to visualise these in a way that could not previously be seen by eye. Although

staining of cells is possible these can influence motility and cause cell death [15, 26, 48].

We will focus in more detail on some of the most popularly used microscopy tech-

niques for live cell imaging in the following sections, including cells marked with fluo-

rescence, phase contrast and differential interference contrast.
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2.6.1 Green Fluorescent Protein

Green fluorescent protein (GFP) was originally discovered and purified from the Aequorea

victoria jellyfish in the 1960s, and was then cloned to be used as a marker for microscopy.

It was found that this could be used to highlight specific molecules and proteins within

cells that would fluoresce under a blue light [3, 15, 26].

This ability to make the cell ‘glow’ provided us with vital information and aided

clarity of visualisation. Due to the bright nature of the glow against an unlit background,

segmentation of a cell or its structures could often be undertaken purely with thresholding

based on the brightness of the pixels. An example of this can be seen in Figure 2.2

where we have shown a frame from a video filmed using GFP. We then show the effect

of applying a brightness threshold to the frame. All parts of the cell have been segmented

accurately from the background, with the binary result showing the cells in white and the

background in black.

GFP progressed away from using just the ‘green’ protein, and is now available in

many colours so that individual parts of the cell can be labelled individually. This allows

for more indepth knowledge of, for example, when particular genes are expressing, and

can allow us to track individual substructures in the cell [52].

Unfortunately, adding the GFP to the cell affects its behaviour. The cells may move

differently, and in fact light can be used to force parts of the cell to move in a way it would

not normally do [3]. The GFP can cause damage to the cell, as can prolonged exposure

to light [52]. This can cause premature cell death, which was observed in the video used

for the example in Figure 2.2, one of the cells rounds up and dies half way through the

filming, and by the end none of the cells are moving.

As we wish to study the cells moving over time we need to find a method that does

not harm the cell, that involves minimum illumination, and that allows the cell to move as

naturally as possible.
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Figure 2.3: Comparing Phase Contrast to DIC. These images on the top row show
specimens imaged using DIC microscopy and those on the bottom use phase contrast [47].
The phase contrast images show the glowing ‘halo’ effect.

2.6.2 Phase Contrast Microscopy

Phase contrast microscopy was invented in the 1930s and uses individual rays of light

passed through the specimen. As the light is disturbed by the thickness of the object the

velocity changes and the resulting pattern gives a contrasting image of dark and bright

regions. This can be useful as it uses the different thickness of a cell to visualise it, even

when it is transparent [5].

Although phase contrast is ideal for studying living cells, the resulting images show

a bright ‘halo’ around the thicker areas, such as the cell body. This makes it difficult to

detect the cell shape with accuracy as the edges are indistinct. It can also be unsuitable for

thicker specimens, such as the rounded cells that occur when a cell is dying, as these will

glow with a brightness that affects the rest of the image, and therefore affects brightness

thresholding techniques. Due to the nature of this type of microscopy, some of the same

structures in the cell will appear as bright objects while others appear to be dark, making

it difficult to identify similar objects [3, 5, 26, 48].
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Figure 2.4: Example Images Using DIC Microscopy These images taken using DIC
microscopy show the characteristic shadow effect giving the cells a 3D appearance, as
well as the lighting variations across the background.

The images in Figure 2.3 (taken from [47]) show a comparison of phase contrast and

DIC images. The bottom row shows the phase contrast images with the characteristic halo

effect. It can be seen that this makes the edges less distinct than in the DIC images. The

DIC images on the top row, which will be discussed in Section 2.6.3, show clearer edges.

The first image in particular shows the cell standing out from the background as if in 3D.

2.6.3 Differential Interference Contrast Microscopy

Differential interference microscopy (DIC) was invented by Nomarski in the 1960s to

provide higher contrast images than was previously possible, and in higher resolution

than other light microscopy. It is similar to phase contrast microscopy, but uses a prism

to split the light beam into two rays. As with phase contrast, the ray is more affected by

the thicker parts of the cell, but with DIC the image is recreated based on the differences

between the two rays as they recombine [5, 26, 38, 45].

The resulting images from DIC microscopy show a psuedo-3D effect caused by the

dark and light sides of the cell. Some examples of this can be seen in Figure 2.4, where
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we can see the ‘shadow’ effect. One of the problems with DIC is also shown in these

images, where not only are the cells showing shadow effects but this is also shown across

the whole frame. This will be discussed further in Chapter 4, as removing this can assist

with other image processing techniques. Although it is recommended to take an empty

background frame to use to rectify lighting inconsistencies this is was not available with

the footage used for this research. Additionally, we wish this method to work on any DIC

cell footage so this should not be a requirement [5, 16, 26].

Another issue that occurs is that, as the cell is shown as if lit from one side, it is often

dark on one side and bright on the other. The result of this is that the cell border and

internal substructures will be both darker and brighter than the surrounding background

[48]. Due to this we cannot simply apply brightness thresholding, as was done in Figure

2.2.

As DIC is not an invasive technique, it is ideal for filming living cells over a period

of time [28]. Unlike phase contrast, it works successfully on thicker samples, but will

produce lower contrast results on thinner areas. A comparison of the results from both

phase contrast and differential interference contrast is shown in Figure 2.3. Large spread

out areas, such as lamellipodia (Section 2.4) will show a very similar appearance to the

background of the frame, and very thin areas such as the filopodia (2.5) will not cause a

large change in the light so will not show a high contrast.

2.7 Summary

As we are wishing to film moving cells over a period of time we need a microscopy

method that will not damage the cell or affect its movement. Electron microscopy is not

suitable as the cell would need to be fixed, and staining or using GFP can cause abnormal

movement or cell decay and death.

Both phase contrast and DIC are suitable for filming living, motile, transparent cells.
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As we are wishing to find more detail about the cell and its shape, DIC is preferential to

phase contrast as it is higher resolution and does not have a halo effect causing indistinct

edges. To film live cells we require minimal damage, but this causes an increase in noise,

and therefore causes more problems with image processing techniques.

Although phase contrast and DIC produce images which make the transparent more

visible, neither are ideal for using computers for image processing due to inherent lighting

effects and low contrast. Additionally, DIC causes lighting inhomogeneity across the

entire frame which affects many other operations.
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Related Research

This chapter will discuss some of the previous research into the processing of cellular

images. It will firstly discuss the approaches which have been used to tackle the problems

inherent in DIC imaging, such as the lighting variations and the lack of contrast. It will

then investigate methods used to automate the process of detecting and segmenting cells,

as well as analysing the shape of these, particularly during movement.

We will discuss why many detection techniques are not suitable for our purposes as

they have been created to obtain other information, such as tracking the cells, and do not

provide the boundaries and segmentation that we require.

3.1 Lighting Intensity Variations

One of the issues with images taken using DIC light microscopy is the intensity inhome-

geneity, in that the image appears as if it is being lit from one location, which can vary on

a frame by frame basis. Examples of this can be seen in Section 4.1, which shows some

21
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examples of images which appear to be lit from one corner and are therefore darker in

the other corner (Figure 4.1 (a) and (c)), an image which appears as if lit from the top of

the frame (Figure 4.1 (d)) and also an image which seems to be lit diagonally across the

middle, and is therefore darker in two of the corners (Figure 4.1 (b)).

This problem is discussed by Tomazevic et al. [54], who describe how this often

has very little impact on manual analysis of the images, but would interfere greatly with

automatic analysis. They describe how a good method for resolving the problem would

resolve any shading issues, if present, but would also not affect a non-shaded image. If

there is no ground-truth (i.e. an unshaded image) for the real images, as in our case, they

state that the best approach to evaluate a method is to use artificial images, some of which

are shaded and others of which are shading free. This is the technique we use in Section

4.3.2 to evaluate our method.

Figure 3.1: Cell With Thin Lamellipodia and Thicker Body. This cell shows a thin,
spread out lamellipodia extending from the top edge, but a thicker body with more obvious
sub-structures.

Li and Kanade [28] discuss how they precondition DIC images of stem cells and
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blood cells in order to increase the segmentation accuracy. They propose two methods,

each of which is suited to different types of images, one for those including small smooth

objects and an alternative for large, flat and blocky objects. This is not particularly suitable

for our images which can contain objects of different sizes, as well as different textures

within each object. Although the lamellipodia are large and flat they are also thin and

smooth rather than blocky. These are attached to the cell bodies which contain many

small parts which are not smooth. An example of this can be seen in Figure 3.1, where

we can see a thin lamellipodia spreading from the top of the cell which is attached to a

thicker body with more obvious structures that are showing as brighter and darker than

the lamellipodia, which shows very little contrast difference from the background. We are

hoping for a single method which can convert the intensity over any DIC image, regardless

of what it contains and with no loss of any information.

ImageJ [2], which is an image processing program for scientific images, includes plug-

ins designed to perform background illumination correction. All of the methods make

assumptions about the image characteristics and often introduce image artefacts. The

method most suitable for achieving an even background illumination without an empty

background slide, taken before introduction of cells to the microscope, to subtract from

the resulting videos is the ‘pseudo flatfield’ method. This method also filters the image

using a kernel, but uses the mean of the region selected. The implementation of this

involves manual parameter setting for each image, based on the size and nature of the

contents, rather than being fully automated.

We were unable to receive very accurate results using ImageJ as the larger size kernel

that was used, the larger the size of a dark shadow was left in the most shaded part of

the image. Changing the parameters to use a smaller kernel resulted in parts of the cell

also being blurred so there was a loss of clarity, particularly at the boundaries of the cells.

Results of using this on a manually created image are shown in Section 4.4.
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3.2 Segmentation and Shape

This section will discuss some of the work done on automation of cell detection, such

as for the purposes of tracking or counting cells. It also discusses analysis of cell shape,

particularly for motile cells, and the methods used to capture this information.

3.2.1 Detecting Cells

When studying normal and abnormal cell movement it is important to not only find the

location of the cell but to segment it in such a way that the boundary can be clearly defined

to provide us with information about the about the size and shape of the cell. Much of

the previous work on cell detection has been for the purpose of tracking or counting cells,

which requires only part of the cell or a single feature to be detected. This approach was

taken by Li et al. [29] who created an automated system capable of tracking hundreds of

cells simultaneously, captured under phase contrast microscopy.

Ray and Acton [41] and Sirakov et al. [49] both used active contours to automate the

tracking of cells by obtaining a rough estimation of the shape. The accuracy of the shape

was not measured as this was not relevant to the research as the goal was to evaluate the

accuracy of the tracking. Level sets were used by Mukherjee et al. [37] to detect and track

cells in an automated manner. Their segmentation used a template to find cells which were

roughly circular or teardrop shaped, but would not be suitable for cells with an irregular

shape. Li et al. [29] again fully automated cell tracking by finding large parts of the cell

but not the edges in phase contrast microscopy.

Jiang et al. [20] also worked on DIC microscopic images and found that due to the

low contrast achieved it was preferable to use SIFT points to follow the cells between

frames. The cells they investigated changed shape dramatically between frames which

was not suitable for model based tracking. They found that as the border of the cells was

very vague it would be easier to track the points rather than segment the cells from the
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background.

CellTrack [44] is a popular piece of open source software for tracking cells. Initial cell

boundaries are found using Canny edge detection which involves amending the higher

and lower thresholds to link the edges and changing the number of dilations and erosions

until the boundaries are more accurately selected. The cells are then filtered by setting a

maximum and minimum size to remove non-cellular material in the images. The same

settings can be used across a video or the parameters can be set for each frame individually

to improve accuracy.

Cells can then be tracked by a choice of methods, including template based tracking,

which looks for rectangular patches surrounding the cells then finding overlapping rectan-

gles in the following frame, centroid tracking, and optical-flow tracking, which can cause

irregularity with the boundaries and ‘leaking’ of intra-cellular features [42].

With time spent on amending all of the necessary parameters, this software can pro-

duce a segmentation of the cell boundaries and provide details of the overall cell size.

Due to this, CellTrack was used as a comparison for our automated results in Section 5.5

and Section 5.7.

3.2.2 Cell Shape

Pincus and Theriot [39] compared methods for cell shape analysis, evaluating techniques

that could record the shape without introducing additional information and that could

capture biologically relevant variations in the shape. They found that principal component

analysis (PCA) was the method that can be used most accurately to capture modes of

shape variation. PCA has been used very successfully on keratocyte cells, which can be

modelled with only a few modes of shape variability. This method, which works well

when the cells move through a small number of pre-known shapes, is not suitable for

more amorphous structures where the features cannot be aligned [22].

Much of the previous work on cell shape segmentation has involved some degree of
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manual segmentation, which is very time consuming. Wu et al. [57] wished to segment

unstained cells filmed with light microscopy using a fast, robust method. Their approach

involved an operator not only manually locating the cell but also determining a surround-

ing window in which the cell would be likely to move, based on previous experiments.

To ensure that only one cell was segmented they dismissed those cells which potentially

had overlapping tracking windows. Using this technique allowed them to lessen the effect

of intensity variation which appears across the whole image and allows for local thresh-

olding. This research only discusses cells which appear small compared to the size of

the frame and not those which cover larger parts of it and therefore would cover differing

intensities.

Bise et al. [6] looked into not only tracking but also studying shape deformation in

cells in DIC images. They preconditiond the images to find the central area of the cells,

excluding protruberences, and could then identify each cell individually even when it was

close to another. Although this provided some shape information necessary for identifi-

cation, many parts of the cell were excluded from the segmentation such as the long thin

parts and those which deform significantly.

A two-step approach was used by Kuijper and Heise [25] to automatically segment

cells in DIC images. The first step was to detect the centres of the cells using a voting

method over the detected structures, then to use these as seed points for detecting the

boundary using PDE’s in a level set framework. It involved the setting of one parameter

to determine the boundary condition based on the cell centres. They received good results

as long as the cells were not too clustered and did not contain obvious sub-structures. This

method also assumed that the cells being observed showed symmetry and only a rough

estimation of size was necessary.

Young and Gray [58] used edge detection on their DIC images to segment cells of

differing sizes and orientations as they could find no fully automatic method. They also

relied on the cells being circular or elliptical, with a smooth contour. Although they were
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able to identify cells, even when touching or overlapping, the outlines on real images were

often irregular

Investigation into segmentation of irregularly shaped cells was undertaken by Simon

et al. [48]. After altering the image to account for the lighting variations they then thresh-

olded the image and outlined the cell using the largest thresholded area. Although this

was capable of segmenting cells with a complex shape they had problems with frames

that had a high ratio of background to cell and cells with poor intensity contrast. They

found that this often occurred with cells with thin membranes and so excluded these from

the segmentation process.

Brannock et al. [7] used wavelets to detect filopodia as this was found to be more

succesful than other edge detection methods. They tested against the filopodia of bio-

logical significance, which appeared to stand out clearly in the images shown, unlike in

our videos. They were able to show some of the regions containing the filopodia, but

were not able to segment them individually. This method scored positively for regions

where filopodia where detected against manual images, but did not count areas that were

incorrectly identified.

Wenzel [56] also wished to detect filopodia, but as these occurred around full circum-

ference of the cells being studied it involved creating a larger boundary for the cell rather

rather than separating the filopodia. In both of these methods the area not containing

filopodia, such as the gaps in between, is not used to measure the accuracy of detection,

therefore we have no knowledge of the false positive rate.

3.3 Summary

We have discussed some of the research aimed at automating the process of detecting cells

in microscopic images, particularly light microscopy. Many of the automated methods

proposed are for the purposes of either tracking cells or counting cells, and as such the
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cell boundary does not need to be detected. Some methods for detecting the cell boundary

involve levels of semi-automation, such as selecting the area around the cells manually.

The methods which can undertake full automation of the detection of the cell bound-

ary often rely on knowledge of the cells shape or size and will not work on complex cell

shapes. The only automated detection found for such shapes cannot detect thin mem-

branes or cells with low contrast to the background.

We aim to provide a fully automated method with no manual setting of parameters that

detect all parts of a cell in DIC images, including thin membranes and long protruberences

which are vital to a cells movement. This should be equally successful on images of

multiple cells, those with large areas of background, and on images of single large cells

which can cover a high proportion of the images. No prior knowledge should be needed

regarding the shape or nature of the cell and there should be no necessity for a background

frame to account for issues with the lighting.



Chapter 4

Image Preprocessing

In this chapter we will discuss some of the processing which we apply to the images

prior to segmenting the difficult to detect parts of the cell used for movement. In order

to perform other techniques more effectively we need to remove the problem of uneven

lighting caused by DIC microscopy. We will describe our efficient solution and show

results not only on the cell images being studied for this research but also on unrelated

DIC images. We then apply thresholding to the resulting images and from the results

show the improvement on using this technique on these compared to unrectified images.

We will compare these results to those obtained by the best currently available methods

for removing the lighting effect.

Further to this, we will additionally apply edge detection to the images and combine

this with the thresholding to show that this detects parts of the cell with greater accuracy

than other methods.

29
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4.1 Lighting Problem

As discussed in Chapter 2.6.3, DIC microscopy causes a shadow effect on the images, as

can be seen in Figure 4.1. The first image (Figure 4.1(a)) shows that the frame is darker in

the top right, gradually getting lighter towards the bottom left. The second (Figure 4.1(b))

shows the top right and bottom left of the frame to be darker with the brightest area in

the middle. It can be seen that the lighting variations do not just affect the background

of the image but also affect the cell, as can be seen in Figure 4.1(a), where the top of the

cell is in a shaded area and appears much darker than the bottom of the cell, which is in a

brighter area.

The additional two images are from an online image search. The first shows a group

of cells which cover a large part of the frame with very little background showing (Figure

4.1(c)) [51] and the next (Figure 4.1(d)) is a DIC image of a snowflake [17], included to

showing the lighting variation on a non-cellular image.

Due the variation in lighting intensities, brightness thresholding on the images is not

possible as they are. Results of this are shown in section 4.5. The background varies from

very dark to very light, so parts of the cell will be brighter and parts of the cell will be

darker than the background. It is not only the background which is affected but the cell

itself also has intensity variations depending on where in the frame it is located. These

variations can be seen more clearly in Figure 4.2 column(a), where a colour map has been

added to the pictures to enable the variations to be more apparent.

We need to be able to correct for this lighting disparity in such a way that there is no

loss of detail from the original image, but also ensuring that an unshaded picture would

not be affected.
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(a) Single cell with brightest light in the bottom
left

(b) Multiple cells with the shadows showing in the
corners

(c) Large cells covering much of the frame with
shadow in top right [51]

(d) A snowflake which is darker towards the bot-
tom of the image [17]

Figure 4.1: Images Showing DIC Shadow Effect. These images show the lighting vari-
ations in DIC images which appear as if the image is lit from one area and is in shadow
in the others.
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4.2 Correcting the Lighting

The first step of our process to resolve the shade variations is to apply a large Gaussian

blur to the image, I, to give a filtered image G. We have shown I in Figure 4.2(a) in it’s

actual form. In Figure 4.2(b) we have artificially mapped this to the ‘jet’ colour map in

Matlab, which allocates colours from blue (0/black), through green, yellow and orange,

to red (1/white). This has been done to make the shading easier to visualise. To automate

the process the filter is set to be a square about a third of the width of the image size. The

size was chosen to be large enough to remove all detail in any image without need for

manual parameter setting.

We can see the effect of this in Figure 4.2 column (c), which shows the lighting vari-

ations across the frame but is no longer showing any parts of the cell or object being

studied. This is effectively providing us with the kind of information that would be ob-

tained if we had access to an a priori frame, taken to show the camera and lighting effects

without including any cells. We can clearly see how the shade varies smoothly across the

image, without any need to model the background.

We find the difference (D) between the original image and the filtered image with the

Gaussian blur applied, so that the difference D = I−G. Finding the pixel value difference

between the blurred and the original image provides us with all the information necessary

relating to the ‘detail’ of the cells and other objects in the image. The background of our

frame is then set to the mean of the Gaussian blurred intensities, (a scalar value which is

the mean of all pixels over G), which we will denote as µG). This is done as some of the

values in our difference image are negative and some are positive, therefore we require a

value to centre these around so that they fall back in the range of zero to one. The ‘detail’

is added to this background, so that the new image I′ = µG +D. This very fast process is

repeated for each frame in the video.

The corrected images, I′, are shown in Figure 4.2 column (e), and again in column

(d), which has once again been mapped to the ‘jet’ colour map, as describe above. It can
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(a) Original (I) (b) I (Artificially
Mapped to a

Colour Space)

(c) Filtered
Image (G)

(d) I′
(Artificially
Mapped to a

Colour Space)

(e) Corrected
(final image I′)

Figure 4.2: Images Showing Lighting Correction. These original images are shown
in columns (a) and (b). Column (c) shows the shadow effect without any cell detail.
Columns (d) and (e) show the images with a level lighting across the background.

be seen in every case that the full detail from the original frame is showing but that the

background no longer has a lighting variation.

As this pre-processing step is run on every frame before any other steps are carried

out, for the remaining chapters of this thesis when we refer to the image, or frame, I we

are referring to the resulting image from this process I′.
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4.3 Results

We will firstly look at the results of the method on the images shown above (Figure 4.2),

two of which are from our video and two from an online search, to show that the method

is equally effective on any image captured using DIC microscopy. We will then apply the

method to an image which has been manually shaded so that we are able to compare the

results with the original.

Although the results in Section 4.2 show the visual changes achieved, we also need to

show the values obtained. We will use different methods for this, as the images above do

not have ground truth images, so we will use the pixel values across the line of greatest

change to show the ‘intensity profile’ [54] before and after our method. We will then

use direct comparison of resulting images and the ground truth on the manually created

images.

4.3.1 Testing On Real DIC Images.

Although the shading correction can clearly be seen (Figure 4.2) by visual inspection,

we have no ground-truth (e.g. no unshaded image) to compare the corrected images

with. To show the effect of our method on the values across the image we have taken

the measurement across the line with the highest variation and shown these in Figure

4.3(a). This shows that although there are peaks and troughs for the dark and light aspects

of the cell, caused by the DIC microscopy, there is also an underlying trend for the pixel

values to increase or decrease as the line progresses from the lighter to the darker corner

or side.

We then calculate these again after the Gaussian blur (Figure 4.3(b)). This shows only

the shading of the image without any detail. It is easier to see from these charts which

of the images have the most drastic lighting changes and also whether this is only in one

direction or in more than one. For example row 2, which shows that image progresses
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(a) Original Image I (b) After Gaussian Blur G (c) Corrected Image I′

Figure 4.3: Pixel Values Before and After Correction.
The pixel values were recorded along the line with the most lighting variation, which was
the bottom left to top right of the first three images and vertically for the fourth. These
are shown before and after lighting correction, and also with just the shading visible after
the Gaussian blur. The images are those shown in Figure 4.2. The pixel values all show a
more even background without loss of information of the object being captured.

from dark in one corner, to light in the middle, then dark again in the opposite corner,

whereas the final row, calculate from top to bottom, shows only a gradual decrease in

brightness
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Figure 4.4: Manually Created Shading/Lighting. The first image shows the created
sinusoidal shading and lighting using. The second shows the profile of this after removing
the mean.

We finally show the pixel values along the same line after applying our method (Figure

4.3(c)), which shows the peaks and troughs of the detail has not been lost but that the

background level is now more even.

4.3.2 Testing On Artificially Shaded Images

We would like to be able to show that this method meets the necessary criteria that it will

have no effect on an unshaded image as well as correcting the problem accurately on a

shaded image [54]. To do this we have created a manual ‘ground truth’ image [31] and

ensured that this is free of shading by setting all background pixels to be the same value.

We then create a manual shading and lighting, as shown in Figure 4.4(a), by repetition

of a sin wave the length of the image. To do this we created an image the same size as I,

which we will denote as B, then for each pixel in the ith column,

Bi = sin(xi), where0≤ xi ≤ 180 (4.1)

As this ranges from zero to one, we remove the mean from this to ensure that some
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of the pixels are increased and some are decreased. The profile of this is shown in figure

4.4(b). The resulting matrix is added to the manual image.

The original image with the manually adjusted background is shown in Figure 4.5(a)

and the shaded and lightened image is shown in Figure 4.5(c). We ran our method to

correct the lighting variation issues on both of the images and the result for the image

with an even background is shown in Figure 4.5(b), and the result for the image with the

manual lightening and darkening is shown in Figure 4.5(d).

To check the accuracy of our results we compared the pixel values on the resulting

image to the original unshaded image. With pixel values between 0 and 1, the largest

difference over both of the resulting images was less than 0.0027. With 256 grey levels,

this would be less than 0.7 of a shade, so when rounded would show at most as one pixel

level out. The most likely reason for any differences are that the original images have the

values stored up to two decimal places, but the calculations in the method are done to four

decimal places.

This shows that we can accurately remove any variations in shading intensity across

an image with absolutely no loss of the detail contained, and can also run our technique

on an image with no lighting variations without changing the original image. This is all

done with no manual parameter selection as the technique calculates the relevant kernel

size based on the size of the image.

One of the main motivations for amending the lighting is to ease the process of apply-

ing other image processing techniques, such as thresholding, which is not possible on the

unrectified image, which we will discuss and show in Section 4.5.

4.4 Comparison With Alternative Method

ImageJ [2], is an open source image processing program for scientific images, as dis-

cussed in Section 3.1. This offers a plug in for resolving lighting variations in microscopy
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(a) Original, unshaded image [31] (b) Result of running our method on image (a)

(c) Image (a) with shading and lighting manually
added

(d) Result of running our method on image (c)

Figure 4.5: Images Showing Results on Test Images. The images show the results of
testing our method on an unshaded image and on an image with shading manually added.
After our method the resulting image from both tests was exactly the same as the original
image, proved by subtracting one image from the other.
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(a) Original Image (b) Kernel Size 10 (c) Kernel Size 150

(d) Manually Shaded Image (e) Kernel Size 10 (f) Kernel Size 150

Figure 4.6: Results of Alternative Method on Manually Created Images. The first row
shows the image with no shading and the results of running pseudo flatfield [10]. With
both kernel sizes the background is darker, and with the smaller the cell has also lost
definition. The second row shows the manually shaded and lightened image. Both kernel
sizes leave a dark shadow at the sides, but this is more pronounced with the larger.

images where an empty background slide is not available. The Pseudo Flatfield [10]

method involves manually setting the kernel size parameter. This is then used to set the

pixel values to the mean of a window of the size of the kernel to create the flatfield. This

is then removed from the original image and the resulting pixel values adjusted to be in

the 0 - 255 range.

The results of running pseudo flatfield are shown in Figure 4.6. The first row shows

what happens when this is tested on an image with an even background illumination.

Using both small kernel size of 10 or a larger one of 150 results in a darker background,

as shown in Figure 4.6(b) and (c). The original image shows a background of 140 (in a
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range of 0 to 255), but the resulting image with a small kernel shows a background of

109. The larger kernel has a slightly uneven background ranging from 105-110. With the

smaller kernel there also appears to be a bright ‘halo’ around the cells.

Comparing the absolute greyscale pixel value differences between the original image

and the result with a kernel size of 10 shows a maximum difference of 104 shades and an

average of about 32. Using the larger kernel size the maximum difference is not as large,

at 76, but the average difference is about the same, at around 33.

Pseudo flatfield was also tested on our image with the manually added shading (Figure

4.6(d)). When using a kernel of size 10 there is a dark stripe left at either side of the image,

which is 15 pixels wide (Figure 4.6(e)). The cells are also a lot paler than in the original

image and show much lower contrast with the background.

When using a larger kernel size there is still a 15 pixel black stripe at the edge of the

image, but this appears more pronounced as it graduates over the next 40 or 50 pixels. In

both cases the maximum difference in shade is 140 pixels, which is where the edge pixels

are zero.

As our method uses a Gaussian to filter the image, the pixel values are weighted with

a higher importance given to the current pixel. Using the mean value allows the current

pixel to be affected by those further away, which cause greater problems with a large

kernel if the background is very uneven.

4.4.1 Results of Comparison

One of the reasons for testing on an image with an even background illumination is to

test that the method makes no alterations to this. This was the case with our method, but

the ImageJ results in a darker image. Despite this, it is unlikely that this would affect

brightness thresholding or edge detection after running this with a larger kernel. Both

of the images in Figure 4.6(b) and (c) would produce similar results to running these

methods on Figure 4.6(a).
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We additionally tested on an image with manually added lighting and shading so that

the result could be compared with a ground truth. Again, our method showed we were

able to recreate the ground truth image. The ImageJ method, however, was unable to fully

remove the dark stripe at the side of the image, which would affect other segmentation

operations on these images. Using a smaller kernel results in a smaller dark region, but

the contrast of the cells is affected, and using a larger kernel leaves a much larger dark

region, so the lighting variation problem has not been resolved.

4.5 Thresholding

In this section we will discuss the affect of applying thresholding based on brightness in

order to obtain a simple segmentation of the cells. We will look at the result of thresh-

olding both prior to and after our lighting correction technique and show what can be

detected using this method.

4.5.1 Before and After

We wish to show the benefit that our lighting correction method has on brightness thresh-

olding on our images. Figure 4.7 shows first the result of thresholding on the image shown

in Figure 4.1(a), which is the image of one large cell including lamellopodia, both before

and after removing the shading variations (Figure 4.7(a) and (b)). We then threshold the

test image (which contains a few smaller cells) which has been manually shaded, as seen

in Figure 4.5(c), again, both before and after we correct the lighting (Figure 4.7(c) and

(d).

We show the results for firstly thresholding the brightest 40% of pixels and for the

darkest 40% of pixels. The image ranges from 0 (black) to 1 (white), so that the thresh-

olded image of the brightest pixels TBRIGHT = [I≥ 0.6], and the thresholded image of the

darkest pixels TDARK = [I ≤ 0.4]. In each case those pixels which meet the criteria are



Chapter 4 42 Image Preprocessing

(a) Image 4.1(a) before lighting correction

(b) Image 4.1(a) after lighting correction

(c) Image 4.5(c) before lighting correction

(d) Image 4.5(c) after lighting correction

(1) Brightest 40% of
pixels (TBRIGHT )

(2) Darkest 40% of pixels
(TDARK)

(3) Pixels outside of 10%
of the mean intensity (T)

Figure 4.7: Images Showing Results of Thresholding on Images Before and After
Lighting Correction. We can see that with the original lighting issues brightness thresh-
olding of the cell is not possible. After out method we are able to threshold the darker and
brighter pixels to detect the cell body.
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(a) Morphological operations on our real image (b) Morphological operations on our test image

Figure 4.8: Resulting Images After Applying Morphological Operations. These re-
sults, showing the cell body, are achieved by applying morphological operations to the
frames in Figure 4.7

shown in white and everything else is set to black.

In the final column (Figure 4.7(3)) we show the result of the thresholding used in our

method. In Section 4.2 we used µG as the pixel value for the ‘background’ of our image.

As parts of the cell will be brighter and parts of the cell will be darker than the background

we wish to find all of the pixels which are not close in value to background level. Our

thresholded image T = [(I > µG ∗1.1)∨ (I < µG ∗0.9)].

We can clearly see from Figure 4.7(a) and (c) that when thresholding the images which

have not had the shading corrected there is far too much of the background detected to

allow any useful segmentation of the cells. From looking at the results after our method

in Figure 4.7(b) and (d) we can see that some parts of the cell are darker than the back-

ground and other parts are brighter, so the most useful results involve using both sets of

information, as in column (3).

It can be seen from the results on our test image (Figure 4.7(d)) that most of the

boundary of each cell has already been detected and that it would be possible to make



Chapter 4 44 Image Preprocessing

a full detection using some further simple morphological operations or application of

templates, which is why thresholding alone has often been used in previous work on

simple shaped cells or when a full segmentation is not required. In Figure 4.8(b) we have

shown the results that can be achieved by thickening the outline slightly and blurring to

connect nearby components, then filling the holes on the images and thinning again.

The outcome from using thresholding alone on one of the frames from our videos

(Figure 4.7(b)) shows a good result for detecting the main cell body, but very little of

the lamellopodia at the bottom of the frame is detected. We have again applied the same

operations as we did to the test image to connect nearby components and fill the empty

holes, and the result can be seen in Figure 4.8(a). Due to the nature of DIC microscopy,

large thin areas such as this will appear very similar to the background. A few parts of the

edge are detected, particularly where this is ruffling up due to movement, but not enough

to be able to determine the outline of the cell.

4.6 Summary

In this Chapter we have shown how the use of an efficient technique for correcting the

intensity variations on DIC images can provide results which not only appear to show a

more even background visually, but also confirm that the lighting is corrected with no loss

of detail on a manual image and that this has no affect on a non-shaded image, proved by

subtraction of the resulting images from applying our method with the original, unshaded

image. The image after applying the lighting correction will be referred to as I. We then

show that the results of this can then provide us with the information to apply a brightness

thresholding which allows is to detect large parts of the cell’s main body. We will refer to

the binary template for the cell body as T.

Although this information may be enough for cells with a simple shape or those where

we do not require an accurate representation of the border, in our case we are not only
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looking at amorphous cells which have no standard shape but we also need to detect parts

of the cell which are essential to their movement, such as lamellopodia and filopodia,

which are often very fine or thin and cannot be detected in this way. We now have the

basis for further work on these images, in that we have frames which are no longer affected

by lighting problems (I) and where we can identify cell bodies (T). This preprocessing

stage will then be built on in Chapters 5 and 6.



Chapter 5

Segmenting Lamellopodium

In this Chapter we will discuss the lamellipodia and describe some of the shape changes

it undergoes during movement. We will cover why we are wishing to segment these, and

some of the difficulties due to the thin, flat nature of these membranes, and due to the

nature of DIC microscopy.

We will build on the result achieved in Chapter 4, which provided us with frames free

from any intensity imhogeneity (I) and a segmentation for the cell body which we can use

as a basis for finding the attached lamellopodia (T). All of the images used in this chapter

are shown having had our method for correcting the shading already applied.

We will show how using edge detection can provide us with a good outline for the

boundary of the majority of the cells, and compare this with leading cell segmentation

software which has had the parameters optimised to provide the most accurate segmenta-

tion. We will then improve on this method using the temporal information gained from

the videos, to find cells where the segmentation does not seem to have worked accurately

and create an updated segmentation.

46
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(a) Cell from blebbistatin
group

(b) Cell from brenk group (c) Cell from wildtype
group

Figure 5.1: Cells With Lamellipodia from Three Different Videos The top row shows
the frames of the video including the lamellipodia. In the bottom row these have been
manually segmented from the cell body and the background.

5.1 Lamellopodia

In cells such as the myoblast cell, movement on substrate is achieved through a crawling

motion. The cell extends thin pointed structures, called filopodia, which act as feelers,

and larger but very thin protrusions called lamellipodia, which often spread between the

filopodia. The lamellipodia stretch out and adhere to the substrate, providing anchor

points for the cell to be pulled forward and pushed from the rear [5,21,34]. The diagrams

shown in Figure 5.2 show the lamellipodia in crawling cells from the side [4] and from

the top [12] of the cell. This shows how the lamellipodia attaches and detaches from the

substrate as the cell moves.

At the leading edge, as the cell begins to move, the lamellipodium lifts from the sub-
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(a) A Side-On Diagram Showing Lamellipodia
[4]

(b) A Top-Down Diagram Showing Lamellipodia
[12]

Figure 5.2: Diagrams of Crawling Cells. These diagrams show a crawling cell from
above and from the side, showing the spreading lamellipodia at the front and rear.

strate in a wave like movement, often referred to as ‘ruffling’. The ruffles appear to move

back towards the cell as the edge of the lamellipodia moves forward. The ruffling can

be seen in Figure 5.1. A small amount can be seen towards the bottom of the first im-

age, where it appears brighter as it is thicker at this point. It also appears to surround

the leading bottom edge of the third image, which also clearly shows the tail appearing

towards the rear of the cell. As the cell is drawn forward, the rear of the cell can become

a narrower ‘tail’ until it pulls away from the substrate [8, 34]. A diagram of the rounded

forward edge and the tail is shown in Figure 5.2.
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(a) A region of lamellopodia edge is higlighted (b) A close up of the highlighted region

Figure 5.3: A Close Up Region of Lamellipodia Edge. The first picture shows a cell
with an edge area of the lamellopodia highlighted. This region is then extracted and
shown magnified. We can see from this how indistinct the edges are and that there are no
visible gradients along the edge.

5.2 The Problem

Due to the nature of DIC imaging, the thinly spread membrane of the lamellipodia are

often barely visible, with the texture appearing the same as the background (see Figure

5.1), except in the areas of ruffling where the lift from the substrate causes a greater

thickness to be recorded. Due to this, texture analysis of these images is not able to find

large parts of the lamellipodia. We can usually see this by eye as we are aware of the

edges surrounding it.

Despite being able to usually ‘see’ the edges, in many cases we are filling in large gaps

in the image as our visual systems can compensate for this. Figure 5.3 shows an example

of this, in which we perceive the whole boundary but in reality a close up shows us there

is not a consistent edge which is visible. The first image (Figure 5.3(a)) shows the whole

cell and lamellopodia and the second (Figure 5.3(b)) shows only the highlighted region

but this time magnified. The pixel values do not provide us with enough information to
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be able to define where the edge is without being able to view the rest of the image.

This lack of continuous boundary is one of the big problems with many techniques

which are normally used to detect edges, as there is no edge there. In some cases our

visual systems cannot do this through one frame alone, but we can still perceive the edge

when viewing a video due to the motion and the information from the preceding and

succeeding frames.

We need to find a method which is capable of detecting the full boundary in every

frame, regardless of lack of contrast or continuity of edges.

5.2.1 Biological Significance

Biologists have taken videos of moving cells using time-lapse DIC microscopy. Re-

searchers in cell motility wish to obtain information about the cells and their move-

ment, both in unaffected (wildtype) cells, and in those in which genes have been affected

(knocked down or over expressed) or chemicals added. One particular chemical, blebbis-

tatin, is an inhibitor which has been found to affect the cells contractile forces and has an

affect on the lamellipodia and the cells’ motility [24,30,53]. Researchers wish to know if

brenk also has a similar affect on the lamellipodia, and therefore the cells’ movement.

To find out more about the lamellipodia they need to be segmented separately from

the cell in order to calculate information about their size and shape, and how these change

over time. This work aims to segment not only the cell but also divide it into its component

parts to enable this information to be calculated.

The testing will be carried out over three sets of cell videos (wildtype, blebbistatin

and brenk), with 10 videos in each.
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(a) Threshold 0.03 (b) Threshold 0.04 (c) Threshold 0.05

(d) Threshold 0.06 (e) Threshold 0.07 (f) Threshold 0.08

Figure 5.4: Using Edge Detection Alone. These images show the result of applying only
edge detection to our images. They show the output from a Canny edge detection with a
high threshold level set from 0.03 (a) up to 0.08 (f). It can be seen that although it will
detect the edges a high degree of background is also detected.

5.3 Edge Detection

Although edge detection has previously been used to identify cells in DIC microscope

images [58] this method was only suitable for circular or elliptical cells, unlike ours. It

also requires constraints to be set relating to the curvature cost of the contours, whereas

we are aiming for a fully automated method. From testing the most popular edge detec-

tion methods available, Canny edge detection [9] was found to provide the most accurate

representation [23].

Canny edge detection uses two thresholds to identify edges. The higher threshold

identifies ‘strong’ edges, which are those where there is a high gradient in the image

intensity. It then uses a lower threshold to find those edges which do not have such a high
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(a) Edge detection on blebbis-
tatin cell

(b) Edge detection on brenk (c) Edge detection on wildtype
cell

Figure 5.5: Edge Detection Alone on Three Images. These images show the result of
running just edge detection on the images from Figure 5.1. It can be seen that although
the boundary of the lamellopodia has been found, this has additionally found some areas
of background.

gradient but are connected to strong edges. This is beneficial on our images where the

edges of the cell cannot be easily detected due to low contrast boundaries.

Figure 5.4 shows the result of running a Canny edge detection on one of our images

with a high threshold of 0.03 to 0.08 and a low threshold at 40% of each of those values.

It can be seen from Figures 5.4(a) and (b) that the boundary of the cell is fully detected,

but along with this so is a large area of the background. As we increase the threshold

of the edge strength we decrease the background which is detected, but we also break

the detection along our boundary as the faint edge of the lamellopodia is no longer being

found, as can be seen in Figure 5.4(c)-(f). By the last image, with a high threshold of

0.08, only the higher contrast ruffling is being located at the bottom of the image.

From the results shown in Figure 5.4, we would be able to detect the lamellopodia but

would be unable to do so without also detecting areas of the background which would

need to be manually removed, or would involve parameters setting individually to enable

only the cell to be segmented. Figure 5.5 shows the results of running edge detection on

the three images shown above in Figure 5.1. In each case the cell boundary is found, but

so are differing degrees of non-cellular material from the background of the image. We
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(a) Original Image I (b) Edge Map E (c) Edges and Thresholding E∨
T

(d) After Filtering (e) Binary Image (f) Filled Image

Figure 5.6: Stages of Morphological Operations. We show the original images then the
stages followed to connect and fill the template of the cell.

will refer to the resulting binary edge map, in which pixels are stored as a 1 if they are

part of a detected edge, as E. However, we are already aware of the cell’s location from

the thresholding applied in Section 4.5 so we are able to use this information to find only

the edges which can be connected to the cell’s body.

5.4 Combining Thresholding and Edge Detection

As mentioned in Section 5.3, we can find the cell boundary using edge detection but this

also provides us with a degree of background inaccurately being segmented also. We

could try to optimise the edge detection further, but no method was found which could do

this in an automated manner as the parameters would have to be changed for every frame.
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As we are already aware of the location of the cell body from Section 4.5 we can use this

to find only those edges which are connected to the cell’s body.

(a) The combined
thresholded body from
Section 4.5 and edge

detection from Section 5.3

(b) After morphological
operations to connect and

fill the image.

(c) After re-application of
the edge detection to

smooth and correct the
edges.

Figure 5.7: Combining Edge Detection And Thresholding. These images show the
process of combining the edge detection and thresholding results and using morphological
operations to find the outline of the cell. It can be seen the the first two cells have far more
accurate shapes than the third (wildtype) cell.

We again use morphological operations to connect the edges to the cell and fill the
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Figure 5.8: A Cell Which Has Not Been Filled. As the detected edges do not completely
surround the lamellopodia the bottom region has not been filled

result. In Figure 5.6(a) we show the original image I and in (b) we show the binary edge

map E. We then combine the result of our thresholding and edge detection so that Figure

5.6(c) shows E∨T, in that any pixel which is a 1 in either of our binary images is a 1 in

our combined image.

We then filter the image using a Gaussian with a σ of 0.5 using a small (3×3) window,

the result of which can be seen in Figure 5.6(d). At this stage in the process the image is

no longer a binary image, which is why it is difficult to detect the effect in this image, as

some of the pixels value are very low and almost indistinguishable from black. In Figure

5.6(e) the image is then converted back to binary, by treating all pixels above zero as one.

This stage has connected those pixels which are up to three pixels apart.

To create a solid template we apply a fill operation on the ‘holes’ in the image. For

a binary image this would mean that any black pixel, or block of black pixels, that is

entirely surrounded by white pixels would be set to white. In a grey scale image an area

completely surrounded by a brighter area would be filled to the intensity of the brighter

area. The fill operation only takes place if the region is completely surrounded, in our case

using and 8-connected neighbourhood. The result of this can be seen in Figure 5.6(f).

If there are not strong enough edges around the lamellopodia for them to connect

entirely then the region will not be filled. An example of this can be seen in Figure 5.8.

This leads to problems, as shown in Figure 5.10 and discussed in Section 5.5.2.
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As it can be seen from 5.6(e) and (f), the image is now thicker than previously due to

the previous operations. To remove the additional pixels we ‘thin’ the object by removing

two layers of pixels from around the boundary.

Figure 5.7 shows the comparison of these step on cells from three different videos.

Figure 5.7(a) firstly shows the edge detection and thresholding, E∨T. We then show the

result of the operations from Figure 5.6 and the thinning in (b). At this stage there are still

some non-cellular objects left in the scene. As we are aware that the connected cell must

be at least the same size as the cell bodies alone we can use information from Section 4.5

to remove these areas, as we know the size of the smallest component in T we can remove

anything smaller than this. Due to the thickening and thinning operations, the resulting

cell outline sometimes misses some of the detail which is shown in the edge detection, so

we add this again to the final image and refill to include the small outline changes, as can

be seen in Figure 5.7(c). We will refer to this binary template for the segmentation of a

cell as C.

(a) (b) (c)

Figure 5.9: The Manual and Automatically Created Boundaries. We have shown the
manually drawn boundary of each cell in yellow then drawn our automatically created
boundary in red. In the first two images the boundary is quite a good representation but
the third image shows an area where the correct edge could not be found and some of the
background has been added to the cell.

In Figure 5.9 we show the results of our automatically created boundaries from C

on the cell images I in red, with the manually marked cell showing in yellow. It can be
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seen from the first two images that the boundary is quite close to the actual cell. Figure

5.9(a) shows some areas where small items which are touching the cell have also become

attached, whereas Figure 5.9(b) shows quite an accurate representation of the whole cell.

Figure 5.9(c) is an example of where a bigger problem has occurred as the edge appears

to have been completely lost and the boundary has started ‘leaking’ out into to the image.

5.5 Initial Results

At this stage we wished to find out the current accuracy of our implementation, which

was done by manually marking up every 10th frame from each video, over our three sets

of blebbistatin, brenk and wildtype videos, and comparing the segmented cell with our

automatically segmented cell. We used both the DICE and Jaccard measures of similarity

to assess our results.

5.5.1 DICE and Jaccard

Both DICE and Jaccard are used to measure the similarity of two samples. In terms of

segmentation, we are comparing the binary result of the segmentation, such as can be seen

in Figure 5.7(c), with a binary result of a manually segmented image.

The DICE measure, shown in Equation 5.1, compares the size of the intersection

with the sum of each, by taking double the size of the intersection of the automated

segmentation and the manual segmentation and dividing this by with the size of the sum

of pixels in each segmentation. The Jaccard measure, shown in Equation 5.2, again looks

at the intersection of the segmentations but this time compares with the size of the union

of the two.

Both measures give a score between zero and one, with a result of one meaning that

the two binary images are the same, as we are wishing both segmentations to overlap

completely.
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DICE(A,B) =
2|A∩B|
|A|+ |B|

(5.1)

Jaccard(A,B) =
|A∩B|
|A∪B|

(5.2)

5.5.2 Comparisons

Although the results for this system were obtained using a fully automated system, no

other automated system could be found for comparison of results that was able to detect

and segment the cells. The segmentation was instead compared to results using Cell-

Track [43], which is popularly used for motility analysis. We manually adjusted the pa-

rameters for each video, including the initial edge threshold, the edge linking threshold,

the dilations and erosions, and the size of the cells. This was done until CellTrack showed

the closest possible result to the cell boundary, and involved different values for every

video. We then performed the similarity measures against our manually segmented cells,

in the same way as we did with our automated results.

Table 5.1: Comparison Of DICE Results (% accuracy).

Wildtype Blebb. Brenk
Our Segmentation 89.75 86.64 89.33

CellTrack 88.81 85.52 90.89

Table 5.2: Comparison Of Jaccard Results (% accuracy).

Wildtype Blebb. Brenk
Our Segmentation 82.25 77.43 81.56

CellTrack 80.20 75.49 83.44

Tables 5.1 and 5.2 show the results for our method compared to the cell track segmen-

tation as an average over each set of videos, for both of the similarity measures. The most

accurate results are shown in bold. It can be seen that, even at this stage, for both the wild-

type and blebbistatin segmentations we receive better results than for the best available
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option which necessitated manual parameter setting (best results shown in bold font).

(a) (b) (c)

Figure 5.10: Examples of Problem Segmentations. These images show some examples
of bad segmentations. The first two have not fully connected the lamellopodia edges. The
third has a very bad segmentation including most of the frame.

Despite receiving very good results over all, there are still some individual frames

that do not appear well segmented. The particular problem frames tended to receive poor

results for both our automated method and using CellTrack [43]. In Figure 5.10(a) the

boundary detection has not found a thin part of the edge and has started to spread into

the image. In Figure 5.10(b) it has again failed to detect the edge, but this time it has

completely missed segmenting part of the lamellopodia as it has found a stronger edge

going across it. In these cases it may be possible to try to achieve a better segmentation

by fine-tuning the parameters we have used for the edge detection, but this would need

doing on an individual or per video basis so would not be suitable for our automated

system.

In Figure 5.10(c) we have a completely failed segmentation for half of the image.

The right half of the cell has been quite roughly segmented but the left has drifted off

to the boundary of the image. Again, we do not wish to change our parameters on a

frame by frame basis. From viewing the results of the segmentation on each video, it does

not appear that we receive poor results over any video as a whole. Although there can

be consecutive frames showing a problem, the majority of the frames show a very close



Chapter 5 60 Segmenting Lamellopodium

segmentation to the boundary of the cell. We wish to build on the information provided

by this method to increase the accuracy of our segmentation.

5.6 Incorporating Movement and Time

The resulting segmentation for the thresholding and edge detection method was very close

to the manual segmentation for most frames (Section 5.5), but in some frames the lamel-

lipodia were not entirely detected, or background was incorrectly detected, examples of

which can be seen in Figure 5.10. In these cases it was often also extremely difficult or

even impossible to detect these areas by eye in the individual frame, but the location could

be inferred from the movement in the surrounding frames. We took to following steps,

which will be explained in more detail, along with the images in Figure 5.11:

Step 1 - Compare the cell size with the cell in the next frame. If more than 10% difference

move to step 2, otherwise store the frame and move to the next frame.

Step 2 - Take the intersection of the previous and subsequent frame.

Step 3 - Apply the edge detection from the current frame.

Step 4 - Update with the new cell segmentation and move to the next frame from Step 1.

Step 5 - If at final frame, check for halting conditions. If not met, move back to Step 1,

frame 1.

Step 1

To detect these cases (of incomplete segmentation) the cell size was compared over con-

secutive frames, with those frames showing a significant increase or decrease being the

most likely to not be entirely segmented. We denote a cell segmentation at time t as C(t).

At each time-step, we compare the area of C(t) with that of C(t + 1). If the areas has
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(a) Original(1) (b) Original(2) (c) Original(3) (d) Original(4) (e) Original(5)

(f) E(1) (g) E(2) (h) E(3) (i) E(4) (j) E(5)

(k) C(1) Save (l) C(2) Update (m) C(3) Update (n) C(4) Update (o) C(5) Save

(p) C(1)∩C(3) (q) C(2)∩C(4) (r) C(3)∩C(5)

(s) Reapply Edges
C′(2)

(t) Reapply Edges
C′(3)

(u) Reapply Edges
C′(4)

Figure 5.11: Examples of Segmentations and Intersections. We show five consecutive
frames along with their edge maps and segmentations. Three of these differ in size from
the next and would require updating. We then show the intersection of the previous and
subsequent frame and the resulting segmentation after reapplying the edges.
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changed by at least 10% we move on to step 2. If not, we store that cell and move on

to the next frame. In Figure 5.11, the third row shows our cell segmentations. It can be

seen that C(2), C(3) and C(4) show size differences from the next frame. These would

be updated in Step 2.

Step 2

To generate the basis of a new segmentation image we take the intersection of previous

and subsequent frames, which we will show as C(t− 1)∧C(t + 1). In this case we are

taking the intersection of these binary images to be the overlap of the white pixels, so

that is where C(t−1)+C(t +1) = 2. If we are at the first frame we use the frame itself,

C(t)∧C(t +1).

Some examples of these intersection are shown in Figure 5.11, row 4. It can be seen

here that we already have an improved segmentation for C(4), but C(3) does not appear

as good. This will be resolved in Step 3.

Step 3

As stated in section 5.3, we have a set of edges E, which we denote for each time step as

E(t) generated from I(t). We apply the edge map to the intersection from step 2, so that

at time (t) we take (C(t−1)∧C(t +1))∨E(t). The result is a binary image consisting of

the intersection from the previous and subsequent frame, along with the edges from the

present frame set to white and the remainder as black.

For frame C(4) from Figure 5.11(n) we show this process in more detail in Figure

5.12. It can be seen that the segmentation in (b) does not include a large part of the

lamellopodia. When we look at the edges (E) it shows that they do not fully connect, and

therefore will not be filled.

The intersection image is shown in Figure 5.12(d). This is already an improvement

on the previous segmentation. In (e) we show this along with the edges for this image.
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We then use the morphological operations described in Section 5.4 to connect the edges,

fill the shape, and keep only those parts which are connected to the cell. We show our

updated cell segmentation, C′ in Figure 5.12(f).

In step 2 we mentioned the segmentation of C(3) from Figure 5.11. Taking the inter-

section of the previous frame with a good segmentation and the subsequent frame with

a bad segmentation appears to have given us a worse result as shown in Figure 5.11(q).

However, it can be seen that the edges from E(3) do provide a good representation of the

boundary, so that the end result when these are reapplied is an improved segmentation.

Step 4

At this stage we update our segmentation for C(t) with C′(t). This process runs on a

frame by frame basis, so that each segmentation is updated before moving on to the next

frame, therefore when making any changes to cell C(t + 1) it will be using the updated

segmentation for cell C(t).

If we are not at the final frame of the video we move to the next frame and return to

Step 1.

Step 5

When we reach the end of the video, to check if the process needs to be repeated we firstly

check the size differences of the cells. If no consecutive frames differ by more than 10%

then the process stops. We also store a list of sizes for each run and the process stops if

no further changes to the size are being made. If these criteria have not been met then the

process is repeated from Step 1.

A final stopping criteria was implemented in that the number of runs should be no

more than the number of frames. This was a ‘fail safe’ implementation to prevent the

system becoming stuck in a loop where if could alternate between segmentations over

two or three cycles, although in practice this did not occur.
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(a) (b) C (c) E

(d) C(t−1)∧C(t +1) (e) (C(t − 1) ∧C(t + 1)) ∨
E(t)

(f) (C′(t)

Figure 5.12: Steps to Update a Segmentation. This figure shows the poor segmentation
from Figure 5.11, C(4). The edges show why the lamellopodia was not segmented. When
taking the intersection of the previous and subsequent frame and reapplying the edges we
receive a much closer segmentation.
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Benefits

The advantage of this iterative framework becomes evident where we have two or more

consecutive erroneous segmentations. Take as an example the situation where C(t) and

C(t + 1) are incorrect; when taking the intersection of C(t − 1) and C(t + 1), we still

obtain an incomplete representation of the cell. As such the initial pass of the method

will not create a full segmentation throughout the video. However, if we repeat the full

process as described above, segmentation improves at each pass until we converge on a

more complete solution. In general, the system would halt after two or three cycles due

to not being able find any further cell size difference problem.

5.7 Results

(a) (b) (c)

Figure 5.13: Examples of Improved Segmentations. These images show the initial
segmentation in red and the segmentation after our new method in yellow. Pictures (a)
and (b) now show a quite accurate representation of the cell boundary. Although image
(c) is still showing problems it is a vast improvement on the Figure 5.10(c).

After running our method, which looks at large changes in cell size and then uses the

temporal information from the surrounding frames of problem boundaries to improve the

segmentation, we can see visually that improvements have been made, as shown in Figure

5.13. We have highlighted the segmentation from the first method in red and the updated
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Table 5.3: Comparison Of DICE Results (% accuracy).

Wildtype Blebb. Brenk
Old Segmentation 89.75 86.64 89.33

CellTrack 88.81 85.52 90.89
Updated Segmentation 92.61 87.03 92.67

Table 5.4: Comparison Of Jaccard Results (% accuracy).

Wildtype Blebb. Brenk
Old Segmentation 82.25 77.43 81.56

CellTrack 80.20 75.49 83.44
Updated Segmentation 86.50 77.77 86.59

segmentation in yellow. Figure 5.13(c) is showing a massive improvement on the original

segmentation but is still not close to the actual boundary at quite a few parts of the cell.

Some ideas to correct this further are suggested in Section 5.8.

(a) (b)

Figure 5.14: Examples of Good Segmentation. These images show some examples
of a good segmentation. The manual segmentation is shown in red and the automated
segmentation from our iterative improvement is shown in yellow.

Tables 5.3 and 5.4 show the updated accuracy per group after using our iterative cor-

rection method, again using the DICE and Jaccard similarity measures to compare the
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results with a manual segmentation. In every case the result is an improvement on our

previous method, but is now also more accurate that CellTrack in every case. Obviously,

we do not want just high accuracy as an average but on a frame by frame basis. Table 5.5

shows the percentage of frames in the test set which fall into each accuracy rating. Over-

all, 74% of frames have an accuracy of over 90% when using the DICE similarity score,

and 95% of frames are more than 80% accurate. Two examples of a good segmentation

are shown in Figure 5.14. The manual segmentation is shown in red and the segmenta-

tion after running our iterative method is shown in yellow. Both images show a boundary

which represents the cell shape.

The frames with the lower accuracy (less than 80%) all occurred across three videos.

Some examples are shown in Figure 5.15. In both Figures 5.15(a) and (b) it can be seen

when looking closely at the image that the boundary is very hard to detect. Figures (c) and

(d) show the manual segmentation in red, although this may also have some inaccuracies

to the difficulty described in seeing the boundary and therefore manually determining

the boundary. Figure 5.15(c) shows that when the correct boundary has not been found

the edge has moved away into the background. In Figure 5.15(d), however, the opposite

occurred and only the inner edges of the cell have been detected so large parts of the

lamellopodia are missing.

In the worst segmentation cases (those lower than 40%) the entire frames was detected

as being part of the cell. This occurred across a few frames in one video. The problem

has occurred because the edge detection threshold is not suitable for this frame and would

work better if set higher so less of the background was detected. Some suggestions to

correct this are discussed in Section 5.8.
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(a) (b)

(c) (d)

Figure 5.15: Examples of bad Segmentation. These images show some examples of
bad segmentations, with the manual segmentation again shown in red and the automated
segmentation shown in yellow. Above these we have shown the original images so that
the poor boundary can be seen.

5.8 Further Work On Lamellopodia Segmentation

In Section 5.7 we saw that in a few cases the edge detection was so poor that the entire

frame was detected. To counter this a further check was implemented to compare the size

of the detected ‘cell’ to the size of the frame. If the size was more than 95% of the frame
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Table 5.5: Accuracy on Percentage of Test Frames.

Accuracy % Frames %
90 - 100 74
80 - 90 21
70 - 80 2.5
60 - 70 0
50 - 60 0
40 - 50 0
30 - 40 1.2
20 - 30 1.2
10 - 20 0
0 - 10 0

it was assumed that the edge detection was incorrect and could not be used to complete

the boundary of the cell. Instead, we took only the intersection of C(t−1) and C(t +1)

to create the new segmentation image.

If the problem is occurring in consecutive frames then those between problem frames

would not be fixed on the first run of this, but would improve with further iterations. Some

examples of this are shown in Figure 5.16, but it can be seen from (a) that the problem has

not been resolved. This frame is between other bad frames where the segmentation is not

good but is not covering the full screen. In the second example (Figure 5.16(b)) we can

see that we now have a very close segmentation, which has 94% DICE similarity measure,

and brings the total of our test frames with over 80% accuracy to 96%. Unfortunately, this

is only a ‘best guess’ approach and could be improved open by taking more information

about the location of the cell’s boundary over a greater number of frames. This will be

discussed in more detail in Chapter 7.3, Future work.

A better solution may be to try to improve on the edge detection that we are using, by

altering the threshold for this based on whether the cell is dramatically larger or smaller

than the previous frame. This will again be discussed in our Future work Chapter (7.3)
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(a) (b)

Figure 5.16: Correcting For Problem Edge Detection. These images show some how
those frames where the entire image is selected for segmentation after running the method
to take only the intersection and not reapply the edges. It can be seen in (a) that there is
still a large problem due to not having a good segmentation in the surrounding frames,
whereas the second frame has increased to 94% accuracy (DICE).

5.9 Summary

We have shown that applying our edge detection method to our previously found cell bod-

ies (T)), from Chapter 4, provides a good representation of the cell boundary in most cases

(C). We then improved on this using an iterative method taking the temporal information

from the videos. This was used as often the outlines are not even visible to the human

eye unless the cell is seen moving in the video. This system is fully automated as all

the parameters are set internally based on the information it takes from the video, and all

adjustments are made based on our segmentation from other frames. Despite this, we re-

ceive better results than one of the most popular programs for cell segmentation in which

all parameters were manually fine tuned for optimal segmentation for every video. We

could not compare with any other automated system as there is none available to segment

cells with such variability in shape and with thin membranes.
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This method works regardless of the number and size of cells, although it may fill gaps

in between clustered cells. This could be solved for regularly shaped cells as templates

could be provided, but would be unlikely in cells such as these.

5.10 Other Methods

As mentioned previously, a number of other methods were tested for the segmentation

of the lamellipodia. None of the methods produced any improvement on our system.

We will discuss some of the alternative ideas below along with why these did not prove

suitable for our automated segmentation system. These will include thresholding alone,

active contours and texture analysis.

In Section 5.3 we showed the results of using a Canny edge detection with varying

thresholds. There was no level which could detect the lamellopodia without also detecting

a high degree of the background, and the degree of segmentation for the same threshold

differed for each image. Without any prior knowledge of cell size or shape it is not

possible to use the edge detection alone to segment the cell.

5.10.1 Brightness Thresholding Alone

Thresholding has been a popular method for segmenting cells, particularly those filmed

using GFP, as discussed in Section 2.6.1. It has also been used on some cells filmed

using DIC, as discussed in Section 3.2.2, such as work by [57] which involved manually

selecting the area around the cell and work by [48] which could find the cells where there

was sufficient contrast between the cell and the background and where they were thick

enough.

Having corrected the lighting inhomogeneity, we then tested differing levels of bright-

ness thresholding to attempt to find one suitable of segmenting the lamellopodia. As

discussed in Section 4.5, some areas of the cell are brighter and some are darker than the
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(a) λ = 0.03 (b) λ = 0.05 (c) λ = 0.07

Figure 5.17: Testing Thresholding Levels. The images all show thresholding of val-
ues within a certain percentage of the mean. It can be seen that although the amount
background detected increases as we alter the threshold we do not gain any further seg-
mentation of the cell membranes.

background, so to find the cell body we look for those cells that are not within a percentage

of the background level (calculated from the image after application of a Gaussian blur).

We take the background image as the mean of G and denote this µG and take our percent-

age to be λ , so that the thresholded image T = [(I > µG ∗ (1+λ ))∨ (I < µG ∗ (1−λ ))].

In Section 4.5 we found that a λ of 0.1 was most suitable to detect the cell body, but

wished to test if levels of thresholding closer to the background level were able to include

more of the information. This was tested from 0.01 to 0.1, and three of the results are

shown above, in Figure 5.17. It can be seen from Figure 5.17(a) that even at 0.03 we have

included a lot of the background in the segmentation but still have not achieved further

segmentation of the cell membranes.

5.10.2 Active Contours

The active contour model is a method for segmentation using a curve which deforms to

fit the boundary of a shape. The ‘snake’ of the curve deforms to find the best fit based

on parameters which constrain how smooth or jagged the shape should be [1, 11, 55]. We

tested various Matlab implementation of this method, finding the most successful to be
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(a) Large Square (b) Small Square

(c) Automated Cell Body (d) Manual Outline Outside Cell

(e) Manual Outline Inside Cell (f) Manual Rough Segmentation

Figure 5.18: Testing Templates For Active Contours. The left column shows the start-
ing template for the ‘snake’ for the active contours method. The second column shows
the result as a black line on a green background.

from [27].

We firstly tested using a large square (Figure 5.18(a)) as the initial configuration for

the active contour, which surrounded the entire cell and with a smaller square (Figure

5.18(b)) roughly centred on the cell which crosses its boundaries. The larger square only

adjusted slightly towards some variations in the background intensity whereas the smaller

square gravitated towards the higher contrast boundary of the cell body but do not find the

edges or the lamellipodia.

In Figure 5.18(c) we can see the result having provided the system with the cell body
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(a) Manually Created Template (b) 1 (smoothest curve) (c) 0.5

(d) 0.1 (e) 0.05 (f) 0.001 (roughest curve)

Figure 5.19: Testing Levels of Smoothing for Active Contours. We tested various levels
of ‘smoothness’ when using active contours, from 1, which is the smoothest, to 0.001.

segmented by our thresholding (T). This was to test what information the method cold

provide given an automated template. Although this could converge on the cell body

smoothly, and could find some of the different contrast parts of the body with higher

iterations, it still did not segment the lamellipodia.

To test what information can be gained from a manually created template we created

three outlines based on our cell shape. The first of these is slightly outside of the known

cell boundary (Figure 5.18(d)), the second is slightly inside (Figure 5.18(d)) and the final

template is a rough manual segmentation of the cell. The template outside of the cell

boundary spread further outwards rather than tightening towards the edges, and the tem-

plate inside the boundary moved further inwards, although it did detect higher contrast

substructures in the cell body.
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The closest to the cell boundary is the template which starts as a rough manual seg-

mentation of the cell, and is therefore on the boundary to start with. We wish to know if

this is providing us with any further information than the manual segmentation alone. All

of the results in Figure 5.18 are run with a smoothness of 0.2, which is the default. We

tested this with variations on this parameter to try to find more accurate detail than we are

providing to the system, with our manually drawn boundary as our initial contour.

Figure 5.19(b) shows the result of using the highest level of smoothing. In this case

the lower boundary has moved slightly towards the higher contrast ruffling of the lamel-

lopodia at the bottom and has separated the lamellipodia from the cell body at the top of

the cell. Decreasing the smoothness parameter does not provide any better segmentation

of the lamellipodia, but gives a less clear outline of the cell body.

From these results (Figures 5.18 and 5.19) we can see that we cannot get a good result

from using active contours using an automated template, even if this surrounds the entire

cell or already segments part of the cell, such as the body. We have also shown that

even with a manually created template that roughly segments the cell body using active

contours does not provide us with any additional information.

5.10.3 Texture

To analyse the texture we used a grey-level co-occurence matrix (GLCM), which is a

measure of how frequently certain pixels values (in bins) occur within a distance from

other values. We created patches over our image and created GLCMs over these. We then

obtained the properties of these matrices; contrast, correlation, energy and homogeneity.

We then clustered these values using K-means clustering to group together similar patches

of texture. To display these images visually a colour was assigned to each patch.

This method was tested using different sized patches and different numbers of clusters,

but was not able to detect the lamellopodia. Two examples are shown in Figure 5.20. The

first (Figure 5.20(b)) uses a very small patch and only 2 clusters. Although we would like
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(a) Original Image I (b) 2 clusters (c) 6 clusters

Figure 5.20: Examples of Texture Analysis to Segment Lamellopodia. We show two
sample results from analysing the texture, one of which uses 6 texture clusters and one
uses 2. Both have GLCMs created over different sized patches.

this to separate the cell from the background it has only segmented the cell body and has

classified the lamellopodia as being more similar to the background than to the rest of the

cell.

In the second example, Figure 5.20(c), we have used 6 clusters which are slightly

larger than in the previous example. This again has not been able to classify the lamel-

lipodia, other than a small number of high contrast areas such as the ruffling at the bottom

of the image.

This method was tested using patches from 2×2 to 32×32 pixels and using between

two and eight clusters, but was not able to detect the lamellipodia or provide additional

information than our thresholding stage (Section 4.5).

As we could not use texture clustering to segment the cell we then tried to use this

method on cells already segmented by our method, with the background set to black, so

that I = 0 where C = 0, as seen in Figure 5.21 (a). We wished to see if the different

textures within the cell could enable us to differentiate between the lamellipodia and cell

body.

We show two example of this in Figure 5.21. The first image, (b), shows large 16×16

pixel patches and four clusters. Although part of the lamellipodia is showing the same
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(a) Pre-segmented Image (b) 16×16 Pixel Patches (c) 2×2 Pixel Patches

Figure 5.21: Examples of Texture Analysis to Separate Cell Parts. We tested the
texture clustering method on already segmented cells to try to differentiate between cell
parts such as the body and the membranes.

texture as the background (red) and there is slightly more of the yellow cluster in the

body, we cannot use this information to assist with further segmenting the cell parts.

The second example shown, Figure 5.21(c), uses the smallest 2×2 pixel patches and

eight different texture clusters. The textures can be seen to vary more in the cell body and

there is more of the darker blue background colour shown in the lamellopodia, but again

we cannot use this to provide us with additional information.



Chapter 6

Segmenting Filopodia

In this chapter we will discuss the appearance and movement of filopodia, and the reasons

why we wish to segment these from the cell. We will show some of the problems in

achieving this segmentation due to the fineness of these structures and the nature of DIC

microscopy.

We will again build on the results from Chapter 4 which provided us with frames free

from lighting intensity variations (I) and with a segmentation of the cell body (T). We

will use this to locate the filopodia, which are small hair-like structures that protrude from

the main cell body.

6.1 Filopodia

Crawling cells produce filopodia in addition to lamellipodia, as shown in Figure 6.2 [33].

In this case it shows the filopodia extending from the lamellipodia at the leading edge (for

the direction of movement) of the cell. These are long hair-like projections which should

78
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(a) (b) (c)

Figure 6.1: Cells with Filopodia from Three Different Videos. The top row shows
the frames of the video including the filopodia. In the bottom row areas containing the
filopodia have been highlighted in yellow.

extend from the leading edge of the cell [8]. They act as feelers, sensing the environment

and other cells and guide the cell in which direction to travel [13]. They are a similar

thickness to the lamellipodia but are long and thin, rather than being flat and spread out.

6.1.1 The Problem

In Figure 6.3(a) we can see a region of filopodia which we enlarge in Figure 6.3(b). The

close up region shows that the filopodia appear to form a stripey pattern but it is difficult

to define the edges or to count them individually. In this example the lines are roughly

parallel, but in other examples, such as Figure 6.1(b) they curve and do not all form

straight lines. This image also shows that they do not always grow in groups but can

appear individually at the sides of the cell that are not at the leading edge. These are
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Figure 6.2: A Diagram of Filopodia. This diagram shows the filopodia extending from
the leading edge of the cell [33].

(a) A section including filopodia (b) A magnification of the area shown in (a)

Figure 6.3: A Close Up Area of Filopodia The first image shows a region containing
filopodia. This is enlarged in the second image showing the dark and light pattern.
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harder to detect by eye and often can only be seen through the movement of the video.

As the work in Chapter 4 has provided us with the location of the cell body (T) we

can use this information to narrow down the search area as the filopodia is connected to

the cell. Initial work on detecting these found that this was not possible using just thresh-

olding and edge detection as they do not show enough difference from the background or

have high enough gradients, as shown in Sections 6.4.1 and 6.4.2.

Peak and trough detection was implemented for this region but was not able to detect

the filopodia. Hough line detection was also implemented but the ‘lines’ of the filopodia

appeared no more clear than any other shading in the background and the detection was

not successful. We also looked individually at the derivative and intensity for manually

selected regions with and without filopodia but this was inconclusive. We also looked

into summing ‘projections’, which are the intensities calculated perpendicular to the cell

boundary, as discussed in Section 6.4.3, and histograms of pixel values in windows around

the filopodia, but were still unable to show the correct filopodia.

Information regarding the intensities over a patch and texture analysis using a grey-

level co-occurrence matrix was used in a support vector machine to classify the filopodia

but the was also unsuccessful, as discussed in Section 6.4.4.

6.1.2 Biological Significance

Biologists wish to know the effect of knocking down particular genes on filopodia de-

velopment. The wish to see if the filopodia grow in different places, rather than mainly

at the leading edge, and if the length of the individual filopodia changes. This work is

done over a series of wild-type videos and a series of knock-down videos. Currently,

the filopodia are being manually segmented and counted, which is extremely difficult and

time consuming, and subject to error.
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6.2 Segmentation Method

We will take a two stage approach to segmenting the filopodia. The first is to locate the

areas where the filopodia are likely to be located. The second is then to look for filopodia

in these candidate regions and to then segment them individually.

6.2.1 Finding Candidate Regions

(a) I(1) (b) F(1) (c) I(2) (d) F(2) (e) I(3)

Figure 6.4: Consecutive Frames and The Differences. In (a), (c) and (e) we show three
consecutive frames from a video and between these we show the differences (contrast
adjusted), highlighting the movement between frames. It can be seen that the regions of
filopodia are clearer than in the original images.

As discussed in Section 6.1.1, we struggle to see the filopodia in the still images,

so, as with the lamellopodia detection (Chapter 5), we will use the information available

from the video. We firstly calculate the differences along the third dimension of our

video, providing us with a new array showing the movement between the frames, so that

F(t) = |I(t)− I(t +1)|.

We have shown some examples of this in Figure 6.4, where images (a), (c) and (e)

show three consecutive frames from one video. We have taken the differences between

and adjusted the resulting values to cover the full range of a grey scale image (from 0 to

1) to show more clearly the movement between the frames. In Figures 6.4(b) and (c) we

can see that the areas of filopodia are extending from the top left of the cell. It is more

clearly highlighted in these images than in the original frames.
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(a) Original Image (b) Frame Difference (c) Median Filter (d) Binary

(e) Remove Isolated
Pixels

(f) Increase by 3 Pixels (g) Decrease by 3 Pixels (h) Connected To Cell

(i) Remove Cell (j) Convex Hull, R

Figure 6.5: Creating Candidate Regions. We show the stages of creating our initial
candidate regions from the difference between frames. The result is a binary image (R)
of the convex hull of each region.
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It can be seen from Figure 6.4 that there are slight changes shown across the majority

of the background. From the difference array, we can use thresholding to remove the areas

which pick up a tiny amount of change. Examples of this process are shown in Figure

6.5. In Figure 6.5(c) we apply a 3×3 median filter to remove some of the noise from the

image. We then threshold this based on the amount of change in the pixel value. Due to

the nature of light microscopy and the time lapse imaging most pixels will change a small

amount between consecutive frames.

Figure 6.5(d) shows the result of thresholding the image with a level of 0.2, so that

the pixels that have changed by equal to or below this level are set to black and the pixels

higher to white, resulting in a binary image of the greatest changes.

We next remove the isolated pixels, which are the individual ones surrounded by zeros,

as can be seen in Figure 6.5(e). This removes more of the noise from the image. We then

use a distance transform to increase each pixel by 3, which connects the nearby pixels,

then thin this again by the same amount by removing the external pixels, as can by seen

in Figure 6.5(f) and (g).

As we are aware that the filopodia should extend from the cell we remove all regions

that are not connected to the cell, as can be seen in Figure 6.5(h). We then wish to

‘remove’ the cell body from our binary image so that the remaining areas are only those

which may contain filopodia Figure 6.5 (i).

Finally, we can create a convex hull around each region of connected pixels individ-

ually, so that we have a binary image of candidate regions, as seen in Figure 6.5(j). We

will denote our binary candidate region image as R.

As we are finding the movement between frames, for those frame differences that are

not at the start and the end of the video we can use the information from the prior and the

next frame, by combining the candidate regions with those in the current image.
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(a) (b) (c)

Figure 6.6: Initial Candidate Regions. The images show the candidate regions for
filopodia with a red boundary. It can be seen that although the filopodia has been correctly
identified, so have other regions of the cell. This is due to cell edges being detected.

Initial Candidate Regions

Some examples of the initial candidate regions are shown in Figure 6.6. We have used

the boundary of the convex hulls from the binary image we created to outline these on the

original frames. We can see that all areas of filopodia have been identified, including the

individual one on the side of Figure 6.6(a). Unfortunately, we have also found a number

of regions that are incorrect. As the cell is moving there will be areas around the edge

which also show change between frames. When these are connected the convex hull will

not just include the edges but also parts of the cell. This can be seen at the lower part of

all cells in Figure 6.5, where the edges of the lamellopodia have moved.

Improved Candidate Regions

As some of the initial regions are around the cell border and when surrounded also cover

parts of the cell we have already detected, we calculate those regions of which greater

than 40% overlaps the cell and remove these from our candidate region set. Some example

results are shown in Figure 6.7. In each case we have removed at least one of the incorrect

regions, without losing any of the correctly identified regions.

At this stage, we are hoping to have located all the areas potentially containing filopo-
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(a) (b) (c)

Figure 6.7: Improved Candidate Regions. The images show the new candidate regions
for filopodia, again with a red boundary. We have removed some of the incorrect areas
which cover larger parts of the cell without losing any of the initial correct regions.

dia so that they can be segmented in the further steps. Manual inspection of each frame

from test videos from each set showed that, at this stage, part of each region of filopodia

had been detected in 95% of frames. To improve on this, we have again used the informa-

tion from the surrounding frames, such that if they have a candidate region we should also

check for filopodia in that area in the current frame. This increased the regions located to

100%.

6.2.2 Finding Filopodia

The previous Section has provided us with candidate regions in which to check for the

existence of filopodia. Figure 6.8(a) shows the detail that is available in the candidate

regions when we use our binary image R as a mask to the rest of the image the mean, so

that I = µI where R = 0. This assists us in the subsequent steps as the intensity variations

previously visible in the background would have affected thresholding and other opera-

tions on the image. In Figure 6.8(b) the contrast has been enhanced to cover the full range

from 0 to 1 to enable easier viewing of the filopodia and other patterns in these regions.

Although the filopodia are small hairlike ‘lines’, they are rarely completely straight

lines. They grow out from the cell but can do so at any angle and are often almost parallel,
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(a) The information from the orginal image in only
the candidate regions

(b) The information from (a) but with the contrast
enhanced

Figure 6.8: Regions of Interest. The images show all areas except for the candidate
regions as set to the mean pixel value. The second image is contrast enhanced to enable
easier viewing of the filopodia.

but not enough so that this can be found as a pattern. To find them in the candidate regions

we apply morphological opening to a thresholded version of the candidate regions using

a short (10 pixel) line shaped structuring element at angles in 10◦ increments.

We firstly threshold our image around the mean, so that our image is set to 1 where

(I > µI ∗ (1+λ )) or (I < µI ∗ (1−λ )), using a λ of 0.1. We create templates of zeros the

same size as our image and for each angle from 10◦ to 180◦ individually we perform this

opening operation to show all of the lines of this length (10 pixels) that could fit entirely

within the thresholded image. We then combine the results for every angle to create one

binary map of all locations at all angles. The resulting binary pattern shows all of the

smaller lines in the image, as can be seen in Figure 6.9 where this has been applied to

the candidate regions from Figure 6.8. In the larger regions the lines can be seen crossing

each other in multiple directions.

We can now update our candidate regions to remove those where no lines are present.

As we are looking for lines growing away from the cell, rather than those lines along the
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(a) The lines found in the candidate regions

Figure 6.9: Lines in the Regions of Interest. We can see all of the shorter lines visible
in the regions of interest from Figure 6.8.

cell edge, we take the lines in each of the regions individually and calculate the orienta-

tion of these, by using a counter during the opening procedure. We determine the most

frequently occurring direction of the lines in each candidate region and then remove those

lines which are not roughly at this angle.

We can see the resulting lines in Figure 6.10(a), where the lines in each of the candi-

date regions are at roughly the same angle. Figure 6.10(b) then shows the result after the

removal of those lines which are not connected to the cell body.

From the binary image of the detection of lines growing away from the cell, we can

apply an edge detection to find the boundaries of the filopodia. We use the Laplacian of

Gaussians method with a threshold of zero so that the result involves closed contours, as it

involves all zero crossings from the input image. The outcome is shown in Figure 6.11(a)
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(a) All Lines in the Direction of Orientation (b) Only Lines Which Are Connected To The
Body

Figure 6.10: Lines Growing Away From The Cell. The fist picture shows the lines in
the orientation of most of the lines of that region. In the second, those which are not
connected to the cell have been removed.

(a) Edges of the Detected Lines (b) Filled edges

Figure 6.11: Edges of the Filopodia. We apply and edge detection to find the edges of
the detected lines. We then fill these to show the location of the filopodia.

where we can see the edges of the detected lines. These have then been filled as shown in

Figure 6.11(b).
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(a) Edges of the Detected Lines

Figure 6.12: Individual Filopodia. We remove the edge detection shown in Figure
6.11(a) from the filled image shown in Figure 6.11(b) to separate the individual filopodia
to allow counting of the singular structures.

To enable us to view the individual filopodia, rather than the connected area, we re-

move the edges shown in Figure 6.11(a) from the image shown in Figure 6.11(b) to obtain

separated components, as can be seen in Figure 6.12. This now provides us with informa-

tion regarding the individual filopodia, as we can see their length, location, and whether

they are growing in clusters (such as at the leading edge of the cell in the top left) or

individually, such as on the right hand side.

6.3 Summary

Filopodia are long, fine protrusions which the cell extends to sense its environment and

determine direction of travel. We wished to be able to locate and segment these to de-
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termine their length and number, as well as information about where they were growing,

such as if they were clustered or singular and if they were more prominent at the leading

edge of the cell. As with the lamellipodia, they can be extremely difficult to detect by eye

in individual frames.

We looked at the movement between the frames to provide us with candidate areas

which may contain filopodia. As we were already aware of the location of the cell body

from the preprocessing stages we were able to remove this from our candidate areas. We

then included the areas from the previous and subsequent frames, to account for those

frames were they did not move or the contrast was too poor for the movement to be

detected.

From the candidate areas we were able to look for small line segments which may be

part of the larger filopodia. We detected those which grew away from the cell, as we did

not want to detect cell boundaries. We were then able to find the edges of these sections

and separate them to provide us with individual filopodia. Using this method we were

able to find all of the regions containing filopodia, and in those regions provide a degree

of segmentation in order to detect if they were growing individually or in groups. Further

work still needs to be undertaken to remove the false positive detections of filopodia, as

discussed in Section 7.3.

6.4 Other Methods

As we have mentioned, we implemented a number of methods to attempt to segment the

filopodia with varying degrees of success. Below we will briefly show why edge detection

and brightness thresholding cannot be used to identify these parts and will discuss our

implementation of an SVM to try to classify the filopodia.
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(a) Cell With Filopodia (b) Ten Percent

(c) Eight Percent (d) Four Percent

Figure 6.13: Thresholding Filopodia Images We show the results of thresholding image
(a) by detecting the pixels brighter and darker than a percentage of the mean image in-
tensity. Using a level that enables us to detect the majority of the filopodia also detects a
high proportion of the background so doe not assist with the segmentation.
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6.4.1 Brightness Thresholding

We are already using thresholding to provide us with a template for where the cell body

is, which is the result T from our preprocessing steps in Chapter 4. We wished to also

check if thresholding could be used to segment the filopodia which are attached to the cell

body.

Figure 6.13(a) shows an image with many small filopodia growing from the bottom

left of the cell. These are also circled in Figure 6.1(a). We have then shown the result

of using three different brightness thresholds. These were applied in the same way as in

Section 4.5, so that for each percentage λ we create a thresholding:

T = [(I > µI ∗ (1+λ ))∨ (I < µI ∗ (1−λ ))]. (6.1)

The first result shown in Figure 6.13(b) is using a λ of 0.1, as was done to locate and

segment the cell body. It can be seen that although there are a few pixels found in the

region of the filopodia these have not been identified. The result in (c) shows that with a

λ of 8 we have increased the amount of pixels thresholded but there are still only small

parts of the filopodia being detected. The final result shows that in order to threshold the

majority of the filopodia we also detect a large amount of the background of the image,

so this does not assist us with the segmentation.

As the filopodia are often thicker where they are connected to the cell, we can more

easily threshold these parts than the hairlike ends, where the contrast is very poor. We

also implemented a method which initially found the brightest and darkest pixels attached

to the cell, then amended the threshold on each run to look for those pixels which were

not as high contrast but were connected to those which had already been identified. Due

to these being so close to the levels of intensity of the rest of the image this was also

unsuccessful as the detection spread to covering large parts of the background and away

from areas of the cell where no filopodia where present.
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6.4.2 Edge Detection

When finding the lamellopodia in Chapter 5 we were able to use edge detection to locate

these thin membranes which were attached to the cell, so this method was also tested

on our filopodia images. We have shown the results of just the edge detection in Figure

6.14, using a Canny edge detection with the upper threshold set to the figure shown, as

described in Section 5.3.

It can be seen from the results in Figure 6.14(c), (f) and (i) that if the edge detection

threshold is high enough not to detect the background then only very short parts of some

of the brighter filopodia are detected. The level at which we could even find these parts

varied from image to image and we could not find a method to automate the setting of the

edge detection threshold.

6.4.3 Connecting Projections

As the filopodia generally grow outwards away from the cell we implemented a method

to sum the calculate values of these projections, hoping that this would provide us with

information regarding the darker and brighter lines of the filopodia.

We wished to calculate these values at boundary points increasing in size away from

the cell. The aim of the method was to find the points which were dark or bright, then

to connect these to find to lines of the filopodia. Figure 6.15 shows the results of this on

a test image. The first picture shows in yellow a boundary of an imaginary cell and the

other three are the points at which we collect the data. The result in Figure 6.15(b) shows

the result of this very simple test showing how that ’significant’ pixels are detected. The

next stage would be to connect these points to segment the lines.

Figure 6.16 shows the result of testing this on a real cell image. We can see where the

data was collected in (a) and (b) shows the points which were detected as being signif-

icantly bright or dark. In this particular case a large part of the filopodia were detected,

but a higher number of points were collected at other parts of the cell where there were
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Cells with Filopodia 0.02 0.05

Figure 6.14: Edge Detection on Filopodia Images. We show the result of running Canny
edge detection on a cell with filopodia. With an upper threshold of 0.02 the background
is detected and cannot be differentiated from the cell. With a higher threshold we do not
detect enough of the filopodia to allow them to be segmented.
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(a) Test Borders (b) Test Results

Figure 6.15: Testing Pixel Summing. As features in DIC images are both brighter and
darker than the background we tested finding these features so that they could be con-
nected to make lines. Our test shows that the brighter and darker parts that fell onto the
’boundaries’ could be detected

no filopodia present.

In Figure 6.16(c) we show only the dark pixels which we wished to connect to form

lines and in (d) we show only the brighter pixels. From testing this over a number of

images we were not able to reliably gain any information about the filopodia location,

and the image shown was one of our more successful results.

6.4.4 Support Vector Machine

As we were unable to find a particular characteristic of the filopodia that would allow us to

locate them we implemented a support vector machine (SVM) in which we would provide

many different types of information in the hope that it would classify our filopodia on test

images then allow us to detect these on others.

This was done using a sliding window of varying sizes so that we could obtain infor-

mation relating to the regions not available from one pixel alone. We manually marked

images and set the pixels containing filopodia to 1 and those not containing filopodia to

zero. We tested various degrees of filopodia in each sliding window, to classify if it was

contained or not, from counting a window as ‘on’ if it contained only one pixel of filopo-
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(a) Cell Boundary and Increasing
Test Points

(b) Results on Real Cell

(c) Dark Pixels (d) Bright Pixels

Figure 6.16: Significant Pixels on a Real Image. Image (a) shows the locations at which
we check for bright and dark pixels, and image (b) shows where these were detected. The
remaining images show the brighter and darker pixels separately.
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dia, or the centre pixel, up to counting it as ‘off’ if more than half of the window was not

filopodia.

Information passed to the SVM included the maximum, minimum and mean pixel

values in each window, the histogram of the pixel values, the entropy and statistics from a

GLCM including the contrast, correlation energy and homogeniety. We tried training and

testing on entire images, on small patches of filopodia and on a region of interest around

the cell boundary.

None of our tests produced any results that could assist in any way with locating

the filopodia. Although some of the test images for which we could provide a manual

classification showed the percentage output of correct classified pixel as very high this

was only because it had marked so few pixels as filopodia and they take up so little of

the image (for example, a result which stated there were no filopodia at all would be

around 98% accurate). Despite many tests and variations on our SVM we were not able

to produce a result that was better than random.



Chapter 7

Conclusion

In this Chapter we will firstly discuss a summary of what we have covered during this

thesis, including our image processing stage and our techniques for segmenting the lamel-

lipodia and filopodia. We will then discuss some of the issues and other work that was

undertaken during the period of this research. We will then cover some of the further

work which has not yet been undertaken or completed.

7.1 Summary

For hundreds of years, cells have been studied under the microscope. This work is still

ongoing and as progressions have been made in technology, so has our ability to see and

study the cell in more depth and detail. The invention of differential interference contrast

(DIC) microscopy has allowed us to film cells over time, with a non-invasive technique

that does not damage the cell or affect its movement and behaviour. As the footage we

obtain increases, so does the work taken to abstract all of the necessary data from it. Much
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of this work is done by hand, which is time consuming and subject to human error. We

wish to automate this work in order to provide biologists with the information they require

in order to study normal and abnormal cells, and the changes in behaviour when genes or

chemicals are affected.

There are many types of moving cells, including those that swim, those that glide,

and those that can crawl over surfaces. The cells we have studied are those that use

protrusions to sense the environment and to crawl. These protrusions give the cell an

irregular shape that can change dramatically. They are also extremely thin, making them

extremely difficult to see by eye. Due to this, we often have to use the information gained

over time to assist us in locating and segmenting them.

7.1.1 Image Preprocessing

As DIC microscopy causes lighting variations across the videos, giving the effect of being

lit from one particular area and darker in other areas, there are problems in thresholding

the images and applying other image processing techniques. To resolve this we prepro-

cess our images to remove this, using an extremely efficient technique which requires no

parameter setting as it is based purely on the size of the input image. This was shown to

work effectively not only on our own videos but also on DIC images acquired from an

online search. As there was no ground truth for these images, to test our results we cre-

ated an image with no background lighting variations and manually added a shadow and

light effect to it. We ran our method on both the shaded and the unshaded image and by

subtraction of the resulting frames from the original image we proved that our method can

remove the added shading with no loss of detail, but would also not affect an unshaded

image.

The lighting correction technique then enabled us to apply brightness thresholding

which was not previously possible. This then provided us with the main cell body as

well as information about the sizes of the cells, which was used to remove non-cellular
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material from the images, both at this stage and in later stages of the process.

7.1.2 Segmenting Lamellipodia

Lamellipodia are large, thin membranes which the cell extends to assist with crawling.

They adhere to substrate at the leading and rear edge of the cell and both push and pull

the cell forward. We wished to be able to segment these with a boundary as close as

possible to the cell edge, to provide information regarding the size and shape. This was

initially done by finding the edges connected to the cell body, without any need for manual

selection or parameterisation. When tested against the leading software for segmenting

cells with parameters optimised for each video to give the most accurate segmentation,

our method proved to be more accurate in the majority of cases.

From looking at the images where our segmentation was poor, it was clear that the

edges in the still frame were not visible by eye and could only be detected when watching

the moving cell. To improve our method we took the information from the surrounding

frames. We calculated the difference in cell size between frames, using those frames

where the size had changed dramatically to indicate that a problem had occurred in the

segmentation. We then looked at the intersection of the frames around this and reapplied

the edges to give the detail of the cell shape. This was done iteratively until no changes

were made or the cells did not change dramatically. We again tested against the previously

mentioned software and our accuracy had improved so that we were more accurate for

every set of videos, at around 90% using the DICE similarity score.

There were still a few frames that had a poor segmentation due to low edge strength,

using both our method and the manually parameterised output. We found that we could

detect the cases where the entire frame had been detected, and in these cases used purely

the information from the surrounding frames, rather than the edges we had detected in

the current frame. This method increased the accuracy of the segmentation but was very

much a ‘best guess’ method, as we assume that the cell is somewhere between the pre-
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ceding and subsequent frame. Further ideas to improve this are suggested in Section 7.3,

although the segmentation is currently extremely accurate for all but a couple of frames.

We additionally tested this method on videos with no lamellipodia present and showed

that there was no loss of accuracy in their segmentation.

7.1.3 Segmenting Filopodia

Filopodia are long, fine protrusions which the cell extends to sense its environment and

determine direction of travel. We wished to be able to locate and segment these to de-

termine their length and number, as well as information about where they were growing,

such as if they were clustered or singular and if they were more prominant at the leading

edge of the cell. As with the lamellipodia, they can be extremely difficult to detect by eye

in individual frames.

We looked at the movement between the frames to provide us with candidate areas

which may contain filopodia. As we were already aware of the location of the cell body

from the preprocessing stages we were able to remove this from our candidate areas. We

then included the areas from the previous and subsequent frame, to account for those

frames where they did not move or the contrast was too poor for the movement to be

detected.

From the candidate areas we were able to look for small line segments which may be

part of the larger filopodia. We detected those which grew away from the cell, as we did

not want to detect cell boundaries. We were then able to find the edges of these sections

and separate them to provide us with individual filopodia. Using this method we were

able to find all of the regions containing filopodia, and in those regions provide a degree

of segmentation in order to detect if they were growing individually or in groups. We

could also determine the rough length of these for each region. Further work still needs to

be undertaken to remove the false positive detections of filopodia, as discussed in Section

7.3.
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7.2 Discussion

The initial step of this work was to find and locate all parts of a cell, even when thin

membranes were present. Unfortunately, none of the other methods found were able to

do this. Trying methods such as edge detection alone could sometimes provide a good

boundary of the cell, but the fine tuning necessary to obtain this was often more time

consuming than undertaking the work manually. It also differed for every video, and

often between frames. This was also the problem with the existing programs that we

tried. There are some which allow a series of steps to be built up but again this takes a lot

of time and knowledge of the meaning of all of the parameters.

Due to this, we wished to find a method that could do this automatically. Our aim

was for full automation, such that the only thing we need to provide to the system is

the video or image. We were not able to find any other method which claimed it could

do this for irregularly shaped cells or those with thin membranes. The segmentation

system described in Chapters 4 and 5 was tested on many cell videos other than the ones

described in this thesis to ensure that we could still use it to segment more simply shaped

cells or those that could already be detected by thresholding alone, such as cells without

lamellipodia.

Many methods were tried prior to the iterative implementation we have used. Active

contours proved not to be suitable as the settings required to detect the fine edges of the

lamellipodia and the frequent changes of direction meant that the same settings would

then not detect the cell body correctly, and conversely, detecting the cell body succesfully

resulted in the contour not including the thinner membranes. Although we considered us-

ing seperate parameters for the body and for the lamellipodia, we still needed knowledge

of where the lamellipodia was occuring and this again required different settings for each

video.

We also tried using texture details from a grey level coocurrence matrix (GLCM)

and clustering these to find similar textures, but this was again able to work for the cell
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body and not for the full boundary. Although some of the more obvious edges could be

classified we were not able to create a segmentation from this.

Segmenting the filopodia was tackled as a separate piece of work, rather than as part

of the cell detection system. This is because we are not just trying to find a boundary that

surrounds these but to be able to seperate them from all other parts of the cell, including

the cell body and the regions of ‘blebs’. We were unable to find any existing method

that was able to use image processing techniques to do this. The only works found that

involved filopodia simply detected the region they might be occurring, but this appeared

to involve a larger border around the cell and there was no technique to account for the

areas where there were no filopodia or to separate them.

We did not wish to just find a possible region for the filopodia, as previous methods

have done, as this would simply have involved using a larger border than the cell as we

are aware that they grow from the edge of the cell. We used small candidate regions so

that we could find where on the cell they were growing from and to be able to detect

if they were individual or growing in clusters. Alternative methods tried included those

used previously, such as active contours and texture analysis but these could not detect

these areas. We were also unable to segment them using edge detection, even when

this was parameterised to find the closest match. We also tried using a Support Vector

Machine (SVM) to classify these regions using as much information as possible. This

was implemented using a moving window of small, overlapping patches. We included

information on the pixel intensity, edge strength, GLCM details and histograms of pixel

values. This was also unable to classify the filopodia, even when we removed all detail of

the cell body from the image.



Chapter 7 105 Conclusion

7.3 Further Work

Although there are still many advancements to be made in this field, the further work we

discuss here is mainly based on methods that were not completed during the course of this

research.

7.3.1 Further Segmentation of Lamellipodia

As we discussed in Chapter 5.8, we obtained an extremely accurate segmentation for the

majority of frames, but there were still a few with problems. The method implemented

when the edge detection was not at an appropriate threshold for the frame increased the

accuracy but was not able to use any of the information from the current frame. One

method would be to try to fix a boundary half way between the previous frame and the

next frame. Various methods were tried for this, including the watershed method, level

sets, and trying to find points around both boundaries so that the half way position could

be calculated. This was not particularly accurate as often the boundaries did not align

well so points could not be matched.

A better solution would be to try to alter the edge detection itself. To do this we would

again need to take measurements of drastic cell size change between frames. If the cell

was reported as being too large we could increase the edge detection threshold to detect

fewer edges so that our ‘filling’ does not spread to cover the background. Additionally,

if the cell is reported as being too small we could lower the threshold to detect the finer

edges around the lamellipodia.

Unfortunately, this method requires knowledge of which is the correct cell size. If

our first frame is incorrect we may be adjusting all subsequent frames to be a similar

size detection to the initial bad segmentation. Observing the first frame to ensure that it

is correct would involve manual input, which we have so far managed to not include in

this work. We are aware of what the cell body size should be, as this is recorded in the
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preprocessing steps and is used to remove non-cellular material from the images, but this

does not necessarily advise us how large an area should covered with lamellipodia as they

can sometimes cover very small areas as they start to protrude and sometimes cover a

large proportion of the frame, and grow much larger than the cell body.

7.3.2 Further Segmentation of Filopodia

As discussed in Chapter 6.2.2, we are able to find all regions which include filopodia, and

from these determine the length of these, the location around the cell, and whether they

are growing individually or in a cluster. Unfortunately, we are still left with some false

positive classifications. This can occur from small marks on the substrate or from the

microscope, or from shadow from the cell body. To remove those along the cell boundary

we could again look at the direction of the region overall. After we have separated the

filopodia we calculate if they are growing away from the cell or along it and remove those

which do not grow away. To remove the detections due to other objects or marks on the

image we would need to look further into the shape of the filopodia that are detected.
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