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Abstract 

Previous research has shown that visual sensitivity in human epilepsy patients is abnormal – 

characterized by increased responses at high contrast levels. These abnormalities have been 

linked to changes in neuronal gain control. Using animal models to study these changes is a 

useful approach. In this thesis, we used a steady-state visually evoked potential (SSVEP) 

technique similar to that used in humans to study photoreceptor-level and neuronal gain control 

in wild type (w-) Drosophila across a range of ages. We then compared these responses to those 

obtained from Drosophila carrying the kcc potassium channel mutation that renders young flies 

susceptible to light and shock-induced seizures. By taking into account the age and temperature 

dependence of the mutant (kccDHS1) flies, we were able to identify increased neural activity that 

recovers to the normal profile as they get older. We also found that these kccDHS1 flies are 

hypersensitive to light, particularly when young.  These two findings are consistent with the fact 

that the level of the KCC protein increases with age. In addition, we found that kccDHS1 flies 

generate high frequency oscillations in their ERGs in response (50 – 100 Hz) to abrupt light 

onsets and offsets – a phenomenon that might be linked to abnormal changes in the gain control 

of neuronal feedback circuits.  

Studying visual abnormalities in Drosophila can reveal important information but eventually 

we need to link any visual abnormalities observed in animal models to humans. We therefore, 

attempted to measure subtle changes in gain control in humans due to adaptation, and at the 

same time make use of the human mental ability to measure another measure of gain control, 

attention, using an fMRI technique. Although our data did not show any interaction between 

adaptation and attention, it suggests that attention in early visual pathways largely affects the 

level of suppression in non-stimulated regions around the adaptor rather than responses to the 

probe itself. This is a manipulation that links to our work on adaptation in Drosophila in Chapter 

6.  

Overall, the results presented in this thesis showed that fly models of epilepsy can be useful 

for studying changes in visual gain control, and showed that this work might be extended to 

humans.  
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1 Chapter 1 

1.1 Introduction 

Vision is often considered the most important of the five human senses, as 80% of 

information and knowledge collected from the outside world enters via the visual pathway 

(Holtzschue, 2011). Vision is stimulated by light, a form of electromagnetic radiation emitted 

from sources like the sun, electric bulbs, lamps, etc.  

A considerable body of literature has described the importance of the retina in facilitating the 

complex task of pattern recognition and spatial localization performed by the brain, including 

some early computations on the visual input delivered from the eye. One of these computations 

is neuronal gain control. Gain control is a key feature present in almost all information 

processing systems. Such systems are required to control the relationship between the input, 

which depends on the surrounding environment and thus can vary dramatically, and the output, 

which is always required to remain within the limited dynamic range of such systems. Some 

forms of gain control that can be found in man-made devices are the volume control on a radio 

and the brightness control on a computer monitor. Even though these forms of gain control are 

not the most exciting technological features, such devices would be rendered useless without 

them.  

Gain control mechanisms have been found to regulate many processes, including hearing 

(Schneider et al., 2011), olfaction (Finger, 2009) vision (Bex et al., 2007; Bonds, 1991; Busse 

et al., 2009; Hou et al., 2013; Ohzawa et al., 1982; Wilson and Kim, 1998). In the visual system, 

gain control appears to occur at all stages of processing. The retina modulates the relationship 

between light input and neural response. This function is essential to vision, since light intensity 

can range across more than ten orders of magnitude, while photoreceptors have a limited 

dynamic range of only two orders of magnitude. The retina uses the rod and cone photoreceptors 

located in the retina, as well as the pupil, as anatomical solutions to this problem. The rods 

respond to low light levels (night vision), whereas the cones respond to high light levels 

(daylight vision). This form of gain control is called light adaptation (also called luminance gain 
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control). Light adaptation occurs predominantly in the retina and modifies the retinal response 

to match the local luminance.  

Most visual signals do not originate from changes in luminance, but rather, as a response to 

changes in the variance of local luminance, or as it is more commonly called, spatial contrast 

(Fig. 1-1) (Mante et al., 2005).  Gain control is commonly plotted as a contrast response function 

(CRF) having a typical sigmoidal shape, i.e. weak neural responses at low contrast levels, 

increasing monotonically with contrast before saturating at high contrast levels (Albrecht and 

Hamilton, 1982). Two types of gain control mechanisms have been considered as a response to 

changes in contrast: contrast gain and response gain (Fig. 1-2) (Sclar et al., 1989). The signature 

of contrast gain modulation is a horizontal shift in the CRF curve. This reflects a change in the 

neural contrast sensitivity. Another type of gain control, ‘response gain’ is shown by an increase 

in neuronal firing in response to increased contrast, reflecting a multiplicative change acting on 

the output rather than the input.  
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1.1.1 Contrast gain control (CGC) 

Because the visual system is more sensitive to contrast than it is to luminance, neurons 

continually adjust their sensitivity based on the mean level of contrast present in the visual 

environment (Priebe and Ferster, 2002). Thus, maintaining the best sensitivity to contrast in the 

environment is an important task of the visual system. Contrast gain control starts in the retina 

(Demb, 2002; Shapley and Victor, 1981) and becomes more prominent in the lateral geniculate 

nucleus (LGN) (Bonin et al., 2005) and the visual cortex (Ohzawa et al., 1982). 

Figure 1-2: The effects of contrast on the contrast response functions. 

Response gain (left) refers to an increase in the firing with increasing contrast. 

Contrast gain (right) refers to the horizontal shift of the contrast response 

function curve. 

Figure 1-1: The effect of changes in luminance and contrast on the early visual 

system (LGN). (a) and (b) show the response to drifting gratings of constant 

contrast and an increase in luminance. (c) and (d) show the response to drifting 

gratings of constant luminance and an increase in contrast. Note that in (a) and 

(b), there was no change in the response of the LGN neurons. (c) and (d) show a 

weak effect from changes in contrast.   Low luminance is indicated by the dashed 

line, high luminance in black and the response expected in the absence of gain 

control is in green, adopted from Mante et al (2005). 
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Neurons in the visual system must simultaneously process information from multiple 

sources. Individual neurons provide information about restricted areas of visual space called 

receptive fields, but can nevertheless be modulated by the visual properties of neighbouring 

neurons.  

An example of this effect is overlay masking (Busse et al., 2009; Tsai et al., 2012), a form of 

gain control that can rapidly modify neuronal firing, with an approximate response time of 100 

milliseconds (Petrov et al., 2005).  

1.1.2 Contrast adaptation 

In addition to contrast gain control based on the integration of spatial inputs, neurons show 

an analogous effect in the time domain, when their responses change after a sustained 

presentation to a stimulus. This temporal aspect of contrast gain control is called contrast 

adaptation. Single-unit studies on anesthetized cats showed that adaptation to contrast causes a 

horizontal shift in the CRF curve, recentring it to the contrast of the adapting stimulus (Bonds, 

1991; Ohzawa et al., 1982; Sclar et al., 1985). The same effect was also seen in monkey (Sclar 

et al., 1989)  and human studies (Gardner et al., 2005). In general, contrast adaptation allows 

the alteration of visual sensitivity to match the most recent stimulus conditions (Fig. 1-3), and 

represents the relatively long-term changes of contrast gain control taking place over seconds to 

minutes.  
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1.1.3 Attention 

The large amount of information entering the retina at any given time cannot be processed 

simultaneously due to the brain’s limited processing capacity. Attentional mechanisms are 

required to overcome this problem by allowing the selective processing of incoming stimuli. As 

such, spatial attention has been shown to influence neural responses in human V1 neurons 

(Gandhi et al., 1999) as well as in the lateral geniculate nucleus (LGN) (O’Connor et al., 2002).  

Thus, the directing of one’s attention to a particular spatial location activates neural gain control 

mechanisms (Carrasco et al., 2004). However, the nature of this control has been a subject of 

considerable debate. Some previous research has indicated that attention acts by increasing 

neuronal responses multiplicatively via response gain mechanisms (Lee and Maunsell, 2010), 

whereas others (Martínez-Trujillo and Treue, 2002; Reynolds et al., 2000) have shown that 

attention acts by increasing the effective contrast via contrast gain mechanisms.  

1.1.4 The normalization model 

Divisive normalization is an important neural computation widely used to describe contrast 

gain control. Normalization models consist of two stages: 1) The receptive field acts as a 

spatiotemporal filter to generate stimulus selectivity, such as orientation and motion, and 2) non-

selective contrast gain control arises from neighbouring neurons (a gain pool). The response of 

the cells is the result of dividing the input from the first stage by the summed activity of a pool 

of neurons (the second stage) (Heeger, 1992). Although the normalization model, established in 

the early 1990s, was first used to explain the non-linearity of neurons in the primary visual 

Figure 1-3: The effects of adaptation on the contrast response function. 

Adaptation affects the neurons in two ways: (1) the CRF is shifted to the right 

direction (point 1 to 2). (2) Neural response to the mean contrast in the 

environment is decreased after adaptation (point 3 to 2) but the steepness of 

the curve at that point is increased. This means that the neuron can 

discriminate a smaller change in contrast around this mean. Adopted from 

Pestilli et al. (2007). 
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cortex (Albrecht and Geisler, 1991; Carandini et al., 1997; Foley, 1994; Heeger, 1992), it is now 

believed to operate throughout the visual system. This model offers an explanation for several 

physiological results, including response saturation at high contrast levels, the rightward shift 

of the response after prolonged exposure to a stimulus (Ohzawa et al., 1982), cross-orientation 

suppression (Brouwer and Heeger, 2011), surround-suppression (Tanaka and Ohzawa, 2009), 

edge detection (Hammett et al., 2003), motion selectivity (Albrecht and Geisler, 1991), 

suppression in the LGN (Bonin et al., 2005) and modulation of neural responses by attention 

(Hara et al., 2014; Reynolds and Heeger, 2009). 

In recent years, there has been increased interest in the biophysical and cellular mechanisms 

underlying contrast gain control (Beaudoin et al., 2007; Carandini et al., 2002; Katzner et al., 

2011). However, due to the complexity of the underlying circuits, these processes have been 

difficult to resolve. Various mechanisms have been studied to account for the changes in contrast 

response functions, including feedforward and feedback connections (Smith et al., 2006), 

shunting inhibition (Mitchell and Silver, 2003; Prescott and De Koninck, 2003), synaptic 

depression (Abbott et al., 1997) and synaptic noise (Chance et al., 2002; Prescott and De 

Koninck, 2003). 

1.1.5 Clinical relevance 

Gain control may have clinical relevance, as CRFs have been found to be abnormal in a host 

of conditions, including epilepsy (Porciatti et al., 2000; Tsai et al., 2011), Parkinson’s disease 

(Afsari et al., 2014), schizophrenia (Dakin et al., 2005; Yoon et al., 2010), amblyopia (Heimel 

et al., 2010), aging (Betts et al., 2009), depression (Bubl et al., 2009) and likely, autism (Smith 

and Matson, 2010; Tuchman and Rapin, 2002). Abnormalities in visual gain control may 

therefore be useful both as biomarkers for disease and as a way of studying the neuronal deficits 

causing these diseases. Here we will focus on the relationship between epilepsy and visual gain 

control.  
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1.1.5.1 Epilepsy 

Epilepsy is a prevalent neurological disorder, affecting more than 65 million people around 

the world (Ngugi et al., 2010); the majority of these people (approximately 80%) live in the 

developing countries (Mbuba and Newton, 2009). In the United States, epilepsy is more 

common than Parkinson’s disease, autism, multiple sclerosis, and cerebral palsy combined 

(Hirtz et al., 2007).  

Epileptic patients are at risk of death from a number of problems. The first problem is status 

epilepticus (SE) (Boggs, 2004). Individuals with this life threatening condition suffer from a 

continuous seizure. The second problem is suicide as a consequence of depression (Adelöw et 

al., 2012). The third issue is serious injury resulted from seizures (Bowman et al., 2010). The 

fourth problem is sudden, unexpected death in epilepsy (SUDEP) commonly caused by 

respiratory failure or cardiac arrest (Shorvon and Tomson, 2011). Moreover, epileptic patients 

are susceptible to specific diseases, such as anxiety, migraine and infertility. In addition, 

attention deficit and hyperactivity disorders affect children with epilepsy more than normal 

children (Plioplys et al., 2007). Finally, evidence has shown that children with epilepsy are more 

prone to autism and severe cognitive impairment than others (Gabis et al., 2005). 

1.1.5.1.1 Epidemiology 

There are two main types of measures to describe the epidemiology of epilepsy: prevalence 

and incidence. The worldwide prevalence is variable depending on the socioeconomic status 

(SES), and estimated to be 5 - 10 per 1000. The SES is strongly associated with epilepsy 

prevalence (Steer et al., 2014), in which epilepsy is more common in areas of high SES 

deprivation. This relationship is not well understood. Incidence, which is the occurrence of new 

cases, is approximately 50 per 100,000 per year (Sander, 2003).  

1.1.5.1.2 Etiology 

Most forms of epilepsy are known to occur spontaneously. However, some epilepsy 

syndromes require a specific precipitant or trigger to induce seizures. This type of epilepsy is 

known as reflex epilepsy. For instance, people with primary reading epilepsy have seizures 

induced by reading, whereas patients with photosensitive epilepsy have seizures triggered by 
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flashing lights. In addition, other triggers or precipitants can induce epileptic seizures in patients 

who are prone to spontaneous seizures. For instance, children with childhood absence epilepsy 

can have seizures triggered by hyperventilation. In actuality, both hyperventilation and flashing 

lights are used in clinical EEG to induce seizures, and thus, help in the diagnosis. Other triggers 

can assist the progress of, rather than induce, seizures. These precipitants include: emotional 

stress, heat stress, alcohol, sleeps deprivation and febrile illness (Frucht et al., 2000). Moreover, 

menstrual cycles in epileptic women can induce seizures. Catamenial epilepsy involves seizures 

associated with the menstrual cycle (Herzog et al., 2004). 

The causes of epilepsy can be divided into four main groups:  

 Idiopathic epilepsy: this is defined as epilepsy caused predominately by genetics, and is 

not associated with significant neuroanatomical or neuropathological changes.  

 Symptomatic epilepsy: this is defined as epilepsy of either an acquired or genetic origin, 

and is associated with neuroanatomical or neuropathological abnormality. 

 Provoked epilepsy: this is defined as epilepsy caused predominately by environmental 

factors. The reflex epilepsies (which are usually genetic) are part of this category. 

 Cryptogenic epilepsy: this is defined as epilepsy with an expected symptomatic nature, 

where the cause has not been identified. Although the number of such cases is decreasing, 

cryptogenic epilepsy is still an important group, accounting for at least 40% of adults 

(Shorvon, 2011). This is attributed to either insufficient investigation or lack of findings.  

 Clearly, there are some limitations with this categorization, owing to the fact that epilepsy 

is often multi-factorial. Even in the presence of a main cause, other causes (genetic or 

environmental) can play a role in its clinical manifestations. The range of etiology changes in 

different age groups, patient groups and geographical location. Generally, the most common 

causes of childhood epilepsy are congenital and perinatal conditions, while in adult life, epilepsy 

is largely caused by external non-genetic causes, but this distinction is not at all absolute. 

Vascular diseases are the most common cause in late adult life. In particular regions of the world, 

endemic infections are major causes. These include: tuberculosis (TB), cysticerosis, human 

immunodeficiency virus (HIV) and viral diseases (Shorvon et al., 2009). 
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1.1.5.1.3 Idiopathic epilepsy 

Heredity plays an important role in the generation of epilepsy. Idiopathic epilepsies are 

known to have a strong genetic basis (polygenic or oligogenic). Gene expression can be 

inconstant and affected by developmental and environmental factors, and epilepsies are usually 

age dependent. Single gene disorders form approximately 1-2% of all epilepsies, and there are 

usually additional neurological characteristics (Shorvon, 2011).  

Idiopathic epilepsies result mainly from mutations in the genes coding for ion channels – 

both voltage-gated ion channels, which are important for the generation and control of action 

potentials, and ligand-gated ion channels, which are predominantly associated with synaptic 

transmission. Studies have identified mutations in specific types of channels leading to 

idiopathic epilepsy, including voltage-gated potassium (Biervert et al., 1998; Charlier et al., 

1998), sodium (Escayg et al., 2000; Wallace et al., 1998) and chloride (Haug et al., 2003) 

channels, as well as ligand-gated receptors such as GABAA (Baulac et al., 2001; Wallace et al., 

2001). 

Ion channels are directly involved in both membrane excitability and neurotransmitter 

release. In principle, seizures can result from either an increase in excitatory stimuli or an 

impairment of inhibitory mechanisms. For example, the mechanism of inhibition can be 

disturbed directly via a mutation in the GABAA receptor, or indirectly through a mutation in a 

voltage-gated chloride channel. The voltage-gated chloride channel is important for GABAA’s 

inhibitory response, as it has a fundamental role in the chloride efflux pathway and thus the 

generation of action potential. Mutations in the chloride channel have been reported to be 

involved in childhood absence epilepsy (CAE), juvenile absence epilepsy (JAE), juvenile 

myoclonic epilepsy (JME) and epilepsy with grand mal seizures on awakening (EGMA) (Haug 

et al., 2003). In addition, drugs that increase GABA function, such as benzodiazepines, 

phenobarbital and vigabatrin, effectively treat nearly all types of seizures (Wong, 2010).  
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1.1.5.1.4 Brain development and epilepsy 

It is essential to consider developmental changes in the brain during all stages of life to be 

able to understand the neurobiology of epilepsies, both idiopathic and symptomatic. This is due 

to the fact that a number of epilepsies have particular onset and offset ages. Generally, the 

immature brain is more prone to seizures than the mature brain. Changing density of different 

neurotransmitter receptors and synaptic pruning, transform the activity of GABAA receptor from 

excitatory in the immature brain to inhibitory in the adult brain, as well as changes in the 

glutamate receptors (their structures and functions). As mentioned before, epilepsies are usually 

age dependent. This indicates that the abnormal genes are particularly critical when the epilepsy 

syndrome is active, or/and that the brain is more prone to the abnormal genes at that time. 

Certain syndromes of idiopathic epilepsy have a featured onset in the neonatal period, other 

syndromes in the infantile or late childhood, and some in adolescence or even adult life.  

1.1.6 Gain control and epilepsy 

Gain control has been described as a canonical neural computation that operates throughout 

the brain to maintain the input-output relationships of neurons (Carandini and Heeger, 2012). In 

addition, any imbalance between neural excitation and inhibition may impact gain control 

(Morrone et al., 1987). Thus, one might expect that gain control could inform the nature of 

hyperexcitability in patients with epilepsy.  Some forms of epilepsy have been shown to be 

caused by abnormal gain control, e.g. photosensitive epilepsy (Porciatti et al., 2000). Also, 

patients with other forms of epilepsy, such as idiopathic generalized epilepsy, show abnormal 

gain control as well (Tsai et al., 2011). In both studies, observed changes in gain control were 

characterized by a lack of response saturation at high contrast levels. These changes were best 

described by a combination of contrast gain and response gain mechanisms (Fig. 1-4), and were 

thought to relate to reduced GABAergic inhibition by surrounding neurons (i.e. the gain pool) 

(Tsai et al., 2011).  
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Despite an enormous amount of interest in contrast gain control, there are still some aspects 

of it that remain poorly understood.  One major aim of this thesis is to investigate further into 

the underlying mechanisms of contrast gain control and its relationship to epilepsy, in particular. 

To do this, we used a ‘steady state’ electrophysiological technique similar to that employed by 

other researchers studying epilepsy in humans (Porciatti et al., 2000; Tsai et al., 2011). Since 

both masking and contrast adaptation depend on contrast gain control, we performed our 

experiments by looking at contrast response functions (CRFs) in Drosophila models carrying 

mutations in the gene encoding the voltage-gated chloride channel, kcc.  

Animals and Drosophila share hundreds of common genetic diseases, and as a consequence, 

animals can be used as models to study human diseases. The main purpose of using fly models 

is to examine the effects of specific genes and then manipulate the effects of those genes both 

Figure 1-4: Contrast response functions (CRFs) of patients with 

idiopathic generalized epilepsy (open circles) and control subjects (filled 

circles). IGE patients show lack of response saturation at the high contrast 

levels, adopted from Tsai et al. (2011). 
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genetically and pharmacologically. Using fly models allow us to measure the beneficial and 

harmful effects of a specific experiment before it can be tested on human patients. 

1.2 Drosophila as a model of disease 

Following the discovery of the white eye mutant by Thomas Morgan (Morgan, 1910), 

Drosophila melanogaster, also known as the fruit fly, has been heavily used in genetic research. 

There are many important features of the insect that make it a very attractive model for studying 

human disease. The fruit fly genome has been entirely sequenced, and encodes about 14,000 

genes on four chromosomes (Adams et al., 2000), with the fourth chromosome often ignored 

because of its small size. It is estimated that approximately 77% of genes involved in human 

diseases have a fruit fly gene counterpart (Reiter et al., 2001). Furthermore, the expression of 

human genes into flies often causes phenotypes that resemble human diseases. Another 

advantage is the rapid life cycle of the fly; it only takes about 12 days at 25 °C for a single fertile 

mating pair to produce hundreds of eggs (Powell, 1997). Thus fruit fly research progresses 

rapidly (Fig 1-5). In addition, the fly genome has low redundancy; mutations in a single gene 

often lead to a phenotype, a situation that is not true in other animal models. Finally, the 

availability of powerful tools for genetic manipulations, e.g. the GAL4 and UAS system (Brand 

and Perrimon, 1993), enables the selective expression of transgenes in a desired set of neurons.  
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1.2.1 The GAL4-UAS system 

As mentioned before, one of the major advantages of using Drosophila in genetic research is the 

creation of the GAL4-UAS system for targeted gene expression by Brand and Perrimon in 1993. 

The GAL4 part of the system encodes a protein of 881 amino acids, identified as a regulator of 

genes. GAL4 activates gene transcription by directly binding to an UAS (upstream activation 

sequence) site. In this system, expression of the gene of interest, ‘responder’, is governed by the 

presence of the USA element. In order to activate the transcription of the responder, flies 

carrying GAL4 in a particular set of cells, called the driver, are mated with the flies carrying the 

UAS-responder (Fig. 1-6) (Duffy, 2002).  The expression patterns of thousands of GAL4 

constructs are now categorised meaning that Drosophila geneticists can express almost any gene 

in a well-defined cell- or tissue-specific manner.  

 

 

Figure 1-5: The Drosophila life cycle. Adopted from Powell (1997). 
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1.3 Drosophila Visual System 

1.3.1 Fly eyes 

The visual system of Drosophila (Fig. 1-7) is comprised of three simple eyes (ocelli) located 

in the front of the head, compound eyes, and four visual ganglia termed the lamina, the medulla, 

the lobula and the lobula plate. Each one of the three simple eyes consists of a simple lens and 

a light-sensitive layer of cells (Shorrocks, 1972). The role of the ocelli is not for image formation 

but for light detection (Montell, 2012), and will not be discussed in detail here. 

 

 

 

 

Figure 1-6: The GAL5-UAS system in Drosophila. A female carrying a UAS-

responder (GFP) is mated with a male carrying the GAL4 driver. The resulting 

progeny that only expresses the UAS and GAL4 would demonstrate the GFP 

in the cells. Adopted from Duffy (2002). 
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1.3.2 Receptors 

The compound eyes are composed of between 750-800 units called ommatidia. Each 

ommatidium possesses its own lens and contains a collection of eight neural photoreceptor cells 

(labelled ‘R’ 1 through 8) that are responsible for light signal transduction. The ommatidium 

also contains non-neural supporting cells and pigment cells (Shorrocks, 1972). The pigment 

cells produce the red pigment (also called drosopterin) that optically isolates each ommatidium 

from its neighbour. This red pigment stops the light from entering through the sides of the 

ommatidium and therefore enhances visual acuity. The brown pigment (also called 

ommochrome) is also produced by the pigment cells. Eye colour is determined by the amount 

Figure 1-7: The visual system of fly. (a) Cross sectional anatomy showing 

the positions of the eye, lamina, medulla and lobula. (b) Connections of the 

neural photoreceptor cells (R1-R8) showing their projections to different sites 

in the lamina and medulla. Adopted from Ting and Lee (2007). 
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and distributions of the two pigments. It is worth noting that the white-eyed mutants typically 

used as background in Drosophila research do not express the red and brown pigments (Offner, 

1996). 

Each individual ommatidium appears on the surface of the eye as a single dome, called a 

facet, and these ommatidia are arranged in a hexagonal array so that the surface of the eye 

contains the highest number of facets. Ommatidia are covered by crystalline corneal lenses, 

which focus light onto the light-sensitive structure underneath (Fig. 1-8) (Belusic, 2011a; 

Kumar, 2001). Photoreceptors have three distinct regions: the light-sensitive structure 

(rhabdomere), the soma, and the axon. The rhabdomere consists of approximately 30,000 

microvilli. The microvillar membrane (the membrane of the rhabdomere) is filled with 

approximately 1000 visual pigment molecules termed rhodopsin, which are responsible for light 

absorption (Fig. 1-9) (Belusic, 2011b; Kumar, 2001; Ting and Lee, 2007). Photoreceptor 

neurons can express a variety of rhodopsin genes but only one gene is expressed in each cell. 

The outer photoreceptor neurons, R1-R6, express rhodopsin1 (Rh1), which absorbs maximally 

in the blue region of the visible spectrum (480 nm). R1-R6 photoreceptors, which are required 

for motion detection and image formation (Salcedo et al., 1999), have rod-like properties and 

thus function well in dim light (Cook and Desplan, 2001). The inner photoreceptor neurons, R7 

and R8, have more complex expression of rhodopsin. R7 (positioned distally in the 

ommatidium) expresses either Rh3 or Rh4, which absorb maximally at 331 and 355 nm, 

respectively. R8 (positioned proximally in the ommatidium) expresses either the blue-sensitive 

Rh5 or the green-sensitive Rh6, absorbing at 442 and 515 nm, respectively (Salcedo et al., 1999). 

Approximately 30% of central ommatidia have R7 that expresses Rh3 and R8 that expresses 

Rh5. The remaining 70% have R7 that expresses Rh4 and R8 that expresses Rh6. These two 

types of ommatidia are randomly distributed throughout the eye. It is likely that the presence 

and distribution of these two subclasses allow the system to achieve proper colour perception 

(Cook and Desplan, 2001). Finally, Rh2 is another UV-sensitive rhodopsin and is expressed in 

the ocelli (Salcedo et al., 1999). 

The content of rhodopsin in the Drosophila eye depends greatly on the amount of carotenoids 

present in their diet. The elimination of carotenoids can result in rhodopsin reduction in the eyes 



37 

 

(Goldsmith et al., 1964). In contrast, large amounts of carotenoid in the feeding media increase 

the sensitivity of R1-R6 in the ultra-violet range. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Figure 1-8: The Drosophila ommatidium. Each individual ommatidium 

appears on the surface of the eye as a single dome, called a facet. Crystalline 

corneal lenses cover ommatidia. Underneath the cornea are the inner 

photoreceptors (R1-R6) and the outer photoreceptors (R7-R8), adopted from 

Kumar (2001). 
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1.3.3 Photo-transduction 

Phototransduction is the process by which light is converted into electrical signals by the 

photoreceptors in the retina, a process occurring via rhodopsin, a G-protein coupled receptor 

containing the chromophore 11-cis 3-hydroxyretinal. When the chromophore is struck by a 

photon, 11-cis 3-hydroxyretinal undergoes photoisomerisation to all-trans-retinal. This 

conformational change creates an activated form of rhodopsin – metarhodopsin – and 

subsequently activates a G-protein isoform, Gα, which then activates a phospholipase C isoform 

(PLCβ4). This leads to the opening of the Ca2+-permeable channels TRP and TRPL, and 

subsequently, to depolarization (Hardie and Raghu, 2001).   

Phototransduction in the fruit fly is, to some extent, similar to that of humans. Shared 

functional attributes include low dark noise (the spontaneous fluctuations in electrical signal in 

the absence of light), mediation by graded potential, and the presence of light adaption 

mechanisms. However, there are also some differences underlying the phototransduction 

mechanism between humans and flies. First, fruit fly photoreceptors depolarize because the 

Figure 1-9: Relative absorbance of photoreceptors (R1-R6: Rh1), (R7&R8: 

Rh3, Rh4, Rh5 and Rh6), adopted from Belusic (2011). For comparison, the human 

eye is sensitive between approximately 400 to 700nm. 
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transduction channels open in response to light, whereas in human photoreceptors, the channels 

close, leading to hyperpolarization.  Second, fruit fly phototransduction, which possesses the 

fastest known G-protein signalling pathways, is ten times faster than that of humans. Finally, 

human rods saturate rapidly as light intensity increases, limiting their ability to adapt, whereas 

fruit fly photoreceptors can adapt over the entire environmental range, up to 106 photons per 

second (Hardie and Raghu, 2001).   

1.3.4 The fly eye pigmentation 

Eye pigmentation in Drosophila is influenced by a number of different genes. Mutations in 

these genes will result in altered eye color. Pigmentation of the Drosophila eye is due to mixing 

two pigments: drosopterins and ommachromes, in appropriate proportion in the pigment cells 

of the eye. Drosopterins are red pigments synthesized from guanine. Ommochromes are brown 

pigments synthesized from tryptophan. The pigment precursors are transported into the pigment 

cells by the so-called ‘ABC transporter’ system encoded by three genes, white (w), scarlet (st) 

and brown (bw). The white and scarlet genes work together to produce tryptophan transporter, 

and the white and brown genes together to produce guanine transporter (Mackenzie et al., 1999).  

For example, knocking out the brown gene (encoding drosopterins) with a mutation results in 

the inability of the fly to produce the red pigment, and thus the fly will have brown eyes (Fig. 

10). Similarly, knocking out the scarlet gene (encoding ommochromes) results in the inability 

of the fly to produce the brown pigment, and thus the fly will have red eyes.  
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1.3.5 Central Processing 

1.3.5.1 Anatomy 

After photoreceptor transduction, the neural signal is conveyed in the optic lobes. The first 

optic lobe following the retina is the lamina. Besides the photoreceptor axons, the lamina 

consists of amacrine cells (Lai), the feed-forward monopolar cells, L1-L5, the two GABAergic 

feedback cells, C2 and C3, and the functionally mysterious T1 cell type (Fig. 1-11) (Tuthill et 

al., 2013). The outer photoreceptors (R1-R6) from different ommatidia synapse directly on L1-

L3 neurons in a single cartridge. Owing to the curvature of the compound eye that matches the 

diffraction of the lens, six outer photoreceptors from six neighbouring ommatidia detect light 

from the same point in space and project their signals to the same laminar cartridge (Fig. 1-12) 

(Morante and Desplan, 2005; Ting and Lee, 2007). This arrangement of neural superposition 

increases the signal to noise ratio of phototransduction and thus improves visual acuity (Sanes 

and Zipursky, 2010).  

The next component of the Drosophila visual system is the medulla, which is divided into 10 

layers, M1-M10. The inner photoreceptors (R7-R8) and L1-L5 form synapses in one or a few 

of the outer layers (M1-M6). To maintain retinotopic mapping of visual information in the 

Figure 1-10: The fly eye pigmentation. 
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higher visual areas, connections from R7 and R8 of a single ommatidium, and lamina neurons 

L1-l5 from a single cartridge, are restricted to a single medullar column (Sanes and Zipursky, 

2010). Since the inner photoreceptors, which are important for colour vision, project to the 

medulla, it is thought that the medulla is likely to be involved in the processing of colour 

perception (Morante and Desplan, 2008).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1-11: The lamina and medulla of the Drosophila visual system. The 

laminar output neurons L1-L5 are shown in red, and the feedback neurons 

C2, C3 and T1 are shown in blue. The photoreceptor axons are shown in black. 

Note that the cell bodies of C2, C3 and T1 are located in the medulla and send 

their axons back to the lamina, adopted from Tuthill et al. (2013). 
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1.3.6 Electrical signaling in the nervous system in humans and flies 

The function of the nervous system is based on the balance between synaptic excitation and 

inhibition. GABA and glycine are the primary inhibitory neurotransmitters in the adult central 

nervous system, while glutamate is the primary excitatory neurotransmitter.  Glutamate 

meditates synaptic excitation by opening ionotropic glutamate receptors, which are channels of 

high sodium-selective conductance. This leads to an inward sodium current and hence to a 

depolarization of the postsynaptic membrane. In contrast, GABA and glycine mediate synaptic 

inhibition by opening of ligand-gated anion channels. Depending of the intracellular 

concentration of chloride in the particular cell, GABA and glycine can lead to a 

hyperpolarization or a depolarization of the cell. When the intracellular chloride concentration 

Figure 1-12: Neural superposition: The six outer photoreceptors from six 

neighboring ommatidia share the same visual field and project to the same 

laminar cartridge, adopted from Morante and Desplan (2005). 
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is below or at the equilibrium, GABA and glycine will result in synaptic inhibition. However, it 

is important to note that when the chloride concentration is above equilibrium, GABA and 

glycine will be excitatory. Therefore, changing the intracellular concentration of chloride 

provides a way to control GABA and glycine.  

In the embryonic and early postnatal development, the intracellular chloride concentration is 

above equilibrium and therefore both GABA and glutamate are mostly excitatory. It is believed 

that the excitatory GABA actions during these times are important for the development of the 

nervous system, including neurogenesis and synaptogenesis, through the activation of voltage-

gated calcium channels (VGCCs) (Cherubini et al., 1991; Owens et al., 1996). During the CNS 

maturation, there is a decrease in the chloride concentration, which is eventually below 

equilibrium. Thus, opening of GABAA or glycine receptors results in an inflow of Cl- and an 

inhibitory effect. The essential players in this phenomenon are probably members of the cation-

chloride cotransporter gene family.  

1.3.6.1 GABA and GABA receptors 

Gamma-aminobutyric acid (GABA) is the primary inhibitory neurotransmitter in the brain. 

Decreased GABA activity can cause several disorders including epilepsy, Parkinson’s disease, 

anxiety and Huntington’s disease (Bettler et al., 2004).  In Drosophila, GABA plays a role in a 

number of processes including vision (Raghu et al., 2013). 

GABA is synthesized in cells containing glutamic acid decarboxylase (GAD), an enzyme 

that converts glutamate to GABA. Increased GABA levels in the brain inactivate GAD and 

subsequently GABA synthesis is reduced. After the release of GABA into the synaptic cleft, it 

binds to specific receptors in the postsynaptic membrane. Different GABA transporters (GATs) 

in both neurons are responsible for the reuptake of GABA. There are also GABAB receptors 

found on the presynaptic membrane that act as feedback regulators (Squire, 2008).  

There are two types of GABA receptors, the ionotropic receptor (GABAA) and metabotropic 

receptors (GABAB). Ionotropic GABA receptors (GABAA), the main mediator of inhibitory 

synaptic transmissions, are abundant in both vertebrate and invertebrate nervous systems. In 

Drosophila, GABA is exclusively found in the central nervous system (Enell et al., 2007). When 
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GABA binds to these receptors, a conformational change will occur causing chloride ions to 

flow into the cell, leading to hyperpolarization of the postsynaptic membrane. Vertebrates have 

two main classes of ionotropic GABA receptors, GABAA and GABAC. GABAA receptors are 

widely spread in the central nervous system. Unlike GABAC receptors, GABAA receptors are 

antagonized by bicuculline. Ionotropic GABA receptors are composed of five subunits; α, β, γ, 

δ and ρ. GABAA receptors are composed of α, β, γ and δ subunits, whereas GABAC receptors 

are composed of ρ subunits (Hosie et al., 1997). Nowadays, GABAC receptors are described as 

a variant within the GABAA subunit family and designated as the ρ subfamily of the GABAA 

receptors (GABAA- ρ) (Enell et al., 2007). 

To date, only three subunits have been identified in Drosophila; RDL, GRD and LCCH3, and 

these three subunits are encoded by the three genes: Rdl (resistant to dieldrin) (Ffrench-Constant 

and Roush, 1991), Grd (GABA- and glycine-like receptor of Drosophila)  (Harvey et al., 1994) 

and Lcch3 (ligand-gated chloride channel homologue 3) (Henderson et al., 1993), respectively. 

RDL is the most studied subunit because it is considered to be a suitable model of ionotropic 

GABA receptors and for its role in insecticide resistance. RDL has been found throughout the 

central nervous system at both the synapses and the neuronal cell bodies (Buckingham et al., 

2005).  

The metabotropic receptors are indirectly linked with ion channels through a signal 

transduction mechanism, often G-protein. Three subtypes of G-protein-coupled GABAB 

receptors were identified in Drosophila. However, only two subtypes have been identified in 

vertebrates (Bettler et al., 2004). 

1.3.6.2 Cation-Chloride Cotransporters (CCCs) 

Electrical signaling in the nervous system is based on two types of molecules, ion channels 

and ion transporters. Ion channels are used to move ions down their concentration gradient (from 

high concentration to low concentration). In contrast, ion transporters move ions against their 

concentration gradient (from low concentration to high concentration). This operation requires 

energy, supplied by ATP, which results in a conformational change in the pump and pushes the 

ions to the other side of the membrane (Gadsby, 2009).  
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CCCs are expressed in all organs and hence play many roles in both non-neuronal and 

neuronal cells. In the non-neuronal cells, for example, they are crucial for blood pressure 

regulation (Flatman, 2008) The main focus here will be on the neuronal CCCs, especially 

potassium chloride (K-Cl) cotransporters (KCC2), and only some basic aspects of the other 

members of CCCs will be touched upon.  

In vertebrate, the CCC family comprises nine members encoded by the genes Slc12a1-9. 

Two members are Na-K-Cl cotransporters, NKCC1 and NKCC2 encoded by Slc12a2 and 

Slc12a1, respectively, one is Na-Cl (NCC) cotransporter encoded by Slc12a3, and four are K-

Cl cotransporters (KCC1-4), encoded by Slc12a4-7. The remaining two members, CIPI encoded 

by Slc12a8 and CCC9 encoded by Slc12a9, have not been described yet (Blaesse et al., 2009). 

NKCC and NCC are mainly expressed in the kidney (Clayton et al., 1998), while all other CCCs 

are expressed in the central nervous system (CNS) (Kaila et al., 2014).  

KCC2, which is encoded by the gene Slc12a5, is exclusively expressed in the central nervous 

system (CNS) (Williams et al., 1999). KCC2 is the primary chloride extruder to promote fast 

postsynaptic inhibition in the brain (Kahle KT et al., 2014; Kaila et al., 2014). The decrease in 

KCC2 levels in model organisms bring about neuronal hyperexcitability (Hekmat-Scafe et al., 

2006; Hübner et al., 2001; Tanis et al., 2009). KCC2 down-regulation has been shown to be 

involved in some neurological diseases featuring GABAergic disinhibition (Kahle et al., 2008). 

Complete loss of kcc2 in knockout mice is lethal, suggesting this is an essential gene (Lee et al., 

2005).  

Under normal conditions, the opening of GABAA receptors allows chloride ions to flow into 

the intracellular space, causing hyperpolarization and thus inhibiting postsynaptic neurons from 

firing (Rivera et al., 1999). However, when GABAA receptors and glycine receptors are 

stimulated during embryonic development (Ben-Ari, 2002), or in certain pathophysiological 

conditions (e.g. epilepsy) (Cohen et al., 2002), chloride ions flow out the cells. This effect is 

due to low KCC2 levels that result in a higher intracellular concentration of chloride, making 

the internal environment less negative (more depolarized) (Payne et al., 2003) (Fig. 1-13). 
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1.4 Drosophila as a model of epilepsy 

Fly models of human epilepsy recapitulate several features of the human disease: Firstly, 

seizure thresholds, which are the minimum amount of electrical energy necessary to generate a 

generalized seizure, are present in both species and these can be modulated by several different 

types of mutations. In addition, Electroconvulsive shock treatment (ECT) raises the seizure 

threshold. The significance of using this model is supported by the fact that seizures can spread 

through the central nervous system (CNS) and can be spatially segregated into particular areas 

of the CNS (Pandey and Nichols, 2011). Furthermore, seizure thresholds can be raised using 

antiepileptic drugs (AEDs), such as sodium valproate, phenytoin, gabapentin, and potassium 

bromide. Finally, mutations in the sodium channels can suppress seizures (Kuebler et al., 2001; 

Kuebler and Tanouye, 2002, 2000; Reynolds et al., 2004; Song and Tanouye, 2008; Tan et al., 

2004). 

Figure 1-13: The level of KCC2 controls the excitability of neurons.  When 

the level of KCC2 is high, the opening of GABAA receptors allows chloride ions 

to flow into the intracellular space, causing hyperpolarization. However, when 

KCC2 level is low, chloride ions flow out the cell, causing depolarization. 

Adopted from Kahle KT et al. (2014). 
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Transient electrical shocks delivered to the Drosophila brain can elicit seizure-like activity 

(Lee and Wu, 2002). This, along with excellent genetic control and relatively simple 

neurophysiology, makes fruit flies an attractive model for studying seizure disorders. Since 

epilepsy causes visual gain control abnormalities in humans (Porciatti et al., 2000; Tsai et al., 

2011), one might expect to see the same effect in Drosophila models of epilepsy. This would 

give us the opportunity to examine genetic changes that give rise to altered visual processing. 

Furthermore, once the visual deficit is identified, these genetic models can be used to test 

potential therapeutic treatments.   

The gene kcc, which is homologous to the mammalian kcc2, encodes the K+/Cl- co-

transporter in Drosophila melanogaster (Hekmat-Scafe et al., 2006a). A kcc mutation was 

identified by Hekmat-Scafe et al. (2006) on the second chromosome. Drosophila kcc mutants 

are more sensitive to seizure-inducing stimuli, e.g. being banged on a table (‘bang sensitive’) or 

illuminated with a bright light source. The seizure susceptibility of the Drosophila kcc mutants 

shows an age and temperature dependence, mimicking some human chloride co-transporter–

based juvenile epilepsies (Haug et al., 2003; Renganathan and Delanty, 2003).  

1.4.1 kcc mutation 

Mutations of a number of genes in Drosophila result in a distinct seizure behavior during 

mechanical stimulation (banging). Mutants that show seizure and paralysis, well known as bang-

sensitive mutants, including bang sensitive (bas), bang-sensless (bss), easily-shocked (Ganetzky 

and Wu, 1982) and kazachoc (kcc) , provide valuable model systems for research into the neural 

basis of  a seizure behavior. Drosophila bang-sensitive mutants exhibit seizure and paralysis 

following a mechanical or electrical shock. This is followed by a refractory period, during which 

the mutants are no longer sensitive to mechanical disturbances (Lee and Wu, 2002). This bang-

sensitive behavior is interestingly similar to some forms of vertebrate epilepsy and seizure.  

Epileptic seizures are caused by defects of substantial genetic and molecular heterogeneity 

(Stafstrom and Tempel, 2000) and have not been explained by a single mechanism (Shorvon, 

2014).  
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kcc (kazachoc) is a gene encoding the K+/Cl- co-transporter in Drosophila melanogaster. 

The location of the kcc gene is in the 57 kb segment at region 60A near the distal end of 

chromosome 2R. The kcc gene has two major alternative splicing forms: the B form, which is 

seen in adult heads, and the D form seen in embryos. The kcc gene has different forms of 

recessive alleles, including: kccEY08304, kccML1, kccDHS1 and kccKG02390 (Hekmat-Scafe et al., 

2006). The kccEY08304 is an allele results from a P-element insertion into the last exon of the kcc 

gene. It is a lethal allele when expressed homozygously. However, over 40% of kccEY08304/ 

kccDHS1 or kccEY08304 / kccML1 adults are bang sensitive. The kccKG02390 results from a P-element 

insertion outside the coding sequence of the kcc gene and so can be thought of as the wild type. 

The kccML1 is produced by imprecise excision of P{SUPor-P)kccKG02390 that has deleted 88bp of 

genomic sequence. The KCC protein in kccML1 mutants is about half the size of that in the wild 

type flies. The kccDHS1 is produced by the insertion of 13 bp (ACTATGCTACTGT) after the 

seventh base pair in intron 11 of the kcc gene (Fig. 1-14). The activity of the KCC protein in 

kccDHS1 mutants is reduced about four fold compared to the wild type flies (Hekmat-Scafe et al., 

2006). 

 

 

 

 

 

 

 

 

 

The kccDHS1 mutation shows bang sensitive paralytic phenotype, a behavioral indication of 

seizure sensitivity. The penetrance of the homozygous kccDHS1/ kccDHS1 BS phenotype is 27%. 

This BS phenotype appears to be a stochastic phenomenon: the phenotype seems to appear and 

Figure 1-14: The kcc gene. Adopted from Hekmat-Scafe et al. (2006). 
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disappear randomly at different times. Other BS mutants, such as sda, eas and bss, show 100% 

penetrance of the BS phenotype. Moreover, the kccDHS1 mutants show a recovery time of about 

19 seconds (14 seconds of paralysis followed by 5 seconds of recovery seizures). sda, eas and 

bss mutants show significantly longer recovery times 37, 52, and 198 seconds, respectively of 

(Hekmat-Scafe et al., 2006). 

The KCC protein in the head of kccDHS1 mutants increases as the age of the fly increases. The 

level of the KCC protein increases approximately 13 times by four days after eclosion, compared 

to just 1.9 fold in the wild type flies. The increase in the KCC protein levels is related to the 

decrease the in bang sensitivity of the kccDHS1 mutants. Furthermore, kccDHS1 mutation shows 

temperature dependence, with the phenotype being more severe at lower temperature (Hekmat-

Scafe et al., 2006).  

The seizure threshold is significantly lower in kccDHS1 flies: about one-third that of wild type 

flies. The BS mutants, sda, eas and bss have even lower seizure thresholds, about 5 to 10 fold 

lower than the wild type. The seizure phenotype observed in kccDHS1 flies depends on GABAA 

receptor signaling, assuming that the seizure is attributable to the disruption in the Cl- gradients 

that are responsible for GABAergic inhibition in the central nervous system. This assumption 

was tested by Hekmat-Scafe et al. (2006) by using picrotoxin (PTX), a GABAA blocker and an 

established chemioconvulsant in animal models (Stilwell et al., 2006). In kccDHS1 mutants, PTX 

acts as an anticonvulsant by reducing the BS phenotype. Therefore, blocking GABAA receptors 

by PTX clearly shows that the seizures seen in the kccDHS1 flies result from the lack of inhibitory 

signaling from GABAergic neurons. Moreover, Rdl (a gene encoding GABAA receptors) 

mutation results in a significant reduction in the seizure sensitivity in the homozygous kccDHS1/ 

kccDHS1. Similarly, GadL352F (a mutation in the enzyme producing GABA, GAD) causes a 

reduction in the seizure sensitivity (Hekmat-Scafe et al., 2006).  

The KCC protein is expressed intensely in the brain neuropil, including the four optic 

neuropils of the optic lobe: lamina, medulla, lobula and lobula plate (Fig. 1-15). Little or no 

KCC protein was found in the mushroom body (MB), an important structure in memory and 

learning. The expression of Rdl GABAA receptor is also similar to that of the KCC expression 

except that Rdl is also expressed in the mushroom body (MB) (Hekmat-Scafe et al., 2006).  
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Studying changes to contrast gain control in animal models is informative but linking these 

changes to those observed in humans is essential, particularly if they are to have clinical 

relevance. Because Drosophila melanogaster is used as a common model for human genetic 

diseases, we sought to draw parallels between visual gain control in flies and humans via a 

common measure of neuronal gain control: Contrast adaptation. Contrast adaptation can be 

measured in both species: In flies using EEG and in humans using functional magnetic 

resonance imaging (fMRI).  

In flies, we are able to measure the effects of contrast gain control in normal controls as well 

as in animals carrying mutations in the kcc gene. Based on earlier work in humans, we expected 

to find abnormal (reduced) gain control and therefore potentially reduced or abnormal contrast 

adaptation.  

In our human experiments, we took advantage of the human’s ability to perform behavioural 

tasks, in order to examine the neural interaction between adaptation and attention – something 

no other group has done in the field of human neuroimaging, to our knowledge. A similar type 

of attentional experiment would be extremely difficult, although perhaps not impossible in flies 

(Van Swinderen, 2012; Wiederman and O’Carroll, 2013).  

Figure 1-15: Immunohistochemical staining shows kcc expression in the fruit 

fly eye. Adopted from Hekmat-Scafe et al. (2006). 
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1.5 Measuring early vision in humans using fMRI 

Most findings about the contrast sensitivity of brain regions have come from 

electrophysiological studies in animals. Studies measuring the effect of contrast adaptation on 

contrast response functions (Albrecht and Hamilton, 1982; Carandini et al., 1997; Heeger, 1992; 

Ohzawa et al., 1985, 1982, Sclar et al., 1989, 1985) have found that contrast adaptation results 

in a horizontal shift of the contrast response functions (CRFs) so as to centre the steepest part 

of the curve at or near the adapting contrast. Similarly, studies measuring the effect of attention 

on CRFs (Reynolds et al., 2000a; Williford and Maunsell, 2006) have shown that attention acts 

by either increasing contrast sensitivity, thus shifting the CRFs along the horizontal axis, or by 

increasing the neural responses, thus shifting the CRFs along the vertical axis. 

Due to the high spatial resolution of the method, the number of human visual studies using 

functional magnetic resonance imaging (fMRI) has increased tremendously since the advent of 

the technique in 1990 (Ogawa et al., 1990). These studies have shown that the blood oxygen 

level dependent (BOLD) responses increase with stimulus contrast (Avidan et al., 2002; 

Boynton et al., 1999; Geoffrey M. Boynton et al., 1996; S. A. Engel et al., 1994; Tootell et al., 

1995), increasing the confidence that the fMRI signal reflects neuronal activity.  More 

importantly, these studies have shown similar effects, to some extent, with regards to contrast 

adaptation (Gardner et al., 2005) and attention (Boynton, 2009; Buracas and Boynton, 2007; 

Murray, 2008). However, too little attention has been paid to the interaction between contrast 

adaptation and attention. In this thesis, we will use fMRI to examine the way in which these two 

interact. Our ultimate goal is to develop novel assays for gain control in humans, which could 

be used to study neurological diseases such as epilepsy. 

1.5.1 Human visual system 

When light rays hit the eye, they first pass through the cornea, to the aqueous humour, the 

iris, the lens, the vitreous humour and finally, the retina. In the retina, the light rays are detected 

and converted into electrical signals by the photoreceptor cells, rods and cones. The bipolar cells 

receive the input from the photoreceptors and then send it to the retinal ganglion cells. The 

information is then sent to the brain by the optic nerves, which are made up from the axons of 
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the ganglion cells.  The optic nerves from each eye cross at a point known as the optic chiasm. 

After this point, the optic nerves are collectively known as the optic tract. The majority of the 

axons of the optic tract terminate at the lateral geniculate nucleus (LGN) of the thalamus. The 

axons of the LGN cells form the optic radiation, which terminates in the primary visual cortex 

(V1). Besides V1, other cortical regions (e.g. V2 and V3) are involved in processing visual 

information.   

1.5.1.1 Projections from the retina to the brain 

The axons of the retinal ganglion cells that originate at the temporal side of the retina continue 

to the same side of the hemisphere, whereas axons originate at the nasal side cross over to the 

opposite hemisphere (Fig. 1-16). This means that axons from the temporal side of the retina of 

the left eye and from the nasal side of the right eye send their information to the left hemisphere, 

forming the right visual field. On the other hand, axons from the nasal side of the left eye and 

from the temporal side of the right eye send their information to the right hemisphere, forming 

the left visual field.  

Most of the optic tract axons terminate in the LGN. The human LGN is a bilateral complex 

structure of six layers. The mapping of the retina into the LGN is very precise: adjacent points 

in the retina correspond to adjacent points in each layer of the LGN. Axons from the eye on the 

same side of the LGN (ipsilateral) terminate in layers 5, 3 and 2, whereas axons from the 

opposite side (contralateral) terminate in layers 6, 4 and 1.  
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The LGN layers contain different types of neurons. Layer 1 and 2, known as magnocellular 

layers, contain neurons with large cell bodies, whereas layer 3, 4 5 and 6, known as parvocellular 

layers, contain small cell bodies. An additional type of layers (konio layer) is located at the base 

of each parvocellular and magnocellular layers (Wang, 2013).   

The distribution of axons from the retinal ganglion cells within the LGN is highly regulated. 

This means that different types of ganglion cells send information to specific types of LGN 

neurons. Parasol retinal ganglion cells project their axons to the magnocellular layers, forming 

the magnocellular pathway, and midget cells project their axons to the parvocellular layers, 

forming the parvocellular pathway. The magnocellular pathway is, broadly speaking, sensitive 

to low contrast, low resolution and motion, while the parvocellular pathway is sensitive to high 

resolution and the perception of color (Agarwal et al., 2011).   

Figure 1-16: Projections from the retina to the brain, adopted from Wang (2013). 
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The axons of the LGN neurons send their information to the primary visual cortex via the 

optic radiation. The primary visual cortex, known as striate cortex or V1, receives the visual 

information from the ipsilateral LGN in a point-to-point manner. This means that each cortex 

represents the opposite visual field, and the adjacent points in the retina are mapped at adjacent 

points in the primary visual cortex, in the same way as in the LGN. This organized retinal 

projection on visual cortex is known as retinotopic mapping.  

1.5.1.2 Retinotopic maps in the visual cortex 

The field of neuroscience has made remarkable progress in defining individual visual areas 

in vivo. The sizes and anatomical locations of these visual regions varies slightly between 

subjects (Dougherty et al., 2003; Engel et al., 1997a), thus defining these regions for each subject 

is crucial in the experimental studies of human brain. The main technique used for obtain 

retinotopic mapping is functional magnetic resonance imaging (fMRI). The details about the 

actual experiment are described later.   

1.5.1.3 The primary visual cortex (V1) 

This is located within the calcarine sulcus in the occipital lobe. V1 is the first cortical region 

to process visual information and has been studied extensively since the seminal works of Hubel 

and Wiesel (1968, 1962, 1959).  

Cells in the primary visual cortex can be divided into simple, complex and hypercomplex. 

Simple cells have distinct regions of inhibition and excitation within the receptive field. 

Complex cells have no distinct inhibitory and excitatory regions within their receptive field 

(Hubel and Wiesel, 1962, 1959). Hypercomplex cells are sensitive to the length of the stimulus 

(Hubel and Wiesel, 1965).  

Another feature of cortical neurons is the orientation selectivity (Hubel and Wiesel, 1962, 

1959). Orientation-selective neurons are important in detecting edges, and they are spatially 

organized in the cortex. They are arranged in orientation columns, each one consisting of cells 

of single preferred orientation. The preferred orientation changes gradually across the cortical 

surface resulting in stereotypical ‘pinwheel’ domains of orientation selectivity (Bonhoeffer and 

Grinvald, 1991; Hubel and Wiesel, 1977).  
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Moreover, cortical cells are selective to spatial frequency (Campbell et al., 1969). The 

selectivity of spatial frequency and orientation are related. Neurons that are narrowly tuned for 

spatial frequency show tendency towards narrow tuning for orientation (Webster and De Valois, 

1985). 

In addition, the firing rates of neurons have a limited range. Increasing the sensitivity of 

neurons allows these neurons to respond to a wide range of inputs. The mechanism responsible 

for that is called contrast normalization (Heeger, 1992). It results in a non-linear sigmoidal shape 

in response to a stimulus of increasing contrast levels.  V1 cells also process motion, color and 

many other perceptual features; however, these features are outside the scope of this thesis. 

1.5.1.4 Visual cortical pathways 

The idea that two pathways of the visual information, starting from V1 and traveling to 

different direction was suggested by Mishkin et al., (1983). The occipital-temporal pathway, 

also known as ventral stream, is responsible for object recognition, whereas the occipital-

parietal pathway, dorsal stream, is responsible for spatial vision and visually guided actions.  

It is believed that the LGN pathways, parvocellular and magnocellular, remain segregated in 

V1; however, there is evidence of a crosstalk between the pathways - neurons in the higher 

visual cortical areas represent information that reflects integration across multiple pathways 

(Casagrande et al., 2005).  

1.5.1.5 Biomarkers of disease 

Previous work in human epilepsy using SSVEPs showed changes in CRFs (Porciatti et al., 

2000; Tsai et al., 2011). In these studies, the abnormal gain control was characterized as a lack 

of response saturation at high contrast levels. They suggested that these changes in neural 

sensitivity may give rise to hyperexcitability underlying epilepsy. Using fMRI to measure 

changes in CRFs in normal subjects is our aim as these changes have mostly been measured 

using EEG or psychophysics.  
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1.6 Conclusion 

Gain control is a universal mechanism that regulates input-output relationships. It has been 

found in different regions of the brain in several animal models. While animal models are useful 

in investigating the physiological mechanisms of gain control, they are not sufficient to 

understand its clinical relevance in human diseases such as epilepsy. Research in humans, using 

techniques such as fMRI, will allow the study of more complex forms of gain control, e.g. 

attention-mediated gain control.  

In this thesis, I attempt to show that Drosophila models of epilepsy can be used to 

investigate gain control abnormalities, followed by the testing of pharmacological and genetic 

treatments to rescue the visual deficits. In order to apply this to humans, we have started by 

looking at the effect of contrast adaptation and attention on contrast response functions. This 

may allow us to further understand the mechanisms underlying gain control, particularly in 

epileptic patients.   
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2 Chapter 2: Methodology (SSVEPs) 

This chapter provides an overview of the major methodologies used during the PhD. Due to 

the nature of this thesis; two methodology chapters are presented here and in the next chapter. 

The first one is dedicated to the Drosophila experiments (Chapter 4, 5 and 6) using steady state 

visually evoked potentials (SSVEPs). The second one is specific to the human experiment 

(Chapter 7) using functional magnetic resonance imaging (fMRI). 

 First, I will discuss the Drosophila culture, including the food medium, organisms attacking 

Drosophila, and the adult fly (section 1). Then, I will describe the technique used to measure the 

visual responses, SSVEP (section 2). Finally, I will describe the stimuli used and analyses 

performed.   

2.1 Drosophila culture 

2.1.1 The food medium 

As mentioned before (see Chapter 1), the fly’s diet is crucial when trying to measure 

responses from the visual system because the amount of carotenoid in the food is responsible 

for the rhodopsin concentration in the eye (Goldsmith et al., 1964). Mashed bananas were the 

first food material to be used for fruit flies in the laboratory. Nowadays, we use a standard 

mixture of maize, agar, sugar and yeast. The ingredients are mixed together after adding warm 

water. When cooking for about one hour, the food can be poured into half-pint bottles (the 

traditional Drosophila home) (Sang, 1982). The flies are kept in these glass bottles where they 

are allowed to lay eggs. All flies were kept in the glass bottles, and upon hatching only the 

female flies of interest were transferred into vials on yeast-sucrose-agar fly food so that age-

specific flies were available for experiments.  

2.1.2 Organisms attacking Drosophila 

There are two main organisms that can affect Drosophila in the laboratory, mould and mites. 

Even though mould is not directly harmful to the flies, some toxic products are produced which 

could affect the flies. Mites however, are far more serious leading to reduction in the number of 
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progeny and can destroy the entire culture by eating all the eggs.  Stocks affected should be 

discarded (Sang, 1982).  

2.1.3 The adult flies 

Drosophila males and females are easily distinguished. Males are smaller, with blackened tip 

to the abdomen. A patch of bristles on their foreleg, known as sex comb, is also found in males 

but not females.  

It is essential to use virgin females when flies of different phenotypes are to be crossed. 

Because flies will not mate for about eight hours after emergence, collecting virgin females is 

done by emptying the culture bottle or vial, waiting for several hours, and then collecting the 

females that have emerged during the intervening period. Newly emerged flies are recognized 

by their pale color, and the presence of the meconium, a visible marker in the middle of the gut: 

the remains of the larval gut (Sang, 1982).  

2.2 Steady state visual evoked potentials (SSVEPs) 

2.2.1 Overview 

The technique used to measure the Drosophila visual responses is based on steady state visual 

evoked potentials (SSVEPs). When stimulating the sense organs of humans or animals, 

electrophysiological potentials are generated. These potentials are knows as sensory evoked 

potentials (SEPs). These evoked potentials are different from the spontaneous potentials (the 

background EEG), which are detected without stimulation. The most important advantage of 

SEPs is that they are time-locked to the stimulus and thus can be improved using averaging 

techniques on several trials (Dawson, 1954). SEPs generated by visual stimuli are termed visual 

evoked potentials (VEPs).  

Visual stimuli usually produce transient responses, but using long stimulus trains allows the 

visual system to produce a stable pattern of repetitive VEPs that overlap each other. These 

evoked EEG waves are called steady-state visual evoked potentials (SSVEPs) (Regan, 1966).  

In humans, SSVEPs have been used in many cognitive applications, including visual attention 

(Morgan et al., 1996), working memory (Silberstein et al., 2001), as well as many clinical 
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applications, including aging (Macpherson et al., 2009), Parkinson disease (Afsari et al., 2014; 

Marx et al., 1986), schizophrenia (Line et al., 1998), Alzheimer disease (Jacob et al., 2002), 

depression (Kemp et al., 2004), autism (Belmonte, 2000), anxiety (Gray et al., 2003) and 

epilepsy (Birca et al., 2008; Tsai et al., 2011; Vermeulen et al., 2008) 

2.2.1.1 SSVEPs vs. transient VEPs 

The main difference between SSVEPs and transient VEPs lies in the spectral characteristics 

of the signal. In the case of the SSVEPs, the neural responses are periodic (because the stimulus 

itself repeats with constant periodic oscillations). The evoked potentials therefore give rise to 

well-defined peaks in the frequency domain. By comparison, neural responses driven by single 

pulses (VEPs), do not contain isolated, well-defined peaks in the frequency spectrum (Vialatte 

et al., 2010).  

The flickering visual stimulation can be characterized into two classes, full-field or ‘pattern’. 

Full field (pure luminance) modulations are delivered as repeated flickering lights, while pattern 

stimulation (generated by an LCD monitor) can be delivered in either reversal or on/off fashion. 

The strength of the flash stimulus is measured in photopic candelas per square meter (cd/m2) 

(Odom et al., 2004). Full field stimulation can be considered to be a special case of pattern 

modulation with a spatial frequency of zero cycles per degree. 

Delivering a flickering light at a particular frequency, known as frequency-tagged flickering 

stimuli, stimulates the visual pathway, causing this frequency to radiate throughout the brain, 

i.e. neurons synchronize their firing to the frequency of flickering light (Hutcheon and Yarom, 

2000). That means when the stimulus is modulated repeatedly over time, the evoked response 

produced by the stimulus has a periodic time course.  

The amplitude of the SSVEP is different for each stimulation frequency or subject. In fact, 

the majority of SSVEP studies tend to have the stimulus frequency to be above 10 Hz (Garcia, 

2008). Consequently, the responses to individual stimuli overlap owing to the decreased time 

interval between stimuli. Because SSVEPs are periodic, responses are restricted to a particular 

set of frequencies, and it is therefore easier to analyze these SSVEP responses in the frequency 

domain instead of the time domain. The stimulus frequency controls the content of the response 
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frequency, meaning that there are narrowband peaks at frequencies that are directly related to 

the stimulus in the response spectrum (Fig. 2-1) (Norcia et al., 2015).  SSVEPs have two 

parameters: response amplitude and response phase. The latter is related to the processing of the 

visual system, and can be described as the time it takes for a response to be generated following 

a stimulus. Phase is a circular variable taking values over 2π radians or 360°. Both parameters 

can be plotted conveniently as a vector in a polar coordinate system (Fig. 2-1). The length of 

the vector represents the response amplitude, and the angle of the polar represents the response 

phase (Fig. 2-1).   

SSVEP responses typically contain activity at the input frequency and multiples thereof 

(harmonics). Harmonics exist for two reasons:  multiple temporal frequencies may be present 

in the stimulus (as when a square wave is used), and, in addition, the system may be non-linear 

(Norcia et al., 2015). As an example, a square wave modulation should give rise to response at 

multiple odd harmonics of the input frequency while the presence of a squaring non-linearity 

will generate outputs with twice the input frequency. 

  Harmonics occur at an exact integer multiple of the stimulus frequency, 2f, 3f, 4f and so on. 

The presence of the odd and even harmonics can be related to the temporal symmetry of 

responses to the stimulus: Odd harmonics represent responses that are asymmetric across a 

single stimulus cycle. For example, when the responses to onsets differ to the responses to 

offsets (Fig. 2-2). In comparison, when the stimulus used evokes identical responses (because 

the properties of the responses to both halves of the stimulus cycle are identical), it only 

generates even harmonics. For example, using pattern reversal stimuli generates even harmonics 

because such stimuli are, on average, the same in both halves of the cycle (Fig. 2-3). Thus, the 

repetition rate of the measured responses will be twice the stimulus frequency (Norcia et al., 

2015). In our experiments, we identify different frequency components by the nomenclature: 

[harmonic] F [input], where input refers to either probe [1] or mask [2]. For example, the first 

harmonic of the probe is 1F1, while the second harmonic of the mask is 2F2. In these 

experiments the input frequencies are 12 Hz for the probe and 15 Hz for the mask. Because the 

largest responses are usually found in the first and second harmonics, we will only describe the 

responses corresponding to these frequency components throughout the thesis.   
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In addition to the fundamental (input) frequencies and harmonics, when two stimuli are 

presented simultaneously (masking) at different frequencies they generate response components 

at frequencies that are low-order sum and differences of the fundamental frequencies (Tsai et 

al., 2012) (Fig. 2-4 and 2-5). These so-called ‘intermodulation’ terms (e.g. 1F1+1F2) are 

signatures of signal combination after a neuronal non-linearity. In Drosophila, we associate 

them with signals arising in deeper structures of the visual system such as the medulla and 

lobular plate.  Because frequency-tagged flickering stimuli generate responses that are 

frequency and phase-locked with a high signal to noise ratio, this technique is commonly used 

in electrophysiological experiments (Candy et al., 2001; Carandini and Ferster, 1997; Porciatti 

et al., 1999; Regan, 1966; Van Swinderen, 2012). 
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Figure 2-1: SSVEP in the time and frequency domain. a) Shows a time 

domain representation of a sinusoidal response from a linear system. B) 

Shows the frequency domain representation of (a). c) Shows a vector 

representation of the amplitude and phase of (a). d, e and f are the same 

as a, b, and c, respectively, but with a phase shift of 90 degrees. g) Shows 

a response from a nonlinear system in the time domain. h) Shows the 

frequency domain representation of (g), containing multiple harmonics. i) 

Shows SSVEP in the time domain with a stimulus frequency of 7.2 Hz. j) 

Shows the frequency domain representation of (i). Adapted from Norcia 

et al. (2015). 
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Figure 2-2: A) Schematic illustration of pattern onset/offset 

stimulus.  B) Shows one cycle of response to the stimulus onset (large) 

and offset (small). (C) Shows the frequency domain containing odd 

and even harmonics of the stimulus frequency. Adapted from Adapted 

from Norcia et al. (2015). 
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Figure 2-3: A) Schematic illustration of pattern reversal 

stimulus.  B) Shows one cycle of response to the stimulus 

reversal (both are large). (C) Shows the frequency domain 

containing only the even harmonics of the stimulus frequency. 

Note that the frequency of the pattern reversal stimulus in this 

example is the frequency at which the stimulus returns to its 

original state (1 Hz), and the response harmonics are the 

multiple of this rate rather than the pattern alternation rate.   

Adapted from Norcia et al. (2015). 
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Figure 2-5: Adding a non-linearity that occurs later in the system (such as 

summing then squaring the input frequencies) (B) generates additional 

‘intermodulation’ terms at sums and differences of the input frequencies (C). 

Figure 2-4: The difference between linear and non-linear system in generating 

different responses. The first figure shows that for a linear system, the two 

stimuli (probe at 12 Hz and mask at 15 Hz), (in A and B) generate only the two 

fundamental frequencies at the frequency domain (C). Note that the amplitude 

of the summed signal ranges from -2 to 2: the range is amplified by the 

constructive or destructive interference of the inputs. When we added a non-

linearity that occurs early in the system (such as squaring then summing the 

input frequencies) (in D and E), the ‘frequency doubled’ harmonics at 24 Hz for 

the probe and 30 Hz for the mask were present (F).  
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2.2.2 Fourier analysis 

Besides averaging, the most important technique for analyzing the SSVEP signals is the 

Fourier transform. The Fourier transform is a very powerful tool that converts the responses in 

the time domain into its components in the frequency domain (or, technically, back again).  The 

responses detected by the electrodes (as a waveform) are a combination of the input frequency 

and multiples thereof, and it is difficult to identify the separate components in the time domain. 

Converting the responses into the frequency domain helps to separate out these components. 

These components, in turn, correspond to processing in different stages of the visual pathway.  

In Drosophila, many neurons in the visual pathway contribute to the responses and using the 

Fourier transform can help to distinguish the photoreceptors (which occur at the first harmonic 

– tracking the mean luminance of the scene) from those of later neurons which are sensitive to 

onset and offset transients (Fig. 2-6). This can be verified using genetic techniques: Using 

transgenic flies to inactivate the histamine A receptor(e.g. ort-/-) and thus stopping the 

photoreceptors from synaptic transmission into the laminar neurons and amacrine cells, 

confirmed that the first harmonic is a good representation of the photoreceptor responses while 

the second harmonic is largely due to the neural signaling (Fig. 2-7) (Afsari et al., 2014). 
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Figure 2-6: The technique used in our experiments. (A) Flies are glued 

in pipette tip using a droplet of nail polish, and then illuminated by a blue 

light. Electrodes are placed in the mouth and eye to measure the visual 

responses. (B) The stimulus is the sum of two square waves. (C) A 

response recording in the time domain. (D) The application of Fourier 

transform, separate out the responses according to their frequencies. 

Adopted from Afsari et al. (2014) 

 



69 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2.3 Electroretinogram (ERG) 

The Drosophila electroretinogram (ERG) has been used for more than four decades 

(Heisenberg, 1971; Hotta and Benzer, 1969). The recording method uses an extracellular 

electrode to record an electrical potential from photoreceptors and downstream neurons within 

the fly eye in response to flashes of light (Dolph et al., 2011).  

The light stimulation of the fly eye results in an initial positive ‘on’ transient voltage spike 

attributed to the hyperpolarization of the laminar neurons (L1-L2). These neurons are the 

synaptic targets of the photoreceptors R1-R6. Chloride-permeable ionotropic histamine 

receptors are opened in response to the release of histamine neurotransmitters by the 

photoreceptors. This is followed by a sustained negative potential reflecting the depolarization 

of photoreceptors. This lasts as long as the stimulus, and its amplitude is proportional to the 
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Figure 2-7: The physiological origins of the harmonics in the SSVEP 

responses. The ort null mutation inactivates the histamine A receptor 

causing the absence of photoreceptor synaptic transmission into the 

laminar neurons. This confirmed that the first harmonic (1F) is 

generated by the photoreceptors, while the second harmonic (2F) is by 

the neural signaling. Adopted from Afsari et al. (2014) 
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intensity of the stimulus. At the offset of the light stimulation, a negative ‘off’ transient is elicited 

reflecting the repolarization of the laminar neurons after photoreceptors cessation of histamine 

neurotransmitters (Fig. 2-8) (Hardie and Raghu, 2001). Responses from the photoreceptors R7 

and R8 are weak and have no transients. However, the ERG from these photoreceptors usually 

has an on transient component attributed to the gap junctions between R7-R8 and the axons of 

R1-R6 in the lamina. 

 

 

 

 

 

 

 

 

2.3 Material and methods 

All flies were kept at 23 °C in a room that was dark most of the time. Keeping the flies in the 

dark is important because the kccDHS1 flies are sensitive to light and can induce seizures in these 

mutants. Flies were transferred to new vials every 7 days to prevent overlapping of generations. 

The kccDHS1 flies are sensitive to temperature (see Chapter 1), and thus controlling this factor 

was essential throughout the experiments. 

2.3.1 Preparation 

The most widely used method for anesthetizing flies for examination is the use of carbon 

dioxide. Flies can tolerate this state of anoxia for hours without any effects in the ERG (Agam 

et al., 2000). The flies quickly recover consciousness after being transferred to a CO2-free 

atmosphere.  Only female flies were used in our experiments for two reasons: they are larger, 

and to avoid possible variations in response to sex differences.  

Figure 2-8: The ERG signal. 
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Flies were aspirated out of their vial into a shortened pipette tip. Each fly was fixed in place 

using a droplet of nail polish (Creative Nail Design). The movement was restricted as much as 

possible above the abdomen in order to avoid suffocation. Suffocation was indicated by the 

absence of a ERG response to a pulsed light. The responses were recorded by placing a glass 

electrode, filled with simple Drosophila saline (130 mM NaCl, 4.7 mM KCl, 1.9 mM CaCl2) 

(Heisenberg, 1971), close to the eye so that the electrode contacted the surface of the eye without 

damaging it. Another reference electrode was placed into the mouthparts to ensure electrical 

contact and also to further restrict movement. After preparation, the fly was put in the dark and 

allowed to recover for at least 5 minutes.  

2.3.2 Visual Stimuli  

To produce a SSVEP signal, flies are stimulated using a pulse of light lasting between 10 ms 

and 10 sec. The source of light is usually a direct current (DC) operated LED. Flies observe this 

as a flicker, leading to oscillations of the signal. The stimuli used in our fly experiments were 

either single, or summed square waves, flickering about a mean illumination at a specific 

frequency. The square waves were used to reflect other Drosophila ERG experiments. 

Because we only want to stimulate the blue-sensitive rhodopsin (Rh1) present in R1-6 

photoreceptors, peaking at 487 (Belusic, 2011), only a single LED channel centered at 467 nm 

(Gaussian spectral profile, FWHM 34 nm) was used (Prizmatix FC5-LED).  

This wavelength is very close to that which Hindle et al. (2013) used in their study (465 nm) 

and was also effective to drive R1-6 photoreceptors in our experiments. The input/output 

linearity of the LED was verified using both a photodiode and a photospectrometer (Ocean 

Optics USB2000).  

LED brightness was controlled using the concept of pulse width modulation (PWM). PWD is 

an encoding technique that is used in electronics to vary the levels of power by the oscillating 

the output from the microcontroller. The PWM cycle contains a time span with a signal at a high 

level followed by a time span with a signal at low level. One of the features of PWM is the duty 

cycle, which is the ratio between the pulse width and the cycle duration. By increasing or 

decreasing (modulating) the pulse width, we can control the light output from the LED. A duty 
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cycle of 50% means that the LED is on for 50% and off for 50% for the total cycle duration, and 

therefore it will appear half as bright (Fig. 2-9).  

 

 

 

 

 

 

 

 

 

 

 

 

The A/D convertor [National Instruments USB-6229] sampling rate was set to 1000Hz, and 

this limits the highest frequency we can resolve to 500Hz (1000/2) according to Nyquist 

Theorem. The noise in the signal can be calculated by summing up the squares of the amplitudes 

of every frequency component in a 1 second bin except the signal and harmonics and then take 

the square root of the sum of the squares (the ‘root mean squared noise’ - RMS). In our 

experiments, temporal bins whose RMS noise level is more than 2.5 standard deviations from 

the mean were eliminated. Following noise rejection, all bins from a single probe and mask 

condition were averaged in the time domain. Then, bins from all repetitions (5 repetitions) of a 

single condition in each fly were averaged. Evoked responses that are coherent with, or time-

locked to, the stimulus, add constructively in the responses while noise that is incoherent with 

the stimulus, will tend to cancel out. Finally, we obtained a frequency domain representation of 

the data by computing Fourier transform.  

Figure 2-9: PWD.  To achieve 50% LED brightness, the LED should 

be on for 10,000 microseconds and off for 10,000 microseconds.  
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All analyses were performed using Matlab code. The Matlab code is stored in: 

https://github.com/wadelab/flyCode. 

2.3.3 Modeling 

Most studies that have characterized CRFs in vertebrates (Albrecht et al., 1984; Sclar et al., 

1990) or invertebrates (Matić and Laughlin, 1981; Minke, 1982) used the hyperbolic ratio 

equation of Naka and Rushton (1966): 

𝑅 = 𝑅𝑚𝑎𝑥

𝐶𝑛

𝐶𝑛 + 𝐶50
𝑛  

This equation provides values for 4 parameters; 𝑅𝑚𝑎𝑥 ,  𝐶50 and the exponent 𝓃. The 𝑅𝑚𝑎𝑥 

gives the maximum response observed. The 𝐶50 describes the contrast value at which half this 

maximum response was observed (also called the semi-saturation constant). The exponent 

𝓃 controls the nonlinearity of the slope. To produce a good fit for this type of neuronal data, the 

exponent 𝓃 was restricted to a small range (1.5-2.5) (Busse et al., 2009) – a range that is 

commonly encountered in both human and animal electrophysiology. 

In many of the datasets I describe below, the hyperbolic ratio function fails to fit the data 

well. Specifically, many of the contrast response functions that I measure with low spatial 

frequency stimuli do not saturate and therefore estimates of both C50 and Rmax are unreliable. In 

these cases, it is possible to obtain a robust estimate of the maximum response amplitude by 

taking the average of the responses at the two or three highest contrasts. 

2.4 Equipment 

In most of the Drosophila studies described here, data were acquired in an electrophysiology 

rig sited within a Faraday cage to reduce external electrical noise (Fig. 2-10). Stimuli were 

generated by passing a PWM waveform to an external interface board (National Instruments 

USB-6229). EEG data were amplified using a dedicated custom amplifier circuit and digitized 

using the same NI board (see Chapter 4 and 6 for more details). 

In the experiments described in Chapter 5, I used a dedicated stimulus display and acquisition 

system build around an Arduino microcontroller board. In this system, all data IO was controlled 

https://github.com/wadelab/flyCode
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by the microcontroller and datasets were accessed via an IP connection (see Chapter 5 for more 

details). 

 

 

 

 

 

 

 

 

 

 

 

2.5 Conclusion  

This chapter presented an overview of the SSVEPs used in our Drosophila experiments in 

Chapters 4, 5 and 6. We also summarized the preparation methods and technique used for 

analyzing the SSVEP signals.  

In the following chapter, an overview of the technique used for the human experiment will 

be discussed.  

 

Figure 2-10: The ERG rig used in Chapter 4 and 6.  
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3 Chapter 3: Methodology-fMRI 

This chapter focuses on the fundamental principles of fMRI, including the physical principles 

of MRI, the preprocessing steps of the fMRI data and the fMRI data analysis used in our 

experiment. This chapter serves as an important background for our human study in chapter 7.  

3.1 Principle of functional Magnetic Resonance Imaging 

Since the advent of fMRI in 1990 (Ogawa et al., 1990), the field of neuroscience has been 

revolutionized. Using fMRI, we can non-invasively localize and measure neural activity. In the 

first part of this section, we will describe the physics of magnetic resonance technology. The 

second part focuses on the basics of the blood oxygenation level dependent (BOLD) response. 

3.1.1 Magnetic Resonance Imaging (MRI) 

The physics of MRI are complex. For simplicity we will divide this section into three parts. 

The first part discusses the atoms in the presence of an external magnetic field. The second part 

explains the state of these atoms after the application of a radiofrequency pulse. The last part 

explains the impact of RF pulse termination on the atoms.  

3.1.1.1 Nuclear Magnetic Resonance: 

Some of the basic properties of atomic nuclei are mass, charge and spin. The atomic mass is 

the total number of protons and neutrons. Protons and neutrons randomly spin around their axes. 

In nuclei with even mass number, the spins cancel each other out and thus net spin is zero. 

However, nuclei with odd mass number have a net spin. Following the law of electromagnetism, 

which states that any moving electric charge generates a magnetic field, these odd mass number 

nuclei also possess a magnetic field, called a magnetic moment.  

Because hydrogen nuclei are abundant in the body (the body is about 60% H2O) as well as 

have a relatively large magnetic moment, they are commonly used as the source of the MR 

signal. In the absence of an external magnetic field, the magnetic moments of hydrogen nuclei 

are randomly orientated, leading to no net magnetic effect. In contrast, in the presence of an 

external magnetic field the hydrogen nuclei align their magnetic moments with the external 
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magnetic field (Fig 3-1). Some nuclei align with the magnetic field (spin-up), and the others 

align against the magnetic field (spin-down). Spin-up nuclei have low energy and thus cannot 

oppose the magnetic field but spin-down nuclei have sufficient energy to oppose the magnetic 

field. In thermal equilibrium, there are slightly more spin-up nuclei, producing a net magnetic 

effect (M0) that is aligned with the main magnetic field (B0). Increasing the strength of the 

magnetic field leads to more spin-up nuclei and as a result more MR signal.  

In addition to spinning around it own axes, hydrogen nuclei produce another spin under the 

influence of the eternal magnetic field. This secondary spin is called precession (Fig 3-2). The 

effect of this is a circular movement around the B0, processional path. The speed at which these 

nuclei spin around the B0 is called precessional frequency. To calculate the precessional 

frequency, the Larmor equation must be used: 

ω = B0 X λ 

Where ω is the precessional frequency, measured in MHz, B0 is the magnetic field, measured 

in tesla (T), and λ is the gyromagnetic ratio, measured in MHz/T. The gyromagnetic ratio is 

specific for each nucleus. For hydrogen, it is 42.57 MHz/T.  

 

 

 

 

 

 

 

 

 

 

 

A B 

Figure 3-1: The effect of adding the external magnetic field. A) Hydrogen 

nuclei are randomly oriented, thus the spins cancel out each other. B) After the 

application of the external magnetic field, spins are either up or down. Adapted 

from Westbrook and Roth (2011). 
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The spinning nuclei have different positions in the precessional path. This is described as 

being out-of-phase or incoherent. The importance of this will be described below.  

3.1.1.2 The radiofrequency pulse (RF)  

The net magnetization (M0) is extremely weak compared to the main magnetic field (B0), and 

thus cannot be observed without the application of an RF pulse. The RF pulse is an 

electromagnetic wave that is transmitted perpendicular to B0. The RF pulse should have the 

same frequency as the precessional frequency of hydrogen nuclei. When the RF is applied, 

hydrogen nuclei resonate (receive energy from the RF pulse). This resonance results in energy 

absorption from the RF pulse leading an increase in the number of spin-down nuclei. As a result, 

the M0 tips over into the transverse plane (Fig 3-3).  As the effect of the RF pulse is to tip the 

M0 away from the vertical axis, such pulses are usually described by the tip or flip angle they 

produce (e.g. 90 degrees). The duration and the amplitude of the RF pulse determine this flip 

angle.  

Magnetic moment of the nuclei 

Precessional path Precession 

Spinning 

hydrogen nuclei 

Figure 3-2: The precessional path caused by the external magnetic field. 

Modified from Westbrook and Roth (2011). 
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Another RF effect is that it moves the nuclei in the M0 into phase, i.e. have the same position 

(Fig 3-4). A receiver coil is placed in the transverse plane. As M0 rotates in the transverse plane, 

it induces voltage in the receive coil. This voltage is the MR signal.  

 

 

 

 

 

 

 

 

 

 

Out of phase (incoherent) 

In phase (coherent) 

Figure 3-3: The effect of the RF pulse. The net magnetization flips onto 

the transverse plane. 
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3.1.1.3 Relaxation: 

Upon the termination of the RF pulse, the M0 returns to its initial state. It starts to grow back 

in the vertical direction, and nuclei start to become out of phase.  This decreases the voltage 

induced in the receiver coil. This is called free induction decay (FID) (Fig. 3-5).  

M0 consists of two components, Mz and Mx-y. Mx-y is M0 in the transverse plane and thus 

represents the MR signal (Fig. 3-6). When the M0 receives a 90 degrees RF pulse, the Mz 

component is zero as M0 is on the x-y axis. During relaxation, Mz increases and Mx-y decreases. 

The time that describes losing 63% of Mx-y is called T2 relaxation time; whereas T1 relaxation 

time describes the time it takes the Mz to recover 63% of its longitudinal value. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-4: The effect of the RF pulse on the phase of the spins. A) Before 

the RF pulse, hydrogen nuclei are out of phase. B) The spins are in phase after 

the RF pulse application. Adapted from Westbrook and Roth (2011). 

Free induction decay  

T2 decay 

Figure 3-5: The effect of RF pulse termination. Spins in the transverse plane 

start to dephase causing a decay in the induced signal in the receiver coil, FID. 

Modified from Westbrook and Roth (2011). 
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T1 and T2 relaxation times are specific for each tissue. They are shorter in fat and longer in 

water. This allows us to obtain contrast in the MRI images. Using certain parameters (TR, TE 

and flip angle), it is possible to highlight the tissue of interest. T1 weighted images take 

advantage of the short T1 relaxation time of fat and the long T1 relaxation time of water by 

using short repetition times (TRs). Because T1 in fat is short, the Mz component will be higher 

than that of the water. Applying another 90% RF pulse produces more Mx-y component of fat 

compared to water. Therefore, fat in T1 weighted images appears brighter than water. T2 

weighted images, however, take advantage of the short T2 relaxation of fat and the long T2 of 

water by using long echo times (TEs). Because fat has a shorter T2 than water, using long TE 

allows us to obtain more signal from water, and therefore, water appears brighter than fat in the 

T2 weighted images (Westbrook and Roth, 2011).  

In addition to T1 and T2 relaxation times, there is a much faster relaxation process called T2*. 

The T2* relaxation is caused by the inhomogeneity in the magnetic field and the magnetic 

susceptibility of the tissues. To obtain anatomical images, T2* relaxation can be restored by 

applying 180 degrees RF pulses to rephase the spins in the transverse plane. In fMRI, however, 

Figure 3-6: The amount of transverse magnetization vs. the signal amplitude.   
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T2* is very important as the technique takes advantage of the susceptibility difference between 

deoxyhaemoglobin and oxyhaemoglobin.  

3.1.2 Functional Magnetic Resonance Imaging (fMRI) 

fMRI is when MRI is used to study the functional activity of the brain. This technique takes 

advantage of the positive relationship between neural activity and blood flow. Despite some 

limitations, the high spatial resolution (1-3 mm3) makes fMRI the most widely used non-

invasive technique to measure neural activity.  

3.1.2.1 The BOLD signal 

In 1990, Ogawa and his colleagues (Ogawa et al., 1990) found that image contrast is 

decreased following an increase in the blood flow. Rats breathing 100% oxygen had high 

contrast, shown as several dark lines in the image. When 10% CO2 was introduced along with 

90% oxygen, the dark lines disappeared, showing a poor contrast image. He concluded that CO2 

increased the blood flow to the brain, leading to low contrast. Because the level of blood in the 

brain can affect the signal intensity, this technique was called blood oxygenation level 

dependent (BOLD).  

 Neural activity requires energy, which in turn is provided by a molecule called adenosine 

triphosphate (ATP). The production of ATP requires oxygen and the supply of oxygen comes 

from the blood. Because oxygen is not soluble in water, it is transported around the body bound 

to an iron-containing protein called hemoglobin. When hemoglobin binds to oxygen, it is called 

oxyhemoglobin. When no oxygen is bound, it is called deoxyhemoglobin.  The importance of 

this is that the magnetic properties in the oxyhemoglobin are different from that of the 

deoxyhemoglobin (Pauling and Coryell, 1936). Deoxyhemoglobin is a paramagnetic molecule, 

i.e. it is slightly attracted to a magnet. It introduces a susceptibility difference between the blood 

vessels and their surrounding tissues. This susceptibility difference results in dephasing of the 

hydrogen nuclei, leading to a reduction in the T2*. Oxyhemoglobin, on the other hand, is a 

diamagnetic molecule, i.e. it is slightly repelled by a magnet, and has a weak effect on the nearby 

magnetic field. Thus, increasing the oxyhemoglobin concentration increases the local signal 

(Glover, 2011; Ogawa et al., 1990). This signal is the BOLD signal.  
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3.1.2.2 The hemodynamic response function (HRF) 

The typical BOLD signal time course following neural activity is called the hemodynamic 

response (Fig. 3-7). Immediately after the stimulus onset, the BOLD signal slightly decreases. 

This initial decrease is known as the initial dip, and its source is highly controversial because it 

has not always been observed although it is thought to be related to local deoxygenation caused 

by an temporary, uncompensated increase in metabolic activity (Heeger and Ress, 2002; 

Malonek and Grinvald, 1996). Following the initial dip is an increase in the BOLD signal, 

peaking at about 4-8 seconds after the stimulus onset. If the neural activity continues, the BOLD 

signal will plateau. After the stimulus offset, the BOLD signal starts to return to baseline 7-11 

seconds later, accompanied by a signal undershoot. The physiology of this hemodynamic 

response (specifically, how the relationship between neural activity and blood flow is mediated) 

is not completely understood.  

 

 

 

 

 

 

 

 

 

 

 

 

The BOLD signal can represent either positive BOLD responses (PBR) or negative BOLD 

responses (NBR). The positive BOLD has been demonstrated to correlate with increases in 

Figure 3-7: The hemodynamic response. 
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neural activity indicated by local field potentials (LFP) (Logothetis et al., 2001). In contrast, the 

source of the negative BOLD is poorly understood. It is been shown that the NBR is caused by 

responses that are below the pre-stimulus baseline. The NBR is suggested to be driven by an 

active neural mechanism for three reasons: firstly, the hemodynamic response function cannot 

entirely explain it (Boas et al., 2008). Secondly, the NBR can be seen in the opposite cerebral 

hemisphere of the positive BOLD (Smith et al., 2004). Finally, the NBR has been found to 

correlate with a decrease in membrane potential corresponding to an active suppressive 

mechanism (Devor et al., 2007; Gouws et al., 2014; Shmuel et al., 2006; Wade and Rowland, 

2010).  

3.1.3 Limitations of the BOLD technique 

The most obvious problem with using the BOLD technique is our poor understanding of the 

coupling between neural activity and the BOLD signal.  Moreover, the BOLD signal has a low 

temporal resolution, with the signal peaks at about 4-8 seconds after the onset of the stimulus-

evoked neural activity. In general, the temporal resolution of fMRI (the shortest interval that it 

can resolve between two events) is about 1-2 seconds. 

3.2 General Methods 

The cortex, composed of the grey matter, is the most prominent and most studied part of the 

human brain. The thickness of the cortex is in the range of 2 and 3 mm.  Despite the limited size 

of the cranium, the brain creates folds (sulci – dips and gyri - peaks) allowing for greater surface 

area to be packed into a limited 3D volume. In fact, nearly 70% of the cerebral cortex is buried 

in sulci. Thus to extract and localize the functional information accurately several steps are 

required.  

This section describes the general experimental methods, which were implemented during 

this thesis. These include the preprocessing steps (realignment, co-registration, normalization 

and smoothing), the techniques for retinotopic mapping and the fMRI scanning settings.  
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        Time  

Figure 3-8: Motion correction is based on taken the first slice as a 

reference to align the other slices to it. 

3.2.1 Preprocessing 

There are several steps that are required before the statistical analysis of the data. Each of 

these steps provides different benefits. The theory of each step is described below. 

3.2.1.1 Realignment 

Motion-related artifacts are always present in fMRI images. Despite restraints on head 

movement, subjects show displacements of up to several millimeters (Fig. 3-8). Head movement 

can introduce changes in the BOLD signal that has nothing to do with the task-related activity. 

In addition, the statistical analysis assumes that a voxel represents a single location in the brain. 

Due to movement, the time course from a single voxel might represent a signal derived from 

another region of the brain. To reduce those false activations, algorithms are employed to correct 

for motion artifacts. In general, motion correction estimates the movement of the brain 

throughout the scan relative to a reference (usually the first slice), and then realigns the time 

series of the brain images to that reference. The realignment is applied by rigid body 

transformations. This assumes that the size and shape of the slices are the same, and that the 

slices can be spatially matched to another by a combination of six parameters, three translation 

parameters in mm (x, y and z) and three rotation parameters in degrees (pitch, roll and yaw) 

(Clare, 1997). 
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3.2.1.2 Co-registration 

Despite the high spatial localization of MRI, the spatial resolution of the commonly used 

fMRI (EPI) is usually much lower. To overcome this problem, fMRI data is superimposed on a 

high resolution, T1 weighted, structural image from the same subject. In our work this occurs 

in two stages: fMRI data are obtained in the same reference space as a set of high-resolution T1-

weighted ‘inplane’ images. These inplanes are then aligned to a high-resolution, full brain 

anatomical image in which the white and grey matter have been segmented. The same 

transformation can then be applied to the T2*-weighted fMRI data to bring them into alignment 

with the same high-resolution anatomy. Finally, the fMRI data can be restricted to the grey 

matter of the high-resolution data (where we know that the BOLD signal actually arises).  

3.2.1.3 Spatial normalization 

To compensate for the huge differences of sizes and shapes of individuals brains, a process 

called normalization can be used to register an individual brain to into a standard brain. The 

most widely used coordinate systems are the one described by Talairach and Tournoux 

(Talairach JT, 1988), and the Montreal Neurological Institute (MNI) space. In our experiments 

however, we analyze data in the space of individual subjects and no spatial normalization was 

used. 

3.2.1.4 Spatial smoothing 

Another preprocessing step is to remove the high spatial frequencies of the signal by applying 

a low pass filter (a blur). Although spatial smoothing results in reduced spatial resolution, it has 

a number of advantages including, increasing the signal to noise ratio and making the noise 

statistics more Gaussian and therefore amenable to parametric statistical analysis. Because our 

experiment depended on the analysis of very high resolution images, we did not apply spatial 

smoothing to our data. 

3.2.2 Software package 

We use mrVISTA software for presenting and analyzing the data 

(http://white.stanford.edu/newlm/index.php/Software). This package is optimized for surface-

http://white.stanford.edu/newlm/index.php/Software
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based analysis and retinotopic mapping. Anatomical volumes were segmented into white and 

grey matter volumes for each hemisphere using the Freesurfer4 “autorecon” script 

http://surfer.nmr.mgh.harvard.edu. This was followed by manual topology checking using 

mrGray, part of the standard mrVISTA toolbox. Cortical surfaces (grey matter) were 

constructed from this segmentation of visualization using mrMesh, a tool in mrVISTA toolbox.   

3.2.3 Retinotopic mapping 

As discussed before, the retinal signals are projected into the visual cortex in an organized 

manner. This means that points that are close together on an object and on the retina activate 

neurons that are close together in the visual cortex. Despite the fact that the fovea (the center of 

the retina) accounts for only 0.01% of the retina’s area, signals from the fovea account for 

approximately 10% of the retinotopic map on the visual cortex (Van Essen and Anderson, 1995). 

This is known as cortical magnification.  

3.2.3.1 Phase-encoding technique 

The borders of the different visual regions can be described precisely because retinotopic 

mapping reverses at the borders of these regions. A method to measure retinotopic mapping 

were introduced about 20 years ago (DeYoe et al., 1994; Stephen A. Engel et al., 1994). The 

method is based on checkerboard-like stimuli that change position over time, and create 

travelling waves of activity in the primary visual cortex (Fig. 3-9). One stimulus consists of a 

number of expanding rings to measure the eccentricity maps (the distance from the center of 

gaze). A second stimulus consists of a number of rotating wedges to measure the angle maps. 

This technique is called phase-encoding retinotopy or the ‘traveling wave’ method. The data are 

usually superimposed on an inflated and flattened cortex to aid interpretation.  Colors in the 

retinotopic maps represent the response phase at each location. 

 

 

 

 

http://surfer.nmr.mgh.harvard.edu/
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3.2.3.1.1 Eccentricity organization 

As discussed before, eccentricity organization can be measured by using an expanding ring 

stimulus. An example of this is seen in (Fig. 3-10). The retinotopic maps are organized in the 

visual cortex as follows: V1, V2 and V3 contain a foveal representation located in the occipital 

pole, with more peripheral representations extending into the anteromedial cortex. The foveal 

representation occupies a large surface compared to the peripheral representation (Brewer and 

Barton, 2012). 

 

 

 

 

 

 

 

Figure 3-9: Retinotopic mapping stimuli. a) is the expanding stimulus to 

map the eccentricity representation of the visual field. b) is the rotating 

wedges to map the angular representation of the visual field. 
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3.2.3.1.2 Angular organization 

Angular organization can be measured by using a rotating wedge stimulus. An example of 

this is seen in (Fig. 3-11). Polar angle indicates the angle from the horizontal meridian. The 

boundaries between each map are defined by the location of vertical meridian representation. 

V1 contains a representation of the entire hemifield. V1/V2d border is delineated by the lower 

vertical meridian (red band), and the upper vertical meridian (blue band) at the V1/V2v. On the 

contrary, V2 and V3 contain representations of only spilt-hemifield (quarterfields), which are 

indicated by their positions dorsal (upper) or ventral (lower) to V1. The boundaries between the 

dorsal V2 and V3 are defined by the horizontal meridian, from lower vertical meridian towards 

the horizontal meridian for V2 and then it reverses back to the lower vertical meridian.  The 

boundaries between the ventral V2 and V3 are defined by the horizontal meridian as well. This 

time V2v is represented by the upper vertical meridian to the horizontal meridian, and then 

reverses back towards the upper vertical meridian to represent V3v (Wandell and Winawer, 

2011). 

Figure 3-10: The inflated cortical surface shows the eccentricity map. 

Abbreviations: CC, corpus callosum; POS, parietal-occipital sulcus; CaS, 

calcarine sulcus. Adopted from Brewer and Barton (2012). 
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Retinotopic maps are an essential step in the analysis of spatial attentional modulation in V1. 

These maps can be obtained for each hemisphere for each participant, allowing researchers to 

identify visual representation of each stimuli placed in the visual field. These functionally 

defined regions can then be used as regions of interest (ROIs). These ROIs can be stored on disk 

from one session to another, meaning that those that already have retinotopic maps will not be 

required to do another retinotopic scan.  

3.2.4 Defining region of interest (ROI) 

Two methods of identifying ROIs are common in the literature: the use of anatomical 

landmarks and functional localization.  Using anatomical landmarks is only possible for clearly 

defined regions such as amygdala. The majority of brain regions, however, lack these defined 

regions. Another problem in these structural ROIs is that the defined ROIs may have different 

response properties, i.e. a variety of neurons coding for different information.  

By using a separate localizer scan, functional localization of ROIs can overcome these 

problems associated with structural ROIs. Consequently, this method has been used extensively 

in vision studies.  

Figure 3-11: The inflated cortical surface shows the angular map. Adopted 

from Brewer and Barton (2012). 
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3.2.4.1 Functional localizer 

The localizer we used was a ‘block design’ to identify four regions of interests in the primary 

visual cortex for further analysis. In this type of experiment, stimuli are presented one after the 

other in ordered blocks and each stimulus is presented for a relatively long time (several 

seconds). In our experiment, we presented circular stimuli in four well-separated parts of the 

visual field: the left ventral, left dorsal, right ventral and right dorsal. These positions were 

chosen carefully to generate a single stimulus representation in each quarterfield (and therefore 

a single response in each quadrant of V1, V2 and V3). These localizers were sinusoidal gratings 

of 100% contrast, 2.1° radius, spatial frequency of 2 cycles per degree (cpd) and frequency of 6 

Hz. Each disc was presented for six seconds and the whole block was repeated eight times (Fig. 

3-12). Localizers were generated using Psykinematix software version 1.4.3, and ran by a 

Macintosh computer running the Mac OS X. These localizers were rear-projected (Dukane 

Image Pro 8942 LCD projector) onto an acrylic screen in the bore of the MRI scanner at a 

viewing distance of 57 cm. Lying supine, subjects viewed the stimuli via a front-silvered mirror 

placed above the head coil. The participants were asked to fixate at the center of the screen 

throughout the scan.  
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5 deg 

5 deg 

A 

Single stimulus block  

(repeated 8 times per scan) 

B 

Figure 3-12: Localizer configuration and timings.  A, the stimulus was 

presented for 6 seconds at four different positions. B, shows the exact position 

of the stimulus at 5 cm from the fixation point. 
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3.2.5 fMRI Data Analysis 

3.2.5.1 General Linear Model (GLM) 

The majority of fMRI studies involve either asking the participant to perform a specific task 

or the participant is exposed to particular stimuli at a specific time. fMRI analyses are based on 

the assumption that these tasks or stimuli generate activities in certain regions of the brain (see 

section 1.1.2). To identify the contribution of each stimulus to the signal variation, a model is 

created representing the task of stimulus in time convolved with the hemodynamic response 

function (HRF). In brief: each component of this model is assigned a weight (a ‘beta value’) and 

a least-squares solution to the model provides an estimate of the value for each beta value. 

The method is called the ‘general linear model’ (GLM) (Friston et al., 1995) and it treats the 

data as a linear combination of model functions (predictors) plus noise. The model functions for 

each voxel are generated by convolving the model HRF with a condition matrix describing the 

appearance of each stimulus type. These model functions are assumed to have known curves 

but their amplitudes must be estimated: 

𝑌 = 𝛽1Χ1 + 𝜖 

Where 𝑌 is BOLD response, Χ1 is the predictor (the expected shape of the BOLD response), 

𝛽1 quantifies how much each predictor (Χ) independently effect 𝑌 and 𝜖 explains the variance 

in the data (Fig. 3-13). The least-squares solution to this model is fully determined and provides 

a single number for each of the beta values at each voxel. These beta values are therefore 

indicators of the strength of each stimulus component at a particular voxel throughout the scan. 

This GLM procedure is implemented in all fMRI analysis packages including the VISTA 

software we used in our study. 
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fMRI signal                            =      Design Matrix         X Betas     +                Residuals 

Figure 3-13: The GLM for two predictors can be explained by what we can explain 

(the design matrix convolved with HDR function), and the betas which are how much 

of the design matrix can be explained, plus the residuals which we cannot explain. 
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4 Chapter 4: Abnormal gain control in Drosophila mode of epilepsy 

4.1 Introduction 

Recent work using steady-state visually-evoked potentials (SSVEPs) has demonstrated 

abnormal visual gain control in human epilepsy patients (Porciatti et al., 2000; Tsai et al., 2011). 

In Drosophila, a mutation in the kcc gene (kccDHS1) renders young flies susceptible to light and 

shock-induced seizures (Hekmat-Scafe et al., 2006) and has been used as a model of human 

juvenile epilepsy. Here, we used SSVEPs to study the age profile of contrast-driven 

photoreceptor and neuronal responses in both kccDHS1 and wild type (w-) Drosophila. Then we 

describe the relationship between the kccDHS1 mutation and the eye color of the fly.  

4.2 Material and methods 

4.2.1 Fly stocks and genetics 

A list of Drosophila strains used in this experiment is given in Table 4-1. D506 female flies 

carrying the homozygous kccDHS1 mutation were used in this experiment (w1118; kccDHS1/ 

kccDHS1).  These flies also bear the white mutation in the first chromosome. As these flies have 

white eyes, we used, as controls, the white-eyed wild type flies (w-) to avoid any confounding 

effect of eye pigmentation.  

 

 

 

Flies were kept in glass bottles containing maize-meal fly food at 23°C, and allowed to lay 

eggs for 10 days. After 10 days, the adult flies were removed. The bottles were inspected daily, 

Stock No. Genotype Abbreviation Source 

D506 w; kccDHS1/CyO kccDHS1 
A generous gift of Mark 
Tanouye 

w1118 Wild type (White eyes) w- 
Elliott/Sweeney lab 
stock 

Table 4-1: The Drosophila stock used in the 1st part of this Chapter. 



95 

 

and the newly hatched females homozygous for kccDHS1 (kccDHS1 / kccDHS1) were transferred into 

vials containing yeast-sucrose-agar fly food (Carpenter, 1950). For one-day-old flies, the visual 

responses were tested within 8-18 hours after eclosion. More flies were tested at 2, 3, 10, 20 and 

30 days after eclosion. The tests were performed at approximately the same time of the day 

(between 5 pm and 1 am) to avoid any effect of circadian rhythms on the flies’ visual responses 

(Nippe, 2015).  

4.2.2 SSVEP methods 

4.2.2.1 Stimuli 

The Drosophila ERG used in this experiment was set up to accommodate two flies 

simultaneously to increase the efficiency and reduce between-subject variance in the results. 

Stimuli used in this experiment consisted of changes in illumination generated using a fiber 

optic light directed onto the flies’ eyes at a distance of 7 cm. A diffusing screen was placed in 

front of the fiber optic ensuring that the ommatidia were stimulated with a relatively 

homogeneous light field.   

Stimuli were produced by a controllable fiber-coupled multi-channel LED system (Prizmatix 

FC5-LED) run by a 16-bit analogue to digital converter (National Instruments USB-6229). This 

was performed under the control of Matlab 2011b (Mathworks, Natick, MA) with the Data 

Acquisition Toolbox installed.  

We examined responses to 7 contrast levels ranging from 0% to 69% contrast in equal steps. 

We also examined the effect of adding in a mask with a constant contrast of 30%. Trials were 

randomized and the entire sequence of 14 trials was repeated 5 times. The total data acquisition 

time was approximately 12 minutes. 

4.2.2.2 SSVEP recording 

Signals were amplified and then digitized using the same PC and Measurement Computing 

DAC/ADC that ran the stimuli. The verification of the quality and stability of the electrical 

contacts was performed by a preliminary trace recording using DasyLAB software 

(Measurement Computing Corporation, 2012). The sampling rate was set to 1000 Hz.  
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The visual responses of the flies were checked by manually turning the LED on and off. Only 

the flies that showed high and maintained responses were accepted.  

4.2.2.3 Analysis 

The analysis is conceptually similar to that used previously (Xiao and Wade, 2010, Wang 

and Wade, 2011, Tsai et al., 2011) in human studies, and identical to that used by Afsari et al. 

(2014) in their fly study. In brief description, we computed the amplitude and phase of the 

SSVEP responses at the low-order multiples (termed 1F1 and 2F1 for the probe condition, and 

1F2 and 2F2 for the mask condition), and the combinations (termed 1F1+1F2 for the probe 

condition and 2F1+2F2 for the mask condition) of the input frequencies (see Chapter 2).  

To understand what the effect the kccDHS1 mutation has on the visual system of the fruit flies, 

we analysed the responses to the mean of the two highest contrast levels. Although some of the 

data can be fit well with a hyperbolic ratio function, 𝑅 = 𝑅𝑚𝑎𝑥
𝐶𝑛

𝐶𝑛+𝐶50
𝑛 , some of the CRFs cannot 

because they do not saturate. Thus, we chose to use the mean of the two highest contrast levels 

to estimate the maximum response. This approach was taken instead of only taking the highest 

level due to the observation that the responses do not always increase monotonically and to 

reduce measurement noise.  

4.2.2.3.1 Statistical analysis 

One way to analyze these responses would be to use multivariate statistics. However, 

responses of 1F1 and 2F1 are not completely independent (photoreceptors synapse to the lamina 

neurons and the feedback responses from the lamina to the photoreceptors). For simplicity, we 

performed a two-way ANOVA.  A multivariate approach might also yield useful information, 

using SPSS software (IBM SPSS Statistics, version 22).  
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4.3 Results 

4.3.1 Contrast response functions of the kccDHS1 flies 

The visual response in Drosophila is mediated by the retinal photoreceptors, which synapse 

onto the lamina neurons. Then, the majority of the lamina neurons synapse onto the medulla 

neurons, only some lamina neurons synapse onto the amacrine cells to mediate the lateral 

interactions (Heisenberg, 1971). It is clear that all these neurons are synaptically linked. They 

can be disambiguated to some degree by the different components they generate in the frequency 

domain (Afsari et al., 2014).  

Our experiments were designed to present stimuli similar to that used in previous human and 

animal studies (Tsai et al., 2012). As in those studies, our stimuli contained different contrast 

levels allowing us to generate and analyze the contrast response functions (CRFs).  

We sought to examine the effect of the kccDHS1 mutation on the Drosophila visual system by 

comparing the responses of kccDHS1 flies to the white-eyed control (w-) flies. Because the effect 

of the kccDHS1 mutation is age dependent (Hekmat-Scafe et al., 2006), we recorded the responses 

across different ages (1, 2, 3, 10, 20 and 30 days).   

Performing the experiment as described above allows us to measure the responses to both the 

probe and mask separately even though they are presented at the same time. Based on previous 

studies (Afsari et al., 2014; Busse et al., 2009), we expect to see a decrease in the probe response 

(due to contrast gain control) when the mask is presented at the same time.   

The CRFs from control flies (w-) at days 1, 2, and 3 are shown in (Fig. 4-1). We can see that 

the unmasked (probe) responses (shown in grey) from both the first (1F1) and second (2F1) 

harmonic components increase monotonically with contrast. Increasing probe contrast increased 

the responses to the probe. After the application of a mask contrast at a different frequency, the 

responses to the probe reduced for the 1F1 responses but it did not seem to have an effect at the 

2F1 level. The effect of adding the mask contrast on the contrast response functions (CRFs) can 

be described as a rightward shift in the CRFs. Masking at this stage shows a pure contrast gain 

change. Older control flies, i.e. day 10, 20 and 30, have similar responses to the young flies 

except that the effect of adding the mask contrast is evident at the 2F1 level. Here, the masking 
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effect is best explained by both rightward shift and downward compression of the contrast 

response functions (CRFs) (Fig. 4-2). Masking here is a combination of both contrast gain 

(rightward shift) and response gain (scaling of the overall response curve).  
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Figure 4-1: Contrast Response Functions for wild-type flies are 

increasing monotonic curves, with no plateau and little masking. The 

masked (in red) and unmasked (in grey) CRFs for w- flies aged 1, 2 and 3 

days at the 1F1 and 2F1 levels. 2F1 curves are steeper than 1F1 curves, and 

the masking effect is absent. Day 1, N= 12; Day 2, N= 32; Day 3, N=20. 
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When we looked at the kccDHS1 flies, we noticed that the responses increased with contrast 

but that they were weak at the photoreceptor level particularly early in life. When a mask 

contrast was applied, the contrast response functions (CRFs) showed predominantly a rightward 

shift. Therefore, the effect of masking in the kccDHS1 flies can be thought of as primarily a 

contrast gain change.  Young kccDHS1 flies demonstrated noisy neural responses (Fig. 4-3), 

particularly at day 1 and 2. These neural responses (2F1) become more stable by day 10 and 20. 

The effect of adding the mask on 2F1 is best explained by the rightward shift of the contrast 

response functions (CRFs). On the contrary, old kccDHS1 flies show weak masking especially at 

the neural level and its effect is best described by response gain (Fig. 4-4).  

 

 

 

 

 

 

 

 

 

Figure 4-2: Contrast Response Functions for wild-type flies are increasing 

monotonic curves, with no plateau and little masking. The masked (in red) and 

unmasked (in grey) CRFs for w- flies aged 10, 20 and 30 days at the 1F1 and 2F1 

levels. 2F1 curves are steeper than 1F1 curves. Day 10, N= 8; Day 20, N= 12; Day 

30, N=9. 
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Figure 4-3: Contrast Response Functions for the kccDHS1 flies showing 

increasing responses with contrast. The unmasked responses (in grey) are 

very stable at the 1F1 level but unstable at the 2F1 level. The masked (in 

red) responses show no saturation. 2F1 curves are steeper than 1F1 curves. 

Day 1, N= 16; Day 2, N= 12; Day 3, N=14. 
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4.3.2 The maximum photoreceptor (1F1) responses 

Because fitting the non-saturating data with the hyperbolic ratio did not result in a good 

estimation of the maximum responses (Rmax)- see section 6.1.2.4 in Chapter 6, we analysed the 

maximum responses by taking the mean of the two highest contrast levels. 

4.3.2.1 Maximum 1F1 responses of w- flies 

First of all, we examined each phenotype individually. At the photoreceptor level (1F1), the 

control (w-) flies showed steady unmasked and masked responses at young ages (from day 1 to 

day 3) then peaked at around day 10 and day 20 before starting to drop by day 30 (Fig. 4-5). In 

addition, the effect of masking seems to be greater at old ages (day 10 to day 30). To identify 

the effect of age, we divided the age differences into two categories, young (day 1 to 3) and old 

(day 10 to 30).  

 

 

 

 

 

 

 

 

Source ANOVA Results 

Age (young vs. old) F= 14.1, df =1, p<0.000 

Mask (unmasked vs. masked) F= 34.3, df =1, p<0.000 

Age * Mask F= 30.9, df =1, p<0.000 

Table 4-2: The results of performing a two-way ANOVA on the 1F1 

responses of the w- flies. 

Figure 4-4: Contrast Response Functions for the kccDHS1 flies showing 

increasing responses with contrast. The unmasked (in grey) and masked (in 

red) responses are stable at the 1F1 and 2F1 levels. More masking is present 

at the 2F level. Day 10, N= 12; Day 20, N= 12; Day 30, N=9. 
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A 2 (age: young vs. old) x 2 (mask: unmasked vs. masked) between subjects ANOVA was 

conducted to study the 1F1 differences between unmasked and masked responses as a function 

of age (Table 4-2). There was a significant main effect of age, such that the young flies (x̄=0.068, 

SD= 0.01) had significantly lower 1F1 responses than old flies (x̄=0.076, SD=0.025). The main 

effect of masking was also significant, such that the unmasked responses (x̄=0.075, SD= 0.017) 

had significantly higher 1F1 responses compared to the masked responses (x̄=0.066, SD= 

0.015). In addition, the interaction effect was significant: the change in response due to masking 

depended on age as well.  

Briefly, masking is present in older flies but not in younger flies. The difference between 

unmasked and masked responses was not significant early in life, p>0.05, but was highly 

significant in old flies, p<0.001 (Fig. 4-6). 
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Figure 4-5: The maximum 1F1 values for the masked and unmasked 

responses of w- flies, aged 1, 2, 3, 10, 20 and 30 days. More responses and 

masking are present in 10, 20 and 30 days old flies. 
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4.3.2.2 Maximum 1F1 responses kccDHS1 flies 

First harmonic (1F1) responses in w- flies increase gradually with age up to around 10 days 

and then decrease again. In contrast, unmasked 1F1 responses for the kccDHS1 flies increase 

monotonically with age peaking sharply at day 30 (Fig. 4-7). Similar to our observation for the 

control (w-) flies, the effect of masking seems to be greater at old ages (day 10 to day 30). Again, 

we wanted to look at the effect of age, so we divided the age differences into two categories, 

young (day 1 to 3) and old (day 10 to 30), and then conducted a 2x2 ANOVA (Table 4-3).  
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Figure 4-6: The maximum 1F1 values for the masked and unmasked 

responses of w- flies. More responses and masking are present in older 

flies. Young represents 1, 2 and 3 days old flies, and old represents 10, 20 

and 30 days old flies. 
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Source ANOVA Results 

Age (young vs. old) F= 22, df =1, p<0.001 

Mask (unmasked vs. masked) F= 0.03, df =1, p>0.05 

Age * Mask F= 9.6, df =1, p<0.01 

 

 

 

There was a significant main effect of age, such that the young flies (x̄=0.036, SD= 0.014) 

had significantly lower 1F1 responses than old flies (x̄=0.052, SD=0.03). However, the main 

effect of masking was not significant, such that the overall unmasked responses (x̄=0.0425, SD= 

0.027) and the masked responses (x̄=0.043, SD=0.02) are not significantly different from each 

other. The interaction effect, however, was significant: masking increased responses in young 

flies but decreased it in older animals. The unmasked responses were significantly lower in the 

young flies compared to the old flies, p<0.001. The masked responses however, were not 

different between the two age groups, p>0.05.  Moreover, early in life, the unmasked responses 

were significantly lower than that of the masked responses, p<0.05. At older ages, the unmasked 

responses were significantly greater than the masked responses, p<0.05 (Fig. 4-8). The increased 

masked responses in younger animals are curious: We hypothesize that they may result from an 

increase in broadband noise triggered by the increased overall contrast in the mask conditions. 

 

 

 

 

 

Table 4-3: The results of performing a two-way ANOVA on the 1F1 

responses of the kccDHS1 flies. 
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Figure 4-7: The maximum 1F1 values for the masked and unmasked 

responses of kccDHS1 flies. Aged 1, 2, 3, 10, 20 and 30 days. The 1F responses 

as well as masking show a gradual increase with age. 
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Figure 4-8: The maximum 1F1 values for the masked and unmasked 

responses of kccDHS1 flies.  Young flies have reduced unmasked responses 

compared to older flies. Young represents 1, 2 and 3 days old flies, and old 

represents 10, 20 and 30 days old flies. 
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4.3.2.3 The difference in the unmasked 1F1 responses between w- and 

kccDHS1 flies 

How do 1F1 (photoreceptor) responses differ between w- and kccDHS1 flies and how do the 

differences depend on age?  

We first examined the unmasked 1F1 responses (Fig. 4-9). A two-factor analysis of variance 

showed a significant effect of genotypes. The control (w-) flies showed significantly higher 1F1 

responses (x̄=0.075, SD=0.02) than kccDHS1 flies (x̄=0.04, SD=0.027). There was a significant 

effect of age and no significant interaction between genotype and age (Table 4-4).  

 

 

 

 

 

 

 

 

 

Source ANOVA Results 

Genotype (kccDHS1 vs. w-) F= 133, df =1, p<0.001 

Age (young vs. old) F= 64.1, df =1, p<0.001 

Genotype * Age F= 0.9, df =1, p>0.05 

Table 4-4: The results of performing a two-way ANOVA on the 1F1 unmasked 

kccDHS1 and w- flies. 
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4.3.2.4 The difference in the masked 1F1 responses between w- and kccDHS1 

flies 

Finally, we looked at the masked 1F1 responses (Fig. 4-10) and computed a two-way 

ANOVA. Just as in the case of the unmasked responses, ANOVA analysis revealed a significant 

effect of genotype: w- flies showed significantly higher responses (x̄=0.07, SD=0.015) than 

kccDHS1 flies (x̄=0.04, SD=0.02) and there was no effect of age or a significant interaction 

between age and genotype (Table 4-5). 
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Figure 4-9: The maximum 1F1 values for unmasked responses of w- and 

kccDHS1 flies as a function of age. The young and old w- flies show greater 

responses compared to the kccDHS1 flies. 
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Source ANOVA Results 

Genotype (kccDHS1 vs. w-) F= 67.2, df =1, p<0.001 

Age (young vs. old) F= 0.1, df =1, p>0.05 

Genotype * Age F= 3.2, df =1, p>0.05 

 

 

 

 

 

 

 

  

 

   

 

 

 

 

 

In general therefore, we find an overall reduction in photoreceptor responses for the kccDHS1 

flies compared to the w- flies. This occurs both in the masked and unmasked conditions. 

Photoreceptor responses normalize in the kccDHS1 flies with age: the reduction in 1F1 responses 

is smaller both in absolute and relative terms for older animals. The cause of this reduction is 

unclear – it could result from a failure of feedback from deeper neural levels or a general 

physiological weakness in younger animals. 
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Figure 4-10:  The maximum 1F1 values for the masked responses of w- and 

kccDHS1 flies. The young and old w- flies show greater responses compared to 

the kccDHS1 flies. 

Table 4-5: The results of performing a two-way ANOVA on the 1F1 masked 

kccDHS1 and w- flies. 
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4.3.3 The maximum neural (2F1) responses 

Until now we have considered the 1F1 responses. As mentioned previously, these reflect the 

contribution of the photoreceptors to the SSVEP response. We are also interested in the effect 

of the kccDHS1 mutation on the neuronal responses of the fly. These responses are manifest in 

the second harmonic of the input frequency (2F1). Although we first consider the 2F1 responses 

in isolation, we note that neuronal responses are driven by photoreceptor responses and so it is 

of interest to normalize the 2F1 by the 1F1 amplitude to derive a ‘pure’ estimate for neuronal 

sensitivity. 

In terms of the neural (2F1) responses, we took the same approach for analysing the 

maximum responses. The 2F1 for the control flies (w-) follow the same pattern as the 1F1, i.e. 

an increase in the response with age, which starts to drop later in life (at day 30). The effect of 

masking is identical to that of the 1F, i.e. develops with age (Fig. 4-11).  

4.3.3.1 Maximum 2F1 responses of w- flies 

Conducting a two-way ANOVA (Table 4-6) showed a significant main effect of age, such 

that the young flies (x̄=0.021, SD= 0.003) had significantly higher 2F1 responses compared to 

old flies (x̄=0.019, SD=0.009). The main effect of masking was also significant, such that the 

unmasked responses (x̄=0.02, SD= 0.005) had significantly higher 2F1 responses compared to 

the masked responses (x̄=0.018, SD= 0.006). The interaction effect between masking and age 

was significant. The unmasked responses were lower in the young flies compared to the old 

flies, p<0.001. Early in life, the masked responses were significantly higher than that at old age, 

p<0.001. Furthermore, the difference between unmasked and masked responses was not 

significant early in life, p=0.9, compared to old flies, p<0.001 (Fig. 4-12).  
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Table 4-6: The results of performing a two-way ANOVA on the 2F1 unmasked and 

masked responses of the w- flies. 

Source ANOVA Results 

Age (young vs. old) F= 3.9, df =1, p<0.05 

Mask (unmasked vs. masked) F= 51, df =1, p<0.001 

Age * Mask F= 49.1, df =1, p<0.001 
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Figure 4-11: The maximum 2F1 values for the unmasked and masked 

responses of w- across all ages. Clearly more masking is present in older 

flies. 
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4.3.3.2 Maximum 2F1 responses of kccDHS1 flies 

For w- flies, the neuronal responses follow the same pattern as the photoreceptor responses 

suggesting that neuronal sensitivity is relatively unchanged across age. Importantly, the 2F1 

responses in the kccDHS1 flies have a different pattern. For the unmasked responses, the responses 

are high early in life, and then drop to low levels before recovering at day 30. The masked 

responses, however, do not recover at all (Fig. 4-13). This is similar to our previous observation 

that masking is more apparent at old ages. Looking at the effect of age and masking on kccDHS1 

flies 2F1 responses using two-way ANOVA (Table 4-7) revealed a significant main effect of 

age, such that the young flies (x̄=0.017, SD= 0.009) had significantly higher 2F1 responses than 

old flies (x̄=0.01, SD=0.027). The main effect of masking was not significant: unmasked 

responses (x̄=0.016, SD= 0.008) and masked responses (x̄=0.014, SD=0.009) are not 

significantly different from each other. However, the interaction effect was significant. The 

unmasked responses were not different between young and old flies, p=0.6. The masked 

responses however, were significantly higher in the young flies compared to the old flies, 

p<0.001. In addition, early in life, the unmasked responses were not different from the masked 
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Figure 4-12: The maximum 2F1 values for the unmasked and 

masked responses of w-. More masking is evident in older flies. 



116 

 

responses p=0.18 but later on, the unmasked responses were significantly greater than the 

masked responses, p<0.001 (Fig. 4-14). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4-7: The results of performing a two-way ANOVA on the 2F1 masked 

responses of the kccDHS1 flies. 

Source ANOVA Results 

Age (young vs. old) F= 18.8, df =1, p<0.001 

Mask (unmasked vs. masked) F= 3.5, df =1, p>0.05 

Age * Mask F= 13.3, df =1, p<0.001 
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Figure 4-13: The maximum 2F1 values for the unmasked and masked 

responses of the kccDHS1 flies. Young flies show no masking compared to 

old flies. 
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The increase in neuronal responses of the young kccDHS1 flies is interesting. This increase 

corresponds to the reduced level of the KCC protein at this age. In the following section we 

compare the two genotypes (w-and kccDHS1) at the neuronal level.  

4.3.3.3 The difference in the unmasked 2F1 responses between w- and 

kccDHS1 flies 

In addition to studying the effect of age and masking on each genotype individually, we 

compared the neuronally-generated 2F1 responses (unmasked) between the two genotypes (w- 

vs. kccDHS1) as a function of age. For the 2F1 responses a two-way ANOVA (Table 4-8) revealed 

a significant effect of genotypes. The control (w-) flies showed significantly higher 2F1 

responses (x̄=0.02, SD=0.005) than kccDHS1 flies (x̄=0.016, SD=0.008). The effect of age was 

not significant. Again, there was a significant interaction between genotype and age. The 

unmasked 2F1 responses of the young and old w- flies were higher than that of kccDHS1 flies, 

p<0.001. In addition, there was a significant difference between the young and old w- flies, p 

<0.0, but not significant difference for the kccDHS1 flies, p =0.54, (Fig. 4-15).  
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Figure 4-14: The maximum 2F1 values for the unmasked and 

masked responses of the kccDHS1 flies. More masking is evident in 

older flies. 
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Source ANOVA Results 

Genotype (kccDHS1 vs. w-) F= 50.6, df =1, p<0.001 

Age (young vs. old) F= 1.9, df =1, p>0.05 

Genotype * Age F= 5.2, df =1, p<0.05 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In general, we find an overall reduction in neuronal responses for the kccDHS1 flies compared 

to the w- flies.  The amplitude of the 2F1 responses in both genotypes is lower than that of the 

1F1 responses (see Fig. 4-10). It seems that the kccDHS1 have reduced responses in both 1F1 and 

Table 4-8: The results of performing a two-way ANOVA on the 2F1 unmasked 

responses of the kccDHS1 and w- flies. 
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Figure 4-15: The maximum 2F1 values for the unmasked responses of 

the kccDHS1 flies and w- flies. The w- flies show greater responses. Young 

and old kccDHS1 flies show no significant difference. 



119 

 

2F1 compared to the w- flies. Because photoreceptors drive the neurons, and thus the neural 

activity must depend on photoreceptor activity. In general, we expect the kcc mutation to cause 

a deficit in neuronal processing and so we are interested in knowing how active the neural 

processing is in these animals 

4.3.4 Hyperexcitability of young kccDHS1 flies 

To measure neuronal sensitivity and gain control while accounting for the amplitude of the 

photoreceptor responses, we must account for the amplitude of the 1F1 response when analysing 

the 2F1 response. A straightforward ratio (2F1/1F1) would be unstable (prone to division by 

very small numbers at times) and so we compute the amount of signal that we see in the neuronal 

responses (2F1) as a fraction of the total signal that we measure (2F1+1F1): 
2𝐹1

(2𝐹1+1𝐹1)
. Because 

kccDHS1 flies are models of juvenile epilepsy, we hypothesised that these young flies have 

relatively increased neural responses, and therefore the ratio will be high. 

For the control flies, the unmasked and masked neural responses are stable across all ages, 

accounting for about 30% of the total response at day 1. The neural responses then decrease to 

account for approximately 20% (Fig. 4-16). For the kccDHS1 flies, however, the neural responses 

are not stable and significantly depend on the age of the fly. For day 1 flies, the unmasked neural 

responses accounts for approximately 83% of the total, and for day 2 flies this ratio decreases 

to about 60%. This can be thought of as a representation of the hyperexcitability of the neurons 

at these very young ages. By day 3, kccDHS1 flies the ratio dramatically dropped accounting for 

only about 30% of the total – becoming very similar to w- responses. 
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4.3.4.1 Maximum 2F1 ratio responses of w- flies 

Similar to what we did before for 1F1 and 2F1 responses, a two-way ANOVA was conducted 

(Table 4-9) to look at the differences between the unmasked and masked responses as a function 

of age. There was a significant main effect of age, such that the young flies (x̄=0.31, SD= 0.03) 

had significantly higher ratio compared to old flies (x̄=0.25, SD=0.086). The main effect of 

masking was also significant, such that the unmasked responses (x̄=0.3, SD= 0.04) had 

significantly higher ratio compared to the masked responses (x̄=0.28, SD= 0.7). The interaction 

effect between masking and age was significant. In brief, the unmasked responses ratios were 

higher in the young flies, p<0.01. Early in life, the masked responses were higher than that at 
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Figure 4-16: The ratio of the masked and unmasked responses for the 

w- and kccDHS1 flies aged 1, 2, 3, 10, 20 and 30, taken from the 1st repetition 

only. Clearly, young kccDHS1 flies have increased responses.   
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old age, p<0.001. Moreover, the difference between unmasked and masked responses was not 

significant early in life, p=0.9, compared to significant difference later on, p<0.001 (Fig. 4-17).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source ANOVA Results 

Age (young vs. old) F= 54.1, df =1, p<0.001 

Mask (unmasked vs. masked) F= 11.8, df =1, p<0.05 

Age * Mask F= 12.4, df =1, p<0.01 

Table 4-9: The results of performing a two-way ANOVA on the 2F:1F ratio of 

masked and unmasked responses of the w- flies. 

Figure 4-17: The 2F:1F ratio of the masked and unmasked responses for 

the w- flies. The young flies have increased responses compared to the old 

flies. More masking is evident in old flies. 
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4.3.4.2 The maximum 2F1 responses of kccDHS1 flies 

For the kccDHS1 (Table 4-10), there was a significant effect of age, such that the young flies 

(x̄=0.57, SD= 0.44) had significantly higher 2F1 ratio than old flies (x̄=0.26, SD=0.17). 

However, the main effect of masking was not significant. The interaction effect was not 

significant. The unmasked and masked responses were significantly different between young 

and old flies, p<0.001. Young flies have more unmasked and masked responses compared to 

old flies. In addition, both early and later in life, the unmasked responses were insignificantly 

different from the masked responses p=0.38, p=0.19, respectively (Fig. 4-18).  

 

 

 

 

 

 

 

 

 

Table 4-10: The results of performing a two-way ANOVA on the 2F:1F ratio of 

masked and unmasked responses of the kccDHS1 flies. 

Source ANOVA Results 

Age (young vs. old) F= 29.6, df =1, p<0.001 

Mask (unmasked vs. masked) F= 2.5, df =1, p>0.05 

Age * Mask F= 1.6, df =1, p>0.05 
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4.3.4.3 The difference in the unmasked 2F1 ratio responses between w- and 

kccDHS1 flies 

Studying the effect of age and masking on each genotype by comparing the unmasked 2F1 

ratio response between the two genotypes (w- vs. kccDHS1) as a function of age using a two-way 

ANOVA (Table 4-11) revealed a significant effect of genotypes. The kccDHS1 flies showed 

significantly higher 2F1 ratio (x̄=0.48, SD=0.37) than w- flies (x̄=0.3, SD=0.4). The effect of 

age was also significant. Finally, there was a significant interaction between the genotypes and 

age.  

Briefly, the unmasked 2F1 ratio of young and old w- flies is not significantly different, 

p=0.54. However, young kccDHS1 flies showed much higher neuronal responses compared to old 

flies, p<0.001 after accounting for photoreceptor activity. In addition, early in life, there was a 

highly significant difference between the w- and the kccDHS1 flies, p <0.001, but no difference 

later on, p=0.54 (Fig. 4-19).  
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Figure 4-18: The ratio of the masked and unmasked responses 

for the kccDHS1 flies. The young flies have increased responses 

compared to the old flies. 
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In general, we find an overall increase in neuronal responses for the young the kccDHS1 flies 

compared to the w- flies. This increase in neural activity of the kccDHS1 flies return to the normal 

profile in old flies.  

The findings support that prediction that the kccDHS1 flies have abnormal visual responses 

early in life corresponding to the reduced KCC level at this early age..  

Table 4-11: The results of performing a two-way ANOVA on the unmasked ratio 

of the kccDHS1 and w- flies. 

Source ANOVA Results 

Genotype (kccDHS1 vs. w-) F= 20.3, df =1, p<0.001 

Age (young vs. old) F= 19.3, df =1, p<0.001 

Genotype * Age F= 12.6, df =1, p<0.01 
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Figure 4-19: The ratio of the unmasked responses for the w- 

and kccDHS1 flies. Clearly the young kccDHS1 flies show 

increased responses compared to the w- flies. 



125 

 

4.4 Discussion 

We have used the SSVEP technique to measure contrast-driven responses at multiple visual 

processing stages using a Drosophila model of epilepsy. Our data resembles to a great extent 

the previous studies on cats (Bonds, 1991), humans (Tsai et al., 2012) and Drosophila (Afsari 

et al., 2014). As in these studies, increasing contrast increased the responses to the probe, adding 

the mask generally reduced these responses. Because the kccDHS1 mutation is age dependent, we 

expected to see abnormal gain control in young kccDHS1 flies, and hypothesized that these 

abnormalities would recover to the normal profile as they get older. Due to the failure of our 

hyperbolic ratio fitting to accurately predict the 𝑅𝑚𝑎𝑥 and 𝐶50, we estimated the 𝑅𝑚𝑎𝑥 by taking 

the mean value of the two highest contrast levels. This approach allows us to measure the 𝑅𝑚𝑎𝑥 

but without 𝐶50 it is not sufficient to describe the effect on the contrast response functions 

(CRFs), whether it is contrast gain control (a decrease in sensitivity) or response gain control (a 

reduction in the firing rate).  

 The primary reason for using this approach instead of the hyperbolic ratio is the fact that our 

response curves do not saturate. There are several possible reasons why this might be. Firstly, 

our stimulus is a zero-dimensional and therefore it cannot strongly drive the spatially tuned 

neurons (Afsari et al., 2014).  Secondly, the light source used is blue, which is monochromatic 

with short wavelength. This might have affected the phototransduction cascade by slowing the 

reconversion process of metarhodopsin to rhodopsin, resulting in a reduction in the overall 

temporal sensitivity (Afsari et al., 2014; Hillman et al., 1983). Thirdly, our stimulus drove 

responses across much of the visual field resulting in the excitation of most of the neurons in 

the visual system to some extent. We show in Chapter 5 that wide-field excitation of this type 

is not an optimal stimulus for the SSVEP. Finally, as in humans, it is possible that masking in 

Drosophila is dependent on the spatial positions and orientations of the stimulus (Afsari et al., 

2014; Cavanaugh et al., 2002) and thus changing the stimulus properties can lead to different 

contrast response functions (CRFs) combining both response and contrast gain effects 

(Reynolds and Heeger, 2009).  

We found that flies expressing kccDHS1 mutation were hypersensitive to contrast. This was 

particularly evident in the young kccDHS1 flies. Our initial analysis was based on analyzing the 
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average of 5 repetitions. After inspecting the raw data, we noticed that the sensitivity of the 

kccDHS1 flies is limited to the first repetition of the stimulus (Fig. 4-20). The main difference is 

related to the 2F1 ratio in the young kccDHS1 flies. When taking the first repetition only the 2F1 

ratio of the young kccDHS1 flies (for both unmasked and masked responses) is significantly higher 

than that of the w- flies indicating a neural excitability of these flies at this young age.  

The reason for this increased effect in the first repetition of the stimulus may be the refractory 

period following seizure episodes (Ganetzky and Wu, 1982). We believe that the kccDHS1 flies 

might be experiencing mild seizures during the first stimulus epoch and then have increased 

their seizure threshold for the remainder of the experiment (Kuebler and Tanouye, 2000). If this 

were true, visual response abnormalities would be more evident if we analyzed the responses 

during just the first repetition.  

Analyzing only the first repetition demonstrated that the presence of kccDHS1 mutation affects 

visual processing and contributed to the increased neural activity in the young kccDHS1 flies. 

Firstly, control flies (w-) demonstrated steady (1F1) responses across all ages with the evidence 

that masking is a process that flies can develop with age. Because neurons are driven by 

photoreceptors, the w- neural (2F1) responses mirror that of the 1F1 responses and thus the ratio 

of the 2F1 to 1F1 was very similar across all ages. On the contrary, kccDHS1 flies have reduced 

1F1 responses early in life and then start increasing with age. This coincides with the fact that 

KCC level is low when kccDHS1 mutant flies are young and then the level increases as they get 

older. Unlike w- flies, kccDHS1 neural 2F1 responses show evidence of an additional variability 

caused by age-dependent changes in neuronal sensitivity. Very young kccDHS1 flies have 

relatively high 2F1 responses and then become normal. What leads to this increased 

hypersensitivity in young animals? One hypothesis is failure of gain control. By looking at the 

masking data, we did not observe less instantaneous gain control in these animals: although 

kccDHS1 flies showed very weak masking at young ages, this effect was also observed in the w- 

flies. Thus, it is not failure of gain control per se that is responsible for the sensitivity increase 

although the absence of masking might contribute to this. Because the kccDHS1 mutation is linked 

to Rdl GABAA receptor, we believe that the visual excitability seen in the young kccDHS1 flies 

may be caused by reduced GABAergic inhibition. Observing a masking effect in these flies may 
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explain that GABA inhibition is not involved in masking (Katzner et al., 2011).  Here we have 

shown not only that they are bang-sensitive earlier on, but also that their visual system neurons 

are hypersensitive shortly after eclosion and normalize late in life. The visual abnormalities seen 

in the young kccDHS1 and then the recovery later on are associated with the increase of the 

production of the KCC protein as the kccDHS1 flies get older (Afsari et al., 2014). This replicates 

a model of juvenile human epilepsy nicely.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.5 Is the abnormality seen in the kcc flies specific to the kccDHS1? 

In the previous section, we demonstrate that young kccDHS1 flies have abnormally high 

neuronal sensitivity compared to w- animals. Comparisons between the kccDHS1 and w- flies are 

possible because both genotypes have the same eye color. In the following section we describe 

attempts that we made to explore the kccDHS1 genotype further. These attempts were complicated 

0

0.2

0.4

0.6

0.8

1

1st 2nd All 1st 2nd All

1 day 10 day

2
F1

 R
at

io

The effect of the number of repetitions on the 
kccDHS1 flies 

w- kcc

Figure 4-20: The 2F1 ratio of the unmasked responses taken from the 1st, 2nd and the 

average of the five repetitions compared between the young (day one old) and old (ten 

days old) flies. Note: the hyperexcitability observed in the young kccDHS1 flies is only 

observed in the 1st repetition only. The amplitude of the w- flies are not greatly affected 

by this, indicating that this hypersensitivity of light is specific to young the kccDHS1 flies.  
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by the fact that other mutant forms of the kcc gene, and the UAS-GAL4 system (Brand and 

Perrimon, 1993) that we used as a rescue mechanism altered the eye color of the flies and made 

comparisons with wild-type animals difficult. 

In order to identify the extent of the kcc genotype seen in the kccDHS1 flies, we have used 

several transgenic flies containing the kccDHS1 in different background. Our aims were to 

understand the mechanism underlying the neural excitability of the kccDHS1 flies and then try to 

rescue this genotype.  

To assess the effect that kccDHS1 mutation has on a specific part of the visual system, we took 

advantage of flies with p-elements in their genome. These flies had orange or red eyes as a 

consequence of the transgene (see Table 4-13). D672 is a group of red-eyed flies with the kccDHS1 

mutation. The difference between this and our original kccDHS1 flies is the presence of the 1407-

GAL4, which carries a w+ transgene, leading to the dark red eye color. If the eye color has no 

effect, we would expect to see that young D672 flies are hyperexcitable just as our original 

kccDHS1 animals were.  

We also used two other transgenic flies with p-elements inserted in the kcc gene, kccKG02390 

and kccEY08304. The kccKG02390 stock carries a P-element insertion outside the coding sequence of 

the kcc gene, therefore the protein will be made with the same sequence as the wild type of 

kccDHS1. However the level of protein production may be different from the wild-type, and has 

not been determined. We crossed the females of this stock with the males of our original stock 

(D506), and we recorded from straight winged flies, kccKG02390 / kccDHS1. kccKG02390 / kccDHS1 flies 

have red eyes and were abbreviated kcc-P. In addition, kccEY08304 mutation results from a P-

element insertion in the last exon of the kcc gene. We crossed the females from this stock with 

our original stock (D506), and we recorded from straight-winged flies, kccEY08304 / kccDHS1. 

These flies have yellowish eyes and were labeled as kcc-E. Finally, we recoded from the light 

orange-eyed wild type flies (wa) to have a control. 
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4.5.1  Fly stocks and methods 

See (Table 4-12 and 4-13) for the detailed genotypes used and crosses made. 

 

 

 

 

 

 

 

 

Stock 
No. 

Genotype Abbreviation Source 

148 Wild type (apricot eye colour) wa Bloomington 

D672 w; 1407, kccDHS1/CyO D672 
A kind gift of 
Mark Tanouye 

13216 
w[*]; P(y[+mDint2] w[BR.E.BR]=SUPor-
P}kcc[KG02390]/CyOP(ry[+t7.2]=sevRa
s1.V12}FK1 

kccKG02390 Bloomington 

16887 
y[1] w[67c23]; P(w[+mC] 
y[+mDint2]=EPgy2}kcc[EY08304]/CyO 

kccEY08304 Bloomington 

Table 4-12: The stock list used in this part of the experiment. 

Female Male Progeny Eye color of progeny Abbreviation 

kccKG02390 kccDHS1 kccKG02390/kccDHS1 Dark red  kcc-P 

kccEY08304 kccDHS1 kccEY08304/kccDHS1 Yellow  kcc-E 

Table 4-13: The crosses that performed to generate kcc-P and kcc-E flies. 

 



130 

 

4.5.1.1 Stimuli 

The stimulus used in this experiment was identical to the previous one. The diffusing screen 

in front of the optic fiber is the only thing we modified. Previous experiments were done with 

the ground glass screen (see section 1.2) and these were done with a holographic ‘light shaping 

diffuser’ (http://www.luminitco.com/products/light-shaping-diffusers), which gives higher 

transmission of light. Changing the diffusing screen results in a more homogeneous illumination 

without a significant reduction in overall light output from the LED. We believe this should lead 

to more signal responses from the flies although our later experiments on punctate illumination 

of the Drosophila eye suggest that additional complexities may be involved in moving from a 

point- to a wide-field light source.  

4.5.2 Results 

4.5.2.1  The 1F and 2F responses depend on the color of the eyes 

As seen in (Fig. 4-21), the eye color seems to have an impact on the kcc SSVEP phenotype.  

The wild type (wa), D672 and kcc-P flies showed relatively stable unmasked and masked 1F 

responses across all ages. In contrast, the kcc-E flies showed low responses at day one, followed 

by increased responses at day 10 and 20. 

4.5.2.1.1 The unmasked 1F1 responses 

A two-way ANOVA was conducted (Table 4-14) that examined the effect of age and 

genotypes on the unmasked 1F1 responses. There was a significant effect of genotype. A 

significant effect of age and interaction were also shown. Briefly, at day one there was no 

significant difference between wa, D672 and kcc-P flies, p >0.05. However, the 1F1 responses 

of kcc-E was significantly lower than all genotypes, p <0.001. At day 10, the kcc-E responses 

increased and showed no significant difference between any of the genotypes, p >0.05, except 

the kcc-P flies, p <0.05. At day 20, wa and D672 flies are not different from each other, p =1.00. 

The 1F1 responses of these flies are significantly lower than that of kcc-P and kcc-E, p <0.05. 

Finally, kcc-P and kcc-E showed not significant difference, p =1.00.  
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Moreover, the age difference did not affect the wa, D672 and kcc-P flies, p >0.05. For kcc-E 

flies, however, the age significantly affected the 1F1 responses, such that at day one, the 

responses were significantly lower than day 10 and 20, p <0.001, and day 20 flies had higher 

1F1 responses compared to both one and 10 day old flies, p <0.01. 

 

 

 

 

4.5.2.1.2 The masked 1F1 responses 

For the masked 1F1 responses (Table 4-15), there was a significant effect of genotype. 

Significant effects of age and interaction were also present. Briefly, at day one there was no 

significant difference between wa, D672 and kcc-P flies, p >0.05. However, the 1F1 responses 

of kcc-E was significantly lower than all genotypes, p <0.001. At day 10, the kcc-E responses 

increased and showed no significant difference between any of the genotypes, p >0.05, except 

the kcc-P flies, p <0.05. The observations at day one and ten are identical to that seen for the 

unmasked responses. At day 20, wa, D672 and kcc-E flies are not different from each other, p 

>0.05. The 1F1 responses of these flies are significantly lower than that of kcc-P and kcc-E, p 

<0.05.Moreover, the age difference did not affect the wa, D672 and kcc-P flies, p >0.05. 

However, for kcc-E flies, the age significantly affected the 1F1 responses, such that at day one, 

the responses were significantly lower than day 10 and 20, p <0.001, but no significant 

difference between day 10 and 20, p >0.05. 

 

Source ANOVA Results 

Genotype  F= 33.8, df =3, p<0.001 

Age  F= 24.5, df =2, p<0.001 

Genotype * Age F= 30.6, df =6, p<0.001 

Table 4-14: The results of performing a two-way ANOVA on the unmasked 

1F1 responses of all genotypes. 
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In the final analyses of the 1F1 responses, we compared the difference between the unmasked 

and masked responses for each genotype across all ages using a two-way ANOVA (Table 4-

16). For the wa, there was no significant effect of age. However, there was an effect of masking, 

and the interaction effect was not obtained.  

Source ANOVA Results 

Genotype  F= 36.8, df =3, p<0.001 

Age  F= 19.5, df =2, p<0.001 

Genotype * Age F= 13.3, df =6, p<0.001 

Table 4-15: The results of performing a two-way ANOVA on the unmasked 1F1 

responses of all genotypes. 
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Figure 4-21: The maximum responses (unmasked and masked) at the 1F1 level for 

all genotypes. All flies show high 1F responses, except one-day old kcc-E flies. 
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Simple effect analyses showed that the unmasked and masked responses were not 

significantly different across all ages, p >0.05. In regard to the D672 flies, there was no 

significant effect of age and interaction between the age and masking. In short, the unmasked 

and masked responses were not significantly different across all ages, p >0.05. For the kcc-E 

flies however, there was significant effect of age, masking and interaction.  Post-hoc tests 

showed that the unmasked and masked responses were not significantly different at day 1 and 

10, p >0.05, but masking was present at day 20, p <0.01. Finally, for the kcc-P flies, there was 

also a significant effect of age and masking, but no interaction effect was obtained. The 

unmasked and masked responses were not significantly different across all ages, p >0.05, except 

higher unmasked responses at day 20, p <0.01.  
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Overall, these results indicate that the photoreceptor responses in the colored-eyed kcc flies 

are not weak compared to the white-eyed kccDHS1 flies (see Fig. 4-10). The pigment cells present 

in these colored-eyed kcc flies increased the responses of these flies. But we need to analyze the 

2F1 responses in order to identify any increase in neuronal responses that was identified in the 

white-eyed kccDHS1 flies.  

Genotype Source ANOVA Results 

wa 

Age F= 2.3, df =2, p>0.05 

Mask F= 4.2, df =1, p<0.05 

Age * Mask F= 0.8, df =2, p>0.05 

D672 

Age F= 1.5, df =2, p>0.05 

Mask F= 4.7, df =1, p<0.05 

Age * Mask F= 0.1, df =2, p>0.05 

kcc-E 

Age F= 150.6, df =2, p<0.001 

Mask F= 7.7 df =1, p<0.05 

Age * Mask F= 4.6, df =2, p<0.05 

kcc-P 

Age F= 4.3, df =2, p<0.05 

Mask F= 6.9, df =1, p<0.05 

Age * Mask F= 4.6, df =2, p>0.05 

Table 4-16: The results of performing a two-way ANOVA on the unmasked and 

masked 1F1 responses of all genotypes. 
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4.5.2.1.3 The unmasked 2F1 responses 

 For the unmasked 2F1 responses (Fig. 4-21), there was a significant effect of genotype, age 

and interaction (Table 4-17). In short, at day one there was a significant difference between all 

genotypes, p <0.05. The wa flies have the highest responses, followed by the kcc-P flies, and 

then the D672 flies. The kcc-E flies showed the lowest responses. At day 10, the kcc-E responses 

increased and showed no significant difference compared with wa flies, p >0.05. These two 

genotypes had higher responses than kcc-P and D672 flies, which showed no significant 

difference between them. At day 20, the difference between all genotypes was significant, p 

<0.05, except between kcc-P and D672, p <0.05. The kcc-E flies showed the highest response, 

followed by the wa, then the kcc-P flies. The D672 flies showed the lowest unmasked 2F1 

responses. Moreover, the age difference did not affect the wa flies, p >0.05. However, for the 

D672 flies, the age significantly affected the 1F1 responses, such that at day one, the responses 

were significantly higher than that at day 10, p <0.05, but not at day 20, p >0.05. For the kcc-E 

flies, one-day old flies showed the lowest responses, p <0.001, and 20-day old flies showed the 

highest responses, p <0.001. Finally, the kcc-P flies showed higher responses at day one, p 

<0.05, but not insignificant difference 10-day and 20-day old flies, p >0.05.  

 

 

 

Table 4-17: The results of performing a two-way ANOVA on the unmasked 2F1 

responses of all genotypes. 

Source ANOVA Results 

Genotype  F= 93.4, df =3, p<0.001 

Age  F= 12.2, df =2, p<0.001 

Genotype * Age F= 58.4, df =6, p<0.001 
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4.5.2.1.4 The masked 2F1 responses 

For the masked 2F1 responses (Fig. 4-22), there was a significant effect of genotype, age and 

interaction (Table 4-18).  Briefly, at day one, the wa flies had higher responses than the kcc-E 

and the D672 flies, p <0.001, but not the kcc-P flies, p >0.05. The kcc-E and D672 flies were 

not different from each other, p >0.05. At day 10, the kcc-E responses increased and showed no 

significant difference compared with wa flies, p >0.05. These two genotypes had higher 

responses than kcc-P and D672 flies, which again showed no significant difference between 

them. At day 20, the responses are identical to that at day 1. Moreover, the age difference did 

have any effect on any of the genotypes, p >0.05, except the kcc-E flies. Day-one old kcc-E flies 

showed lower responses compared to that at day 10 and 20, p <0.001. There was no difference 

between responses at day 10 and 20, p >0.05. 

 

 

 

 

 

 

 

Table 4-18: The results of performing a two-way ANOVA on the masked 2F1 

responses of all genotypes. 

Source ANOVA Results 

Genotype  F= 30.5, df =3, p<0.001 

Age  F= 5, df =2, p<0.01 

Genotype * Age F= 11.8, df =6, p<0.001 



137 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Finally, we compared the difference between the unmasked and masked responses for each 

genotype across all ages using a two-way ANOVA (Table 4-19). For the wa flies, there was 

significant effect of masking, but no effect of age or interaction was obtained. Simple effect 

analyses showed that the unmasked responses were higher than the masked responses at day 1 

and 10, p <0.01. 20-day old flies showed no effect of masking, p >0.05.  In regard to the D672 

flies, there was a significant effect of age and masking, but no interaction effect was obtained. 

In brief, the unmasked responses were significantly higher at day 1 and 20, p <0.01. 10-day old 

flies showed no significant difference between the unmasked and masked responses, p =0.1. For 

the kcc-E flies, there was significant effect of age, masking and interaction. Simple effect 

analyses showed that the unmasked responses were higher at day 10 and 20, p <0.01, but not at 

day 1, p =0.6. Finally, for the kcc-P flies, there was significant effect of age, masking and 

interaction. Simple effect analyses showed that the unmasked responses were higher at day 1 
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Figure 4-22: The maximum masked and unmasked responses at the 2F1 level for all 

genotypes. The Yellowish-eyed kcc-E flies show an increase in the 2F1 responses as they 

get older, resembling the control wa flies. The red-eyed flies, D672 and kcc-P, show 

similar responses. 
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compared to the masked responses, p <0.05, but no difference was obtained at day 10 and 20, p 

>0.05. 

 

 

In general, we find no evidence of increased neural activity of these colored-eyed kcc flies. 

In the following section we analyze the pure neuronal responses to confirm that. 

Genotype Source ANOVA Results 

wa 

Age F= 0.1, df =2, p>0.05 

Mask F= 27, df =1, p<0.05 

Age * Mask F= 1.5, df =2, p>0.05 

D672 

Age F= 6.5, df =2, p<0.01 

Mask F= 22.2, df =1, p<0.001 

Age * Mask F= 1.5, df =2, p>0.05 

kcc-E 

Age F= 106, df =2, p<0.001 

Mask F= 17.2 df =1, p<0.05 

Age * Mask F= 7.4, df =2, p<0.01 

kcc-P 

Age F= 27.5, df =2, p<0.001 

Mask F= 6.9, df =1, p<0.05 

Age * Mask F= 4, df =2, p<0.05 

Table 4-19: The results of performing a two-way ANOVA on the unmasked and 

masked 2F1 responses of all genotypes. 
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4.5.2.2 The neural excitability seems to be confined to the white-eyed 

kccDHS1 flies 

As mentioned before, optical insulation by both the insulation of the individual ommatidia 

and the insulation of the entire compound eye provide better visual acuity of the Drosophila 

through preventing light rays from inappropriately activating photoreceptors. This optical 

insulation may provide some protection to the kcc mutants– most likely because they reduce the 

overall activity of the photoreceptors. To examine the excitability of neurons in the colored-

eyed kcc flies we plotted the ratio as described in the previous section. Then we conducted a 

two-way ANOVA to test whether the colored-eyed flies would show any sign of neural 

excitability manifested as having high 2F1 ratio.  

4.5.2.2.1 The unmasked 2F1 ratio responses 

First of all, we will describe the unmasked responses (Fig. 4-23). There was no significant 

effect of age, but the effects of genotype an interaction were present (Table 4-20). In short, at 

day one, the wa flies had higher responses than all other phenotypes, p <0.001. The kcc-E, kcc-

P and D672 flies were not different from each other, p >0.05. At day 10 and 20, the kcc-E 

responses increased and showed no significant difference compared with wa flies, p >0.05. 

These two genotypes had higher responses than kcc-P and D672 flies, which again showed no 

significant difference between them. Moreover, the age difference did have any effect on the wa 

and D672 flies, p >0.05. Day-one old kcc-E flies showed lower responses compared to that at 

day 10 and 20, p <0.001. There was no difference between responses at day 10 and 20, p >0.05. 

Finally, Day-one old kcc-P flies showed higher responses than that at day 10 and 20, p <0.05, 

but there was no difference between responses at day 10 and 20, p >0.05. 
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4.5.2.2.2 The masked 2F1 ratio responses 

For the masked responses (Fig. 4-22), there was a significant effect of age, but the effects of 

genotype and interaction were not significant (Table 4-21). Briefly, at day one, the wa flies had 

higher responses than all other genotypes, p <0.001, except the kcc-P flies, p >0.05. The kcc-P, 

kcc-E and D672 flies showed similar responses, p >0.05. At day 10 and 20, the kcc-E responses 

increased and showed no significant difference compared with wa flies, p >0.05. These two 

genotypes had higher responses than kcc-P and D672 flies, which again showed no significant 

difference between them. Moreover, the age difference did have any effect on the wa, kcc-P and 

D672 flies, p >0.05. Day-one old kcc-E flies showed lower responses compared to that at day 

10 and 20, p <0.001, but was there was not difference between day 10 and 20, p >0.05.  

 

 

 

 

 

 

Source ANOVA Results 

Genotype  F= 88.1, df =3, p<0.001 

Age  F= 0.9, df =2, p>0.05 

Genotype * Age F= 20, df =6, p<0.001 

Table 4-20: The results of performing a two-way ANOVA on the unmasked 2F1 

ratio responses of all genotypes. 
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Source ANOVA Results 

Genotype  F= 33.8, df =3, p<0.001 

Age  F= 0.8, df =2, p>0.05 

Genotype * Age F= 7.2, df =6, p<0.001 

Table 4-21: The results of performing a two-way ANOVA on the masked 2F1 ratio 

responses of all genotypes. 
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Figure 4-23: The ratio of the masked and unmasked responses for all 

genotypes. Non-of the flies have shown an increase in the 2F1 ratio. Red-eyed 

flies, show reduced responses compared to the yellowish-eyed flies. The kcc-E 

flies showed very similar responses to the control wa flies, except at day 1. 
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Finally, we compared the difference between the unmasked and masked responses for each 

genotype across all ages using a two-way ANOVA (Table 4-22).  

 

 

For the wa flies, there was significant effect of masking, but no effect of age or interaction 

was obtained. Simple effect analyses showed that the unmasked responses were higher than the 

masked responses at day 1 and 10, p <0.01. 20-day old flies showed no effect of masking, p 

>0.05.  In regard to the D672 flies, there was a significant effect of age and masking, but no 

interaction effect was obtained. Simple effect analyses showed that the unmasked responses 

Genotype Source ANOVA Results 

wa 

Age F= 0.6, df =2, p>0.05 

Mask F= 22, df =1, p<0.001 

Age * Mask F= 1.5, df =2, p>0.05 

D672 

Age F= 4.7, df =2, p<0.05 

Mask F= 14.7, df =1, p<0.001 

Age * Mask F= 1, df =2, p>0.05 

kcc-E 

Age F= 26.5, df =2, p<0.001 

Mask F= 4.6, df =1, p<0.05 

Age * Mask F= 7.4, df =2, p>0.05 

kcc-P 

Age F= 57, df =2, p<0.001 

Mask F= 0.4, df =1, p<0.05 

Age * Mask F= 5, df =2, p<0.05 

Table 4-22: The results of performing a two-way ANOVA on the unmasked and 

masked 2F1 ratio. 
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were significantly higher at day 1 and 20, p <0.05. 10-day old flies showed no significant 

difference between the unmasked and masked responses, p =0.2. For the kcc-E flies, there was 

a significant effect of age and masking, but no interaction effect was obtained. Simple effect 

analyses showed that the unmasked and masked responses were not different across all ages, p 

>0.05. Finally, for the kcc-P flies, there was no significant effect of masking, but the effects of 

age and interactions were significant. In short, the unmasked responses were higher at day 10 

compared to the masked responses, p <0.01, but no difference was obtained at day 1 and 20, p 

>0.05. 

Overall, these results indicate that the neuronal responses in the colored-eyed kcc flies normal 

compared to the white-eyed kccDHS1 flies (see Fig. 4-19). Taken together, these results suggest 

that there is an association between the present of the pigment cells and the kcc phenotype.  

4.5.3 Discussion 

Repeating the previous experiment using transgenic and control flies expressing kccDHS1 

mutation in different eye color background resulted in no increase in the neural activity – either 

as measured by a straightforward amplitude in young animals or when assayed by a ratio 

between photoreceptor and neuronal responses.  This result suggests that the color of the eyes 

is essential for showing the hyperexcitability of the kccDHS1 flies. This is surprising, considering 

they have the same kcc mutation (D672) or have mutations that lead to even lower seizure 

threshold (kcc-E and kcc-P) (Hekmat-Scafe et al., 2006).   

It has been shown that eye pigments improve the visual acuity by insulating each ommatidium 

so that light does not transfer laterally. Unlike white-eyed kccDHS1 flies, lateral transfer of light 

in colored-eyed kcc flies does not lead to an increase in the neural excitation. Because of that, 

we suggest that the visual abnormality, characterized by increased neural excitation, may be 

related to reduced lateral inhibition in the white-eyed kccDHS1 flies. Red eye pigments may also 

reduce the photon catch of each ommatidium in general, leading to corresponding reduction in 

overall photosensitivity. The eye pigment might also have other roles in the visual system that 

are still to be addressed.  
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In the following chapter (Chapter 5) we attempt to understand the relationship between neural 

excitation and lateral inhibition.  

4.6 Conclusion 

To conclude, the current study provides evidence that our Drosophila model of epilepsy, 

kccDHS1, has abnormal visual responses when young, mimicking a model of juvenile human 

epilepsy. This abnormality is believed to be caused by reduced GABAergic inhibition in these 

young flies rather than failure of other gain control mechanisms. Using transgenic flies in an 

attempt to rescue the kcc genotype was found to be a complicated task since more than one 

factor might have contributed to the absence of the hyper-excitability in these colored-eyed flies.  
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5 Chapter 5: Retinal signal processing in the kccDHS1 flies 

5.1 Introduction 

In the previous chapter, we have seen that colored-eyed kccDHS1 flies have normal responses 

(particularly at the neural level) compared to the white-eyed kccDHS1 flies. This indicates that the 

eye color interacts with the kcc genotype. Our hypothesis is that the presence of insulating 

pigments surrounding the photoreceptors in the colored-eyed kccDHS1 may be the reason why we 

do not see the visual abnormalities in these flies. The pigments may serve two purposes: to 

electrically insulate the photoreceptor like a plastic sheath around a wire, and also to optically 

insulate it and prevent stray light reaching other neighboring receptors (Tomlinson, 2012). 

As mentioned before, the signal processing of visual information begins at the 

photoreceptors, where the light absorbed by the rhabdomere is converted into electrical signals. 

The electrical signals are then transmitted to the lamina. The lamina consists of two types of 

neurons; projection neurons that send their axons to the medulla, and local neurons (such as 

amacrine cells) that do not send their axons outside the lamina. Besides the local amacrine cells, 

the lamina contains 12 neuron classes including one type of photoreceptor terminal, R1-R6; two 

classes of long visual fiber from the ommatidium to the medulla, R7 and R8; the five classes of 

monopolar cells, L1-L5; the two classes of medulla cells, two centrifugal neurons C2 and C3, 

and a T1-type neuron (Meinertzhagen and O’Neil, 1991). Electron micrograph (EM) studies 

have shown that R1-R6 photoreceptors project to L1-L3 monopolar cells and amacrine cells, 

and receive feedback signals from L2, L4, amacrine cells, the lamina wide-field (Lawf) neurons 

and C3 cells (Hu et al., 2015) (Fig. 5-1). Stimulating Drosophila photoreceptors by light 

activates the phototransduction cascade leading to depolarization. The inhibitory 

neurotransmitter histamine is then released by the depolarized photoreceptors (Hardie, 1987). 

This hyperpolarizes the postsynaptic L1-L3 neurons and amacrine cells leading to the opening 

of their histamine-gated chloride channel, HisCl2 (Pantazis et al., 2008). To understand the 

feedback network that controls the photoreceptor output, Zheng and his colleagues showed, by 

intracellular recording, that L2 and amacrine cells, which are glutamatergic and/or cholinergic, 

receive inhibitory input from the R1-R6 axons (Zheng et al., 2006). This hyperpolarization of 
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L2 and amacrine cells lead to a reduction in the excitatory feedback to the photoreceptors. 

However, the physiological roles and underlying mechanisms of these excitatory feedback are 

still unknown. In addition, it is still unknown what types of excitatory neurotransmitter receptors 

are involved in the photoreceptors (Hu et al., 2015). Lateral interactions, which are responsible 

for enhancing the perception of edges and suppression of responses to spatially uniform intensity 

(Freifeld et al., 2013),  constitute an essential part of neural processing in the visual system of 

both vertebrates and invertebrates (Dacey et al., 2000) providing a feedback signal to 

photoreceptors, and thus controlling their output gain (Fahrenfort et al., 2005; Razjouyan et al., 

2009). Nearly all lamina neuron classes are assumed to have a role in these lateral interactions 

(Tuthill et al., 2013). Lateral inhibition generates the on-center off-surround and the off-center 

on-surround structures in a number of interneurons, including bipolar and ganglion cells in the 

vertebrates (Dacey et al., 2000), and the 1st order interneurons in flies (Dubs, 1982; Freifeld et 

al., 2013).  

We hypothesize that the visual hyperexcitability of the white-eyed kccDHS1 flies may be 

caused by abnormal lateral connections between their photoreceptors. To test this, we have 

investigated the difference between the wild type flies and the different kccDHS1 flies, particularly 

looking at signals that must travel across the eye and how these might indicate abnormal 

feedback connections observed in the white-eyed kccDHS1 flies.  
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Retina 

Lamina 

Medulla 

Figure 5-1: A diagram showing the information flow in the lamina. In each 

cartridge (indicated by the dotted lines, the thick line shows one cartridge), 

photoreceptors R1-R6 synapse directly with amacrine (α) and monopolar cells 

L1-L3. Lateral connections to other cartridges are provided through L2 and L4. 

Amacrine cells, L2 and L4, provide feedback signaling onto photoreceptors. The 

information is transferred to the medulla, and centrifugal cells C2/C3 provide 

feedback to the cartridge. Modified from (Meinertzhagen and O’Neil, 1991; 

Takemura et al., 2008) 
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5.2 Methods  

5.2.1 Fly stocks 

A list of Drosophila mutants used is given in Table 5-1. The flies were treated in the same 

way as in the experiments in the previous chapter. The visual responses were tested within 8-18 

hours after eclosion (i.e. on day 1).  

 

 

 

 

 

 

 

 

 

 

Stock No. Genotype Abbreviations Source 

148 Wild type (apricot eye colour) wa Bloomington 

13216 

w[*]; P(y[+mDint2] 
w[BR.E.BR]=SUPor-
P}kcc[KG02390]/CyOP(ry[+t7.2]=sev
Ras1.V12}FK1 

kcc-P Bloomington 

D506 w; kccDHS1/CyO kccDHS1 

A generous 
gift from 
Mark 
Tanouye 

w1118 Wild type (White eyes) w- 
Elliott/Swee
ney lab stock 

 Null mutation of hclA (ortUS6096) ort- 

A generous 
gift from 
Roger Hardie 

Table 5-1: The list of Drosophila mutants used in this experiment. 
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5.2.2 Flash ERG recording 

Visually evoked potentials were recorded from one-day old flies using DasyLAB 

(Measurement Computing Corporation, 2012) following a flash of light of 0.5 second. The data 

were then saved to disk and analyzed in Matlab. These recordings were performed using the 

apparatus described in Chapter 4 and are presented here because they illustrate a novel and 

important feature of the ERG response in kccDHS1 flies: Rapid oscillations following light 

transients. It was the presence of these transients that led us to investigate lateral interactions in 

kccDHS1 flies in more detail. 

5.2.3 Flash ERG analysis 

Rapid oscillations were evident by visual inspection of individual ERG traces taken from 

kccDHS1 flies. These are illustrated in (Fig. 5-4A). To analyze these further we performed a 

time/frequency analysis on the waveforms using a spectrogram (Fig. 5-4B) with a window size 

of 200 ms and a spectral resolution of 5 Hz. To quantify the frequency and size of the 

oscillations, we computed the RMS (root mean squared) power in different time intervals using 

an FFT-based approach. All spectral analysis was performed in Matlab.  

5.2.4 Arduino-based SSVEP recording 

The SSVEP experiments in this chapter were conducted on a new, smaller version of the 

equipment used in previous chapters. The visual stimulus in these experiments is based on LEDs 

driven by an open-source Arduino microcontroller prototyping platform similar to that used by 

Teikari et al (Teikari et al., 2012). The stimuli were produced by a single-channel LED 

(Kingbright KAF-5060PBESEEVGC, maximum blue emission wavelength 465 nm) controlled 

by an Arduino Due board. The spectral output of the LED was checked using an Oceanoptics 

USB2000 photospectrometer. The LED channel was centered at 467 nm and thus only 

rhodopsin 1 (Rh1), expressed in R1-R6 photoreceptors, was driven by our stimulus. Linearity 

was controlled using pulse-width modulation (PWM) of the LED outputs with a bit resolution 

of 12 bits (1 part in 4096). In three out of four conditions, the LED was attached to a fiber and 

an electrode was attached to the end of that fiber. The fiber electrode was placed near the upper 

medial edge of the left eye. The recording electrode was then positioned in three different 
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locations: 1) close to the fiber electrode, 2) in the middle of the eye, and 3) on the other side of 

the eye (ventral side). In a final, fourth condition, we used full-field stimulation instead of using 

the fiber-coupled LED. A reference electrode was placed in the mouth to provide an electrical 

contact and more movement restriction (Fig. 5-2). 

Similar to the previous experiment, the stimuli consisted of 11-second trials (11 x 1 second 

‘bins’ each with the first bin discarded during analysis to avoid onset transients). In each trial, 

the LED was modulated temporally. The temporal modulation was determined by adding 

together two sine wave modulations with two different frequencies, 12 Hz and 15 Hz, F1 (or 

probe) and F2 (or mask) respectively. We then examined responses to 7 contrast levels ranging 

from 0% to 69% contrast in equal steps. Trials were randomized and the entire sequence of 14 

trials was repeated 5 times. The total data acquisition time was approximately 12 minutes. In 

this experiment, the stimuli were modulated in a sine wave rather than a square wave pattern. 

We later learned that square wave modulation generates far more masking. The masking effect 

was, therefore, weak in these experiments and we did not analyze it further. Recent 

modifications to the stimulus system include the option to perform both types of modulation.  

The quality and stability of the electrical contacts was verified by running the program on 

the test mode. The visual responses of the flies were checked by manually turning the LED on 

and off. Only flies that showed high and maintained responses were accepted.  
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Figure 5-2: Diagram of a Drosophila positioned in the opening of a 

micropipette tip. The opening has been cut to allow the head to fit through, yet 

keep the thorax, wings and legs secure within the pipette. Nail polish was also 

used to restrict the movement further. A sharp reference electrode is inserted 

into the mouth while a recording electrode is inserted into the left eye. (A) Shows 

the localized stimulations using a fibre-coupled LED attached to an electrode and 

then inserted in the medial edge of the left eye.  The red dots indicate the positions 

of the recording electrode; 1 (close), 2 (middle) and 3 (far). (B) Shows the full-

field stimulation using a diffusing screen positioned at 7cm.  
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5.2.5 SSVEP analysis 

The analysis used in this experiment is very similar to that used in the previous chapter. The 

only difference is that because responses were generally more stable, we used the highest 

contrast level as our measure of the maximum value instead of taking the mean of the two 

highest contrast levels.  

5.2.6 Statistical analysis 

The comparison between the groups was performed by two-way ANOVA using SPSS 

software (IBM SPSS Statistics, version 22). Matlab code was used to analyze the raw data before 

exporting to SPSS for the final analyses.  

5.3 Results 

5.3.1 Detection of high-frequency oscillatory events 

Using the ERG apparatus used in the previous chapter, the ERG of a wild-type fly (w-) 

subjected to a flash of light of long duration (0.5 second) comprises a fast positive “on transient”, 

a sustained negative wave which last for the whole period of illumination, a fast negative “off 

transient”, and finally a decay of the sustained negative wave (Fig 5-3A).  

In wild-type animals (w-), the ERG trace is relatively stable after the onset and offset 

transients. However, in our model of epilepsy, kccDHS1, we observe high frequency oscillatory 

events that begin immediately after the onset of light and a second set of oscillations that appear 

to be triggered by light offset (Fig. 5-4A).  

We quantified these high frequency oscillations, identified in the time domain, by analyzing 

them in the frequency domain using MATLAB (Fig 5-3B and 5-4B). The wild type flies show 

no sustained frequency responses apart from a broadband increase in the intensity during the 

light onset and offset (Fig 5-3B) due to the square wave edge of the light onset transient. For 

the kccDHS1 flies, the spectrogram shows a dominant high frequency band (50-100 Hz) during 

the illumination period, and another relatively low frequency band (20-25 Hz) during the decay 

period (Fig 5-4B). These high and low frequency bands can be regarded as biomarkers for the 

kccDHS1 flies.   
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To understand the mechanism behind these rapid oscillations in the white-eyed kccDHS1 flies, 

we set up a new tabletop Arduino-based LED stimulator system (Teikari et al., 2012). Our 

hypothesis was that the rapid oscillations seen in the white-eye kccDHS1 flies are caused by 

reduced lateral inhibition from amacrine cells.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-3: (A) The ERG trace for the w- flies. (B) The spectrogram of 

the ERG trace. No. of flies= 20 (one trace each).     
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To investigate whether the presence of insulating pigments have a role in preventing 

abnormal visual responses seen in the white-eyed kccDHS1 flies, The red-eyed kcc-P flies were 

used. The flash ERG recording resulted in no rapid oscillations in the waveforms (Fig. 5A), and 

thus no high frequency was detected in the spectrogram (Fig. 5B). Our hypothesis is that the 

presence of insulating pigments surrounding the photoreceptors in these flies may protect them 

somehow – perhaps by preventing stray light reaching multiple photoreceptors or by insulating 

photoreceptors from each other and dampening electrical oscillations across the retina.  

 

 

 

 

 

 

Figure 5-4: (A) The ERG trace for the kccDHS1 flies. (B) The spectrogram of 

the ERG trace. The high and low frequency bands are present. No. of flies= 20 

(one trace each). 
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5.3.2 The reduced lateral inhibitory interaction in the white-eyed kccDHS1 flies is 

responsible for the increased neural responses in these flies 

To examine our initial assumption that the white-eyed kccDHS1 flies have reduced lateral 

inhibition, we recorded from wild type and mutant flies using both a fiber-based small-field 

stimulus and a full-field stimulus. We hypothesized that for wild type flies we would see 

significant differences between localized small-field stimulation and wide-field stimulation 

because lateral inhibitory mechanisms would normalize responses for the latter but not the 

former. For the kccDHS1 flies, we hypothesized that the small-field and full-field stimulations 

would be more similar because these lateral inhibitory mechanisms may be reduced or absent. 

 

 

 

 

Figure 5-5: (A) The ERG trace for the kcc-P flies. (B) The spectrogram 

of the ERG trace. No. of flies= 20 (one trace each). 
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Source ANOVA Results 

Genotype F=23, df=1, p<0.001 

Stimulation Type F=5.4, df=3, p<0.01 

Genotype * Stimulation Type F=3.5, df=3, p<0.05 

Table 5-3: A two-way ANOVA to examine the effect of stimulation types (close, middle, 

far and full-field) on kccDHS1 and wild-type flies at the 2F1 level. 

 

First of all, a two-way ANOVA was conducted to examine the effect of the type of 

stimulation on the genotypes (kccDHS1 and w-) and revealed overall significant main effects of 

the stimulation type, genotype as well as interactions between genotype and stimulation type 

(Table 5-2 and Table 5-3). At both the 1F1 (photoreceptor) and 2F1 (neuronal) levels (Fig. 5-6 

and 5-7), the position of the small-field stimulations had no effect on any of the genotypes, p 

>0.05. However, the full-field stimulation (which stimulates a large fraction of the 

photoreceptors at once – including, potentially, the ones directly underneath the recording 

electrode) resulted in dramatically different responses. Because the small-field stimulations had 

no obvious effect in our data, we grouped all types of small field stimulations in one category 

(small-field stimulation), and then conducted a two-way ANOVA (Table 5-4 and 5-5). The 

Source ANOVA Results 

Genotype F=25, df=1, p<0.001 

Stimulation Type F=5.3, df=3, p<0.01 

Genotype * Stimulation Type F=3.3, df=3, p<0.05 

Table 5-2: A two-way ANOVA to examine the effect of stimulation types (close, middle, 

far and full-field) on the kccDHS1 and wild-type flies at the 1F1 level.  
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white-eyed wild type flies, w-, have decreased full-field responses compared to the small-field 

stimulations, p <0.05 (Fig. 5-8), while the white-eyed kccDHS1 flies (Fig. 5-9) have no change in 

the responses between the small-field stimulations and the full-field stimulation, p >0.05.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-6: The 1F1 responses of kccDHS1 and w- flies. The kccDHS1 flies don’t 

show any significant difference between the conditions. The w- flies, on the 

other hand, show reduced responses during the full-field stimulation 

compared to the small-field stimulations (close, middle and far).The stray 

numbers above and below the boxplots represent the outliers in our data.  

kccDHS1, N= 11 and w-, N= 10.  
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Figure 5-7: The 2F1 responses of kccDHS1 and w - flies. The kccDHS1 flies 

don’t show any significant difference between the conditions. The w- flies, on 

the other hand, show reduced responses during the full-field stimulation 

compared to the small-field stimulations (close, middle and far). The stray 

numbers above and below the boxplots represent the outliers in our data.  

kccDHS1, N= 11 and w-, N= 10. 
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Source ANOVA Results 

Genotype F=8.1, df=1, p<0.01 

Stimulation Type F=15.9, df=1, p<0.001 

Genotype * Stimulation Type F=9.7, df=1, p<0.01 

Table 5-4: A two-way ANOVA to examine the effect of stimulation types (small-

field and full-field) on the kccDHS1 and wild-type flies at the 1F1 level. 

Figure 5-8: The maximum responses of the small field and full-field 

stimulations for the w- flies at the 1F1 and 2F1 levels. The small-field 

stimulation shows larger responses compared to the full field stimulation at 

1F1 as well as 2F1. 

Figure 5-9: The maximum responses of the small field and full-field 

stimulations for the kccDHS1 flies at the 1F and 2F levels. The small-field 

stimulation shows similar responses to the full field stimulations at 1F1 as 

well as 2F1. 
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We also compared the small-field and full-field stimulations of the 2F responses for each 

genotype (Fig. 5-7). The results were identical to that at the 1F level (Fig. 5-8 and 5-9). In 

addition, we looked at each stimulation type across all genotypes (Fig. 5-10 and 5-11). At both 

the 1F and 2F levels, the small-field stimulation resulted in greater responses for the w- flies 

compared to the kccDHS1
 flies, p<0.05. However, during full-field stimulation both genotypes 

show similar responses, p>0.05.  

 

 

 

 

 

 

 

 

 

 

 

Source ANOVA Results 

Genotype F=6.8, df=1, p<0.05 

Stimulation Type F=15.6, df=1, p<0.001 

Genotype * Stimulation Type F=10.6, df=1, p<0.01 

Table 5-5: A two-way ANOVA to examine the effect of stimulation types (small-

field and full-field) on the kccDHS1 and wild-type flies at the 2F1 level. 
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The most remarkable feature of the datasets described above is the significant reduction in 

response to full-field stimulation in the w- flies. Adding in vastly more light to the eye led to a 

huge reduction in visual response measured at a single photoreceptor. Why should this be? The 

answer, we hypothesize, is the presence of lateral suppressive interactions somewhere in the 

wild-type Drosophila visual system. We note that this suppression was almost entirely absent 

from the kcc genotype. 

We then asked where the site of the lateral interactions might be? There are two obvious 

possibilities: direct coupling between photoreceptors (perhaps through gap junctions) or 

neuronal inhibition (via amacrine cells or even at the level of the lamina). To investigate the 

Figure 5-10: The maximum responses of the small field and full-field 

stimulations for the kccDHS1 and w- flies at the 1F1. The w- and kccDHS1 show 

similar responses during the full-field stimulation. 

Figure 5-11: The maximum responses of the small field and full-field 

stimulations for the kccDHS1 and w- flies at the 2F1 level. The w- and kccDHS1 show 

similar responses during the full-field stimulation. 

M
ax

. 2
F1

 R
e

sp
. (

a.
u

) 



162 

 

difference between small-field stimulations and full-field stimulation we recorded from the 

homozygous ort- null flies, which have significantly reduced neural responses as their 

photoreceptors are blocked by the histamine receptor mutation (Afsari et al., 2014; Pantazis et 

al., 2008). Thus, if the small-field stimulations originate from interneurons whose responses are 

altered by this mutation, ort- flies should show very low responses compared to the full-field 

stimulation.  

The results showed a complete loss of 1F1 responses following the small-field stimulations 

(Fig. 5-12 and 5-14), indicating that the responses we measure are mediated by neuronal 

transmission. However, after the full-field stimulation we still see an increase in the response. 

One-way ANOVA (Table 5-6) revealed that full-field stimulation is significantly higher than 

small-field stimulation at the 1F1 level, p<0.001. However, at the 2F1 level, ort- flies have lost 

the responses to both small-field and full-field stimuli, p >0.05 (Fig. 5-13 and 5-14). This 

suggests that the small-field stimulations are mediated by early, lateral interaction, potentially 

among amacrine cells or 2nd and 3rd order neurons.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-12: The 1F1 responses ort- flies.  The small field stimulations 

show no responses. However, during the full-field stimulation, the ort= flies 

showed a significant response. ort-, N= 10. 
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Source Level ANOVA Results 

Stimulation Type 

 (Small-field vs. Full-field) 

1F1 F=289.6, df=1, p<0.001 

2F1 F=0.06, df=1, p>0.05 

Table 5-6: A one-way ANOVA to examine the effect of stimulation types (small-

field and full-field) on the ort flies at the 1F1 and 2F1 levels. 

 

Figure 5-13: The 2F1 responses ort- flies. The small field stimulations and 

the full-field stimulation show no reliable responses at all. ort-, N= 10. 
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Finally, we investigated the effect of local small-field stimulations and full-field stimulation 

on the red-eyed kcc-P flies. Because these flies have red pigments and do not show any visual 

abnormalities, it is interesting to see whether their responses differ from those of the w- animals. 

Similar to the kccDHS1, w- and ort- flies, the type of small-field stimulations did not show any 

significant effect in the kcc-P flies at the 1F1 and 2F1 levels (Fig. 5-15 and 5-16). Having all 

types of small-field stimulations under one category and then conducting a one-way ANOVA 

(Table 5-7) revealed a significant increase of responses during full-field stimulation compared 

to small-field stimulation at both 1F1 and 2F1 levels (Fig. 5-17), p<0.05.  

 

 

 

 

 

Figure 5-14: The maximum responses of the small field and full-field 

stimulations for the ort- flies at the 1F1 and 2F1 levels. At the 1F1 level, the 

small-field stimulation shows lower responses compared to the full field 

stimulation. However, at the 2F1 level, both types of stimulation are similar. 
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Figure 5-15: The 1F1 responses kcc-P flies. The small-field stimulations are 

not significantly different from each other. During the full-field stimulation, 

the responses significantly increased. kcc-P, N= 8. 

Figure 5-16: The 2F1 responses kcc-P flies. The small-field stimulations are 

not significantly different from each other. During the full-field stimulation, 

the responses significantly increased. kcc-P, N= 8. 
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This result suggests that the pigments surrounding the photoreceptors protect these flies 

somehow. The increased responses during the full-field stimulation indicate that photoreceptors 

did not inhibit each other, suggesting that each ommatidium is responding independently from 

the neighboring ommatidia – again, lateral suppressive interactions appear to be absent in some 

way.  

Table 5-7: A one-way ANOVA to examine the effect of stimulation types (small-

field and full-field) on the kcc-P flies at the 1F1 and 2F1 levels. 

Source Level ANOVA Results 

Stimulation Type 

 (Small-field vs. Full-field) 

1F1 F=13.8, df=1, p<0.01 

2F1 F=325.3, df=1, p<0.001 

Figure 5-17: The maximum responses of the small field and full-field 

stimulations for the kcc-P flies at the 1F and 2F levels. The full-field 

stimulation shows greater responses compared to the small field stimulations 

at 1F as well as 2F. 
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5.3.3 Phase shifts 

If the responses we measured in the small field stimulation were propagated across the eye 

by slow, lateral connections, we might expect to see a relative phase lag in the SSVEP response 

as we move from close to far conditions. In our analysis (Fig. 5-18 and 5-19), we find that the 

temporal phase of both the 1F1 and 2F1 responses were constant across all small-field 

conditions for all genotypes. The ort- flies have very small responses, and thus the phase data 

were not reliable. Moreover, the white-eyed kccDHS1 and the red-eyed kcc-P flies have similar 

phase shifts, compared to probably faster responses for the w- flies. Finally, the full-field 

stimulation resulted in completely different phase shifts. It is difficult to tell if this full-field 

stimulation resulted in faster or slower responses compared to the small-field stimulations owing 

to the fact that the phase might have been inverted in this polar representation of the phase 

responses.  
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Figure 5-18: The phase data at the 1F1 level for the small-field 

stimulations (close, middle and far) and full-field stimulation. The red line 

represents the unmasked data, whereas the blue represent the masked data. 

kccDHS1, N= 11; w-, N= 10; ort, N= 10; kcc-P, N= 8. 
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Figure 5-19: The phase data at the 2F1 level for the small-field stimulations 

(close, middle and far) and full-field stimulation. The red line represents the 

unmasked data, whereas the blue represent the masked data. kccDHS1, N= 11; 

w-, N= 10; ort, N= 10; kcc-P, N= 8. 
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5.4 Discussion 

This study set out to explore the mechanism underlying the rapid oscillations observed only 

in the white-eyed kccDHS1 flies during light stimulations. We hypothesized that wild-type animals 

might have more lateral inhibition, which would damp down the oscillations. We tested the 

amount of oscillations we saw by measuring responses across the retina at different distances in 

w- and also in red-eyed flies. Our hypothesis was that the rapid oscillations we see in the white-

eyed kccDHS1 during the sustained negative wave are due to the reduced lateral inhibitory 

interactions. Specifically, we hypothesized that flies that recruit strong lateral inhibition would 

exhibit relatively weak responses to full-field stimulation compared to the small-field 

stimulations. We stimulated single ommatidia by using fiber-coupled LED and measured the 

responses from three different electrode locations (close, middle and far) as well as a response 

to full field stimulation. 

Since lateral interactions suppress responses to spatially uniform intensity (Freifeld et al., 

2013), the white-eyed wild type flies (w-) were expected to have increased inhibition and 

subsequently reduced responses during full-field stimulation. Because the w- flies lack the 

insulating pigments, the effect of lateral interactions is weak or not present during the small-

field stimulations marked by increased visual responses, but has a significant effect during the 

spatially uniform stimulation characterized by a drop in the visual responses. In comparison, the 

red-eyed kcc-P flies, in which the neighboring neurons are optically separated, have increased 

responses during the full-field stimulation indicating that lateral interactions are minimized in 

these flies. Finally, in the white-eyed kccDHS1 flies, there was no significant difference between 

full field and localized stimulations indicating an abnormality in the lateral interaction 

mechanism in these flies.   

One explanation for the decrease is that neighboring neurons (in the Lamina) inhibit each 

other. With a single input, there is no response in neighboring neurons and hence no inhibition. 

With full-field stimulation, all the neighbors are stimulated and everything inhibits everything 

else. Specifically, we hypothesized that the signals might be coming from the lateral interaction, 

potentially among amacrine cells (Hu et al., 2015) and 2nd and 3rd order neurons, rather than 

from lateral signal transmission across the retina. To confirm this, we used the homozygous ort 
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null mutant. ort is a gene encoding a histamine receptor subunit in L1 and L2 (Gengs et al., 

2002). These flies show significantly reduced neural responses (Afsari et al., 2014), and if the 

spread of small-field stimulations is mediated by amacrine cells, we would expect to see no 

responses following small-field stimulations at the 1F1 level and no responses from both the 

small-field and the full-field stimulations at 2F1. 

Using the ort null flies to examine the source of the signals after small-field and full-field 

stimulations suggested that responses to small-field stimulations are mediated by lateral 

interactions. These interactions are likely to arise in the amacrine cells (Hu et al., 2015), and 2nd 

and 3rd order neurons. Responses to the full-field stimulations are, presumably, mediated by the 

same mechanisms but with the additional major contribution of a response from the 

photoreceptors contacted directly by the recording electrode.  

Contrary to expectations, this study did not show phase lags among the small-field 

stimulations to prove the hypothesis that signal propagation across the eye is mediated by lateral 

connections. A possible explanation for this might be that the stimulus frequency used in this 

study (12Hz) is not sufficient to show the shift in the phase data. Increasing the frequency may 

make it more noticeable but it would also reduce the amplitude of the responses. In practice, it 

might not be possible to measure phase shifts of the duration expected here using a pure steady-

state technique. 

The scope of this study was limited in terms of showing which class of neurons responsible 

for the differences observed between the stimulus types. In Chapter 8, we propose some 

experiments that may help to tackle this problem. 

5.5 Conclusion 

To conclude, this chapter set out to assess the visual abnormalities seen in the white-eyed 

kccDHS1 flies characterized by increased neural responses and high frequency oscillatory events 

during light stimulation. The presence of pigment cells has been found to prevent these rapid 

oscillations. The contribution of this study has been to suggest that these visual abnormalities in 

these animals are probably due to weak lateral inhibition rather than abnormal gain control.  
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6 Chapter 6: Contrast adaptation abnormalities in Drosophila model 

of epilepsy 

6.1 Introduction 

Contrast is essential for detecting edges that can define borders and lighting conditions. 

Perceptual and physiological studies showed that the visual system has self-calibration 

mechanisms for adjusting its sensitivity to contrast based on the most recent stimulus history: 

This is known as contrast adaptation (see Kohn, 2007 for a review). 

Psychophysical and electrophysiological experiments have shown contrast adaptation to a 

range of stimuli in the sensory cortices including the visual cortex. Psychophysical studies have 

demonstrated that prolonged exposure to high contrast stimuli results in a reduction in the 

perceived contrast of the test stimuli (Blakemore et al., 1973; Hammett et al., 1994; Snowden 

and Hammett, 1996), (see Graham, 1989 for a review).  Electrophysiological studies examining 

the effect of contrast adaptation on the cats and primates visual systems have shown that a 

contrast response function is shifted rightward and/or downward after a prolonged exposure to 

high contrast gratings (Bonds, 1991; Gardner et al., 2005; Ohzawa et al., 1982; Sclar et al., 1989, 

1985). This neural effect of contrast adaptation is attributed to either a reduction in firing rate 

due to a deleterious fatigue, or to a reduction in contrast sensitivity. Even though both effects 

can be seen in the primary visual cortex (V1), the reduction in contrast sensitivity is believed to 

be dominant (Albrecht et al., 1984; Bonds, 1991; Crowder et al., 2006; Movshon and Lennie, 

1979; Ohzawa et al., 1982; Sclar et al., 1989). This readjustment of sensitivity centers the 

contrast response functions to the contrast of the adapting stimulus. Based on this fact, 

adaptation is considered as a form of gain control.  

Having directly investigated the effect of gain control in the spatial domain (i.e. masking) in 

Chapter 4, this Chapter uses the same technique (SSVEPs) to investigate the effect of the 

temporal aspect of gain control by examining contrast adaptation in the kccDHS1 and w- flies. A 

great deal is known about the effect of contrast adaptation on the visual systems of cats and 

primates, however, it is not well understood how fruit flies would respond to contrast adaptation, 

especially our fly model of epilepsy kccDHS1 flies.  Because gain control was found to be 
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abnormal in kccDHS1 flies, one might speculate that contrast adaptation is abnormal in these flies 

too.  

In the first experiment we used the SSVEP technique to measure the effect of contrast 

adaptation on kccDHS1 and w- flies at different stages of their lives. In the second experiment we 

examined the role of GABAergic activity on the Drosophila visual system using mutant flies 

that express transgenes in specific subsets of neurons.   

6.1.1 Methods 

6.1.1.1 Fly stocks 

White-eye wild type (w-) and kccDHS1 flies were used in this experiment, and the flies were 

handled in the same way as in the previous chapters.  

6.1.1.2 ERG recording 

The ERG recording was almost identical to our experiments in Chapter 4, except in this 

experiment we did not use the diffusing screen in front of the fiber optic, and also we recorded 

from only one fly at a time. A number of kccDHS1 and w- flies aged 1, 5, and 10 days were used 

in this experiment.  

6.1.1.3 Stimuli 

Our stimulus consists of a 20-second adaptation period of either 0% or 80% temporal 

contrast, and 4 probes of 2-seconds each (Fig. 6-1). The probe preceded the 20-second adaptor 

period was termed Probe1. The following probes were termed Probe2 (immediately after the 

adaptor), Probe3 (10 second after the adaptor) and Probe4 (18 seconds after the adaptor), 

respectively. During the probe period, a flickering light was presented at one of 6 different 

contrast levels (0%, 5%, 10%, 20%, 40% and 80%). The lights were generated using a single 

square wave, flickering at 6 Hz.  

 The stimulus consists of 12 trials, and in each trial the same contrast level was presented at 

each probe following both 0% and 80% adaptor. To avoid order effects of trials, the contrast 

levels of probes and adaptor were randomized in a counterbalanced manner.  
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6.1.1.4 Analysis 

The software and the analysis concept to extract the photoreceptor and the neural responses 

used in this experiment are identical to that used in our experiment in Chapter 4. 

To measure the adaptation effect, we initially subtracted the responses to Probe2 (to look at 

the effect immediately after the adaptor was turned off) from Probe1, for both 1F1 and 2F1. To 

measure the effect of high contrast adaptation specifically, rather than the probe order in itself, 

we subtracted the differences found in trials following the 80% adaptor from those following 

0% adaptor; we termed this “mean difference” (Fig. 6-2). If the mean difference (1FDiff and 

2FDiff) is greater than zero, it means we have an effect of adaptation. We also looked at what 

time the system will recover from adaptation by measuring the responses to Probe3 as well as 

Probe4 in the same way as we explained above for Probe2. The mean differences were plotted 

as a function of probe contrast and the maximum values were also plotted for all probes.  

 

 

Figure 6-1: A schematic representation of the stimulus in a single trial. The 

stimulus started with the pre-adaptation period for 2 seconds (Probe 1), followed 

by an adaptation period for 20 seconds. Immediately after the adaptor, Probe 2 

was presented. 10 seconds and 18 seconds after the offset of the adaptor, Probe 3 

and Probe 4 were presented, respectively, to look at the recovery from adaptation. 



175 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.1.2 Results  

6.1.2.1 Evidence of adaptation effect in the w- flies 

CRFs of both the photoreceptor (1F) and neural (2F) responses for w- flies are shown in (Fig. 

6-3). Firstly, SSVEPs generate reliable CRFs with the highest amplitude corresponding to the 

highest contrast level. Secondly, responses following 80% adaptation period are weaker, 

especially at high contrast levels, compared to that following the 0% adaptation period. This is 

true for both 1F and 2F.  

Because we were interested in the effect of contrast adaptation rather than the probes order 

per se, we analyzed the responses by measuring the mean differences (see Analysis). A two-

way ANOVA was conducted that examined the effect of age and contrast on both 1FDiff and 

2FDiff for w- flies. There was a statistically significant effect of age and contrast on 1FDiff, but 

the interaction effect was not significant (Table 6-1). Briefly, at day one and five, the increase 

Figure 6-2: A schematic representation of the analysis steps. First of all, we 

subtracted Probe 2 responses from Probe 1. Then subtracted the differences 

found in trials followed the 80% adaptor from those following the 0% adaptor. 

We termed this (mean difference). If the mean difference (1FDiff and 2FDiff) is 

greater than zero, it means we have an effect of adaptation 
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in contrast levels did not have any effect on the 1FDiff. At day 10, however, there was a 

significant difference between the 5% contrast and the rest of contrast levels. Moreover, the age 

effect did not have any significant difference at any of the contrast levels.  

 

For 2FDiff, on the contrary, there was significant effect of contrast levels but no effect of age 

and no significant interaction between age and contrast levels were obtained (Table 6-1). 

Briefly, the age effect did not have any significant difference at any of the contrast levels. 

Moreover, at day one and ten, the 80% contrast resulted in greater responses than the other 

contrast levels.  

Because the sample size in our data is not large enough, we cannot assume that the data is 

normally distributed. Thus, we have conducted the non-parametric test, Wilcoxon signed rank 

test, to ask whether the 1FDiff or 2FDiff is greater than zero (Fig. 6-4), and therefore whether 

an adaptation effect was present. At day one, the test revealed that the 1FDiff is significantly 

higher than zero across all contrast levels, p <0.05. The 2FDiff, however, is only significant at 

high contrast levels (20%, 40% and 80%). At day 5, the 1FDiff demonstrated significance at all 

contrast levels except the 5% contrast, p <0.05. For the 2FDiff, the adaptation is only present at 

high contrast levels. In addition, 10 days old flies showed significant 1FDiff at all contrast levels, 

p <0.01. However, in 2FDiff the effect is only significant at high contrast levels, p <0.05. 

Source 1FDiff 2FDiff 

Age F= 6.7, df=2, p<0.01 F= 0.4, df=2, p>0.05 

Contrast F=7.1, df=4, p<0.001 F=13.2, df=4, p<0.001 

Age * Contrast F=0.6, df=8, p>0.05 F=0.3, df=8, p>0.05 

Table 6-1: A two-way ANOVA to examine the effect of age and contrast levels on 

the w- flies.  
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Figure 6-3: CRFs taken from Probe2 for w- flies aged 1, 5 and 10 days. SSVEPs 

generated reliable CRFs with the highest amplitude corresponding to the highest 

contrast level. In addition, responses following 80% adaptation period are weaker, 

especially at high contrast levels, compared to that following the 0% adaptation 

period. 
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6.1.2.2 Evidence of adaptation effect in the kccDHS1 flies 

CRFs of both the photoreceptor (1F) and neural (2F) responses for kccDHS1 flies are shown in 

(Fig. 6-5). First of all, 1-day old flies had weak SSVEPs, and then became stronger at 5-days 

and 10-days old flies, with the highest amplitude corresponding to the highest contrast level. In 

addition, at 1F and 2F levels, responses following the 80% adaptation period were weaker 

compared to that following the 0% adaptation period. 

A two-way ANOVA was conducted that examined the effect of age and contrast levels on 

both 1FDiff and 2FDiff (Fig. 6-6). There was a statistically significant effect of age on 1FDiff 

but no significant effect of contrast and no significant interaction between age and contrast levels 

were obtained (Table 6-2). The only significant difference was observed for 20% contrast probes 

in day-one flies responses where responses were significantly reduced compared to day-five and 

ten flies. In short, we did not find any significant effect of age at any of the contrast levels. In 

addition, increasing the contrast level did not have any effect on any of the kccDHS1 flies at this 

level.  

For 2FDiff, on the contrary, there was a significant effect of contrast and age, but no 

significant interaction between the two (Table 6-2). Briefly, at day one, increasing the contrast 

level did not have any effect on these flies. However, at day five, there was a significant 

difference between the 80% contrast and low contrast levels (5%, 10% and 20%). At day ten, 

the 40% contrast was significantly higher than 5% and 10% contrast levels. In addition, we did 

not find any effect of age at any of the contrast levels.  

Analyzing the data using a Wilcoxon signed rank test showed that at day one, the 1FDiff is 

not significantly greater than zero across all contrast levels, p >0.05. However, the 2FDiff was 

only significant at (80%), p <0.05. At day 5, both the 1FDiff and 2FDiff demonstrated 

significance across all contrast levels, p <0.05, except at 10% contrast for the 2FDiff. Finally, 

the 1FDiff at day 10 showed an adaptation effect across all contrast levels, p <0.05, except the 

Figure 6-4: The mean differences (1FDiff and 2FDiff) as a function of 

contrast for w- flies aged 1, 5 and 10 days. 
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10%.  The 2FDiff, on the other hand, showed the effect only at the high contrast levels (20%, 

40% and 80%), p <0.05.  

 

Source 1FDiff 2FDiff 

Age F= 6.5, df=2, p<0.01 F= 8.3, df=2, p<0.001 

Contrast F=1.8, df=4, p>0.05 F=7.5, df=4, p<0.01 

Age * Contrast F=0.8, df=8, p>0.05 F=0.9, df=8, p>0.05 

 

These results suggest that the kccDHS1 flies have weak adaptation early in life, which gets 

stronger in older flies. This increase in adaptation might be different from that of the w- flies. In 

the next section, we described the difference in adaptation between the kccDHS1 and w- flies.  

 

 

 

 

 

Table 6-2: A two-way ANOVA to examine the effect of age and contrast levels 

on the kccDHS1 flies. 
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Figure 6-5: CRFs taken from Probe2 for kccDHS1 flies aged 1, 5 and 10 

days. 
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Figure 6-6: The mean differences (1FDiff and 2FDiff) as a function 

of contrast for kccDHS1 flies aged 1, 5 and 10 days. 
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6.1.2.3 The mean difference (1FDiff and 2FDiff) of kccDHS1 vs. w- flies 

1FDiff (Fig. 6-7) and 2FDiff (Fig. 6-8) values were then compared between the genotypes 

(kccDHS1 and w-) at day one in a bootstrapped two-way ANOVA. We found a significant effect 

of contrast for the 1FDiff but only a marginally significant effect of genotype. There was no 

interaction between the genotype and contrast levels (Table 6-3). The difference between the 

two genotypes appears to be large but because the small sample size of the data, ANOVA cannot 

detect the effect of the genotype. Removing the 80% contrast from our data for its high variance 

points, revealed a highly significant effect of genotypes, p =0.001, particularly at the 20% 

contrast. More data would be needed to confirm the effect of genotype unambiguously.  

For the 2FDiff, there was a significant effect of contrast. However, we again found no effect 

of genotype and no interaction between genotype and contrast (Table 6-3).  

 

We have also conducted the non-parametric Mann-Whitney test owing to our small size data. 

The test indicated that the 1FDiff was significantly greater for the w- flies (Median=1.9) than 

for the kccDHS1 flies (Median=0.9), U =812, p =0.02.  The 2FDiff, however, revealed no 

significant difference between the two genotypes, U =899, p =0.09.  

 

 

 

 

Source 1FDiff 2FDiff 

Genotype F= 3.8, df=1, p=0.056 F= 2.4, df=1, p>0.05 

Contrast F=5.4, df=4, p<0.01 F=9.4, df=4, p<0.001 

Genotype * Contrast F=1.1, df=4, p>0.05 F=0.6, df=4, p>0.05 

Table 6-3: A two-way ANOVA to examine the effect of genotype and contrast 

levels at day 1.   
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Figure 6-7: 1FDiff for kccDHS1 and w- flies at day one. The w- 

flies show more adaptation particularly at the 20% contrast 

level.   

Figure 6-8: 2FDiff for kccDHS1 and w- flies at day one. 

This shows no difference between the kccDHS1 and w- flies. 
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A two-way ANOVA was then used to compared 1FDiff (Fig. 6-9) and 2FDiff (Fig. 6-10) 

between kccDHS1 and w- at day 5. We found no significant difference of 1FDiff between the 

kccDHS1 and w, no significant effect of contrast, and no significant effect of interaction between 

genotypes and contrast levels (Table 6-4).  In addition, the 2FDiff showed a significant effect 

of contrast. However, the genotypes and interaction between the kccDHS1 and w- and the contrast 

level were found to be not significant (Table 6-4).   

 

We then compared 1FDiff and 2FDiff between the two genotypes using a Mann-Whitney 

test. The test indicated that both the 1FDiff and 2FDiff were not significantly different between 

the two genotypes (U =700, p >0.05, U =608, p >0.05, respectively).  

 

 

 

 

 

 

 

 

 

Source 1FDiff 2FDiff 

Genotype F= 1.1, df=1, p>0.05 F= 2.8, df=1, p>0.05 

Contrast F=0.1, df=4, p>0.05 F=5.2, df=4, p<0.001 

Genotype * Contrast F=1.2, df=4, p>0.05 F=0.4, df=4, p>0.05 

Table 6-4: A two-way ANOVA to examine the effect of genotype and contrast 

levels at day 5.   
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Finally, we compared 1FDiff (Fig. 6-11) and 2FDiff (Fig. 6-12) between kccDHS1 and w- at 

day 10. We found no significant effect of genotype in 1FDiff. However, the contrast and 

interaction showed significant effects (Table 6-5). The w- and kccDHS1 flies did not show any 

significant difference at any of the contrast levels. Moreover, changes in contrast levels showed 

no increased in adaptation. For the 2FDiff, we found a significant effect of contrast, and, again, 

no significant effect of genotype and no interaction effects (Table 6-5).  The w- and kccDHS1 flies 

did not show any significant difference at any of the contrast levels.  

 

 

 

Figure 6-9: 1FDiff for kccDHS1 and w- flies at day 5. This shows no 

difference between the kccDHS1 and w- flies. 

Figure 6-10: 2FDiff for kccDHS1 and w- flies at day 5. This shows no 

difference between the kccDHS1 and w- flies. 
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The Mann-Whitney test indicated that the 1FDiff was significantly greater for the w- flies 

(Median= 4.9) than for the kccDHS1 flies (Median= 1.8), U =1285, p =0.03.  The 2FDiff, however, 

revealed no significant difference between the two genotypes, U =1486, p =0.28. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source 1FDiff 2FDiff 

Genotype F= 1.9, df=1, p>0.05 F= 1.9, df=1, p>0.05 

Contrast F=3.2, df=4, p<0.05 F=6.1, df=4, p<0.001 

Genotype * Contrast F=3.1, df=4, p>0.05 F=0.6, df=4, p>0.05 

Table 6-5: A two-way ANOVA to examine the effect of genotype and contrast 

levels at day 10. 

Figure 6-11: 1FDiff for kccDHS1 and w- flies at day 10. The w- flies show 

more adaptation than the kccDHS1 flies. 
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6.1.2.4 Modeling contrast response function 

Most studies (Albrecht et al., 1984; Sclar et al., 1990) that characterized CRFs used the 

hyperbolic ratio equation of Naka and Rushton (1966): 

𝑅 = 𝑅𝑚𝑎𝑥
𝐶𝑛

𝐶𝑛+𝐶50
𝑛 , 

This equation provides values for 4 parameters; 𝑅𝑚𝑎𝑥 ,  𝐶50 and the exponent 𝓃 (see 

Chapter 2). To produce a good fit for this type of neuronal data, the exponent 𝓃 was restricted 

to a small range (1.5-2.5) (Busse et al., 2009) – a range that is commonly encountered in both 

human and animal electrophysiology.  

Unfortunately, our results, particularly one-day old flies, are very unstable. Specifically, the 

responses did not saturate at high contrast levels, and therefore the Rmax and C50 cannot be 

estimated accurately. In (Fig. 6-13), we have presented an example of our fitting for five-days 

old w- flies. This figure demonstrated the effect of adaptation by the rightward shift in the CRF 

for Probe 2 and then the recovery from adaptation in Probe 3 and Probe 4. 

Figure 6-12: 2FDiff for kccDHS1 and w- flies at day 10. This shows no 

difference between the kccDHS1 and w- flies. 
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6.1.2.5 1F-Rmax 

To determine whether there is an adaptation effect or not, we took the ratio of adaptation by 

dividing Probe2, Probe3 and Probe4 by Probe1 (which is indicated by the dotted red line in Fig. 

6-14). Because some of our data are not normally distributed, we used the Wilcoxon signed rank 

test to ask whether the adapted responses (Probe2, Probe3 and Probe4) are lower than the 

unadapted responses (Probe1).  

For kccDHS1 at day 1, we found that Probe1 is not significantly different from any of the other 

probes (Probe2, Probe3 or Probe4), p >0.05. In addition, kccDHS1 at day 5 showed a sign of 

adaptation, with Probe2, Probe3 and Probe4 are significantly lower than Probe1, p <0.05. 10-

days old-kccDHS1 flies showed that Probe2 is significantly lower than Probe1, p <0.01, but Probe3 

and Probe4 are not significantly different from Probe1, p>0.05, a sign of recovery from 

adaptation.  

1F 2F 

Figure 6-13: The contrast response functions were fitted with hyperbolic 

ratio for both 1F and 2F for w- at day 5. 
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For the w- flies at day 1, we found that Probe1 is not significantly different from any of the 

other probes (Probe2, Probe3 or Probe4), p >0.05. At 5 days, we found that Probe1 is 

significantly lower than Probe2, p <0.05, but not different from Probe3 and Probe4, p>0.05. 

Finally, at day 10, we found that Probe2, Probe3 and Probe4 are significantly lower than Probe1, 

p >0.01.  

These findings show that young kccDHS1 and w- flies have weak adaptation at the photoreceptor 

level, whereas older flies have strong adaptation. At this level, we cannot see any adaptation 

difference between the two genotypes.  

 

 

 

 

 

 

 

6.1.2.6 2F-Rmax 

We analyzed the maximum neural responses (2F-Rmax) (Fig. 6-15) in the same way we did 

for the maximum photoreceptor responses (1F-Rmax). For day-one-kccDHS1, we found that 

Probe1 is not significantly different from the other probes, p>0.05. For day-5-kccDHS1 flies, 

Probe1 is significantly higher than Probe2 and Probe3, p<0.05, but not significantly different 

from Probe4, p >0.05. In addition, 10 days kccDHS1 flies were found to have all the post adapted 

probes to be significantly lower than Probe1, p <0.01.  

Probe2 

Probe3 

Probe4 

Figure 6-14: The effect of adaptation on the w- and kccDHS1 flies 

aged 1, 5 and 10 days at the photoreceptor level.   
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For the w- flies at day 1 and 5, we found that Probe2 is significantly lower than Probe1, p 

<0.01. However, Probe3 and Probe4 are not significantly different from Probe1, p>-0.05 (a sign 

of recovery from adaptation). For day-10-w- flies, we found all post-adapted probes to be 

significantly lower than Probe1, p <0.01. 

These findings show that young kccDHS1 flies have weak adaptation at the photoreceptor level, 

whereas young w- flies have strong adaptation. The kccDHS1 flies become more sensitive to 

adaptation at older age resembling the responses of the w- flies.  

 

 

 

 

 

 

 

 

 

 

 

 

6.1.3 Discussion 

Using a stimulus similar to that usually used to investigate electrophysiological phenomena 

in humans, we found evidence that contrast adaptation, especially to high contrast stimuli, leads 

to decreased SSVEP responses in Drosophila at both the photoreceptor and neural levels. We 

found that control flies (w-) have significant adaptation at the photoreceptor level regardless of 

their age. At the neural level, unlike older flies, young w- flies do not seem to adapt at low 

contrast levels.  

Probe2 

Probe3 

Probe4 

Figure 6-15: The effect of adaptation on the w- and kccDHS1 flies aged 1, 

5 and 10 days at the neural level. 
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kccDHS flies showed an adaptation effect regardless of their age. Because age is a critical 

factor in the pathological effects of this genotype, as the KCC levels increase with age, and 

therefore the GABA effect shifts from excitatory to inhibitory (Hekmat-Scafe et al., 2006a), 

someone might expect to see a more severe gain control abnormalities in the young kccDHS1 flies. 

Our finding showed that with respect to adaptation, kccDHS1 and w-flies are not significantly 

different from each other, particularly at the neural level. This contradicts what we already know 

about the kccDHS1 flies in terms of their hypersensitivity to light especially at young age (see 

Chapter 4). Because they are hypersensitive one might expect to see an absence of adaptation 

and gain control, particularly at the neural level and not the opposite.  

What could explain our findings of weaker responses with partial adaptation in the one-day 

old animals? This experiment was the first we performed so we did not know that much about 

kccDHS1 flies. We believe the reason the results presented in this chapter might be that the 

stimulus design did not take into account the extreme hypersensitivity of these flies (Chapter 4). 

Specifically, the design consisted of 6 contrast levels, and with each level, the 20-seconds 

adaptation period was presented once. Subsequently we presented probes at 20s lags after the 

adaptation and the cycle began again shortly afterwards. This large number of conditions and 

the short interval between the last probe in one series and the first probe in the next series might 

have resulted in early and constant adaptation in the kccDHS1 animals.  Probe1, which is our 

reference for the pre-adaptation period, may still be depressed by the effects of previous 

adaptation events. The adaptation effects we measure here in the kccDHS1 flies are therefore likely 

to be ‘riding’ on a background of decreased activity that persists across the entire experiment. 

Because the contrast levels of probes were randomized in a counterbalance manner to avoid any 

order effects (see section 6.1.1.3), it is impossible to extract the maximum values of Probe 1 in 

the whole sequence. Having known about the hypersensitivity of the kccDHS1 flies after finishing 

with the experiment, we only analyzed the data from the first run. Analyzing all data from the 

two runs resulted in an even lower response for the kccDHS1 flies but not the w- flies, particularly 

at day 5 and 10 (Fig. 6-16 and 6-17). One-day old kccDHS1 flies did not show any difference 

whether it is the first run only or the two runs. This suggests that at day one these flies are very 

sensitive to light, and even taking the first run is not enough to show the effect. To overcome 

this problem, we suggest that the stimulus probes should only have one high contrast level (e.g. 
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80%) for a short period of time, and then allow some recovery time before the second probe is 

applied. The decrease in responses after analyzing the two runs for day 5 and 10 flies suggests 

that these flies are still hypersensitive to light but much that this effect is less severe than at day 

1.  

 In general, it may be that measuring adaptation in kccDHS1 flies is difficult because of their 

hypersensitivity, the potential for light-triggered seizures and subsequent ‘refractory’ period in 

visual sensitivity. Other methods for measuring gain control in these animals might involve 

simultaneous masking using relatively low-contrast stimuli – masking was clearly present in 

kccDHS1 flies in these experiments (see Chapter 4) but again, the magnitude was hard to assess 

because of the repetitive nature of the stimulus. A stimulus with long ‘recovery’ periods might 

be required to make these measurements more reliable.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Probe1: 1F1_1st Rep. 
Probe1: 1F1_All Rep. 

 

Figure 6-16: The difference between the first run and the mean of the two 

runs of the stimulus at the 1F1 level. The kccDHS1 flies at day 1 have similar 

responses during the first repetition and all repetitions. At day 5 and 10, all 

repetitions showed lower responses compared to the responses during the 

first repetition only. The w- flies show no difference in responses between the 

two conditions across all ages. 
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6.2 Does contrast adaptation depend on GABAergic activity? 

The importance of using Drosophila in this thesis is that it allows us to understand how 

different classes of neurons contribute to the function of the nervous system. GABAergic 

neurons, which are primarily responsible for synaptic inhibition, can be disrupted to investigate 

their role in adaptation.  

It is been known for decades that overexpression of genes encoding the potassium channels 

can suppress neuronal electrical activity (Johns et al., 1999; Jones and Ribera, 1994; Kaang et 

al., 1992). In addition, a mutation in the genetically engineered Drosophila Shaker K+ channel 

also has the same effect. This channel is known as electrical knock-out (EKO, shaker220) channel 

(White et al., 2001). On the other hand, using a combination of dominant negative transgenes 

for shaker (Sh) and ether a go-go (eag) potassium channel proteins, electrical knock-in (EKI), 

inhibits potassium currents (Duch et al., 2008; Hindle et al., 2013). Since EKI and EKO 

Figure 6-17: The difference between the first run and the mean of the two 

runs of the stimulus at the 2F1 level. The kccDHS1 flies at day 1 have similar 

responses during the first repetition and all repetitions. At day 5 and 10, all 

repetitions showed lower responses compared to the responses during the first 

repetition only. The w- flies show no difference in responses between the two 

conditions across all ages. 
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constructs affect neural membrane dynamics by increasing or decreasing shaker K+ channel 

activity, we would expect to see a change in the GABAergic activity particularly in neurons 

expressing GABA receptors. Flies expressing the EKO transgene have increased K+ currents 

leading to reduced firing of action potentials and consequently reduced activity of neurons 

expressing GABA receptors. However, flies expressing the EKI transgene have reduced K+ 

currents leading to increased firing of action potentials and consequently increased activity in 

neurons expressing GABA receptors. Due to the functional interaction between the kccDHS1 

mutation and Rdl-GABA receptors, we speculated that GABA might have a role in contrast gain 

control. We therefore tried to test this using EKI and EKO flies which mimic lower- and higher- 

levels of GABAergic activity in neurons expressing GABAA receptor, respectively.  

We expressed the EKO and EKI genes under control of the Drosophila Gal4/UAS system 

(Brand and Perrimon, 1993). This system consists of two parts: the Gal4 gene, which is the 

driver that provides tissue-specific Gal4 expression, and the upstream activating sequence 

(UAS), which is the responder that carries the coding sequence of the gene of interest. Mating 

of the UAS responder flies with flies carrying a Gal4 driver results in progeny flies that express 

the UAS gene in the tissue of interest. This provides a powerful tool for tracing Drosophila 

trans-synaptic neural pathways.  

Female flies carrying the UAS-EKO or UAS-EKI were mated with male flies carrying the 

Rdl-GAL4. In this way, we ensure that EKI or EKO are expressed only in cells that also express 

Rdl: the gene encoding the RDL subunit of the Drosophila GABA receptor. Rdl-Gal4; UAS-

EKO flies have reduced activity in neurons expressing GABA receptors, while Rdl-Gal4; UAS-

EKI have increased activity.  

6.2.1 Methods 

Flies carrying Rdl-Gal4 were crossed with either UAS-EKO or UAS-EKO lines and placed 

in vials containing yeast-sucrose-agar fly food. Their progeny were transferred into new vials 

every day and were kept at 25°C on a 12 hours light on and 12 hours light off. The flies were 

transferred again into new vials after 7 days to prevent overlapping of generations.  
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6.2.2 Results 

6.2.2.1 Rdl-EKO vs. Rdl-EKI 

To examine the role of GABAergic activity for neurons expressing GABAA receptor on 

contrast adaptation we compared the two genotypes above. Firstly, we compared the 1FDiff and 

2FDiff between the two genotypes in a two-way ANOVA. We found a significant difference of 

1FDiff between the Rdl-EKO and Rdl-EKI, a significant effect of contrast, but no effect of 

interaction between genotypes and contrast levels (Table 6-6). Briefly, we found no difference 

between the two genotypes at any of the contrast levels (Fig. 6-18 and 6-19).  

 Similarly, for the 2FDiff we found a significant effect of contrast, but no significant 

difference of genotype and no effect of interaction between genotypes and contrast levels (Table 

6-6). Similar to 1FDiff, we found no significant difference between the two genotypes at any of 

the contrast levels (Fig. 18 and 20).   

 

 

 

 

 

 

Source 1FDiff 2FDiff 

Genotype F= 4.4, df=1, p<0.05 F= 1.1, df=1, p>0.05 

Contrast F=18.8, df=4, p<0.05 F=17.2, df=4, p<0.001 

Genotype * Contrast F=0.2, df=4, p>0.05 F=0.3, df=4, p>0.05 

Table 6-6: A two-way ANOVA to examine the effect of age and contrast levels 

on the Rdl-EKO and Rdl-EKI flies. 
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Rdl-EKI vs. Rdl-EKO 

Figure 6-18: The mean differences (1FDiff and 2FDiff) as a 

function of contrast for Rdl-EKI and Rdl-EKO flies aged 5 days. 

Figure 6-19: The mean differences (1FDiff) as a function of 

contrast for Rdl-EKI and Rdl-EKO flies aged 5 days. 
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Because our fits may not give good estimates of activity at high contrast levels, we extracted 

the maximum values from each genotype. At 1F level (Fig. 6-21), it is clear that Rdl-EKI flies 

have reduced responses compared to Rdl-EKO. In addition, Probe2 in both genotypes showed 

reduced responses compared to Probe1, a sign for adaptation. Furthermore, Probe3 and Probe4 

showed an increase in the responses, a sign for a recovery from adaptation.  

The maximum values for each probe of the two genotypes were examined using an 

independent t-test. At the photoreceptor level, 1F, (Fig. 6-21), we found no significant difference 

between the two genotypes for any of the probes, p>0.05. To examine the percentage of 

adaptation in these genotypes (Fig. 6-22), we subtracted the post-adapted responses (Probe2, 

Probe3 and Probe4) from the pre-adapted responses (Probe1). In addition, we asked if the 

percentage of adaptation is significantly different in these genotypes using an independent t-

test. Again, we found no significant difference between the genotypes for any of the probes, 

p>0.05.  

 

 

Figure 6-20: The mean differences (2FDiff) as a function of 

contrast for Rdl-EKI and Rdl-EKO flies aged 5 days. 
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Rdl-EKI vs. Rdl-EKO-1F 

Rdl-EKI vs. Rdl-EKO-1F 

Figure 6-21: The maximum responses for all four probes at the 

photoreceptor level. 

Figure 6-22: The effect of adaptation on the Rdl-EKI and Rdl-EKO 

flies aged 5 days at the photoreceptor level. 
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At 2F level (Fig. 6-23), it appears that Rdl-EKI flies have also reduced responses compared 

to Rdl-EKO. Similar to 1F, Probe2 showed a sign of adaptation, and Probe3 and Probe4 a 

recovery from adaptation.  

The maximum values for each probe of the two genotypes were also examined using an 

independent t-test. We found no significant difference between the two genotypes for any of the 

probes, p>0.05. To examine the percentage of adaptation in these genotypes (Fig. 6-24), we also 

subtracted the post-adapted responses (Probe2, Probe3 and Probe4) from the pre-adapted 

responses (Probe1). In addition, we examined if the percentage of adaptation is significantly 

different in these genotypes using an independent t-test. We found no significantly difference 

between the genotypes for any of the probes, p>0.05.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Rdl-EKI vs. Rdl-EKO-2F 

Figure 6-23: The maximum responses for all four probes at the neural 

level. 
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6.2.3 Discussion 

Using Rdl-EKI and Rdl-EKO to investigate the role of neural activity expressing GABAA 

receptors on contrast adaptation, we found no evidence in the mean difference at the 1F or 2F 

levels. These findings suggest that activity in neurons expressing GABAA receptors played no 

role in contrast adaptation. This result is similar to previous electrophysiological studies on 

vertebrates (DeBruyn and Bonds, 1986; Vidyasagar, 1990) suggesting that contrast adaptation 

in Drosophila may be controlled by mechanisms similar to those operating in vertebrates. 

We have also found no significant difference in the maximum responses when comparing 

the two genotypes. This is surprising as one might expect to see an increase in the overall 

responses in the Rdl-EKO flies due to the reduced inhibition in these flies. However, on 

inspection of (Fig. 6-21 and 6-23) does suggest a slight relative increase in responsivity in EKO 

flies that does not meet statistical significance. It is possible that further experiments using more 

flies will expose a real effect of GABA activity in the Drosophila visual system and other 

adaptation mechanisms might also be at play since we have not identified them in this GABAA 

experiment. Moreover, our experiment was investigating the effect of only one subunit, RDL, 

Rdl-EKI vs. Rdl-EKO-2F 

Figure 6-24: The effect of adaptation on the Rdl-EKI and Rdl-EKO 

flies aged 5 days at the neural level. 
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of GABAA receptor. Other subunits such as GRD and LCCH3 (see Chapter 1 for more details) 

might compensate for the increase or the decrease in the activity of RDL subunit.  

The most important limitation lies in the fact that we manipulated the activity of the RDL 

subunit of GABAA receptor. Because this can be GABAergic and/or glutamergic, GABA 

activity may have not been affected. An alternative technique would be to manipulate the GABA 

biosynthetic enzyme glutamic acid decarboxylase via the Gad1L352F null mutation (Hekmat-

Scafe et al., 2006). 

6.3 Conclusion 

To conclude, this chapter provides evidence that both the wild-type w- flies and the kccDHS1 

flies have strong contrast adaptation at both the photoreceptor and neural levels. Adaptation 

seems to be higher in the w- flies for young and old flies at the photoreceptor level but not at 

the neural level. Investigating the role of GABA receptors, particularly the RDL subunit, on 

contrast adaptation suggested that another mechanism might be responsible of this phenomenon. 

In line with the previous chapters, the present dataset highlights that the kccDHS1 flies are 

hypersensitive to light and therefore a special care should be taken into account when designing 

visual stimuli.  
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7 Chapter 7: The interaction between contrast adaptation and 

attention in humans 

7.1 Introduction 

Studying visual abnormalities in Drosophila can reveal important information but eventually 

we need to link any visual abnormalities observed in animal models to humans.  If we wish to 

use contrast gain control to examine neurological disease in humans, we must be able to both 

measure CRFs in humans and also measure subtle changes in those CRFs due to some 

manipulation or external influence. Here, we attempted to measure subtle changes in gain 

control in humans due to the effect of both adaptation and attention. This is a manipulation that 

links to our work on adaptation in Drosophila in the previous chapters but which also extends 

the use of gain control measurements to a domain (attention), which is difficult to address in 

invertebrates.  

Several influential studies using fMRI have demonstrated that the amplitude of the BOLD 

signal can be influenced by contrast (G. M. Boynton et al., 1996), chromaticity (Engel et al., 

1997), temporal frequency (Liu and Wandell, 2005) attention (Boynton, 2009; Buracas and 

Boynton, 2007; Gouws et al., 2014; Li et al., 2008) and contrast adaptation (Gardner et al., 

2005). 

Adaptation and attention are two mechanisms that enhance visual performance. Adaptation 

enhances visual performance by normalizing neuronal operating ranges to the mean of the 

environment. This tends to recentre the steepest part of the neurons’ response curves around the 

mean, providing the greatest sensitivity at this point. This, in turn, allows neurons to encode 

contrasts that are relevant to the scene being viewed efficiently. This adaptation effect has been 

reported in many electrophysiological studies in e.g. cats (Bonds, 1991; Ohzawa et al., 1982) 

and monkeys (Carandini et al., 1997; Sclar et al., 1989), as well as in human fMRI work (Engel 

and Furmanski, 2001; Gardner et al., 2005). 

Attention enhances visual performance by increasing neural activity to attended stimuli while 

decreasing them to unattended stimuli. The neuronal mechanisms of attentional modulation is 

still unclear with some reporting changes in response gain (Kim et al., 2007; Lee and Maunsell, 
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2010), while others reported that attention only enhances the intermediate contrast stimuli in a 

manner consistent with a contrast gain mechanism (Martı́nez-Trujillo and Treue, 2002; 

Reynolds et al., 2000b). Some studies suggested that a combination of different gain 

modulations may occur as a result of attention (Buracas and Boynton, 2007; Lauritzen et al., 

2010; Pestilli et al., 2011). A recent, influential theory of attentional modulation suggests that it 

is, fundamentally, an early contrast gain control mechanism and that some of the confusion in 

the field is due to the relationship between attentional field size and stimulus size. Attention to 

a large field can modulate both the stimulus and surrounding gain pool and the joint effect can 

lead to changes in contrast response functions that vary smoothly between response- and 

contrast-gain control (Reynolds and Heeger, 2009) – see Fig. 7-1.  

Investigating the relationship between adaptation and attention is a continuing concern within 

the field. Recently, investigators have examined this effect (Anton-Erxleben et al., 2013; Ling 

and Carrasco, 2006; Pestilli et al., 2007). One strong hypothesis from the work of Reynolds and 

Heeger is that if attention acts early, then it should interact with adaptation in the cortex. In other 

words, attended regions should appear to have higher contrast and should generate more 

adaptation.  

Although extensive research has been carried out on this relationship, no single study exists 

which adequately cover the effect of attention on contrast adaptation using the fMRI technique, 

and whether the normalization model of attention (Fig. 7-1) would correctly predict it.  In this 

chapter, we attempted to understand how attention and adaptation interact by using a similar 

approach to that of Gardner and his colleagues (2005), with attention as an additional measure.  
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Based on work by Gardner and his colleagues, we hypothesized that adaptation modulates 

neural sensitivity to the steepest part of the response curve towards the adapting contrast. We 

then asked whether attending to an adaptor would alter the magnitude of this shift. Our overall 

hypothesis was that the contrast response functions in the adapted, attended region would shift 

towards a higher level that those in the adapted but unattended region. 

 We measured BOLD contrast response functions for a 22% adaptation contrast using an 

event-related stimulus paradigm (Fig. 7-2). Then we tested contrast responses at different 

contrast levels (0%, 5%, 22%, 30% and 80%). The stimulus was split into four quadrants, 

avoiding the fovea and vertical and horizontal meridian to help with the retinotopic mapping 

Figure 7-1: The normalization model of attention. The stimulus drive, which 

represent the stimulation to the field alone, is multiplied by the attention field, 

indicated by the dashed red circle, and divided by the suppressive field, which 

pools over a wide range of spatial locations and features than the stimulation 

field. The population response shows that the response to the attended stimulus 

is greater than the unattended one, adopted from (Reynolds and Heeger, 2009).  

Note that the attention field acts early in the processing hierarchy – at a point 

that could, potentially, be before primary visual cortex. 
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since the boundaries of cortical visual areas tend to lie along these meridians. We adapted 

locations in two quadrants of the visual field and instructed the participants to perform a task in 

only one of those quadrants during the adaptation period. The other two ‘unadapted’ quadrants 

were the control locations in our experiment. We assumed that attention would enhance the 

adaptation effect and therefore the probe contrast of 22% would move to the right for the 

attended region compared to the adapted-only region (Rezec et al., 2004).   

7.2 Materials and Methods 

7.2.1 Participants 

Ten healthy subjects (five female and five male; mean age, 35.3 years) with normal or 

corrected-to-normal vision participated in the study after giving informed consent. The study 

approved by the York Neuroimaging Centre Research Governance Committee (Department of 

Psychology, University of York).  

7.2.2 Visual stimuli 

All stimuli were generated using Psykinematix and were rear-projected (Dukane Image Pro 

8942 LCD projector) onto an acrylic screen in the bore of the MRI scanner. Lying supine, 

subjects viewed the stimuli via a front-silvered mirror placed above the head coil. 

7.2.2.1 Localizer and inplane scans 

Before the functional data were collected we acquired anatomical ‘localizers’ to help us 

prescribe the functional planes and a set of T1-weighted ‘inplanes’ in the same location as the 

functional data to assist with subsequent anatomical alignment and processing. 

7.2.2.2 Experimental scan 

The stimuli were presented in the configuration shown in (Fig. 7-2). Stimuli consisted of 

sinusoidal gratings (spatial frequency=2 cycles per degree, frequency=6 Hz and radius, 2o). 

Briefly, the stimuli began with an initial adaptation period for 30 seconds. This initial adaptation 

was only presented at the beginning of each scan. The adaptors were presented in the top right 

and bottom left of the screen. During this period, the participants were instructed to fixate at the 



207 

 

center of the screen. While fixating, the participants were instructed to maintain fixation in the 

center of the screen but to perform a demanding contrast modulation detection task in the upper 

right quadrant (shown by the arrow in Fig. 7-2). In this region, the adaptor changed at random 

between 24% and 20% (the mean adaptation contrast is 22%), and subjects had to click a mouse 

button to indicate this change. Psychophysical tests outside the scanner indicated that subjects 

performed at 75% on this task. During all adaptation periods therefore, subjects adapted to two 

stimuli: upper right and bottom left but attended to only one (upper right).  

Following the initial 30 seconds adaptation period, the participants were presented with a 

blank screen for 6 seconds. After that, probe stimuli at one of five contrast levels (0%, 5%, 22%, 

30% and 80%) were presented at the four positions (top right, top left, bottom right and bottom 

left). The participants were instructed to maintain central fixation without attending to any of 

the probes. Then, another blank screen was presented for four seconds. Finally, a top-up 

adaptation period identical to the initial adaptation was presented for 10 seconds. The block was 

repeated for 10 times so that each probe contrast level was presented twice. Prior to scanning, 

each participant was trained on the task.  
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7.2.3 fMRI protocol 

Functional and anatomical data were acquired using a 3 Tesla MRI scanner (GE Signa 

Excite) using a 16-channel phased-array head coil at the York Neuroimaging Centre. To 

minimize head movement during acquisition, a careful head fixation (conventional restraining 

straps, CRS) was used when positioning each participant’s head.  

Anatomical data: T1-weighted sagittal images (TR= 7.8 ms; TE= 3 ms; Flip angle= 20o; 

Matrix size=256 x 256, Slices; Slice thickness= 1 mm, Voxel size= 1 x 1 x 1 mm) were acquired 

to provide a high-resolution, whole-brain anatomical images and a reference to which all other 

functional and anatomical volumes were aligned.  

Functional data: gradient echo EPI sequences were used to measure T2* BOLD data (TR= 

3000 ms, TE=30 ms, flip angle= 90°; 128 x 128 matrix size; 32 contiguous slices with 2 mm 

slice thickness and voxel size = 1.5x 1.5 x 2 mm). The slice orientation was coronal 

(perpendicular to the calcarine sulcus) to cover the occipital lobes. 97 image volumes (‘TRs’) 

per time series were acquired, plus five dummies to allow magnetization to reach steady state 

(see Chapter 3). The localizer parameters were identical to the adaptation experiment except 

that we only collected 64 image volumes per time series. Proton density weighted scans were 

acquired at the start of each session for each subject at the same slice orientation used to acquire 

Figure 7-2: fMRI experimental stimulus. The experiment starts with a 30-

seconds initial adaptation period, followed by blank screen for 6 seconds. The 

probes then were presented for 4 seconds at one of five contrast levels (0%, 5%, 

22%, 30% and 80%) at the four positions (top right, top left, bottom right and 

bottom left). This is followed by another blank screen before the top-up 

adaptation period begins for 10 seconds. The entire block was repeated 10 times 

so that each probe contrast level was presented twice within each scan. 

Abbreviations: (UU= Unadapted Unattended region), (AU= Adapted-

Unattended region) and (AA= Adapted-Attended region). Multiple scans were 

collected on each subject. 



210 

 

the functional data (TR= 2520; TE=35; Flip angle=90; Matrix size=512 x 512; Slice thickness= 

2 mm, Voxel size= 0.375 x 0.375 x 2 mm). 

7.2.4 fMRI data analysis 

We analyzed the data in Matlab using mrVISTA fMRI software package (see Chapter 3). 

Functional data were corrected for both motion and spatial inhomogeneity. To allow the 

functional data to be visualized on the inflated cortical areas, the EPI images were initially 

aligned to high-resolution T1-weighted images manually and refined with automated procedures 

afterwards. A general linear model (GLM) was used for data analysis to determine which areas 

of cortex were differentially active during each condition and to extract beta weights for each 

condition and voxel. Statistical threshold at p <0.001 was used for statistical maps. Beta weights 

for the 0% contrast value were subtracted from all other weights to provide a baseline measure.   

7.3 Results 

7.3.1 Retinotopic maps 

In this study we attempted to recruit participants who already have retinotopic maps. Some 

participants, however, did not have the retinotopic maps and consequently retinotopic mapping 

was carried out in a separate session or in the same session using standard procedures (see 

Chapter 3) (Fig. 7-3 and 7-4).   
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7.3.2 Identifying the regions of interest (ROIs) 

The ROIs used in our experiment were identified using the localizer scan described in Chapter 

3. These ROIs were located in the left ventral, left dorsal, right ventral and right dorsal of the 

primary visual cortex (Fig. 7-5 and 7-6).  Before drawing the ROIs, we made sure that the ROIs 

corresponded to the localizer by looking at the time series of each ROI (Fig. 7-7 and 7-8). 

Finally, the ROIs were visualized and inspected in the inflated surface reconstruction of the right 

and left hemispheres (Fig. 7-9). Ultimately, they were defined on the flattened representation of 

the cortex. 

V1 

0 1 2 3 4 5 6 

Phase (radians) 

Figure 7-3: The retinotopic maps (wedges) of the right hemisphere. The 

primary visual cortex is drawn in white. V1 contains a full hemifield map 

(containing half a full stimulus cycle). The boundaries of V1 (at dorsal and 

ventral V2) are indicated by reversals in the polar angle phase map.    

Figure 7-4: The retinotopic maps (wedges) of the left hemisphere. The 

primary visual cortex is drawn in white. This hemisphere contains a 

representation of the right visual field– again, the borders of V1 are indicated 

by reversals in the phase map.  
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V1 
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Phase (radians) 

RD 

RV 

V1 

0 1 2 3 4 5 6 

Phase (radians) 

Figure 7-5: The left ventral (blue) and left dorsal (orange) are identified by 

the localizer scan.  The primary visual cortex (V1) is drawn in white. It is clear 

that the localizer identified these two ROIs in V1 and additional representations 

of the localizer in V2 and beyond. Abbreviations: LV: left ventral, LD: left 

dorsal. 

 

Figure 7-6: The right ventral (pink) and right dorsal (green) are identified 

by the localizer scan.  The primary visual cortex (V1) is drawn in white. 

Again, it is clear that the localizer identified these two ROIs in V1. 

Abbreviations: LV: left ventral, LD: left dorsal. 
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Figure 7-7: An average time series for each ROI. This was plotted for each 

subject to ensure that the ROIs correspond to the localizer.  The first stimulus 

lasted for six seconds and activated the left ventral region of the brain. This was 

followed by a stimulus in the bottom left field of view, which activated the right 

dorsal region of the brain. The third stimulus was presented in the bottom left 

and activated the right dorsal region of the brain. The final stimulus was 

presented in the top right field, and activated the left ventral region of the brain. 

The time courses measured in the four ROIs therefore have a similar amplitude 

but are 6 seconds (or ¼ of a cycle) lagged from each other. 
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RV 

RD 

LV 

LD 

Figure 7-8: The time series for all ROIs. Each ROI has 8 cycles 

corresponding to 8 repetitions for the localizer.  Abbreviations: LV: left 

ventral, LD: left dorsal, RD: right dorsal, RV: right ventral 
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7.3.3 Event-related data 

The aim of this study was to find the relationship between contrast adaptation and attention. 

The results as shown in (Fig. 7-10), indicate that the responses showed an increase with contrast. 

In the unadapted-unattended regions (left dorsal side and right ventral side of the brain), the 

responses to the probes showed similar responses. However, when we looked at the responses 

during the adaptation period we see that the effect of the adaptor is twice as big in the left dorsal 

side (which corresponds to the attentional side of the screen) compared to the right ventral side. 

All 10 subjects showed negative BOLD in the non-stimulated left dorsal region whereas 8 

subjects showed negative BOLD in the non-stimulated right ventral region.  

The adapted-attended region (left ventral side of the brain) and the adapted-unattended region 

(right dorsal side of the brain) showed similar responses with a tendency to have more responses 

in the attended region, particularly at high contrast levels as well as during the adaptation period.  

LD 

LV RV 

RD 

Left Right 

Figure 7-9: Inflated surface reconstruction of the left and right 

hemispheres showing the ROIs in the V1. Abbreviations: LV: left ventral, LD: 

left dorsal, RD: right dorsal, RV: right ventral 



216 

 

We then looked at the effect of our data on the CRFs and found that the attended region (LV) 

showed a tendency towards contrast gain by shifting into the left side, compared to the adapted-

only region (RD) (Fig. 7-11).  

A two-way ANOVA was performed to look at the effect of adaptation and attention on the 

visual responses. There was a significant main effect of probe contrast, but no significant main 

effect of ROI and interaction between probe contrast and ROIs (Table 7-1). Using a post-hoc 

test (Bonferroni) for multiple comparisons we found no significant difference between the ROIs 

at any of the contrast levels, p>0.05.  

 

Source ANOVA Results 

Contrast F= 9.3, df =3, p<0.001 

ROI F= 2, df =3, p>0.05 

Contrast x ROI F= 0.3, df =9, p>0.05 

 

 

 

Finally, we compared the responses to the adaptors for all ROIs using pair-samples t-test. We 

found no significant difference between the stimulated regions, the adapted-attended region and 

the adapted-only, p>0.05.  We also found no significant difference between the non-stimulated 

LD in the attended side and RV in the adapted-only side, p>0.05.   

 

Table 7-1: The results of performing a two-way ANOVA to look at the effect of 

adaptation and attention on the visual responses. 
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Figure 7-10: The effect of contrast adaptation on attention. The graph 

shows that the attention does not seem to have any effect of the contrast levels, 

but it tends to increase the negative BOLD on the same side (Left dorsal, LD).   

The circle spots indicate the ROIs positions. Red corresponds to the Left 

dorsal region, orange is the left ventral region, blue is the right dorsal region 

and light blue is the right ventral region of the brain. 
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7.4 Discussion 

The data presented in this chapter do not support the interaction between attention and 

contrast adaptation that we initially hypothesized. Our data demonstrated significant effects of 

contrast (we measured robust contrast vs. response functions) but those functions were not 

altered in a consistent manner by adaptation and we found no significant interaction between 

adaptation and attention.  

This was not because the adaptors were ineffective. The BOLD responses during the adaptor 

periods were highly robust. Adapted regions showed large responses during the adaptation 

period while unadapted regions showed strong negative BOLD responses (Gouws et al., 2014; 

Shmuel et al., 2006; Smith et al., 2004; Wade and Rowland, 2010). Attending to the adaptor 

appeared to increase the BOLD response in that location by a small but non-significant amount 

(and similarly increased the magnitude of the NBR by a small but insignificant amount). But 

this strong response during the adaptation period had no subsequent effect on the response to 

the probe in the same location. 

Figure 7-11: CRFs for the attended-adapted region (LV - red) and the 

unattended, adapted-only region (RD –blue). The attended region showed a 

sign of leftward shift but the effect is statistically non-significant.   
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It is possible that increasing the number of subjects would reveal subtle effects of adaptation 

or attention that were masked by noise in the current set of experiments. The number of subjects 

used here (10) was more than used in other, similar fMRI experiments on contrast responses in 

human cortex (for example, (Shmuel et al., 2006)  used 9 subjects in their study, (Smith et al., 

2004) used only five in their study and (Wade and Rowland, 2010) used 9 subjects) but a recent 

study on the interaction between attention and the NBR used as many as 20 subjects in one of 

the experiments (Gouws et al., 2014). To pursue this topic further would, however, require 

significantly more scanning resources that we used in the experiment described here. 

Other groups have reported profound changes in BOLD responses caused by spatial attention 

(Gandhi et al., 1999; Kastner and Ungerleider, 2000; Tootell et al., 1998) but it is possible that 

the configuration of our stimuli worked against us in this case. Specifically, we hypothesize that 

the relatively small size of our probes might have caused an interaction between the classical 

central receptive fields in cortex and the suppressive surrounds that could have renormalized 

some of our response variation away. 

Specifically: Classical receptive fields in visual cortex are often accompanied by ‘silent’ 

suppressive surrounds that can act to reduce responses to stimuli that activate both regions 

(Solomon et al., 2002; Solomon and Kohn, 2014). The adaptor stimuli that we used in our 

experiment were larger than the probes and may have adapted both the central CRFs and 

suppressive surrounds. While adaptation of the central field would be expected to lead to a 

reduction in the CRF response, adaptation of the surround might lead to dis-inhibition (a 

reduction of suppression) that might act in the opposite direction. The result might be a relative 

stability of the responses from the central region, or even a slight increase in their responses 

after adaptation similar to what we observed in the study described here. This logic is described 

in detail in the recent review article by Solomon and Kohn (Solomon and Kohn, 2014). To test 

this hypothesis, we would need to alter the relative size of the adaptor and probe regions – an 

experiment described in more detail in Chapter 8. 

Finally, one further explanation might be that attention acts largely on inhibitory rather than 

excitatory mechanisms. Our data show profound effects of negative BOLD and there appears to 

be a trend towards increased NBR in the hemisphere that receives attention. This negative 
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BOLD has been observed in a number of studies (Gouws et al., 2014; Smith et al., 2004; Wade 

and Rowland, 2010) and it seems that negative BOLD responses reflect active suppression of 

neural activity and not just decreased local blood flow (‘blood stealing’) from nearby vessels. It 

is possible therefore, that attention might increase suppression in the non-stimulated regions 

rather than increasing responses in the attended region – a hypothesis that was made explicit by 

(Gouws et al., 2014) in their recent paper.  

This can be thought of as inverting the model of attention made by Reynolds and Heeger 

(2009). Reynolds and Heeger proposed that attention act by increasing the response to the 

attended region without affecting the other regions. Gouws et al (and we) propose that attention 

works by suppressing the other regions without affecting the attended region. In the end, the 

results from both models (ours and Reynolds and Heeger) would be computationally similar: 

making the response to the attended regions relatively higher. In a block design study where 

attended and unattended conditions are interleaved, the two hypotheses would predict identical 

effects. Earlier studies (using block design paradigms) would therefore have observed a 

relatively increased response to attended stimuli but our event-related paradigm might have been 

unable to detect an increase because it was largely driven by suppression of the unattended 

region. 

7.5 Conclusion 

The main goal of this study was to examine the relationship between spatial attention and 

contrast adaptation. Even though our data did not show any significant interaction between 

attention and adaptation, the results presented here suggest that that negative BOLD responses 

observed in the non-stimulated regions may have a role in suppressing responses in spatial 

attention. Further studies need be carried out in order to validate this are proposed in the next 

chapter.  
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8 Conclusion 

The original goal of this project was to investigate visual gain control in an animal model of 

disease and show how this work might be extended to humans. I chose the model organism 

Drosophila because of its powerful genetics and ease of application. I focused on the disease of 

epilepsy – specifically a mutation in the kcc gene that has been linked to juvenile epilepsy in 

humans.  

In Chapter 4, I measured the way that visual responses in Drosophila changed with contrast 

and compared these to responses in wild-type animals. I also examined the possible effects of 

contrast masking in these models. I found that young mutant (kccDHS1) flies have increased 

neural activity that recovers to the normal profile as they get older. We have also found that 

these kccDHS1 flies are hypersensitive to light, particularly when young.  These two findings are 

consistent with the fact that the level of the KCC protein increases with age (Hekmat-Scafe et 

al., 2006).   

As part of our preliminary measurements on kccDHS1 animals we noticed that they generate 

high frequency oscillations in their ERGs in response to abrupt light onsets and offsets. In our 

standard kccDHS1 animals this was a reliable biomarker of the disease gene and we hypothesized 

that the oscillations may result from abnormal gain control mechanisms operating within the 

retina: a failure of feedback that would normally dampen the response. To investigate this, in 

Chapter 5, we performed measurements of ERG responses due to spot illuminations at different 

distances from the electrode as well as full-field illumination. We found that spot illuminations 

at different distances have no apparent differences on the individual genotypes used. Full-field 

illumination, however, results in a drop in the responses for the wild-type flies, but has no effect 

on the kccDHS1 flies. Using the ort-/- knockout mutation that inactivates the histamine A receptor 

and therefore prevent photoreceptors from transmitting signals to deeper structures revealed that 

the high frequency oscillations seen in the young kccDHS1 flies are probably due to reduced lateral 

inhibition.  

Adaptation can be considered to be another form of gain control. In Chapter 6 we examined 

the effects of contrast adaptation in kccDHS1 and wild-type animals while in Chapter 7 we 
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attempted to translate these types of experiments to humans – while also investigating a third 

manifestation of gain control that is more reliable to measure in vertebrates: spatial attention.  

The data from Chapter 6 showed that it was possible to measure contrast adaptation in both 

wild-type and kccDHS1 animals: Responses after a long period of adaptation were lower than 

those measured before the adaptation period. Although we also saw profound differences in the 

overall response amplitudes in kccDHS1 and wild-type animals, it is possible that these were due 

to refractory periods after visually evoked seizures in the kccDHS1 flies.  

In our human work in Chapter 7, we used fMRI to measure responses in four regions of 

primary visual cortex defined through a retinotopic mapping procedure. Each of these regions 

generated a contrast response function when probed with flickering grating stimuli. Although 

our data indicated that both attention and adaptation might influence the responses 

independently, statistical analysis indicated that neither of these effects reached significance. 

Although surprising, these results are in line with recent work from other members of our group 

(Gouws et al., 2014) suggesting that attention in early visual pathways largely affects the level 

of suppression in non-stimulated regions around the adaptor rather than responses to the probe 

itself.  

8.1 Future work 

The changes in CRFs between wild-type and kccDHS1 animals are intriguing. Overall, future 

work should take into account the extreme sensitivity of kccDHS1 animals at young ages. Reliable 

responses can be measured at relatively low contrast levels in wild-type animals and these low-

contrast regimes are also preferable for experiments in kccDHS1 animals because they are unlikely 

to lead to photic seizures. We anticipate that our future work will take place entirely at low 

contrast levels for this reason. 

Perhaps the most interesting results were obtained from the single-point experiments 

measuring responses to stimuli at different distances from the retinal electrode. These data 

showed profound interactions between the stimulus type (distance from the electrode, or full-

field illumination) and genotype. We would like to pursue the idea that many of these differences 

are driven by feedback from deeper layers and the genetic flexibility of Drosophila means that 
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we could selectively knock out individual classes of neurons (for example, Amacrine cells, L1 

or L2) to test this hypothesis.  

In terms of the contrast adaptation experiment presented in Chapter 6, we propose repeating 

the same experiment with slight adjustments to the stimulus design (particularly longer gaps 

between the probes, and perhaps a weaker adaptor. Additionally, because the fly visual system 

is sensitive to motion and other groups have reported relatively strong adaptation effects using 

motion rather than flicker stimuli (Harris et al., 2000; O’Carroll, 2001), it would be of interest 

to look at the differences between adaptation using drifting gratings compared to flickering low-

frequency LEDs or contrast reversing patterns.. 

In humans, our fMRI results demonstrate that we can measure clean, spatially localized 

responses driven by distinct probe types (as well as negative responses associated with high-

contrast probes in remote parts of the visual field) and analyse these on a per-area basis across 

subjects. Our paradigm could be extended in two ways: Firstly, given work by Gardner and 

others it should be possible to measure frank adaptation effects within V1. Our results here were 

weak, possibly because we chose relatively small probe sizes and adapting stimuli that were 

‘blurred’ over visual cortex due to the limited resolution of fMRI. We could either attempt to 

improve the resolution of our imaging procedures (for example, by measuring at a higher field 

strength or for longer to gain an improved SNR) or we could increase the size of our stimuli to 

cover more cortex and, importantly, vary the relative sizes of adaptor and probe fields 

parametrically. The observations of both Solomon and Kohn (2014) and Reynolds and Heeger 

(2009) that the local gain pool influences the effects of both attention and adaptation has not 

been well-explored in fMRI and these experiments provide a paradigm that could be extended 

to study these effects.  

With respect to attention, the work by (Gouws et al., 2014) also leads us to suspect that many 

of the attentional effects we are pursuing are in fact more evident in the negative responses 

around the stimuli-driven region – perhaps driven exclusively by the suppressive surrounds that 

are a feature of many neuronal receptive fields. Although our experiments did include adaptation 

stimuli in unattended locations, the effects of negative BOLD responses are likely to be weaker 

in these regions because they appear in the opposite hemisphere and visual hemifield. An 
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experiment that explicitly placed two larger adaptation/ probe regions closer to each other would 

have more chance of measuring an interaction between stimulus-driven responses, adaptation 

and attention (Fig. 8-1). 
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To conclude: The general principle we have investigated in this thesis is the way that gain 

control can alter visual responses in both animal models and humans. In animal models we show 

that changes in gain control provide insights into a common genetic model of neurological 

disease. In humans, we have tested a paradigm for measuring the effects of attention and 

adaptation across a range of contrasts and spatial positions. Because these two phenomena are 

both hypothesised to depend on gain control mechanisms, further work in this area might 

provide a sensitive measure of other neurological diseases and disorders based on subtle 

abnormalities in fMRI BOLD responses.  

 

 

 

 

 

 

 

 

 

 

Figure 8-1: The proposed experiment to tackle the issue of surround 

inhibition. In the 1st condition, the size of the probes is very small compared to 

the adaptors. In the 2nd condition, the size of the probes is larger than that in 

the 1st condition but it is still smaller than the adaptors. In the 3rd condition, 

the size of the probes is identical to that of the adaptors. The arrows in the 

adaptors indicate the attended region.  
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