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Abstract

Decision making is a practical task. Clearly, all aspectsarof approach to
decision analysis and decision support should be considered with respeat to
ease of application as well as their value. The work presentddsirthiesis is
motivated by such a viewpoint. The field of decision analysis is broadthes is
reflected by the consideration of four linked aspects. Cross-sediares been
taken through the research literature in an attempt to considerasieimportant
aspects of decision analysis and decision support. These researolgsfiage
examined with respect to how things might function in practice. Sqabty the
aspects which | consider are: a comparison of underlying mathamiugories;
the elicitation and application of preference data; facilitat®m group decision

support tool; and the development of hypothetical scenarios.

The purpose of decision analysis and decision support is to improve problem
solving. With a pragmatic approach in mind, two normative models arparech

on the basis of the assumptions they make about a decision maker.,Fwother
these alternative techniques have worked in practice is discussedetrto make

use of such methods, particular data are required. Perhaps a nitag@ncrof
decision analysis concerns its use of subjective preference daeefdre, an
investigation of the ease with which these data can be elisitednducted. The
nature of the data is considered via an application. Having concentnabed
decision analysis, i.e. the examination of a formulated problem, latdikeader

view of the field by considering decision support.

Supporting decision making requires the setting of aims and objetiaeslition

to establishing a problem model from a problem mess. Supporting a gidap a
complexity to the analyst’'s role. Group decision making and group decisi
support are examined. Particular attention is given to the techniqggoop
facilitation and some pertinent issues for successful decision sujgpert
established. In order to strengthen these findings a further studgugd decision

making is made. Case study work provides a more realistic visupgforting an



actual group in a live setting. In addition, | am able to describel¢kelopment
and use of hypothetical scenarios to promote decision analysis andbrdecis

support.

Decision analysis and decision support is no different from any abenalogy

in that it is not a ‘quick fix’. Users are faced with a leagnicurve as they are
required to approach their problem in a novel way. From an analysspgutive,
the needs of each decision maker may be different, so any techniguéenus
flexible. This thesis demonstrates the ability of both decision reakel analysts
to rise to such challenges, resulting in successful applicatiotscafion analysis
and support. It also reinforces the value of employing these techniquéserk|

identify aspects which can make this undertaking easier.
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Chapter 1 1 Introduction

Chapter 1 - Introduction

DECISION ANALYSISAND DECISION SUPPORT

Multi-criteria decision making is, in a non-theoretical sense, contyrpractised.
People often make decisions involving a number of conflicting objectiveallys

in an intuitive sense, both in personal and work contexts. However, formal
approaches have been, and continue to be developed in order to ensure a
structured approach to such decisions. Multi-criteria models are ineirggsingly
studied and applied because of the ability of the human brain to consigex onl
limited amount of information at any one time. Simon (1956) arguesihay
decisions require a level of understanding about the circumstances, the
alternatives, the impacts and the uncertainties which it is quitealistic to
expect an individual, or indeed an organisation, to possess. With the advent of
information technology and information processing, many strategic reareag
issues are accompanied with a plethora of data. Further, a foretabdology

will enable the decision maker (DM) to provide an audit trail. Téeording of

such key information will not only provide a more defensible solution, bllit wi
also allow an individual or organisation to review work, and learn frost pa
experiences. Therefore, as decisions become more complex, theakiasin

formally ordering data and establishing which aspects on which to concentrate.

The opinion of many prominent in the field (Bell et al, 1988, French, 1989,
Belton, 1990, Roy, 1990, Kleindorfer et al, 1993) is that the aim of decision
analysis and decision support should be to help the DM explore the prokdem, |

about personal preferences and value systems, establish real vebjeetind
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eventually lead to a preferred course of action. Decision analydisis sense, is
characterised by the application of a decision model. The DM is egmulito
explore the problem via the introduction of a mathematical analyses problem

is formulated to facilitate consistent and rational thought. D&tisupport, on the
other hand, could be characterised by the process of establishing e data

for this analysis. It concerns itself with aiding the DM throug problem mess

to find those aspects which are critical to solving the problemisi@acsupport in
some senses could be described as a sieve, through which only theanyecess
information for a decision analysis can pass. The expected outcoandeafsion
analysis and support session is not however an acceptance of the satution
provided by the decision modelling, but is a greater knowledge about the

intricacies of the problem and a clearer view of the DM’s preferences.

As noted above, the aim of an analyst is to promote consistent aodatati
decision making. A measure of rationality can be taken from an umdgrly
mathematical model. This can be observed through examining the axioms
underlying the tool, or measuring it against set problems and paraditowsver,
further evidence of a rational solution should be gleaned via the producten of
defensible conclusion. Particularly in a practical sense, implatentof the
chosen solution may be more effective if everyone concerned can appnebly

it has been chosen. Further, the generation of clear objectives winncinsteate

that the chosen solution is rational will assist in future problem solvingefine,

both of these measures are important, especially when consideriaghjeetive

nature of the data used in decision modelling.

Decision problems vary significantly in their size, complexibd amplication.
Consequently, there is a wide range of decision analysis and desigiport
mechanisms. Decision problems can be categorised by their diféepatts, for
example, whether they involve any uncertainty, whether they haveeriunnber
of alternatives. Different methods exist to support such diffeypeistof decision.
It is important to note that the growth of decision support tools hasecessarily

corresponded to those categories of decision which are not wekd&ber Often,
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an approach begins with an intuitive model of how a DM makes choices, and
these methods are then extended so that they can be applied totiadterna
categories of decision, beginning with the most commonly occurring, or

straightforward to model.

Therefore, the first issue facing a DM may be to choose bettheerarious types

of decision analysis or decision support. This should be an informed rational
decision based on sound evaluation. However, it is likely that this praklem
never specifically considered, rather that the appointment of a camsuwill
dictate what methodology will be employed. On the surface, this Ineay
legitimate approach if one assumes that the successful agplgaif decision
support by the consultant are the reasons for employment. What ial esuttiat

the DM feels comfortable with the approach and gains knowledge and
understanding from the decision analysis. The importance of the outlodle of t

DM is an issue which will be highlighted throughout the thesis.

The international academic support for decision analysis may hawvenstd from

the international development of various decision theories. Although there i
much agreement on the role of decision analysis, there is disagre@bout a
suitable model and approach on which to base such an analysis. Numerous
methods are being researched, refined and promoted. According to Eden and
Ackermann (1994) the evaluation of the performance of group decision support
systems has been dominated by an experimental and laboratory basstappr
tending to ignore many of the issues that would be paramount for sothe of
stakeholders in the evaluation process. In their paper, they explareténa that

might be used by a wide variety of stakeholders, including developeitgatars,

clients, key actors, vendors, as well as academics. A sinfilomewhat reduced
version of this approach, is taken here. Two stakeholders are chosem tedD

the decision analyst. Insofar as finding the method acceptable and fosats

purpose, the suggested criteria for the DM are loosely:

* can | understand the model
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» do I feel it represents a sensible decision process
» can | use the model
* does it solve my problem.

Those for the analyst would be from a different viewpoint and might include:

can | justify what | am doing to the DM

can | establish the correct data for the model

» can | explain the result of the analysis

can | satisfy the DM.

With these criteria in mind, | have taken a number of cross-sedtioosgh the
many aspects of decision analysis and decision support, to try and bette
understand their contribution and role. | examine underlying mathemixtazie|s

of decision making: that is, solution approaches to a formulated problesse T
models require preference data. The nature of preference datscigdd, and a
preference elicitation experiment is conducted. Having concentratadsoas
related to decision analysis, | then consider decision support. It giffwient to
establish that decision analysis models ‘work’, it is also nacgss investigate
whether they can be used in a real-life, live environment. To thisl exasider
group decision making, and how to support it. One particular method is
investigated. Continuing from this specific aspect of decision suppbrpaaer
view is taken, examining decision support through the use of case sandies
hypothetical scenarios. The work focuses on how to write and use hypaithetic

scenarios to promote decision support.

UNDERLYING THEORIES

An initial categorisation of decision analysis splits the figltb three areas.

Normative decision theory is concerned with rational and consisterdagb@s to
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modelling and solving decision problems. As such, normative models often have
axiomatic bases (French, 1986). Those with a less rigorous approactillare
logically argued and have a formal basis. In particular, they mee of
algorithms for solution methodologies (Saaty, 1980, Roy, 1991). The value of
normative decision analysis is in its aim to make a decision pnobbeplicit.
Evaluation of the normative methods is achieved by investigation of the
mathematics in addition to philosophical/ethical approaches to consel&jand
sense’ of any axioms and algorithms. Further, normative analysis can ked jugg

how an application of the technique performs on model problems and paradoxes.

Descriptive decision theory investigates and describes the aetiaiques used

by DMs to make decisions. Biases such as overconfidence have beeiedienti
Experiments have shown that DMs systematically overestinhaie ability to
provide correct answers to questions. This bias is emphasised ou@ ggtting,
where the members allow a consensus of opinion to boost their confidence further.
The aim of descriptive analysis is to model inconsistencies aatioiralities
which may manifest. The main contribution of descriptive analysisbbas to
extend our understanding of the way DMs think and process information. Many
years of research have resulted in the development of judgementatibgur
which can predict the systematic violations of normative modelshwbikls
display (Kahneman et al, 1982). Validation of these descriptive thdmgebeen

established via extensive statistical testing.

Prescriptive decision analysis may be considered the third categ§atecision
analysis. Prescriptive analysis concerns itself with appticatiof decision
analysis. Therefore, not only does this approach have a base in theivermat
modelling of a decision problem, but also in working with DMs and their
descriptive methods of thinking to try and build a representation of igi@lec
problem with a view to finding a sensible solution (French, 1994). Thisnaiag
approach to decision analysis may appeal to DMs and should lead toeasétt
number of case studies performed by the academic community to sugglort r

decisions. However, the recent development of the prescriptive approadhever
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last 10-15 years means that it is yet to be followed by cle&datian
methodologies. By their very nature, decision analysis and supporbreesse
unrepeatable in the empirical/statistical sense. Involvement m segsions will
change the outlook of the subjects. The approach is fluid and dynamic which

means that no two applications could be ‘scientifically’ comparable.

A good representation of normative, descriptive and prescriptive approeches
given by French (1994). He captures the diversity of disciplines whigk ha
influenced decision analysis. Normative and descriptive approacheseasnted

as opposite sides of a coin to mirror the considerable differenbesh vexist
between the two. French warns that if this difference is not ackwdget, then
any analysis is likely to be rejected as flawed and irrele\@ee Figure Chapter 1
1.

Statistic:

Operational Resear

& Economlc % Voting/Social Choic
Organisation Theol E Normatlve Analys H]]]]]]}< Computational Feasibili

Mathematic

Philosoph

Politics Prescrintive Analvsis
Scientific Consensi Descriptive K HCI andVisualisatior
Psycholog Behavioural Scienc

Figure Chapter 1.1: Thetwo sides of the prescriptive analysis coin

This thesis will concentrate on the study of prescriptive decisialysis.
Prescriptive decision analysis being a combination of normative amdple®
methodologies as described above, implies that the thesis willealsmine
normative and descriptive issues. However, this work is principallyvatet
towards validation and evaluation of the prescriptive approach. Whikstviery
far from developing a methodology, it does highlight experiences andireepés

which try to work towards this end.
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Within these three categories of decision theory, many competingaheem
descriptive and prescriptive approaches exist. Two normative modelsbbawe
selected for study on the basis that they have different underlimgs’ of the
DM. Systematic evaluation of the normative models is relatisghightforward,
not least because it is relatively easy to set evaluatiteriartiln the context of a
prescriptive analysis, there are also different ‘ways of uegj, facilitated,
software led, novice led. In any comparison of competing approachesjsheere
need to consider not just the mathematics of the models, but also hovgithe
with the DM, and how they perform with the chosen ‘way of use’. Thezef
attention will be paid to the running of a decision modelling sessiothdfuim a
real life application, one should consider the nature of the decision pratsielf
with regard to the tool's appropriateness. As the applications undertakibe
thesis are all hypothetical, this issue cannot be fully explored. However, tio# role

different decision scenarios as a learning and evaluation mechanism is discussed.

Chapter 2 concludes that it is difficult to state that one approactinaously
outperforms another, although based upon the criteria suggested above, one model
could be placed ahead of the other. However, many methods should be available
to mirror the many different types of problems and solution approachesugh
use of this variety, particular aspects might be identifiedyasd practice’ which
could then be cemented together to form a hybrid approach. Further, the success of
a model also relies on the quality of the inputs and is intertwinigd the
analyst’'s approach. Therefore, further aspects of decision analydisupport

need to be considered.

ELICITATION

One aspect which normative models have in common is their need bsbsta
DM’s preferences. Research work in the field of preferencdtatlan has
concentrated upon whether elicitation methods are comparable and consistent. The
aim is to establish whether techniques are eliciting the statae with a view to

finding a ‘gold standard’ (Dolan and Sutton, 1995). This is undoubtedly a



Chapter 1 8 Introduction

complex task, especially when the ‘real’ data to which one mightpeare the
stated responses are themselves subjective. However, statisiadydis has been
performed, and justification of the methods has been established. This is
normative approach to evaluation. This thesis is concerned with aiptiescr
approach and therefore will look more towards a DM’s use of dlmita
techniques and how a decision analyst might justify the data bynpreseesults

of such techniques to the DM.

A normative validation may be of negligible worth, considering all the
contributing errors which may arise during preference elicitatBmch close
scrutiny of formulation issues may seem pointless when the crafiiy DM’s
responses to elicitation are considered. How then might one approachtieval
sensibly? This thesis will make a case for keeping a clear of the implications

of the preferences of a DM. This will enable the analyst toa@gxplhy a specific
result has been reached, and elucidate the DM’s beliefs and poeferdt is also
possible to investigate how the results of an analysis mightifattee preference
data were different. This can be achieved through the performanenfigty
analysis (Belton and Vickers, 1989, Rios Insua, 1990). With the likely
inaccuracies outlined above, the role sensitivity analysis could play

investigation of preference data is clear.

This thesis reports on a preference elicitation experiment hgsadan existing
decision problem in the literature. Chapter 3 concludes that it |aiviedy
straightforward to collect preference data. Further, the data démiensa
complexity consistent with non-linear preference functions. Analysisl
application of the preference data provides a solution to an existirigiame
problem. Further, the use of preference data to solve this problem shedsghmore li

on the nature of the problem itself, in addition to society’s feelings towards it.

GROUP DECISION MAKING

It is intuitive to think that decision making can be made easigiviyg the task

to a group rather than an individual. However, complexity increases when
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decision tasks are given to a group to solve. The reasons for thasmare

complexity are twofold:

(i) the decision problem is likely to be much larger and cover many aresss,

hence the need for a group to solve it;
(i) management issues arise when groups are used.

Typically then, we find that in applications of prescriptive analysiore group
problems have been addressed than those faced by individuals. In addition, group
decision making is a popular research field due to its wide appiigahnd
business opportunities. One of the popular research areas discusseshibe of
facilitation as a group decision support tool. This approach could be utednyi
normative decision model to form a prescriptive approach, but is ofseciated

with a value model. As value theory is one of the areas considered byg$its it
seems appropriate to choose facilitation to study also. In order foatva
facilitation, reasons for possible group dysfunction, as highlighted hyipiage
decision analysis, are discussed. Further, the suggested benéditgitattion are
outlined. One approach for whether this is a good technique would measure
whether any of the dysfunctional aspects are removed or the statefitde

observed.

Attempts to evaluate and validate aspects of group decision makeng ar
complicated. Acceptable group criteria could be established to reeabether a

good solution has come from a decision support session, but these may be
pointless if they are outcome based. Outcome is a bad measurarfpreasons.

If a decision involves an uncontrollable, uncertain event, then even if gte be
decision possible was reached, the outcome may be disastrous. Furthleat a
point do you measure whether a solution has worked or not? Many decigons ar
strategic and involve consequences over a period of time. Even if the ful
repercussions of an action can be established, analysing in retrespeey to
hindsight bias (Fischhoff, 1975). A more sensible approach thereforéoiski®o

guality improvements in process. However, these are mostly anecoiotal
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perception based coming from either participants or decision analysts
Unfortunately, there are reasons to doubt the validity of such meaBusiness
managers who have spent money on a management consultancy matodrefer
about how helpful it has been rather than admit to wasting (large sfyrmoney.

In the research context, a citation bias (Beach et al., 1987) exists around successful
applications of techniques. Therefore, there will be much more popitegence

in the literature advocating the use of such tools. This thesisewdlinine the
method of facilitation and present some experimental results. $pecta of

validation will be examined.

Chapter 4 concludes that facilitation can provide a feel-good fadhchwnay in

turn contribute to a better, more productive, working environment. Unfortunately
the experiments do not find clear evidence for other positive influenicése
facilitation approach. Possible shortcomings of the experimenisoasedered in

the light of the findings. Further, the opportunity for the facilitatolearn during

the decision support session is discussed. It is this consideration whicloldaels t

final piece of work involving case studies and hypothetical teaching scenarios.

SCENARIO SETTING

One approach to assessment and validation of prescriptive decisiosianapht
be via scenario setting. This approach must be tempered by thbaabtMs are
likely to act differently in a hypothetical setting. Scenaries t©e developed
which are complex and dynamic. However, it is unlikely that analgais
realistically generate the less tangible aspects whi@ttaffecision making, such
as stress and pressure to perform. For the purposes of establighiDlyls’ view
of tools and models, the safe environment of a hypothetical scenarialloil
them to question and criticise more freely. One aspect which shoglihkalered
with an objective of validating prescriptive support is the scenario itseltllyit

is important to interest the participants. Further, if they tleal the scenario was
straightforward, they might not appreciate the power of the suppartmsplexity

is key. Lessons which have been learnt through use of scenarios in ar mimbe
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different settings are discussed below along with recommendatanghéir

construction and use.

Chapter 5 concludes that hypothetical scenarios have a very producave rol
play in promoting decision analysis and decision support. Moreover, theyaaffe
opportunity to impart current research findings in particular fiekdsther, they
allow each party to ‘practise’ certain skills needed in a detisupport session.
The use of scenarios has underlined how important certain basi dckgtcision
support can be. For example, objective setting, not only by the DMs kheby
analysts, is fundamental. Moreover, these objectives must be comradnioat
each party, and if necessary, brought into harmony. In addition, spesypicta
concerned with scenario building and use are addressed, which will hgpedall

to a more successful session.

LAYOUT OF THESIS

The layout of this thesis mirrors a route into understanding and agipmgcthe
subtleties of decision analysis. It charts the chronology of the wovihich |
have been involved. To gain an initial understanding of decision analggient
sometime investigating alternative mathematical models. Orstiface, such
models can be very well understood from texts and papers. Howevegnt s
became clear that to really appreciate the differences bptivese models, an
application was necessary. In order to work towards performing arcatti, |
concentrated on the use of a particular mathematical model. Thisnée to
consider problem modelling and preference elicitation techniques. Timeama
of this work was to consider the charges that decision analysistawatime
consuming to perform and that preference elicitation was too complex for tw DM

comprehend.

The aims of a decision analytic model and how it might work were alearer. |
began to consider what decision analysis had to offer a group witmplex
decision problem. There are obvious benefits from structuring a problem, but

also wanted to find some of the more subtle advantages of applyirgodeci
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support. The group dynamics literature suggested a plethora of probeicts

any decision support mechanism must address, in addition to trying to enodel
complex problem and establish consensus on group preferences. In order to
remain focused, | chose to study a group support system known as facilitation. The
use of hypothetical scenarios to investigate facilitation ledartbe last area for
study within the thesis. It had become apparent that, whilst decisadyss had a

lot to offer, it is in some respects, a ‘new technology’. As suclrsugould
benefit from exposure to the methods in order to familiarise tHeesswith how
decision modelling and analysis might progress and evolve. It would heeuotr
claim that this route of discovery through decision analysis had baenqal in
advance. But it did arise from a logical chain of events whose wasis search

for a pragmatic understanding of the role and power of decision analysis.

Prescriptive analysis concerns itself with ‘good practice’hiat it makes use of
consistent and rational models for problem solving whilst helping a tbM
articulate preferences and aims. The results given by this appstamuld
elucidate aspects of the problem which are particularly crucigdroblematic.
There are many aspects to evaluating decision analysis and decision support due t
the fact that there are many parts to a decision support systether, setting of
criteria for evaluation and validation is complex and choosing a ¢andicator,

such as process as opposed to outcome must be considered. This is dgditional
complicated when one considers whose criteria to use, the analytts DM'’s.

This issue will be addressed throughout the thesis, consideringpalitasof a

prescriptive decision support.

Chapter 2 will consider two normative theories. They will be outliaedhe
axiomatic level in order to examine the implicit view theyuass of the DM.
Further, they will be considered at a more philosophical level to ssldne issue
of how they ‘sit’ with a DM. Evidence from a DM’s perspectivdl Wwe presented
along with the views of practitioners and academics. Throughout, the @fs
evaluation criteria, what and whose, will be considered. Chapter 3 ronteshe

elicitation of preference data for such models. Concentrating onembmitjues,
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an elicitation exercise is performed and the data applied to aspedliscenario.

The need to appreciate the data and their implications are estress
Communication of this to the DM is key. Chapter 4 considers decisidysana
and decision support in a group setting. Particular group dynamics and
dysfunction aspects are outlined. One technique of group decision support is
considered, that of facilitation. Literature on a DM’s perceptionsiod attempts

to, systematically evaluate the technique are reviewed. A numbpersbnal
applications of the technique are outlined, and their findings explaineih Age
issue of criteria for assessment is addressed. Chapter 5 thgetber aspects
from the earlier chapters to consider the role of scenarimgatti evaluation of
decision analysis and decision support. Consideration is given to the amport
roles of risk, uncertainty and uncontrollability. Chapter 6 summatisegesearch
findings of this thesis and concludes the work. Areas for further study

suggested.
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Chapter 2 - A Comparison of Normative Tools

INTRODUCTION

It has been suggested that the process of analysing decisionsehasvbbéring
since the 18 century (Pearman, 1996). Two prominent events in the 1700s show
how, even then, thinking was advanced. There was an interest in the pbcess
making ‘good’ decisions by considering all the dimensions of a problem and
finding the most beneficial alternative. Further there was aodesy of the
irrationality which DMs would display when compared to a straigivéod
mathematical description of a problem. The earlier of the two swewblves risk

and uncertainty. It centres on the St. Petersburg Paradox, stat&hrgl
Bernoulli in 1738 (Bernoulli, 1954). This demonstrates how DMs do not act in the
way that a mathematical evaluation would dictate. This has l#tetoecognition

of preference functions and attitudes to risk. The second event salicific
concerns the need to trade-off values, but touches on issues of modetling a
process. In a letter written in 1772, Benjamin Franklin advises ieisdfronhow

to address a career choice (Willcox, 1975). He recommends the tss/ééight

of Reasongvhich is constructed by trading arguments for a particular cafrse
action with arguments against. Such ideas have precipitated thefaneedre

heavily weighting certain dimensions of a problem.

Many years have passed from these early beginnings of decisigsighahd the
issues raised above have been incorporated into powerful decision models. In
order to explain decision analysis more clearly, and in partioglanative theory,

standard terminology exists. The following terms appear in thisishé& DM
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must choose between a numbealbérnatives/ options/ strategies Each of these
alternatives could be described according tpeaformancelevel / score on a
number ofattributes/ dimensiond criteria. A table can be drawn up to represent
this model of the decision problem, an example of which is given bieTa
Chapter 2 .1.

Attribute 1 | Attribute2 | Attribute 3
Attribute Weights ' Wo W3
AlternativeA a a a3
AlternativeB b, b, bs
AlternativeC C1 C2 C3
AlternativeD d; d, ds

Table Chapter 2.1: Model of a Decision Problem

A DM could express specifiegreference information for the range of
performances and for each attribute. The preference data requiied fram
method to method. However, it is always used to generate informatidheon
consequencesf choosing a particular alternative. Sometimes the consequences of
choosing a particular alternative cannot be determined with cgrtdum to
uncontrollable external factors. If this is the case, then decisimsnade in a
risky or uncertainenvironment. Since there are several posshi¢ées of nature
which may occur after the decision has been made, the interactidhe of
alternative and the eventual state of nature will dictate whitbomefrom a set

of consequences occurs. A DM would state theiief about the likelihood of
each possible state of nature occurring. (I use DM in the singelzause the
majority of research work in the field relates to an individual.DMave chosen

to use pluralise DM to avoid the gender issue (Collinson et al., 1992)). In addition,
preference data which reflects attitude to riskover the consequences is elicited
from the DM.
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There are alternative schools of decision analysis methods. Sothe ofiore
widely developed theories include Utility Theory (Keeney and Raiffa/6)
Outranking Methods (Roy, 1991) and the Analytical Hierarchy Processty(S
1980). Within these schools of thought there are many alternative apmoache
which correspond to different classes of problem, or different solution
requirements. It is difficult to see how any one of these theorigbt become a
‘gold standard’, as each has its own disadvantages. Indeed, one could ghestion
wisdom of trying to encourage the superiority of one method. In an envirdnme
of such diversity of users and needs, the variety of tools can only benefit.
What is important, however, is for the DM to be comfortable withntloeel they

use. Only through this ‘feel-good’ factor will the DM be contentwtite solution,

or prepared to make further use of the techniques (Phillips, 1984). Perhaps

secondary to this is the requirement for the model to fit the problem.

In this chapter, two normative models are examined. Multi-Attribviedue
Theory (MAVT) is a method used for making decisions in an environment of
certainty (Watson and Buede, 1987). It has its basis in an aggeegatdel and

gives a ranking of all alternatives from worst to best. Preterantensities and
substitution rates are needed for each element of the problem. ddrel seodel

for consideration is ELECTRE Il, one of a family of approaches dhase
outranking (Roy and Bertier, 1973). These methods split the alternatives according
to an A is at least as good 8s hypothesis, and then explore this via evidence for
(concordance) and evidence against (discordance) using a decisiothalgdmi

this case, preferences are required from the DM, along with parative weight
measure. The result of a number of the ELECTRE methods (lindlig) is a
partial order of the alternatives. However, this is not true obfathe methods.
ELECTRE Il will be used for the purpose of this comparison as“itndoubtedly

the best known and most widely used” of the models (Vincke, 1992). The reasons
for selecting MAVT and ELECTRE Il for discussion relates heit history of

competition, and to their very different approaches to decision modelling.
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Comparing the two methods requires consideration of the foundations,
assumptions and properties of the two models. Further, it is inteyestconsider

the implicit view of the DM’s requirements and ability. Not only ttle models
enforce certain consistency properties for the DM’s preferetac&siow, but the
models (and therefore, the developers) also have an implicit, yet nedietiew

of the DM. Value theory and outranking have arisen from different imtuitleas

for solving multi-criteria problems and from different impressiafsthe DM.
Therefore, any attempt to evaluate or validate these methods shouldecahis

aspect.

The work in this chapter draws on two early pieces of work which | ntomle

The first (Simpson, 1993), suggests a hypothetical problem in order to
demonstrate how the normative approaches differ. Although the workyclearl
cannot claim to be a perfect description of how each of these toollsl weally

work in practice, it does highlight that the two models could readerelift
conclusions. Further, it shows how ELECTRE may discriminate age@mtdin
alternatives due to the way the model has been built rather thamsbegzdM’s
preferences dictate it. This work will not be repeated here. €ens paper,
(Simpson, 1996), concentrates more on the demands each method makes upon the
DM. Some of those findings are repeated here as they are pertmeat

prescriptive evaluation.

The MAVT and ELECTRE Il models are each described below, alotly avi
consideration of the demands they make both on and about the DM. Nextothe tw
models are directly compared in order to examine their diffeeenu@e closely.
Some suggestions are given about the role normative models shouldnplay i
prescriptive decision support. This highlights issues which are inmpaxathe
validation of and the evaluation of normative models for prescriptive suppuat

role which requistite decision modelling (Phillips, 1984) can play ituetan of
prescriptive support is discussed. These issues are considered flothdé@M

and decision analyst viewpoints. Finally a summary of the chapiaresented

which includes conclusions.
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MULTI-ATTRIBUTE VALUE THEORY

Introduction

MAVT is a normative tool which models problems in an environment of certainty.
The model has been extended to include uncertainty producing a tool known as
Multi-Attribute Utility Theory (MAUT). MAVT is reminiscentof a scientific
approach to problem solving. An equation is devised to represent the value of each
alternative expressed as an interaction of the dimensions of thesrprolbhe
analyst must determine the elemental values in order to solveqtiaion. The
result is a comparative, uni-dimensional measure for each of th@etog
courses of action. MAVT is built from a few basic axioms asied| by Keeney

and Raiffa (1976) and starts from the basis that, in the eyes BiMhall things

are comparable. It is necessary to represent the prefereneeBMfvia a set of
notional scores for the performance of the alternative strategresthe
measurement criteria. Further, weights must be established tafgdaatrelative
importance of criteria, and to account for the difference in thenmates of the
scales for the criteria scores. It is a transparent techmiose intuitive approach

is appealing to a DM. The DM can see easily how, via the agfiregmodel,

their beliefs and preferences turn into a suggested ranking ofltdreative

strategies.

Model
There are many good texts which outline both MAVT and MAUT frorst fir

principles, building the models via the basic axioms (Ramsey, 1931, Von
Neumann and Morgenstern, 1947, Savage 1954, Keeney and Raiffa, 1976 and
French, 1986). Therefore, only an incomplete description is given here mgitlini

the main aspects for discussion. The underlying assumption of MAYRRighe

DM should always be able to establish a weak ordering of preferemoen
presented with two pieces of data. This implies that the DMl @ consider

their preferences and decide, for example, whether ‘the sgiseat least as good

as the scorb;:
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a 2 b (1)

Keeney and Raiffa (1976) outline the following condition for use of MAVT.
Consider a decision problem with a number of alternative stratdgiesnine two

of these strategie$, andB. They are measured against two sets of critesiadJ,
wherel contains at least two criteria ad@ontains at least one criterioh.andB

can be expressed as vectors of attribute levelsAiz(a, ) andB = (b, by). In
defining the attributes on which to measure the strategies, oneemsiste that
preference independeneists between them. This implies that for comparisons
in which some of the criteria are kept fixed, preference igugted solely by the
criteria in which the variation does take place. Further, preference dodspestd

on the levels of the fixed criteria. Formallyis preferentially independent gfif

for all &, b; preferences on criteria
For somea; 0J,(a,0;)< (h,a; )0 (a.5 )< (p.4 )0f O J (2)

When assessments of marginal value are made on an attribute inadjyeofle
other attributes then more assumptions may be necessary. Dyear@md1979)
introduce a concept dfifference independenc&sing the variables of Equation
(2), | is difference independent dfif for all a;, by preferences on criterig for

somen, aJ:

(&,a;)=<(h,0)0 (8,0 )b.,q )~ (a5 )bj )0 OJ ®3)

If present, this leads to an existence of an overall additive Wahaotion. If these
consistency properties stand, together with some housekeeping conditibras suc
transitivity (Keeney and Raiffa, 1976), the problem can be modelled awt

additive value function of the form:

V(A =V(a, &,..... v 8)= wy(a)+ wy(ar....+ wy(a) (4)
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where vi, v, and v, are themselves constituent value functions. There are
restrictions on the form of the individual preference functions foh ezfcthe

criteria, i.e. they are unique up to some affine transformatipi(;) = av,(.) + c.

The MAVT method results in a value representing a preferenceureefor each
alternative. The resulting options can be ranked according to thedfigaleilated
by the MAVT model, but these figures should be treated with cautiorsitiy
analysis demonstrates the circumstances in which the ranking afténeatives
changes. Decision problems are dynamic and information is often utéeaila
when it is wanted. There may be changes in initial data, or thayebe a dispute
over the nature of specific preference functions. Such inaccuracgs be
investigated to see whether the solution is robust. The result oMAMT
technique is not merely an ordering of the alternatives, but alsssaotiated

range of values within which this ordering is consistent.

Discussion

The underlying assumption of MAVT is that the DM should always be #bl
establish a weak ordering of preferences when presented with tees @é data.

In practice this assumption goes further as the DM is requiredde plaumerical
value reflecting strength of preference on this comparison. Not oalyetative
preferences required for each performance score, but also to sstabteria
weights. This task can seem like a struggle at first aPDteis being asked to
provide information in a way which is unfamiliar. In my experientés steep
learning curve can be quickly overcome and the DM can often provide the
remaining preference information easily. This may be an indicttiatnthese data

are not too far removed from the way the DM stores the information internally.

The MAVT approach has been devised with an imptisaggregateview of a
DM in mind. That is, a DM is assumed to be able to examine dingirfeelings
and to be able to communicate their preferences over outcomes (Fto86,
The DM is assumed to be able to retain specific information abasbrgs

preferences and beliefs in a format similar to the inputs retjliyethe decision
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model. The role of the mathematical model is to help the DM orgahisir
judgements so that rational choice behaviour can be developed. Thesg specif
building blocks are elicited from the DM directly and used to conistruc

preferences over strategies.

ELECTRE I

Introduction

Bernard Roy developed the concept of outranking in response to his mmstiofs

other decision aids available (Roy, 1991). A large and dispersedateggaup,
known as the European School (née French School, see discussions Roy and
Vanderpooten, 1997 and Zionts, 1997), has grown up around these methods,
developing ELECTRE, Promethee and others. An outranking relation is iy bina
relation which compares the arguments for and against a hypothesisathteA

is at least as good as Alternati® given what is known about the DM'’s
preferences. The ELECTRE approach starts from the intuitiviebctive premise

that a DM can only make approximate comparisons of the performahdke
alternatives. The method allows performances which are not nunegaqalal to

be considered equal. Outranking does not have an axiomatic basis, buisrather

based on parameters and a decision algorithm.

It is important to note that there is some uncertainty surroundingutianking
methods, in particular the family of ELECTRE models. This hageayiin some
cases, from the natural development of the models and additions to fuliigtiona
However, in other cases, this arises from inconsistency in thetiite. The
following definition of ELECTRE Il is taken from Vincke (1992). where

discussion arises from other sources, it is noted appropriately.

It is still necessary for the DM to provide the analyst witkfgnence information
for each of the criteria. However, this is subtly different ta fr@vided in an
MAVT approach. The preference system is ‘designed’ via the app(&ashand

Bouyssou, 1986). Further, weights are required by the analysis, bulintlsar
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what these weights physically represent. Thresholds are usedntoskis of
evidence of concordance and discordance. The evidence for the superiority of each
alternative is then compared via the outranking relation and a partiar

devised. There is no reason for an outranking relation to be transitive or complete.

M odd

The aim of the ELECTRE Il model is to rank the alternativemfbest to worst.
The DM is expected to hold some preference function over the perfaesainc
each of the alternatives on all of the criteria. This functioreferred to in the

literature asg. It is constructed in such a way that it verifies concepts of
preference P, indifference,l and incomparabilityJ. Therefore,g must fulfill

certain conditions relating to transitivity and symmetry (Vind@92). Preference
and indifference are defined to hold for sets of ordered pajpd &nd can be

expressed as follows:
aPo - g(a) > g(b) (5)

alb = g(a) = g(b) (6)

From these two sets, we can define a third: the setaffleast as good &5 This

set of preferences is denoted&y
aSbh - g(a) = g(b) (7)

In addition to making pairwise comparisons of the performance scoeHHN
needs to assign a weight to each criterion. Unlike the weigbtsciased with
MAVT, which represent the relative importance of the criteti@, weights used
by ELECTRE Il do not represent tradeoffs, they are non-compensatogy. R
(1991) describes the weights for the ELECTRE Ill model as ordomdy,
measuring whether a criterion is of greater, equal or lesaporiance than

another criterion. In all ELECTRE models, the weights are comfuederive,
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being a comparison involving one criterion with another criterion, andwapgof

criteria with a criterion. Vincke (1992) alludes to the imprecision involved:

‘it is clearly utopian to hope for any precision: it is preferable to

consider several series of weights’ [page 113

These weights are incorporated into the analysis via the exgredsr
concordanced). In general, the concordance coefficient is a measure of the
strength of the arguments that validate the confep at least as good &

taking all criteria into account.

) ®
2w,

A further measure is defined, that of discordance (d). If concordaeaasures the

c(A B) =

strength of support for the hypothedts is at least as good &, then the
discordance coefficient measures the strength of evidence agaisistTwo
expressions have been defined, one on the basis of quantitative perforraadces

the other on the basis of qualitative performances:

0 if g,(@)2g(h.0j (©)
d(A B) =
max; g; (b)_ g (6} )

,otherwise
max;, d; (k)- g (1)

where jKL represents the maximum difference on criterjohetween any two
alternatives from the set of possible alternatives, in this, @sFnativeK and

alternativel . For the qualitative expression, see Vincke (1992).

Pairwise comparisons of each of the alternatives over all itexi@rare made

using the specific concordance and discordance equations. Two matrices of
coefficients are obtained. To operationalise these matriceshdtuegalues for
concordance and discordance must be setamd d. Two thresholds of
concordance and discordance are defined. These correspond to a strong outranking

relation and a weak outranking relation. From the matrices, an outramtatigpn
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can be built using a stated decision algorithm (see Vincke, 199ahdcd are
specific to that outranking relation and can be varied to give moessrsevere

outranking relations (Roy, 1991).

Discussion

Unlike MAVT, a DM is not assumed to be able to state a cargireference
between any two pieces of information presented to them. The Dipexted to
be able to state a direction of preference, and also to give non-catggns
weights. In my limited experience of applications of ELECTRH have found
that the DM is essentially asked to develop a preference function eawah
criterion in turn, as part of finding the preference direction. ¥ ikialways the
case, then it is apparent that the DM is implicitly beingté@davith the same
strong assumptions as MAVT. Worse than this, the DM is providing i@umort

information which is not used in the analysis.

Roy and Bouyssou (1986) wrote of outranking that it had been constructed with
the aim of illuminating possible strategies through the use oftiveuideas and
‘intentional actions’. Based on this assumption, an analyst examiiesa
choice behaviour in order to infer internal preference. They claiy tieen
scores for the alternative actions, a ‘common-sense’ approach caakdre
towards acceptance or rejection of an outranking relation. Theretoveyuild
seem appropriate to infer that outranking has been based on a viewDdfl the a
rational economic marnThe DM is not assumed to be able to provide the analyst
with the data required for the model explicitly, and so the analyst elicit this

by asking related choice questions. Further, it appears that the @/idlgs some
data, whilst the analyst provides other preference information on beh#iie

DM. The ‘common-sense’ decision algorithm is given by the ‘commonreseis

the analyst rather than of the DM.
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A COMPARISON OF MAVT AND ELECTRE I

This comparison of the two normative models is approached with a iptescr
decision analysis in mind. A different comparison approach has been cedside

in Simpson (1993) and Simpson (1996). There, a discussion of the underlying
assumptions is presented. Possible problems with the ELECTRE Il madehs

of discrimination of certain performance distributions is discussesh, Ahere is a
concern about the possibility of ELECTRE Il being prone to rank relversa
Further, there is a consideration of the demands on and assumptions about the
DM. The comparison in this thesis will concentrate upon the looseriarit

suggested in Chapter 1. The suggested criteria for the DM are loosely:

e can | understand the model

do | feel it represents a sensible decision process
* can | use the model
* does it solve my problem.

Those for the analyst might include:

can | justify what | am doing to the DM
« can | establish the correct data for the model

» can | explain the result of the analysis

can | satisfy the DM.

An immediate observation is that, in MAVT, all data for the modelpaovided

by the DM, whereas in ELECTRE lI, the analyst is responsible for helping to build
the model. Limiting indices for concordance and discordance are séteby
analyst. cand d are abstract concepts and their appropriateness will depend upon
the complex formulae by which the concordance and discordance indices are

calculated. The important issue here is why these data are préordbd DM. If
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it is because the DM cannot appreciate the concordance and discordatiomngqua
enough to provide limits, then this questions the validity of the ELECTIRE
approach both in the eyes of the DM and the decision analyst. If thestana
provides the data to save demands on the DM, then this implies that the
ELECTRE Il model may already be too demanding. If the data coutddweded

by the DM, then they should be, @asnershipof the problem and its solution is of

the utmost importance.

The ELECTRE Il approach requires preferences in the form of aidnng and
criteria weights from the DM in order to perform its analy®AVT requires
preference values for each level of performance on the attributaddition to
more complex criteria weights. On the surface, MAVT appears rdemanding
of the DM in terms of input data. However, as suggested above, in torder
establish the functiog, it is likely that the DM will spend sometime considering
their preferences for the performances on a criterion. So, in essiiecDM is
doing more work with an ELECTRE Il model than with an MAVT model.fés
criteria weights, the two models use quite different conceptswElght used for
MAVT is more complex, representing a tradeoff value. The ELECTIREeight
claims to be non compensatory, yet remains complex to derive. $enisunfair
to propose that the ELECTRE model takes less effort to build thatua theory

model.

An issue which is not addressed in the literature is how outranking gopos
deal with a choice between a number of alternatives which are jpacabie.
Large problems may give the results in a number of disjointimakdtips, which
inter-relate, but not intra-relate. This may imply that there a number of
different scales. Ultimately, there needs to be some way ofpaang the
alternatives which are suggested by the partial ranking so thahfarmed
decision can be made. MAVT rightly or wrongly puts all the posslikrnatives
onto the same scale. Therefore, comparisons may be made globatiyldtbe of
value to investigate what is special about the problem which céusd3M to

find things incomparable. European school academics, however, have not chosen



Chapter 2 27 MAVT and ELECTRE

to address this issue as incomparability is a feature of thelyratieer than a

flaw.

MAVT is a transparent method. Transparency promotes appreciation. MAVT does
make strong assumptions about the nature of the preference datadataesaist

follow assumptions based on consistency and rationality. Transitiwist hold,
mutual preference independence must hold, and difference independence must
hold amongst other things. However, these conditions are there only toaguide
DM to a more consistent view. It is apparent what happens to thefezepice

data, and how the final values are established. ELECTRE takessttaves and

tries to mimic how the DM will evaluate the hypothesis ‘atsieas good as’
through the concordance and discordance coefficients. The literaturendbes
justify the formulation of the measures for concordance and discordance
coefficients. ELECTRE compares the measures of evidence of ploghlegis with

the ‘cut-off’ points ¢ and d, which have been set by the analyst, via the decision
algorithm. The concordance and discordance coefficients represent gomple
mathematical functions of the preference funcigpand the criteria weights and
there are no obvious values at which these functions become acceptable or
unacceptable. Moreover, these functions are difficult for the DM toepnalise

- making it hard for an analyst to justify the results of the algorithm.

Therefore, with respect to the validation criteria suggested hapter 1, the

following table could be suggested.



Chapter 2

28

MAVT and ELECTRE

Criteria

MAVT

ELECTRE

Decision Maker

Can | understand the model?

Transparent, though
weights and value
functions need
explanation.

Initially intuitive, but
equations foc andd are
very complex and not
justified.

Is it sensible?

Direction and size of
differences dictate the
outcome.

Direction of differences
and ‘imprecise’ weights
dictate the outcome.

Can | use it?

With support to elicit the
data, yes.

With support to elicit the
dataand provision of
limits by an analyst, yes.

Does it solve the problem?

Designed to fully sohe
problem.

I May not always find a
solution.

Decision Analyst

Can | justify the model?

Yes, otherwise it is alter
with respect to its
shortcomings.

e Not necessarily, the limits
are pre-defined.

Can | get the data? Usually. Yes, the analyst cainele
what the DM does not
provide.

Can | explain the results? Yes Yes, although may

produce rank reversals
which cannot be justified.

Is it satisfactory?

Too contentious and subjectivariswer

Table Chapter 2 .2: Performanceon Criteria

| have been fortunate to observe a decision modelling session whidiasex on

—h

an MAVT approach, performed by Professor Simon French. Further, | have

participated as one of a group of DMs in a hypothetical session asing

ELECTRE approach, performed by Dr. Jacques Pictet. Both sessionddwve

invaluable in extending my appreciation of these tools. ELECTRE an’¥TMA

were similar in their modelling phase, the desire to develop a pnosieicture

was identical. Further, this problem structure consisted of the samenéde@aly

once criteria and preferences had been established did the modelsdproce

differently. In the case of MAVT, the strong preference assumptoutned
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above were not rigorously enforced. Quick checks of data integritye wer
performed, such as transitivity. But, in general, much more emphasigplaced

on generating data with which the DM was happy. In order to identifysg#saor

the ELECTRE model, the group essentially classified value functansach of

the criteria. Again, there was no attempt to investigate theistensy of the
preference data. However, on this occasion this was due to ELECTRE not
requiring the data to fit any particular consistency properties. So, it is imerées

note that applications of the two models have very similar beginmnggite of

their emphasised differences.

As the modelling progressed, the differences between the two appdzedame
apparent. In the case of ELECTRE, | was surprised to find thaheept, with
which initially | had been quite happy, proved to be very demanding and found
that | was unable to give a satisfactory response. Later, dwedpack on the
modelling session, | discovered that this occurs often and is overcoma@ by
analyst providing the data rather than the DMs concerned. Thus, an REECT
approach might use the analyst to provide more data than initially hhoug
Further, the concept of the criteria weights for ELECTRE wasive. We were
instructed to give the weights an ordering, and then asked to assigmicaime

values to this order. What these values were to represent was not clear.

During the feedback session on ELECTRE, Jacques explained that hidingode
work often takes place over a number of weeks with occasional me&tiggther
information from the DMs and to demonstrate alternative models wiechas
developed. Therefore, he was not used to using the approach in a ‘liwej setr
with such a demanding and knowledgeable group. This is a further dmstincti
between the methods. MAVT is often used in intensive problem solvisgses
with the decision problem owners. The pioneers of ELECTRE seem to have a very
different view ofhow to use their approach. A final similarity between the two
tools was the ability to input modifications of earlier data. Thisnportant to any
decision analysis technique in view of the need for requisite decistaielling
(Phillips, 1984).
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| have claimed that the use of outranking has been based upon a particular
description of the DM, i.e. rational economic man, and that MAVT has a
disaggregate DM in mind. It is reasonable to assert thatatimnal economic

view of the DM is based on fewer assumptions than a disaggragpteach.
Rational economic man is defined as having a weak preference ordeenthe
aspects of the problem. The preference ordering is used to deduce beliefs about the
likelihood of events and to deduce preferences over a range of possilamesitc
These deductions are made by offering the DM choices and examireirg t
external behaviour. The disaggregate approach makes greates @hout the
desired coherence of the DM’s internal representation of the proflatranking

does not assume that the DM is able to provide the building blocksityxbc

solve the problem.

Bernard Roy developed the ELECTRE methods based on criticisms of both
MAVT and MAUT. These complaints arose from a belief that asi@tianalytic

tool should not force all the alternatives to be comparable. The EREGTiethod

is described as a technique which makes fewer assumptions aboWl thakBs

less effort to build, demands less of the data, uses weaker poords naodiedoes

not always reach a conclusion (Roy, 1977). In the light of the above dstuss

is unclear whether ELECTRE Il achieves these aims, or indeethevhie would

be a sensible tool if it did.

THE ROLE OF NORMATIVE MODELS IN PRESCRIPTIVE DECISION
SUPPORT

The main aim of a prescriptive analysis is to give a DM, graup of DMs,

decision support viz

* to enable them to break down their problem into manageable chunks

* to encourage them to remain rational and consistent during thempasteat

evaluation of strategies
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 and to remain mindful of any possible biases as identified by desgeript
theory (Bell et al., 1988, Kleindorfer et al., 1993).

A prescriptive approach may make use of a mathematical modevestigate a
decision problem. One might think that ELECTRE II with its ‘easydel and
indistinct mathematics is a more sensible model for a preiserippproach. The

model was designed to be more ‘human’, and as such would appear to be designed
with the prescriptive approach in mind. But does it achieve this? Thennoit
prescriptive should meaeasier for humans rather than more human. | would
suggest, that based on the loose criteria stated above, ELECT&iedI not

perform as well as MAVT in the role of a prescriptive decision support tool.

The ethic of ELECTRE to not force things to be comparable seems i
contradiction with decision analysis itself, where the aim isotwsider objectives
and values in order to make the most beneficial changes. ELECTRGE after
much value as a decision analysis tool through investigation of the s
incomparability. However, the European school seems to shy away frémmobot
these issues and it is difficult to see what function the methodalogy have.
ELECTRE Il assumes the DM has a weak preference orderinglevatternative
strategies. Unfortunately, tteolution of an ELECTRE Il approach also seems to

be a weak ordering of the alternative strategies.

Much of the development work of normative decision analysis is based around
making the models appropriate for different classes of problem. Howealee
might be added more sensibly by assessing the DM’s requirements. Giteria

have been suggested above, but quite clearly there are many morealepossi
measures. Would a DM prefer a solution to provide an optimum or alpartia
ordering? Would a DM have a preference between a transparent krhbaac
approach? Does the DM feel happy that the analyst is providingncddta, that

they are being helped, that they do not have to do all the hard work thesnse
struggle to find the data for the model - or do they feel usurpedthéehave lost
some control? Do they feel relaxed in the hands of the analysteptical about

the interference? This should be an area for discussion in ordagteaiment can
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be reached. A recognised and accepted validation technique for normateésm

would lead to better work provided by decision analysts for DMs.

Phillips (1984) introduces the concept of requisite decision modellingder ¢o
validate a prescriptive analysis. This approach involves iteratiomsmwhative
analyses and discussion with the DM. The problem is respecifiedharidng
updated at each iteration. A number of iterations may take placgebah
acceptable solution is found. This need for iteration may be an iruicati a
number of issues. Firstly, it could be that initially the DM carutearly express

the views needed in order to model the problem. The iteration may thyilyhe
analyst has not been able to include all the important issues liar eans.
However, it is more likely that the iteration occurs becauseemefes are
evolving. A DM may need to work with the problem to help structure thoughts
and preferences. It should be noted here that Phillips’ approach is natsafywe
accepted. Henig and Buchanan (1996) argue that asking the DM to comment on
the appropriateness of the model is open to bias. It is likelylieaDM will too

readily accept earlier models in their desire for an ‘easy life’.

DISCUSSION
MAVT and ELECTRE Il are part of the much larger prescriptieeision support

process. Both methods can be used to structure and analyse problems and ar
established tools for such. DMs will prefer decision analytic toslsch
encompass their beliefs and preferences and encode appropriate oownsiste
properties for those beliefs and preferences to exhibit. Each aedsiing
technique is built up from a specific set of rules. Therefore,h@mbethod to be
appropriate, the formulation should satisfy certain conditions. Since bAWTM

and ELECTRE can take many forms which vary in complexity, fieisessary to

ensure that these formulations still adequately represent the views of the DM.

MAVT and ELECTRE II are similar in terms of the types oputs they require.
Substantial work must be done in formulating the problem and evaluating

performances and criteria for both methods. The methods for elidiisg values
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have been different due to different views of the DM held by the stsalyut one
is not necessarily more difficult than the other. In terms of dbantity of
information, ELECTRE is slightly more demanding than it claimbe. In terms
of output, similar information may be available from both methods, thouigh it
unlikely that ELECTRE Il will produce a complete order. However,aim
application of prescriptive analysis, all possible alternativesnately will be
compared as it is likely that a decision must be made. Itfisudifto perceive any

benefits in a method which will not enable a DM to do this.

Comparison of these two normative methods has been coloured by the
fundamental divisions in the way the data have been obtained. MAVT
practitioners have attempted to elicit ‘real’ data from agxisting internal set of
preferences owned by the DM. ELECTRE practitioners, on the other harel, ha
interpreted the DM’s external choice behaviour and constructed preésrevia

the method itself. In the absence of an understanding of the actuativaogni
processes which underlie the human decision making process, it is iippadss
state which is the more appropriate judgement of what a DM knows #imut
preferences. This will not however stop personal opinions: French (1994)
expresses a strong preference for the disaggregate view dDNheand the

problem solving methodology this embodies:

| need methods that help sort out a person’s thinking, not

their external behaviour . . . . Analysts need to work with
their clients’ beliefs and preferences, not their choices.
pagd 3

There is no overriding rationale for the replacement of MAVT tegies by
ELECTRE approaches in the context of a prescriptive analysis. aifheof
prescriptive analysis is to address the needs of a DM, and ELEE€ERBIe reason

for existence is to be more in line with a DM’s approach to proldelving. But
ELECTRE may have gone too far down the descriptive path. ELECTRE
approaches remain an alternative technique which can be used alongside M
to reflect uncertainty about the most appropriate way to anatysplex decision

problems. There are obvious differences between the two methods, $urtoit i
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obvious whether one method is stronger than the other. From a prescriptive
perspective, there may be more benefit in encouraging applicatiotscision
theory than in time spent extending mathematical theories. Aceslainould be
encouraged to see that this is an equally valid extension and impravehtleir

models.

The best way to compare these tools is to apply them to a degisidem as was

done by Roy and Bouyssou (1986) and Simpson (1993). However, neither of these
studies was able to use a ‘real’ application of both techniques.fotegrproper
investigation must begin with a positive move towards promoting thefubese

tools. Two further opportunities to run such a comparison over the courke of t
thesis were hampered. The original work with Jacques PictetoMas a larger
event comparing MAVT and ELECTRE, but time and diary constraintsduoot

allow it. A second session specifically designed with this corsain mind was
proposed for a conference workshop. Unfortunately, none of the represertétives
the European School who were approached would agree to take part. With the
constant development of these methods, restrictions which once existeooa
becoming extinct. It is difficult to assess whether eithethogkhas any particular
advantages. Debates about the two approaches should recognise the entwined
issue of the assumptions made by the analysts about the vision ofMthe D
particularly whether they know their preferences, and the naturbeofmdel,
axiomatic or algorithmic. There appears to have been a differertbe ethos of

the European School and the multi-attribute value theorists with respectitesthe

way to model decision problems. MAVT applications have involved intensive
sessions which gather together the problem owners, whereas the Bsrbpsa

been more likely to take a discrete modelling approach.

One possible way forward to extend normative models would be to exdneine
demands they make on the DM. Again, this could only be achieved through a
number of application based experiments. However, it is ‘easiebettome
preoccupied with the underlying logic and truth of the models, and their

appropriateness with respect to specific problem types. The s$trehgkecision
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analysis lies in its ability to solve people’s problems, and so sleutsken as an
equally legitimate area for research as the mathematiasowhative theory.
Validating and evaluating these models is complicated by théhiaicthe criteria

used by the decision theorists (i.e. the rigour of mathematicspngpletely
different to the criteria which a DM would use. Much like the tuaes to the

coin of normative and descriptive decision theories, an approach could be sought

which will marry these views.

Normative models are used to model decision problems. A varietyeohatives
are available and perhaps a sensible way to choose between teem fiee
analyst’s ability to justify the selected approach to DMs. Dy want to
experience a variety of models to find one which best suits thettsné&rom the
work described above, it is apparent that most of these models usecipcef
judgements as their basis. Therefore, in moving on from this workoutdabe
sensible to consider the elicitation of preference data. Obviouslgataeequired
by each model are subtly different. Therefore, a particular norenatodel must
be selected in order to examine elicitation. In addition to thisefmetes cannot
be expressed without a context in which to express them. Consequesiityglde
scenario needs to be identified. The next chapter will consider tiueenaf

preferences and examine their elicitation in relation to a specific decisiblepr.
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Chapter 3 - Application of Elicitation Techniques

INTRODUCTION

In the previous chapter, | examined competing normative approachess dér
their ability to model a decision problem. Also, | raised the issue of usahilibei
sense of a prescriptive analysis. This chapter considers usaility rigorously,

by specifically considering the elicitation and use of prefergndgements.
Irrespective of which normative tool is employed, preference infoomamust be
‘extracted’ from the DM to perform an analysis. So, a key roiefor usability

must be whether a DM is able to provide the data. Further, there toeleesome
method of establishing the validity of the data. In this chapter, thesessues are

examined.

To evaluate and validate the elicitation mechanism and the prededata it
provides, a specific problem was addressed: treatment of heroinemsisi$e
problem was introduced to me by a colleague who is a health econ®mmest.
scenario is a typical multi-criteria decision making problem. Wwek which

follows is taken from Simpson and Sutton (1997a). It is one of a sdirexd t
papers written jointly and concentrates on the use of a decisiortianaty. The

other two pieces are an editorial highlighting the need for compostisome
measures (Simpson and Sutton, 1997b) and a paper on the inherent biases of

standard economic approaches for policy evaluation (Sutton and Simpson, 1997).

I have chosen to model this problem with both MAVT and MAUT. These #ori

are very powerful tools, and ones with which | am comfortable. Howéher,
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main reason for use of MAVT and MAUT is to continue to examinectaens
that they make complex demands on the DM with respect to stagfergce
data. This study has allowed me to work first hand with DMs whdrgirgy to
provide preferences. A brief outline of the problem is given below, altiga

justification for the appropriateness of value and utility theory.

The implications of illicit drug use are many and varied and evatyahe
benefits of alternative drug policies is a complex task. Polhnjices between
interventions designed to reduce the problems associated with druge raigus
typical multi-dimensional problems, with drug misuse impacting orh#dsdth of

the user and their family, in addition to the wealth and well-beingoofety.
However, none of the existing techniques for outcome measuresrphtitly
address the problem of comparison and aggregation across different dimelfisions
an experimental programme shows an improvement on one dimension when
compared to existing practice, but deterioration on another dimensias, it
currently only possible to draw overall conclusions based on personal jedgem
Hartnoll et al. (1980), for example, conducted an experiment involving 96
confirmed heroin addicts. The addicts were randomly allocated tongaa with
either injectable heroin or oral methadone. The progress of the addistthen
monitored for twelve months against a number of criteria. Concludimgvtioek,

Hartnoll et al. state that the controlled trial:

results do not indicate a clear overall superiority of
either approach. Both treatments have advantages in some
areas, but at the expense of disadvantages in other areas.
The approach favoured depends on the priorities assigned
to the various outcomes” [page 882

Therefore, we have identified a problem which will fit neatly iatoulti-attribute
decision making model. We have two alternatives which have been nteasure
four attributes. Currently, it has not been ‘solved’ as no attribuightge exist.
Assigning priorities, that is, attribute weights, is therefoveag forward from this

work. Involvement of the general public’'s preferences in the developmemt of
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composite, uni-dimensional measure of outcome would seem to make tl@ssproc

more transparent and accountable (Lomas, 1997).

The application of decision theory is one approach which can contribuke to t
development of a uni-dimensional outcome measure. The advantage of arvalue
utility theoretic approach is in its ability to put all dimensiem$éo the same scale
explicitly via attribute weights. These weights are elicited from DMs
accordance with their preferences for each dimension based onstadilished
axioms of decision making. We believe that such an approach would bt able

take the analysis of Hartnoll et al. (1980) to its eventual conclusion.

In this chapter, a small preference elicitation experimemqresented. The data
from two different elicitation techniques are analysed in ordeestablish the
most appropriate set to use. This set is then applied to a publisltsd $he
simulated results of a decision analytic approach to the stugyesented, along
with an interpretation of why the data lead to the conclusion. The wélaeini-
dimensional solution to the study is highlighted, confirming the imporaet
which decision analysis should play in social policy and other compleice
problems. The feasibility of collecting preference data is dgsmisand the

validity of the data explored through the results.

PREFERENCE ELICITATION

Preference values are the fundamental tool of any normative decmsidel.
However, not all models assume that they are well formed. Indeed, ithe
discussion in the literature which addresses the issue of whetfergnces exist

at all (Goodwin and Wright, 1997). March (1971) discusses the “excavation of
pre-existing values” whilst Keeney (1992) suggests that valuestarbe
“discovered”. It is clear that many DMs can state a preferenca particular issue
which they will claim to be a permanent part of their personadityl something
which will not change. For example, | prefer a pint of Timothy @&ylLandlord

to a pint of John Smith’s Best Bitter. Such preferences tend $b @&dund areas

where a DM has a passionate or intimate feeling. It is likedy, if faced with a
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decision concerning a field where preferences are clear, addM quite happily
reach a decision without any form of support. But often, the values rédwra
decision analysis are concerned with a business environment. Suclemreser
cannot involve the DM as intimately and therefore are likely tdelss well
formed. Alternatively, the DM may be intimately involved, but stdk have clear
preferences. For example, consider a DM faced with an unfaraitidrserious
health problem in which no treatment options seem preferable. Inditestons,
it is likely that hard and fast preferences will not exist.tthen, preferences may

change over time.

In addition to questioning the existence of preferences, these vatuesagional.
Consequently, a DM’s strength of preference for a particular outcome be
dependent upon other possible outcomes. What is likely, is that prefeameces
dynamic. Preference values will evolve as a DM gains informatloout the
problem and has time to form a more considered view. This confirmsetg: to
feedback to the DMs how their statements of preference influérec@roblem

formulation and the results it provides.

There are many techniques for preference elicitation. For thdy,st required
preference data that could include an attitude to risk. However, disoguuiti
preferences over time was not necessary. Therefore, the twowbalk were
appropriate to this study were the visual analogue scale (VAS}hanstandard
gamble (SG). A VAS gives a cardinal preference ordering efradtives choices.
The subject is presented with a thermometer-type scale on wiechwb end
points represent the best possible and the worst possible event. Tiot glagjes
each choice alternative on the scale at a point which repregeitstrength of
preference. As such, the preference for each alternative, refatthe end points
and all other choices, is established. The data can be read direatlythe
measurement tool. The preference data generated by the VAkcaeel evithout
presenting the subject with any uncertainty about the outcomes anorthafAS

elicits data for use in value functions.
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An SG (Dupré, 1995) gives a cardinal preference ordering of chommatives

which does take account of the subject’s attitude to risk. Each sidbjsited to
consider a choice between a certain outcome or taking part irkyag@nble
between the best outcome and the worst outcome. The certain outcome, by
definition must lie between the best and the worst outcome, and tleertfer
subject’s preference for the certain outcome must lie betweerptieéerence for

the best and worst outcome. The likelihood with which the best outcorhe wil
occur is altered until the DM is indifferent between taking the cediaicome and
taking part in the gamble. At this point, the DM’s preferencessaoh that the

choices are equivalent and the following equation can be set up:
u(certain_optior) = p< @ best optior @— ) (u worst optipn (2)

wherep is the reported indifference probability. As utility is a theilgedtconcept,
its end points can be arbitrarily defined. Thus, it has become commatic@rio
set the utility of the best outcome equal to one and the utility tlemworst

outcome equal to zero. Equation (1) becomes:
u(certain_option = p (2)

The multi-dimensional preference data elicited using VAS or &&Ghbe used to
find expressions for the attribute weights and single dimension eilugility
functions respectively. These weights and functions can then be uséeé in t
MAVT or MAUT equation as appropriate in order to give an insight it

preferences of the subject.

Health economists’ attempts to derive composite measures ol loesttome
through the use of MAUT techniques have spawned an enormous literature
demonstrating the complexity of the task (Froberg and Kane, 1989). Idsbeul
noted here that the complexity described is not purely associatiedhsiuse of
utility theory. Rather, it stems from the enormity of the tadke aim of health
economists is to construct an index of values for different heatbssbased on

the various attributes which may contribute to overall health orlesfig. This
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process was initially intended to facilitate comparison of programin a cost-
utility framework on the basis of cost per Quality-Adjusted Niear (Williams,
1985). An optimistic conclusion from this work is that, although individual
responses show a large degree of ‘white noise’, aggregatereseéd®m large
samples offer intuitive results and exhibit reasonable construditygIDolan and
Sutton, 1995).

ELICITATION EXERCISE

Method

Whilst incorporation of societal values is desirable for accounfaddiey-making,
choices or preferences based on prejudiced or limited knowledge dtbioiis
worth to a policy-making process concerned with maximising socwfare.
Therefore, in this study, the attempt was made to elicit values for behefferts

of drug misuse interventions independently of how, or from whom, they were
received. Therefore, only dimensions which did not allude to a connectibn wit
illicit drug use were selected. This seems compatible withathre of assessing

outcomes in terms of end-products.

Studies which have been concerned with consequences of substance misuse
include outcomes which may be grouped broadly under the headings of health,
crime and role functioning (Des Jarlais et al., 1981, Parker €198, Ball and

Ross, 1991, Deschenes et al. 1991, Darke et al., 1992, Newcombe, 1992, Farrell et
al., 1994, Rydell and Everingham, 1994). In addition, in many studies, social
functioning is also mentioned but difficult to quantify. Particular iathes within

these four dimensions were selected for use in this study. TheeBsted in Table
Chapter 3 .1, along with the fuller description of each dimension which wa

presented to the respondents.

A preference elicitation exercise was performed by a convenisatgle of 46
undergraduate and postgraduate students at Leeds University whcegistered

on a module in decision analysis. This was performed over the couasehaiur
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with a facilitator available for support/queries. To aid the sufjethe
guestionnaire was organised in a staggered format similar tousieal in the
Euroqgol study (Eurogol Group, 1990) for eliciting preferences for different
dimensions of health. A full copy of the questionnaire and accompanying

documentation can be found in Appendix 1.

Dimension Description

Premature Aged 15-29 years. Consider pain, grief and suffering of

Deaths friends and relatives, and general cost to society in terms of
lost production and consumption

Homeless Including ‘sleeping on the streets’ and hostel accommodadtion.

Individuals Consider impact on individuals themselves, their friends|and

Social family and society as a whole.

Functioning

Unemployment | Aged 16-24 and fit for work. Consider effects on individyals

Role and families, along with social security costs and [lost

Functioning productivity to society.

House Consider impact on victims and fear of crime in society as a

Burglaries whole.

Table Chapter 3.1: Description of the Four Dimensions

The respondents were asked to consider the values they placed on various
attributes of the society in which they lived. This was achievedugfr
comparison of societal states, each measured on four dimensions. Tdhmake
problem more meaningful to respondents, the scenario was based ory tbe cit
Leeds. Intermediate levels on each dimension were estimated plubirshed
statistics (OPCS, 1991, Mayhew et al., 1992, OPCS, 1992, CIPFA, 1994, Home
Office, 1994). The percentage of these statistics that wererelatgd were
estimated based on the York Regional Health Authority database aiodsvar
other information sources (Dorn et al., 1994, Robertson et al., 1994), but yaturall
only ‘ball-park’ figures are possible given the paucity of data t¢Butand
Maynard, 1994). These figures give approximate upper and lower boundaries for
the relevant levels on each dimension. ‘High’ and ‘low’ levels fehedimension

were selected within these parameters such that there syrengtric changes
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from the intermediate levels. This permits testing for linpeaferences. The

figures are shown in Table Chapter 3 .2.

Different combinations of the three possible levels on each of thelfm@nsions
were created using th@rthogonalprocedure irSPSSThis procedure produces a
subset of alternatives which ‘bounds’ the decision space. It returmaiti@um
subset of combinations of different levels on the dimensions. Furtrensiires
that correlation between the dimensions is minimised. As a nesidt‘societal
states’ were created for consideration by respondents. This procéslure
particularly useful as multi-variate statistical analyssused to identify the

independent effects of changes in each dimension.

Dimension Levels

L ow Intermediate | High
Premature Deaths 75 100 140
Homeless Individuals | 250 320 470
(Social Functioning)
Unemployment 9,800 | 10,200 11,000
(Role Functioning)
House Burglaries 40,000 | 44,000 49,000

Table Chapter 3.2: The Three Levelson the Four Dimensions

A description of the nine states was supplied on a separate shedtisodhla be
constantly in view. Initially, the students were asked to rank the muki-

dimensional societal states according to their preferencesdotype of society
they would like to live in. This was a purely ordinal exercise, dmmlet was a
definitive ‘best state’ which respondents were told to identify andepat the top

of the ranking.

Following this step, subjects were asked to take their ordinal raakidglace it
on a VAS to give a cardinal preference ordering. The subjects insrected to
position their nine states such that the distances between refatesented their

strengths of preference. The approach returns value functions for thetaies.



Chapter 3 44 Elicitation

Furthermore, since respondents were asked to consider their relegfeeences
for states involving performances on all four criteria, this appraagslicitly

takes a rational economic man view of the DM.

In a second stage, the respondents were requested to give prefdseander
multi-dimensional states via seven SGs. As in the VAS exeftisaespondents
were eased into this. Once they had familiarised themselvestiét approach,
they attempted the seven multi-dimensional SGs. The SG techniqiie wllity
functions. As in the VAS exercise, subjects were asked to givalbpezferences
for complex states and therefore a ‘rational economic man’ (SIMps996)

perspective was assumed.

Analysis

Multi-variate regression analysis was employed to estinhatesingle dimensional
utility and value functions provided by the SG and VAS data respectiValy
subjects had provided information at the multi-dimensional level, incorpoting
four attribute weights and single dimension preference functions. Bgsdior
the MAUT/MAVT scores were estimated using multi-variatgression analysis
of the scores given by each of the 46 respondents to the nine scengp@®ts

equations were generated based on the SG and VAS scores.

Preference functions may be non-linear, indicating that assignvadua to each
unit increase in outcomeregardless of the starting pointmay be an
oversimplification of the problem. To allow investigation of non-linear
preferences, it was necessary to distinguish between diffezgats| on each
dimension using categorical variables. Representing the muikicaér

value/utility given by individual to statg by a score parametgl;, the following

regression equations were set up:

(L-Nj) = By+ ByCL+ BgH | + ByR + BgS + BgCyw+ B Hw+ BgRy+ Bysy+ e (3)
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In these regression equations, fliparameters were to be estimategiwas an
error term; and the remaining variables were categoricahvias representing the
levels on the crime, health, role and social functioning dimensions. stineaged
coefficients on these categorical variables will encode infeamain changes in
preference associated with a movement from low level to inteateedevel
compared with a movement from intermediate level to high level ah ea
dimension. Because it is hecessary to model the three states (lomgeihtge and
high) of each of the four dimensions (C, H, R and S), two categuadables for

each dimension are required.

For example, consider the dimension of crime. Two categoricalblesiaelated

to crime are defined, Gand Gy which take the following values:; G 0 and G, =

0 if statej included crime at its best level; € 1 and G, = O if crime was at its
intermediate level and ,C= 2 and G, = 1 if crime was at its worst level. The
coefficient associated with @jives the estimated effect of a change in the level of
crime. The coefficient associated withy @ives the additional effect of moving
from intermediate to worst level, compared to that which is predlioy the move
from best to intermediate level. Thus, the regression equation thedsllowing

approximation for the contribution of crime to the overall level of utility:
wyu (crimg = 5, G + 5 G (4)
so the estimatefd parameters indicate that if:

Crime( wors) = 49,000 w49 00D= 2, + 5 (5)
Crime( medium= 44,000 w (44 00D= S,
Crime( bes) = 40,000 w (40 00p= 0

and thef values (given later in Table Chapter 3 .4) are a combination of the

attribute weight and preference function.

To take into account the repeated-measures nature of the dateotheren was
modelled in a variety of ways. Fixed effect (FE) and randontie{lRE) models

were estimated (Greene 1993,) and compared to ordinary least Sga®3sOur
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estimates off may be biased if incorrect assumptions are made about
distribution of g;. In an FE formulation the error terneg were assumed to

comprise two terms:

& =4 +4j (6)

in which: a; was a set of individual-specific constant terms apdere normally

distributed ‘noise’ terms with zero mean and constant variance. REamodel,
the individual-specific effects were believed to be constant athessepeated

measures but drawn randomly from an underlying distribution:

& =n+4 (7)

the

in which 15, were subject-related error terms which were assumed to bealyprm

distributed with zero mean and constant variance. Furthermore, iassasned

that theA; ands; terms were uncorrelated.

The regression equations were estimated using LIMDEP (Greene, 2@&nhe
(1993) suggests that both FE and RE models should be estimated and
Hausman test of the RE versus FE specification could be edinwmtehoose
between models. A Lagrange-Multiplier (LM) test also providecest bf the
significance of the improvement of the RE model over OLS. The sestilthe
LM and Hausman tests and the coefficients estimated in the @umeodel

specification are presented in the following section.

The null hypothesis was that respondents had linear preferences. duid ve
confirmed by preference data that correlates with simple moveinemteen
levels. Subjects with non-linear preferences would consider the bask ih

addition to this movement. To accept this hypothesis the coefficient® avorst-

that a

level dummies,f,..., Be, Should not be significantly different from zero. In

addition, a test of the linearity of preferences on each dimensian then

provided by a test of whether:
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ﬁ_DNW—N,_D (8)
6_DBN|—NB i

in which: Ny, N, and Ns were the performances (number of burglaries in this

instance) at its worst, intermediate and best levels respectively.

Results

The regression results for the multi-attribute utility functidioited using the SG
and value function using a VAS are shown in Table Chapter 3 .4. For the SG
results, data generated by the random error approach are presentiak VA4S,

ordinary least squares’ data are shown.

There are a number of encouraging characteristics of the rebultsediately
apparent is the similarity of results provided by the SG and VASoas. This
indicates that the questionnaire did actually capture the preferehtiee subjects
with some consistency. Further, movements from high to intermedrade a
intermediate to low levels are estimated to result in grgatference decreases,
implied by positive signs on all of thg coefficients. Moreover, for the VAS
results, these movements are all significantly different fzeno at the 95% level.
For the SG only two of the eight are not statistically sigaift. Around 60% of
the variation in the preference scores can be accounted for by mosdreeneen
levels on the four dimensions. This is shown by the reasonably Righd@ness-
of-fit statistic in both models. It is also encouraging to note tth@tresults imply
that respondents did take into account the cardinal differences inmanfoes
represented by the shifts between levels, indicated by the facn#rey of the

‘worst-level dummies’ are statistically significant.
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Variable Standard Gamble Visual Analogue
Scale

Coeff. Prob(B))=0 | Coeff. | Prob(B;)=0
LM-test of RE vs. OLS 16.062 <0.001 0.195 0.659
Hausman-test of FE vs. RE 0.000 1.000 0.000 1.000
Constant By 0.000 1.000 0.000 1.000
Per-level changes
Crime B2 0.026 0.267 0.117 <0.001
Health Bs 0.073 0.001 0.076 0.003
Social Functioning B4 0.088 <0.001 0.093 <0.001
Role Functioning Bs 0.107 <0.001 0.007 0.003
Worst-level dummies
Crime Bs 0.154 <0.001 0.130 0.004
Health B7 0.176 <0.001 0.186 <0.001
Social Functioning s 0.124 0.002 0.092 0.038
Role Functioning Bo 0.048 0.226 0.102 0.022
R? 0.587 - 0.630 | -
Wald tests for non-linear
preferences
Joint Test 19.2 <0.001 10.1 <0.05
Crime 115 <0.001 4.1 <0.05
Health 13.0 <0.001 5.8 <0.05
Social Functioning 0.1 n.s. 0.0 n.s.
Role Functioning 1.0 n.s. 0.1 n.s.

Table Chapter 3 .4: Results of the SG and VAS Elicitations

The Wald statistics for the tests of the linearity of pefees are also shown in
Table Chapter 3 .4. For both the utility and value functions, the joinbtebie
linearity of preferences on all dimensions is rejected at théegétb. The evidence

is much clearer for the SG results. However, it is clear ftbe individual
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dimension tests that it is the non-linearity of the crime andtthehmensions
which give rise to this result. There is no evidence on which tatrépe null
hypothesis of linear preferences on the role and social functioningsions. It
is possible that subjects have non-linear preferences (wherebinatatigutility
is increasing) for those dimensions which they feel are mosly like affect
themselves. In this University student sample, subjects mayhseesé¢lves as
more likely to be affected personally by house burglaries and prenckgatte than

unemployment or homelessness.

SIMULATED EVALUATION

Non-linear preferences on some dimensions imply that the valuehedtdo
outcomes produced by substance misuse interventions will depend on theflevels
harm from which they begin. Thus, the value of the expected benefits from-a drug
misuse programme will depend on the society in which it is introdu€ed.
example, the value attached to reductions in criminal activigfivel to the value

of health improvements will depend on the pre-existing levels ofirainactivity

and premature mortality.

We demonstrate the implications of our results using a subset odghis of the
study by Hartnoll et al. (1980). It is assumed that the choice prablednether to
introduce an injectable heroin or oral methadone programme for 250 individuals
into a society with intermediate levels on each of the four dimessilt is
assumed that the four dimensions considered in the elicitation sxeegresent

all that is valued from the proposed programmes. In this examplegldtese
costs of implementation are not considered. For these reasons anceheeays
assumptions and much estimation have been involved, these results meest be s

as hypothetical.

The estimated impacts of the two programmes are shown in Thhletet 3 .6.
Both programmes are simulated to increase the level of unemplayBreatly

speaking, the oral methadone programme is simulated to save merbliveave
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less impact on criminal activity. Explanations of the methods usezhltulate

performances of the alternatives on each dimension are given in Appendix 1.

Dimension Intermediate Injectable Oral

level heroin methadone
Crime 44,000 -812 -556
Health 100 -1.1 -7.2
Social Functioning | 320 - -
Role Functioning 10,200 +28 +20

Table Chapter 3.6: Simulated Outcomesfor 250 Clients on each Programme

The relative societal values which would be attached to these shiangetcome
based on preferences elicited in this exercise are shown in Thialpter 3 .8.
Although the data provided by SG and VAS are similar, the SG reseltissed in

this final simulation. The choice between using value functions atytiinctions

is essentially one concerning the extent of variation in treatm@obmes. If the
outcomes from treatment are thought to be uncertain at the aggtegel, then
risk-attitudes should be taken into account and values from the SGsexare

most appropriate. Even though the effectiveness of methadone progransnes ha
been extensively evaluated, it seems natural to view the choice #mut
introduction of a drug-misuse programme as inherently uncertain andhehat

aggregate outcomes from the alternatives must be probabilistic.

Dimension Injectable heroin Oral methadone
Crime +0.0053 +0.0036

Health +0.0032 +0.0210

Role Functioning -0.0054 -0.0039

Total value(percentage | 0.7093 (+0.4%) 0.7269 (+2.9%)
changes from intermediate

levels)

Table Chapter 3.8: Utility Based Outcomesfor the Alternatives
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The relatively high level of utility given to changes in the nuntdfepremature
deaths in the SG exercise means that the oral methadone progiaimeirred.
It is important to note here that, not only has this approach pernaittexverall
comparison of the two programmes, it has also given insight vititp one
programme is preferred to another. In this case it is on the dfakie number of
premature deaths averted. As was alluded to earlier, any furbérses of the
robustness of the preference data would consider how changes in ahiglystr

held preference might impact on the prescribed solution.

DISCUSSION

This chapter investigated the feasibility of eliciting prefiers data for outcomes

of a heroin misuser treatment programme. Despite the obvious subyjeatid
complexity of summarising the multi-dimensional outcomes of substarmese
interventions, failure to do so is a major obstacle to evaluation.d& wariety of
health and other technologies compete for target populations, common essourc
and policy-makers’ favour. To fail to develop composite outcome measunés,
therefore informed opinions about relative advantage, is to fail sulstaisasers
who seek treatment and communities demanding efficient policy-respanse
accountable resource-allocation. Current resource allocation decimphsitly
prioritise particular outcomes and make trade-offs between dessablal goals.
Increased accountability would be achieved if the preferences pblicg makers

and the general public for the components of these decisions could be made

explicitand compared.

Consideration of preferences for the different outcome dimensions Nig ut
theory may be a feasible way to proceed. We have argued that dotivay of
drug policies should remain focused on the ‘end-products’ of these intemnsnti
i.e. the reduction of social costs. We have demonstrated that, withalh s
convenience-sample of University students, it is possible to glrefference
information for these ‘end-products’ and that these preferences slaganable

consistency and face validity across elicitation methods. Tedtedinearity of
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preferences for different levels of outcome on various dimensions iadicat
subjects have increasing marginal disutility for societal haithsis, even when
the behaviour changes that result are held constant, the ‘value’ ohmisuge
interventions will depend on the society in which they are introduced. HEtsis
important implications for the generalisability of the results effonomic

evaluations for local policy-making.

One of the criticisms of utility theory stems from its usepodference data, and

the methods used to elicit this information. Subjective data is undoubésgly
robust than that used by standard economics approaches. However, subjective
preference data does model valuable information which these other dmsaac

not. The added value which preference data offers is substantial ematiginy

worries about possible shortcomings are initially put aside and investigated late

This study must be seen as tentative and probably raises moreogsiébain it
answers. Théeasibility of eliciting preference information has been demonstrated.
From this information, composite outcome measures can be derived antb used
summarise evaluation results. However, we have chosen to eligtgmeés for a
subset of ‘end-products’ of drug-misuse interventions in an abstractktonhtes

is based on our contention that the relevant role of community valuesiay pol
analysis is in providing preference weights free from prejudiaaisinformation.

This is clearly an important problem in this field (Lomas, 1997).

This brings us inevitably to the crucial issue of ‘whose values coyeig.
clinicians, drug-workers, researchers, policy-makers, the generdtpabd we
suggest that this is a priority for further debate. However, fampiecal
comparison of different viewpoints, these elicitation methods can bd use
opportunistically in future surveys since they are relatively éaadminister and
analyse. Additionally, a conjoint analysis approach, involving the ideatitic of
preference weights from a series of discrete choices (Prol9&), is a

promising alternative to the methods demonstrated here.
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One apparent consensus, however, which did emerge from the eliciteticise
was the importance of the avoidance of premature deaths relatihe tother
dimensions, especially the prevention of house burglaries. Of course, the
implications of this for evaluation will depend on the extent to whiclearnés
are achieved on these dimensions by different technologies. Nevesthibliss
seems in contrast to the little weight which is placed on healiketebutcomes in
US studies of drug-misuse interventions (Gerstein et al., 1994%odltqalestions
the apparent switch of priorities in UK drug policy towards drugtesl crime
(HMSO, 1995). This suggests also that, to establish external berkshntanay
not be too inaccurate to consider drug programmes as life-savirapitgrand

compare them to other technologies on the basis of costs-per-life-saved.

Conclusions

It is possible to ask DMs to provide preference data for MAUT akvM
analyses. The DMs in this study quite quickly adapted to the negesedes of
thinking demanded of them. The data demonstrate complex non-linear pcefere
functions, implying that the DMs had an appreciation of the informatignvwieee

providing.

Not only has this study provided a solution to the Hartnoll et al. proltdatmye
can understand what it is about society’s values which gives usolbison. This
clear interpretation of what the preference data imply can bencomsated to the

DMs enabling them to better understand their problem.

Performing a small preference elicitation experiment, althougiormally
conducted, and using the data in a decision problem has given a gigatt imsi

a specific policy issue. It is clear that many questions have taésed, but also

the usability and usefulness of decision analysis has been demahstrate
Academics should publicise this tool to potential audiences. DMs needlise
theycando more, i.e. provide preference data, to tackle hard issues. Prgscripti

analysis could have a useful role to play in business and social policy problems.



Chapter 3 54 Elicitation

The debate on whose values count has not been addressed here. Furtiser the is
of aggregation of data from a group is a complex one. However, tbases

should not be allowed to stop the application of decision analyses.

The investigation conducted in this chapter concerned the elicitatjnrefefence

data. This investigation was begun in order to strengthen the proposal tha
decision analysis can be usefully applied to problems and resultisfastory
solutions. | have demonstrated that preference data can be estaldrsthed)l
potentially provide a spring-board for further discussion about a decisahepr.
However, further investigation needs to take place to answer theioquest
regarding whether DMs will actually make use of decision aigli#®llowing the
findings of Chapters 2 and 3, it should be apparent that an individual DM could
make use of these tools with the help of an analyst. One consideration which could
be addressed is the consideration of using these methods with a grbiys of
Groups may function very differently to the individuals who make up tiwatpg
therefore generating a new environment for investigation. If thefiulreess could

be established in this setting, then decision analysis and decision tswppéd

have a very large potential audience. The next chapter will disguagp
dynamics and examine one of the many group decision support tools which has

been developed.
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Chapter 4 - Group Decision Making and Facilitation

INTRODUCTION

Previous chapters have raised a number of issues. The human brailinfitesla
capacity for information processing. This means that it is ustealio expect

DMs to be able to process complex decision problems ‘rationallyy Woeld be
unlikely to be able to mentally simulate the type of complex nnadlieal
function that a full decision analysis would provide. With respect to the
justification approach to rationality, if DMs cannot process the pnolientally,

then it is likely that they will have over-simplified the probldmnce leaving any
solution open to challenge. The foundations and assumptions of particular
normative decision models introduced to alleviate this problem have been
discussed. The usability of a normative approach has been investigated vi
preference elicitation exercise. The aggregated preferenaendae applied to a
published policy investigation to give a societal perspective on the.isThe
preference data, although tentative, displayed surface validity amd ga
transparent result. No examination of decision analysis would be complete without
a consideration of how the process would perform in a group applicationdindee
this thesis, with its prescriptive approach to validation and evalugiroppses

that it is only through applications that validation can be achievedefbiney this
chapter will describe the special circumstances which existinva group of
DMs. An investigation of how to support a group of DMs is performed, and a

specific decision support system, that of facilitation, is considered.



Chapter 4 56 Facilitation

Again the issue of validation criteria must be addressed. Validatidwsichapter,

as in previous chapters, refers to a technique reaching an accedblenance
level in the eyes of the DMs and the decision analysts. | am sotssing
validation in the strict statistical sense. A number of indicatwes suggested
below which have been used in this investigation. Initially, this work started
optimistically with the aim of building a mathematical modebdajroup decision
making process. Further, measurements were established whichmdighte the
presence of certain biases. However, it very quickly became appiaaéthis task
was too ambitious. The motivation for such an approach is clear, butaiiernr
itself is very complex. Some of the proposed models, measures areb iss
concerning this approach can be found in Simpson (1995). This thesis will not

repeat that work.

The validation approach which | have selected includes both statemetiis of
negative aspects which may surface from the use of a group sehestés of the
positive influence which facilitation is claimed to have on group detimaking.
Also, the technique of requisite decision modelling (Phillips, 1984)vatication
approach will be discussed. Drawing on the earlier discussion of tnemiy
nature of preferences, | suggest that the view of the problem hdlteldyM is

evolving.

Investigations of decision analysis applications are subjective. riaipi
experiments are not repeatable, are not generalisable, are notveobse
independent, are not based on objective measures and it is alwaysepwsSiid

an (equally (in)valid) alternative approach to the suggested techniggéort,
decision analysis applications are dynamic, responsive and unique. However, in an
attempt to understand our environment better, there will alwaystbm@s to
conduct such research. It is these attempts which have led to theecatisn of

how to conduct qualitative research (Levin and Hinrichs, 1995). New defisiti

of statistical measurement validity have been suggested, propgsaisw to

isolate and measure the desired effects by manipulating expésindesign are in
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place and statistical techniques have been devised such as tesiaféamding

variables and fixed/random error effects.

This chapter will investigate group decision making support. Inifialybrief
outline of a subset of relevant problems which may occur when a grieumppéd
to work together to solve a problem is given. A description of the tgabnof
facilitation follows, highlighting the reported advantages of its. uSeme
cautionary comments are included which motivate the need for furbkragion
of this technique. A synopsis of the difficulties of conducting qualiati
evaluations is given. A summary of two investigative experimengsdsented. |
performed these experiments in order to better appreciate thabatintr of
facilitation to promoting good group decision making processes. Finathe s
conclusions are outlined, and motivation for the work set out in the nepiechs

given.

WORKING IN A GROUP

The need for evidence to evaluate decision support techniques in general i
emphasised by research from the 1980s that has indicated the aignipact of
psychological biases on individual and group decision making (Kahneman et al
1982, Dunning and Ross, 1990). In addition, work done in the field of group
dynamics and group decision making has found many conflicting resultsthbout
performance of groups relative to individuals and have found instances where
groups become dysfunctional (Janis and Mann, 1977, Forsyth, 1983). The research
into group decision making and psychological biases is vast. Thermarg
effects described in the literature. What follows is only a subkéhe possible

areas for investigation.

Subtle biases, which are independent of the decision theoretic modebhemay
influential in both individual and group decision making settings. Research
experiments performed in the field of descriptive decision analgsigchology
and experimental economics have described an array of judgmentatibswand
psychological effects (Kahneman et al., 1982, Hey, 1991). Most of thishasrk
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been done on the basis of individual decision making. Theories have been
developed to model how a DM actually forms preferences, assisdig®bdd and
makes choices. It is likely that biases will manifest théwesein a group setting
also. One bias in particular is studied in the following experimethizt of
overconfidence. The non-numerical nature of the problems to be solved in the
experiments means that other possible biases were not asoceasndider.
Overconfidence is a well researched bias (Kahneman et al, 1982, Daming
Ross, 1990). This effect manifests itself in the individuals’ behat they are

both accurate in their judgements and can say so with a good destfioleace.

They overestimate their ability to accurately predict values.th#eir perceived
confidence increases, the gap between their actual accuracy andstéted
confidence widens. It has been shown that this effect is more pronouneed i
group setting where a consensus of opinion is sought (Dunning and Ross, 1990).

The stated confidence in the group prediction is much increased.

There is much research into whether a group of DMs are capatadaabiing good
decisions. These are generally comparison based, investigatingeltiteser
performances of individuals and groups. The studies are based on probleins whi
have a correct response in order that the subjects' responsesmigtrinpared.
This may be a somewhat artificial scenario in which to examgmep decision
support as it is usual for it to incorporate values, preferences aedainty. It is
very unlikely that a problem will have a correct answer, ratheretare usually a
number of alternatives from which to choose, each with conflicting owsom
Some findings show that groups outperform individuals whereas othershénd t
reverse, i.e. that individuals outperform groups (Graham, 1977; Laughlin and
Barth, 1981). In order to make sense of these findings, it is necéssaynpare

the studies accurately.

* The size and complexity of the cognitive task must be noted.

* The type of task should be considered, whether creative ideas arel meede

general problem solving.
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* The actual measurement of group and individual performance should be
considered, i.e. group decision based upon a statistical aggregationtymaj

vote or consensus.

Groups are perceived to be more useful under certain scenarios. Whesnarobl

are cognitively very large, too large for an individual to grasp thenay be the

case that a group can comprehend the problem adequately. Groups may be
preferred when creative tasks are being undertaken. Group discussion and
interaction allows the formation and development of new ideas whichnoy

have come to light if left to an individual. Further, the involvementhefwhole

group to come to a group consensus is perceived as an important aspesed
where implementation of any decision needs the cooperation of many geaple.
these sorts of reasons, the use of groups to solve problems istdikaiytinue.
However, there are also numerous aspects which have been descrilted in t

literature to explain the breakdown in dynamics within a group discussion.

Groups do not always use discussion to their advantage. Conflict camsgive a
number of discussion-limiting effects. These include procrastinatioaravthe
actual recognition that a decision has been reached is ignored imethieers of
the group. This may manifest itself due to an avoidance of respaysiboiti
making the decision. Even in a group decision making context, it is andodi
who must suggest that the solution has been found. Another effect ofsthscus
limitation is that possible options may be ignored and the group discussidremay
trivialised. This in turn may give rise to pointless arguments. t¢rucial to note
that all groups have a group personality as well as there beingidunali
personalities within that group. There may be some link between ¢a&dmwn

of group dynamics and group personality.

Group discussion has been found to impact profoundly on the individual beliefs
and judgements of members of a group (Forsyth, 1983). Groups have been found
to select a course of action which is more extreme than wouldckpexted by
aggregation of the individuals’ pre-discussion preferences. Theirsti&haviour

may be towards more cautiousness or greater riskiness depending enghte
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predilections of the group. The suggested reasons for this driftdewiskiness

are that individuals may become less wary when insulated by grougiodec
making, or the natural propensity of risk takers to ‘lead’ the group. grbep
members’ preferences may be influenced normatively (i.e. by eedestonform

or distance themselves from group norms) or informationally (through the
provision of better information). Kaplan and Miller (1987) found the importance
of each of these effects to depend on the type of issue being cotisader¢he

decision rule adopted by the group.

Groupthink is a concept developed by Janis (1972) which outlines a number of
symptoms and associated causes which result in “a distorted&tylieking that
renders group members incapable of making rational decisions” (Fof883,
page 294). Most effects are a result of over-limited communication,
overconfidence in the group’s ability to make a good decision and an over-
estimation of the benefits of the preferred strategy. The fatits do not
thoroughly evaluate alternative strategies or air dissentingsviewfavour of
seeking unanimity with the rest of the group. Groupthink is more likely toracc
groups which are highly cohesive, are isolated from outside scrutinpgdur
decision making, face decision problems with potential severe consegumnce
whose discussion is limited by structure. These factors have a meuniohpact.
Forsyth (1983) reports on a range of content analytic studies and regptai
evidence which shows a definite relationship between these factdrpaor

decisions.

Further, research in group dynamics shows that groups of workersame for

dysfunction. The following aspects cause these problems (Baron et al., 1992):

* Group member characteristicsstatus effects mean that some members are

not valued. This leads to less confidence in the group solution.

» Group size- although there is likely to be an increase in knowledge and
expertise with the use of a group, there are management istaiesl to how

all these ideas can be aired and evaluated.



Chapter 4 61 Facilitation

* Social loafing and free riding some group members may choose to take a
back seat in the problem solving. This may be because they arblazpuld
also be due to the ‘too many cooks’ approach. It is likely that thesg g
members will not feel as committed to the group solution due to ldekrof

involvement.

* Inequity issuesit is likely that all group members will receive equal créali
the problem solution. If some members perceive others as having had no input

it will lower their own commitment to solve the problem themselves.

In summary, groups of DMs face many possible problems, some of wiggh t
may not recognise or know about. As outlined above, there are many problems
which may hamper the group’s ability to function cohesively. As digcligs
earlier chapters, problem solving is also a difficult task. Whesetlt@o aspects

coexist there is even more reason to advocate decision support.

FACILITATION

Facilitation is a group decision support technique which is often used in
conjunction with decision conferencing. The format of decision conferenging
widely referenced (Hall, 1986, French and Liang, 1993, Phillips and Phillips,
1993). Decision conferencing is a form of facilitated group decisickingaand

has its basis in three disciplines: decision theory, group proca&sdesformation
technology. The facilitator at a decision conference has a ceatealMuch of
what is supposed to differentiate decision conferencing from a sthigdawnp
decision making exercise is orchestrated by the facilitator.ethdelall (1986)
says that the facilitator must be an expert in three ageagp dynamics; rational
decision theory; and communication. A facilitator should influenceptioeess
quality and efficiency of group decision making. Quality and efficiency are a
consequence (but not necessarily a conclusion) of process. The strehgths
facilitation lie in supporting group decision making processes. Disgussd

conflict are managed, and problems with communication addressed. Epesésa
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are often overlooked in an unsupported group setting as the group’s coneerns i

with the decision problem itself.

The facilitator’s role is somewhat elusive, not in its definitoort rather in the act
of portraying the role. It is possible to define a facilitator, buich harder to
know how to interpret these definitions. The duties of a facilitatme Haeen
usefully discussed in the soft operational research literatues. f8e example,
Eden and Radford (1990), Phillips and Phillips (1993) and Huxham and Cropper
(1994). Ideas put forward in the literature stem from early findarggroup work.
For example, the duties of a facilitator are akin to those stegfjés an impatrtial

group leader by Maier (1967):

* Encouraging members of the group to listen in order to understand tadiner

to appraise or refute.
» Assume responsibility for accurate communication between members.
» Be sensitive to unexpressed feelings.
» Protect minority points of view.
» Keep discussion moving.
» Develop skills in summarising.

However, group facilitation is more involved than group leadership. Phéinos
Phillips (1993) claim that to understand the difference between leatidg
facilitating a group, it is necessary to distinguish between atgbup is doing,

and how it is doing it. A leader would typically be interested in lloéh‘what’

and the ‘how’. A facilitator, on the other hand, would refrain from contiriguto

the content of the group’s discussions and would concern themselves with the
processes of group discussion. The research by Phillips and Phillips (h8r&3

it clear that involvement in content may interfere with theatiffe facilitation of

the process. The facilitator must consider content to a certéentexor content
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and process interact but observation of process becomes difficult atenuch

attention is paid to the content of the discussions.

The literature on facilitation claims that it improves group siea making. In
Ackermann (1996), such improvements were defined by over 100 managers who
had taken part in facilitated group decision making events. The measilatd
to the participants’ perceptions of the influence of facilitation gmoaip decision

making process:

» DMs are able to contribute freely to the discussion.

« DMs are able to concentrate on the task.

» Facilitators motivate the group so that the DMs sustain enougteshtand

commitment to solve the problem.

« DMs are encouraged to review progress.

* DMs are forced to address complicated issues rather than ignore them.

Certain strategies can be employed in an attempt to avoid groupthieke T
include the use of a group leader as an impartial observer, the wevibé
advocacy to extend discussion, an admission of the complexity and inenogist
surrounding the problem and an acceptance of responsibility for the meaking
implementing the decision (Frey, 1997). With such strategies in ntirvapuld
appear that facilitation may be able to provide support which with@age good
practice. Further, existing literature on the applications ofitiaiton and decision
conferencing alludes to its success. Since its introduction by h8HCA, it has
had many high profile applications leading to ‘well accepted soluti@all,
1986). Its use in the International Chernobyl Project (CEC, 1992) has
demonstrated its acceptance by sections of the academic commlindy.
combined use of this technique with a predictive dispersion/deposition enodiel
geographic information system has been proposed for use by the RODB@§, pr

an international project for decision support in radiological protectiCelly,
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1994). However, the recognised existence of a citation bias (Beath £887),
and possible issues such as an unwillingness to admit to spending money on
worthless advice, may influence the literature. Therefore, theoftins work was

to investigate facilitation, measuring it against its own claims.

EXPERIMENTS

Important issues concerning the adequacy of an investigation of growglodeci
support are outlined below. Initially, a number of possible influencingriaare
presented. A scenario was chosen in order to minimise the effédisese
confounding variables. The scenario is described and the investigation of
facilitation as a group support mechanism is justified. A selectif criteria
against which facilitation has been measured are given, alongwligtussion of

why some more obvious criteria have been avoided. Following this, theapdot
main study are described and their results presented. A discussiortrabtats

in the experiments, the performance of facilitation and areafuftirer research

concludes the chapter.

Problems Related to Group Decision Making Resear ch

When embarking upon evaluating group decision making, there are many
complicating factors which prevent an objective scientific comparisSome

concerns which are specific to the study of facilitated group decision making are:
- Most measures are subjective and/or qualitative.

- The decision making environment is dynamic, therefore when should

measures be taken?
« Will the DM tell the truth, act truthfully, have hidden agendas?

- Group to group comparisons may not be valid as each group will be niffere

in uncontrollable ways.
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« Changes in group dynamics may be due to personalities of group members

rather than experimental interventions.

- The facilitator will have a learning curve if studying the sgmablem with
many groups. Altering the problem is not a feasible adaptation, athglt

the facilitator would also call study data into doubt.

- The influence of the facilitator may be based on personality dsas/eather

than techniques.

Further to these issues, | was making use of student subjectswitatsi my
problem solving groups. This led to more confounding factors, such as the groups
were not used to working together, were not in a realistic environarehtvere

not addressing a problem they might expect to face. Let mes sttehis point
however, that despite knowing the possible problems which could affetypkis

of experiment, it was valuable to attempt such an investigatitime lfesults from

this analysis were to find significant differences in a ftatéd work setting, then

it would be apparent that facilitation would be a robust tool which could be
applied to any environment. A lot of benefit could potentially be gainad &
minimalist effort. If, more likely, the data were to give ndxer no results, then
the experiments themselves could be reflected upon in order to tiyigimayht
aspects which may be crucial to the conduct of such work. Finally, ast m
importantly, only through performing such an investigation could | expegain

any insight into the nature of facilitation and the reasons which uadésl
reported success. Although, at the outset, it seemed that there woualdnlye
problems which may impact on the investigation, | still considered the

experiments a fundamental part of the research into prescriptive decision support.

In order to try to eliminate some of these complicating factord,to address the
criticism concerning the subjects available to me, | chose tolaiena jury
decision making session. Traditionally, such decision making is done ‘behind
closed doors’, and no record is kept of the deliberations. This scenario is

particularly interesting because:
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« No other decision support methods would be used, and therefore, any impact

could be attributed to the use of a facilitator.

« No expertise is required by the experimental subjects, as norqused in

the real-case.

+ Feelings of problem ownership for the experimental subjects mayehe

close to the feelings of responsibility and accountability felt by realtlifars.

« The group members are unknown to each other and will not have worked

together before (homogenous/heterogeneous aspect pre-defined)

« The group is likely to be diverse socially, culturally and politycabut is

always the same size.

« There is no pre-defined pattern for solution methods or personal roke in t

decision making with which the experimental participants must be familiar.

« The actual solution is unknown, but the subjects are required to give a

guilty/not guilty verdict and therefore their task is somewhat simplified.

A jury comprised of 12 people can be described as a ‘small grougligPland
Phillips, 1993). Juries are novel groups because they are made up of\pkople
do not know each other, and who come together briefly to solve often complex
and critical problems. Following their verdict on a case, they n@Ver be
expected to work together again. This basic background makes them aningerest
group to study as far as group dynamics is concerned. The traditiiodialgb of
group dynamics research cannot be immediately applied. Further, theluadi

DMs are not experts in the problem area in any sense. Moreoverhdkieyan
unusual aspect of accountability and responsibility for the decisiomouddh they

are obviously accountable for their verdict, there cannot be any personal
repercussions. Further, society is affected by their choice, l&itunlikely that

each juror will feel a specific effect, so feelings of resguhity are unusual. This
makes the setting interesting from a decision analysis poinewf Hinally, a jury

is unusual as a group decision making unit because it has no ‘histaggoup of
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people who have never met each other, let alone worked together, alet@aske
consider a specific case (or set of cases) and will not wdlktteir fellow jurors

ever again.

The individual jurors may have little experience of decision makingroup
work. This may make them nervous, or cautious about voicing their opinions.
Therefore, there are reasons to believe that aspects such ewgqubstatus of
other jurors may influence the jury members similarly to the decued effects

of status in other group settings. Further, the nature of the task of a jury thaans
there are likely to be two factions to the group. This split mustdokeessed for a
verdict to be reached. In an ideal world, any changes of opinion would be down t
persuasive argument. However, the group decision making literature dasume
much evidence of opinion change due to normative, or peer, pressure rather tha

informational, or evidence based, argument.

It is hoped that, by using the scenario outlined above, the impact of hidden
agendas will be minimised, if not totally eradicated. Therésis létle foreseeable
advantage in lying. Unfortunately, it is almost impossible to addhessriticisms
about the groups themselves. Groups were to be identified by a randomisat
technique, but this is not guaranteed to remove biases. Data on the poedilet

the groups were to be collected during the experiment, and used tor tenype

experimental results.

Last year, the Master of the Rolls announced that the Britisal [S3gtem should
be free to examine more closely the work done by juries. It iemily illegal to
solicit information from jurors about the deliberation processes. Avgsttigation
might consider how to support jury work in the light of the many chandpsh
have taken place in British legal processes. For example, thefusxpert
testimony’ and the introduction of forensics has meant that the evigessented
at trials is increasingly complex. Information is presentedhénform of statistical
likelihoods, and is in danger of being misinterpreted. Further, thenme iscrease
in the detection and subsequent prosecution of ‘clever crimes’, suamaasidl

fraud. These cases are often very long and involve complex finarmial |
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Establishing not only the facts, but also the intention of those involvedbma

incredibly demanding.

So, it was proposed that due to the nature of the jury group, a supportinmatha
which would attend to the decision and discussion (deliberation) processagnd
help in the presentation/interpretation of information would be an ideal
mechanism. Many group decision support techniques exist which operate wit
varying levels of invasiveness. Various software packages araldea{Belton,
1990) which give graphical representations of aspects of a decisioremprobl
Varying degrees of meta-support exist in the form of decision podsuttancy

and facilitation. One possible alternative support mechanism which haes
been employed in these experiments was the delphi technique (Linstdne a
Turoff, 1975). This is a group decision support system which has been developed
to incorporate the use of computers to anonymise discussion. Individuat&Ms
contribute to the discussion via their keyboard, and then sections of the
contributions are displayed to them via their monitor. On closer inspedelphi

was deemed to be inappropriate for a jury application. In addition to the
unnecessary expense of providing computers and software, it is ut&elvery

juror would feel happy sat at a computer commenting on the case. Welck be
exaggerated status effects in terms of grammar and spefiiags. The results of
technical or power failure could be catastophic, and the secunitysiseo much

to worry about. Further, this system seemed somewhat out of plackundreds

of years old legal system. Facilitation is viewed as addrgsskactly the issues

which need addressing, whilst not being overtly apparent.

There will be little role for the facilitator to play befomr after the decision
making session. Unlike a business environment, the effects of théoddeaken
will not impact on the working lives of those involved. So, there wilhbeneed
for follow-up. Similarly, it is unlikely that the subjects will Y& major personal
concerns before the session regarding what action will be taken,reatdenthey

will have to admit to professional errors. However, the facilitatdirbe expected
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to encourage discussion during the jury’s deliberations and help wittethsion

making processes.

The influence of the facilitator may well be based on their pelispnbut it is
anticipated that by defining their role carefully, any effects/iipe linked to these
aspects rather than personality traits. Further work could be done to
examine/model the facilitator. As for a learning curve issuethe proposed
scenario it is likely that a facilitator would participatesimilar problem outlines

on a regular basis, so to claim this as a bias may not be strictly true.

Criteriafor Evaluation and Validation

In attempting to assess decision support, many possible methods may be
employed. It would be possible to ask the DMs who have taken part totevalua
their experience. Equally, the decision analysts might summénseevent.
However, such an approach is open to many influences, not least of wkieh is
hindsight bias (Fischhoff, 1975). The comparison of two problem solutions, one
generated by an individual and the other by the group, within a normative
framework could be employed. However, this would be equally contentious given
the lack of consensus on normative decision theories. A suggested approach
employs models and an independent observer in order to base the assesasment
evidence (Simpson, 1995). However, the data to be used in these modéls are s

subjective (from the view of the observer) and open to much criticism.

One suggested criterion for establishing the value of a group aeaisaking
event is the outcome. This is a very contentious issue. In a legabrement,
where it is unclear that society will ever really know thalty it is difficult to see

how the jury’s decision might be compared to some objective measure of
correctness. In a business decision making setting, there are everraasons
why outcome might be a bad choice of measure. Quality cannot be steasur

the eventual outcome for two reasons:

1. the outcome may be ongoing;
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2. the outcome may be due to the interaction of the decision with an

uncontrollable state of nature.

The consequence of such an interaction will not necessarily réflecuality of

the eventual decision. Further, the quality of the solution will depend on the
guality of the input data. Even if the decision process has been goodopmam er

the data may result in a bad solution. To establish the qualitydetiaion, one
should consider ‘what’ information a DM chooses to use. Have they considered all
the relevant/ pertinent information? This in itself is a decidjimfiormation
fatigue!). In addition to this, different people would establish diffecziteria as
important. Whose criteria should be used, or could be regarded as Wist’
respect to quality? For example, should mass public opinion (e.g. by a
referendum?) be used, or that of experts (politicians) or perhapslyntbe
individual who is making the decision. Consequently, the attempt to mehsure
guality of decision is an extremely complex ideal. The work underthkee will
concentrate on measures of process quality, and assume thatltimssahe way

aid the quality of the actual decision reached.

Phillips (1984) describes a way of validating a solution of a decisigport
session, and therefore the decision support itself, which he callsitegiecision
modelling. This approach encourages the DMs to comment upon whether they feel
that the model represents their vision and their values. The DMsasked
whether the resultant solution fits with their intuitive choicethé DMs are
uneasy with any of these aspects, Phillips argues that the moddk ne
enhancement, or the values need modification. This process is theredeped;
through iteration, will lead to a satisfactory solution. However, gleand
Buchanan (1996) argue that DMs’ satisfaction is not a good critesi@sgess
validity. In their laboratory experiments, they find that DMs egpeel the most
satisfaction for methods which involved the least cognitive efforts Tinding
must be tempered by the laboratory nature of the research. It wemnd unlikely
that, in a real setting, any DM would be happy to accept a quickdpecially if

their reputation depended upon it.
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What is apparent from this work is that not only could one question lile la
nature of preferences, but one might also consider the impact ointtie model
of the problem. Indeed, assessment criteria may be subject to chAdtegeatives
may be unstable. Certainly, it is likely that the intuitive views &M are initially
only partially formed or inconsistent. This adds weight to the comeiadound in
Chapter 3. Communication of the results of preference elicitateimigues, and
also an explanation of the effects of certain preference distntsytto the DMs is
crucial. DMs need to increase their self awareness, knowledgenaledstanding

in addition to comprehending and validating the decision support mechanism.

It would appear that all available measures have drawbacks of one kind or another.
Consequently, the chosen approach has been based on feedback from the DM. A
closed questionnaire which asks opinions before, during and after theodecisi
making session was used (see Appendix 2). For a facilitator to ahpasitive

impact they should be able to either establish the positive agsedtscribed by

the facilitation literature, or should be able to stop the unwantedirstginal
problems as outlined in the behavioural group dynamics literature. dreréfe
guestionnaire was based mainly around the Ackermann (1996) measures,

additional indicators were taken from Maier (1967) and Baron et al. (1992).

Pilot Experiment

In running a pilot to simulate a jury discussion, it is not necegsacpmpletely
mimic a jury setting. Especially at the pilot stage, the expnter is interested in
many aspects of the experiment, and will not run a ‘polished’ scenasi an
approximation to the jury setting, groups were given a problem whighctindd

not solve, but which would generate much discussion, and would be influenced by
personal morals. The aim of the experiment was to try and estatfiat impact,

if any, a facilitator would have on the deliberation process. Is&imed to a
certain extent, that the decision making itself will alwagse down to a vote,

which will be rerun and rerun until the required split is obtained.



Chapter 4 72 Facilitation

Consequently, an ethical scenario was devised which concerned a psisisehld

of HIV in a prison via either consenting homosexual sex, rape or deigrhe

full scenario is described in Appendix 2. This was assumed to bew about

which everyone would have some personal opinion. The task given to the subjects
was to discuss the problem, and some of the proposed solutions, and to decide
together what sort of information they would like to help them establish the size of
the problem and then make a decision. Notice that the whole problémnncisied

to simulate a group discussion of uncertain, complex issues withoweasaeily

right or wrong answer. Some of these groups were supported byitafaciland

the others were not.

A self-assessment was then completed by each of the subjedis oattre of
their group discussion. A series of questions were put to the individliags.
criteria for assessment of the discussion were taken from #eker (1996) and a
few common-sense questions were included. This ostensibly would alloiw me

test 11 hypotheses. The hypotheses appear below in Table Chapter 4 .1.

Subjectstaking part in a facilitated group discussion will be more likely to:
Hq feel able to contribute freely to the discussion

H, concentrate on the task

Hs feel that the group were interested in solvingghablem
H, review their progress and work logically

Hs address the complicated issues

Hs agree to work within their groups on another odoas

H- agree with their group solution

Hg feel that all members contributed

Ho feel that they could solve the problem

Hio use informational approaches to solve disagreements
Hig feel that working in the group had influenced thagiinions

Table Chapter 4 .1: Alternative hypothesesfor pilot experiment
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Subjects and the Event

The subjects were 66 first year undergraduate students redistarean
information systems module. They split into 6 groups of 8 members araligsy

of 9 members. 4 groups were facilitated (F) and 4 groups were litatadi (U).

All groups had the same scenario booklet. All discussions took place asound
large table and were limited to one hour. The groups were setftisg), but the
students were all still new to each other as the experimenptaok in one of the
initial weeks of the first semester. The session took place inobtiee module
slots and was advertised as giving them experience of group denisiking.
There was no assessment based on their responses, and they ardrallgSsee

to make any comments they chose.

The facilitators were all volunteers. They were not traineditiors in a formal
sense, but were all experienced in group work and group meetings. A short
briefing was given to them about their role. They were advised to dufhor
discussion process, and not to comment on their own view of the problem. They

were all members of staff in the University of Leeds.

Pilot Results

An initial examination of the data shows the results to be somendwiclusive.
Indicators of these eleven hypotheses were included in the questiorhaire.
comparison of the sum of mean responses of each group to the hypothgses wa
compiled as an initial indicator. After coding the data appropriatbly possible
range of the sum of responses would be from 11 to -11. For facilitatibave

made an impact we would expect to see a large negative result on the F groups and
a positive average response on the U groups. This rudimentary approaoh did
fact give large negative averages for the F groups. UnfortunabelyU groups

also had a negative average, though noticeably smaller than F, see fiahier @

.2. It is interesting to note that when comparing the demographic makebp

‘most facilitated’ group (i.e. largest negative average, groupnyBich was a

facilitated group) with the demographics of the ‘most unfacilifatgoup (i.e.
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smallest negative average, group E, which was an unfacilitategb)gthat they

are very similar.

Facilitated Averageresponse | Unfacilitated Average response
Group A -5.63 Group E -1.88
Group B -7.25 Group F -5.38
Group C -8.00 Group G -4.75
Group D -8.11 Group H -6.78

Table Chapter 4 .2: Averageresponseto processindicators

The coded responses for the 11 questions were entered into SPSS. The
investigation was trying to establish a difference between @ iw which a
facilitated group worked, compared to a control group, i.e. unfacilitated. Thsis, thi
was an experimental rather than correlational design. The taomat groups

were generated from a class of undergraduate students at randosforghdhe
subjects were considered to be similar on certain key featureg @ matched
subject design. The existence of two treatments, the facil@atbthe control, led

to two conditions. Finally, the data collected from these subjeats maminal in

nature, i.e. yes/no/don’t know so non-parametric tests were performed.

Appropriate analysis tests were established (Seigel, 1956, Hicks, H9@b)
performed to investigate whether facilitation had any influence ometgonses

the groups gave to the group process questionnaire. Wilcoxon Matched-Pairs
Signed-Ranks tests were used to compare the results. Wilcoxon aeseddo
compare an experimental condition with a control condition when the ssibject
have been matched on critical variables which may influence tbkstehe test
investigates whether there is any difference between the respgneas by the
control group when compared to responses given by the treatment group. It
achieves this by comparing pairs of responses and producing a rankeaforder
differences. These differences are then inspected for signiéicaaca look-up

table. A p-value is returned by the test, indicating whether a statistical
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significant difference exists between the responses fromdhartent and control

groups. The Wilcoxon data are presented in Table Chapter 4 .4 below.

Three significant results emerged with respect to the eleven hypothatsels Tde
facilitated groups were more likely to feel that all membed contributed to the
process. In addition, they were more likely to feel that they coalde sthe
problem, and also be happy to work together with their group again. It appears that
the presence of a facilitator may have influenced the subjeetséptionof how

well they worked together rather than necessarily affectingatiieal way the
groups have worked. It seems that the facilitator may engender aofted|fgctor

amongst the DMs.

Group processindicator z p

Could you contribute freely? -1.46 0.14
Did the group concentrate? -1.04 0.30
Did the group try to reach agreement? -1.00 0.3p
Did the group review its work? -1.55 0.12
Did the group ignore hard issues? -1.41 0.16
Would you work with this group again? -2.40 0.016
Do you agree with the group solution? -0.97 0.3
Do you feel that all members contributed? -3.90 | 0.0001
Did the group use informational approaches to solve | -0.55 0.58
disagreements?

Did the group feel that they could solve the proiffe -3.15 0.002
Do you feel that working in the group influencediyo | -1.32 0.19
opinions?

Table Chapter 4 .4: Wilcoxon pilot results

Discussion

The results above do not clearly vindicate or condemn the use ofitataci An

interesting aspect has emerged with respect to the role dadhigator, that of
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ensuring that the group feel contentment. However, it is cleathisagéxperiment
has not replicated the findings of others with respect to famiitaThere are a
number of possible reasons why the pilot may have not given a ‘grgentt

facilitation:

1) Inappropriate measures - The measures are taken from Ackermann. (1996)
They were generated by discussions with ‘real’ groups who had usitbdec
support systems, both facilitation and computer-based decision support. It
could be argued that Ackermann’s findings have established that tiege t
occur in a facilitated setting, and not that they will not occur in an Uihdéed

setting.

2) Untrained facilitators - There is evidence in the literatuhgctv suggests that
untrained facilitators have little effect (Anson et al., 1995). Altiotige
people used in my pilot had no ‘formal’ training in facilitation, thegre

experienced at supporting group work.

3) Intriguing problem - The group members all became involved due to the

interesting nature of the task.

4) Inexperience - The subjects used in the study had not experienced enough

group work to actually judge whether they were functioning well or not.

5) No history - The groups all worked because there was no history dfctonf

which pre-existed. Does facilitation only work in this sort of environment?

The inconclusive results cannot be put down to environmental issues: teetsubj
did not ‘self select’ (volunteer) for the task; there was no thoéassessment
based on their solution; they had no previous knowledge about the benefits of
facilitation; and they had little previous experience of group workrefboee, a
further study was performed to try and address these issues abtishsimore

clearly whether the F and U groups actually worked differently on the task.
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Main Experiment

When designing the main study, the possible reasons for the poor wstiies
pilot experiment had to be addressed first. | decided not to withti&awse of the
Ackermann measures, but rather to extend the questionnaire to include
complementary measures. The facilitators used in the main shiudgd@rwent
some basic training as described below. The decision problem waathgguing,
but still had to be intriguing enough to grasp the subjects’ interéses subjects
used in the main study had all experienced group work to a lesseeaiery
extent. In fact, a larger majority were ‘mature’ and theefbad much group
working experience. It was impossible to address the ‘history ofictnésue.
Indeed, in the chosen scenario of a jury setting, it would be inapprofriatedy
a group with a history of conflict. Therefore, this possible influenoethe

efficacy of facilitation was not addressed.

The experiment took place in two separate sessions. An initigdingesccurred

the day before the deliberation. At this session all of the subjemts presented

with the case and the testimonies on an OHP. They were also hait tihe
following day would involve. They were given an answer booklet, which they
were encouraged to leaf through. They were asked to make some early
observations which were recorded in their booklets. The subjects wepéesl

with a case summary and four witness testimonies on five segamats. A copy

of this material is given in Appendix 2. The groups were then randgenigrated

and each subject given a group number for the following day’s deliberation.

The scenario used for the jury experiment was a real case ftake the 1960s in
Canada (Vidmar, 1972). A man had been fatally shot in an attempted rablzery
general store. There was one independent witness, and testimoniegsh&om
deceased’s brother and mother as well as from the defendant. Ftivénerwas
information from the arresting police officer included in the cas@mmary. The
jury were faced with deciding whether the defendant had murderedhtpe s

assistant, or whether there should be a lesser charge of manslaughter.
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Subjects and Event

The groups used in this study were again students, but this timetarenof
undergraduate and postgraduates. All were registered on a moduleisiordec
analysis. There were 48 subjects split into 8 groups of 6 membersgfaups
were facilitated (F) and four groups were unfacilitated (U). gkbups had the
same scenario booklet. All discussions took place around a largeatablere
limited to one hour. The groups were randomised. Both sessions took ptaee in
of the module slots and were advertised as giving them experiengeouyb
decision making. Again, there was no assessment based on their respolse

they were essentially free to make any comments they chose.

This time, the facilitators had all experienced some trainifgeyThad each
participated in three 2 hour group sessions. The initial session outtindeém
what facilitation was, and what the experiment would involve. The sesas®ion
had them role playing group discussion and facilitation. They wele gaen
instructions about techniques they might use over the next week tas@ract
facilitation. A third and final session was run in which their role was reitbiatd
discussed in the light of their experiences. The facilitatoree weade up of

members of staff and research postgraduates in the University of Leeds.

Main Results

The results of the main facilitation experiment are again sdraeinconclusive.

Two significant results were found. Unfortunately, they did not correspmiioe
significant indicators which emerged from the pilot experiment. da@ was
coded and entered into EXCEL and SPSS packages in addition to sonssanaly
performed by a custom built programme. An initial examination of bbé&h t
randomisation into groups and into each treatment was conducted. Negix the
qualities of facilitation raised by Ackermann (1996) were testéahgawith
further hypotheses concerning groupthink and group dysfunction. The results of

these analyses are presented below.
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Subjectstaking part in a facilitated group discussion will be more likely to:

H; feel able to contribute freely to the discussion

H, concentrate on the task

Hs feel that the group were interested in solvingpheblem
H, feel able to contribute freely to the discussion

Hs review their progress and work logically

Hs address the complicated issues

H-, agree to work within their groups on another ocoasi
Hg agree with their group solution

Hio feel that group members were trying to keep theudision moving

Subjectstaking part in a facilitated group discussion will be lesslikely to:

Hg feel that group members were being purposely awdttaegumentative

Hig feel that group members were making contributiohlvwere stupid

Hip feel that group members were rejecting alternativéhout listening

His feel that group members were letting other DMs llithe work

Hiy feel that group members were ignored/rejected erbsis of personality

Table Chapter 4 .6: Alternative hypotheses for the main study

Data from Section One of the questionnaire asked each individual fioitiah
view of the problem (see Appendix 2). The data have been used to exbmine
randomisation process used to produce each group. An initial measurnmexkam
whether there was a possible bias in any of the groups towards otteepof the
verdicts. This was performed usingxa test on the ‘verdict’ data and gave
insignificant resultsy’ = 1.887,p > 0.01). Therefore, there was no reason to believe
that any of the groups as generated were pre-disposed to solvingotiienpr

irrespective of the treatment.

In order to examine further whether other confounding aspects miglitelo&ra
the group decision making, | devised a specific measucerdfict based on the

‘confidence’ data. Conflict considered both the direction of the verdidtthe
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strength of conviction with which that view was held. Essentiallgh egroup
member was pairwise-compared with every other group member. Thgadson

used a measure of the absolute difference between the two swdctdso a
measure of how far each was from the central point, coinciding avitfon’t

know’ response. These values were then averaged over the group. Thea conflic
measure varied between 0 and 2, where 0 indicated a group who weke of li
minds, and 2 indicated a group who were likely to differ strongly. Tdrlict

measure is reported for each group in Table Chapter 4 .7 below.

Facilitated Groups | Conflict Unfacilitated Groups Conflict
Group A 0.47 Group E 1.15
Group B 1.06 Group F 0.32
Group C 1.06 Group G 0.84
Group D 1.12 Group H 0.22

Table Chapter 4.7: Conflict measurefor thetreatments

A t-test was employed to see whether there was a significdatedite in the
levels of conflict existing in the groups allocated to eachrtreat. The results
show that the conflict levels were not significantly differantglue = 0.96p =
0.408). The third and final test of the randomisation process was pedfomtée
confidence data reported by each individuak-t&st was used to see whether the
individuals going into either of the treatments were less confidbotut their
individual decisions. Again, the results showed no significant diffesefozesach

treatment groupt{value = -0.37p = 0.713).

This initial investigation was performed to identify any possikbafaunding
variables which may be influencing the group work. Since all of tis &how
that there were no significant differences between those individsaigned to a
facilitated session and those assigned to an unfacilitated sesisein,the

following tests should be reporting on the influence of the facilitators themselves.
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In addition to testing process hypotheses, one test regarding the oidenoef
bias was performed. Each subject was asked to state their indigahfadence in
their verdict prior to joining their groups. Once the groups had perfotimeid
discussion, a second agreed confidence measure was stated. Bedhestacf
that not all groups were able to reach a decision within the amg four groups
were able to state a ‘before’ and ‘after’ confidence measomturiately, of these
four, two groups came from the facilitated groups and two from theratont
Therefore, a-test was performed on the change in the confidence measure which
matched the average confidence prior with the agreed confidence pesestilt
shows an insignificant result, and therefore cannot confirm theeexistof this
bias. This is not surprising given the very small sample. Howevexxamination
of the data, it is apparent that a large growth in confidence owgtivis both of
the facilitated groups whereas the unfacilitated group data iedicate large

growth and one small growth.

In all, fourteen hypotheses were tested regarding the nature gfahp work in

the main study. These were all tested by asking all individuais/éoa personal
response on their perception of how they and their group had performedain cert
process aspects. In order for facilitation to show a measurabkéveasipact on
the group decision making process, some of these process aspectsratioatd i

a significant difference between the two treatments. The mesastimosen
reflected the positive influences which facilitation is claimechave on group
process and the negative aspects of group dysfunction which any deagamts

tool should address.

The data for these tests were nominal, i.e. yes/no answers. &ibddsabove, the
appropriate test with respect to the experimental design andyp&tawas the
Wilcoxon Matched-Pairs Signed-Ranks test. This test computesrediffes
between pairs of variables, one taken from the control group and oneHeom t
treatment group. It proceeds by ranking the absolute differences, and the
generates the sum of the positive ranks and the sum of the negatge It then

computes a Z statistic from the positive and negative rank sumsefditeg all
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indicators were tested in order to identify any significant tbffiees in responses
to the measures between the facilitated and unfacilitatednieaets. The data are
shown below in Table Chapter 4 .9. Two of the indicators used in the tdyn s

demonstrated a significant difference in the responses from each treatment.

Group processindicator z p

Could you contribute freely? -.141 0.16
Did the group concentrate? -1.63 0.10

Did the group try to reach agreement? -0.06 0.95
Did the group review its work? -1.43 0.56
Did the group ignore hard issues? -1.62 0.11
Would you work with this group again? -0.90 0.37
Do you agree with the group solution? -1.00 0.32
Was anyone purposely awkward? 0.00 1.00
Was anyone bullying others? 0.00 1.00
Was anyone wasting time? -0.58 0.56
Was anyone rejecting other opinions? 0.00 1.00
Did anyone try to keep discussion moving? -1.67 | 0.10
Was anyone letting others do the work? -0.38 0.71
Was anyone ignored on the basis of personality?  0.00 | 1.00

Table Chapter 4.9: Wilcoxon main results

Low levels of significance do appear to exist for the facddagroups on two
measures: when asked whether members of the group had concentrated upon the
task; and when asked whether their groups were trying to keep thessist
moving. The impact on the concentration measure may have been due to the
influence of the facilitator, or may have been due to the perceptiahe @roup
members that they were ‘being watched'. It is likely that phesence of any
‘outsider’ in a group of students may have encouraged the group to coteentra

the task at hand. Equally, it is impossible to tell from the respoosthe
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discussion measure whether these groups felt that the faciliatoseen to this,

or whether the group members themselves had been responsible fomgttiendi
the discussion. One point to consider is what impact a longer expérimaey

have had on these results. As the experiment stands, the groupsnadidst
function well. It could be the case that, if the groups had had to worla for
prolonged period of time on the task, the functioning may have begun to break
down. With a facilitator there to ensure that the discussion keepadq it is
unlikely that a group would falter. However, such a deterioration meyrauore
often, or much earlier in the unfacilitated groups, where discussionots

supported.

Discussion

Unfortunately, the findings of the pilot study were not replicatechbyrésults of
the main experiment. Further, the new measures introduced did not deateastr
measurable positive difference in the workings of a facilitateslig when
compared to the processes of an unfacilitated group. Many possible catiopb
were suggested to explain the results of the pilot. To some extesde
complicating factors were addressed in the practice and destge ofain study.
However, this has not led to a more positive group process being repyrtied
facilitated groups. The one issue highlighted which, in my beliehast likely to
have led to such inconclusive results is that of a history of confiittin the
group. This issue was ‘worked around’ rather than explicitly confrontbshrig,
there are flaws within the experimental design which would makeigm of the
existing research findings regarding facilitation dubious. Howeveiopeing the
two experiments outlined above has raised two issues of integsstirey the
preparation of facilitators and the appropriateness of facilitafldrerefore, a

contribution to an understanding of the technique has been made.

Commentson the Data Analysis

The approach taken for this investigation was subject centred. Thalheis

experimental design was based upon issues such as: would subjectsandders
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and be able to answer the questions asked of them; would subjectsréstedte
enough to complete the questionnaire; and would there be enough time availabl
for the subjects to consider and answer each question. Care was iriaken
developing the decision scenarios in order that a discussion would be provoked
within each group. The existence of a group discussion was crucjzroit

testing of facilitation.

Certain aspects of the experimental design were outside obntgot My overall
sample size was bounded by the number of students registered on each. modul
Therefore, the actual sample was smaller than | would have likeithelF, using a
class of students did not lend itself easily to providing the saméeruwh groups
for each treatment, or the same number of subjects within each dronper,
once groups had been constructed, it was impossible for me to ensuegetyat
member did attend the discussion session. The importance of idergatahent
sizes was not realised until after the pilot experiment had lceaducted.
Consequently, some of the initial pilot data had to be excluded froentigsis.
Similarly, in the main study, although groups of seven members wastracted
originally, some subjects did not attend the second half of the exqerirso

again, some data had to be set aside.

Therefore, there had to be some method for deciding what data to witfrdra
the analysis. The reasoning | employed was as follows: the aiihe @xperiment
was to demonstrate a difference between the control group (urfted)itand the
treatment group (facilitated). For obvious reasons, | was concerned lzxing
this judgement on a comparison of answers between the control andetneat
groups. Therefore, the selection of which subjects to eliminatebased purely
upon a within treatment comparison. | reasoned that, if | were toitsed for
biasing the results in any direction, it was more experimergaliynd to make the
test ‘harder’. Therefore, | chose to delete subjects from the gndup gave
responses similar to the majority opinions rather than ‘outlieftsis Tesulted in

preserving the largest range of answers within both treatmemipgr and
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therefore it became harder to establish that either of the grbagssome

underlying trend.

A further issue which should be noted regards the shortcomings of th8 SP
software. When performing a Wilcoxon Matched-Pairs Signed-Ranks thes
software produces a Z statistic, where the distribution for ZApigroximately
normal. According to many elementary statistical texts @elp56, Clarke and
Cooke, 1986, Hicks, 1995), Wilcoxon results in a T-value. However, Sprent
(1981) describes that “a normal approximation works quite welh$¥@0”. My
sample size was very close to the requirememt>@0. Indeed, in some cases,
was less than 20. SPSS does not enable the user to change theddifdowition

underlying the test.

Consequently, the SPSS Wilcoxon tests were verified, as far siblpo®y hand.

A rank ordering of the hypotheses from most to least significaamt §mallesp
value to largesp value)was derived for both the Z and T approaches. This was
complicated by the fact that the tests were all indicatinggnifgcant results.
Therefore, the absolufevalue for the manual approach could not be established
from the look-up table. An ordering of significance had to be devised by
comparing the difference between the actual T value, and the Stas¢dhe
lowest significance level (i.9<0.1). This rank order had to be constructed with
the relevant ‘step sizes’ of the appropriate row in the look-up tabignd. That

is, | considered whether the manually calculated T value wasnwetine step of
being significant, or many steps. This expression of significanc®igtrated a

similar ordering to that produced by the SPSS software.

DISCUSSION

There is a lot of literature on group decision making. Some of éisisarch has
indicated that this can be a complex event and error prone. Moreovera it
common task. Therefore, there is a clear motivation for finding daitand

efficient methods to support group decision making. This chapter atrgpte

evaluate one method of group decision support. Initially, a number ofiaricer
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validation were put forward. Measures were chosen which refledted t
literature’s claims about the benefits of facilitation and tbemications which
befall unsupported group work. Other indicators for validation were distubse
particular, the use of outcome as a measure of quality was aeltirdsss was
found to be unsuitable. However, a related approach, that of requisit@xecis

modelling, would make a valuable validation criterion.

The problems which are encountered by researchers attempting ttigatees
group work have been highlighted. It is unlikely that any experiment could
properly represent group work and generate enough comparable data tdeevalua
alternative support techniques. Two small experiments were outlimed a
performed. The scenario under investigation, the decision making of, asjumyt

a traditional application area for decision support of any kind. Theretbes
results which facilitation had shown thus far would not necessafdyer to this
environment. However, there was no reason to believe that a jury would not
manifest any of the dysfunctional aspects which are outlined initdratlre.
Therefore, it was hypothesised that facilitation would have a medasypositive

impact on the group. The results which were collected were surprising.

Very few of the hypotheses showed that facilitation had a positiget @n the
groups’ working processes. However, the indicators did show an improvement
when it came to the subjects’ perceptions of their group. Thetédedi groups in

the pilot study were more likely to feel that they could solvegtublem, and
would be happy to do more group work with their particular group. Thetédotli

had encouraged a ‘feel good’ factor. This is an important criteaogdod group
work. Having a positive approach to problem solving may result in thetat

the other dysfunctions do not arise. It may have been the case thathéne
treatment groups would have begun to manifest these problems if they had worked
for longer. The main study indicated that the facilitated groups were hkely to

feel as though their members had endeavoured to concentrate on thiehzisé a
and tried keep discussion moving. Unfortunately, there was an unreélhséic

constraint which may have restricted the impact of this positisegss. Given
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more time, some groups may have deteriorated if no-one had taken rbapypnsi

for the discussion.

Further, there is another important benefit of a feeling of conterttmghin a
working group. If we consider implementation as a criterion forszssent then it
is much more likely that those groups who feel positive about thekimgpand
the solution will be more committed to implementing it. The intaegibdel-
good’ factor related to the presence of the facilitator may haaeagible influence
in the long-term; it may prevent group breakdown occurring. Therefois, at
valuable commodity. | believe that this role should be explicitly ade in
facilitator training programmes. In addition, it is likely thafaailitator will be
employed in situations where a group has ceased to function and canaatage
forward for resolving issues. Such a situation is likely to produaeased stress
levels amongst the key group members. Any intervention which could intraduce

‘feel-good’ factor into the group process is likely to generate improvements.

One possible cause of these results may be that the groups stutliead matory

of conflict. It is possible that both the dysfunctional aspects of grawk and the
benefits of facilitation are apparent only when a group has gone begoma s
boundary of good working practice. More research would have to be undertaken to
establish this. However, if this is the case then it is app#rahthe subject area

of jury decision making may not actually benefit from decision supgamty
through applying alternative techniques to unusual scenarios will vablbeto
establish how certain techniques benefit group decision making, and wisen the
techniques might be inappropriate. The group decision support techniques are
dynamic and responsive. Indeed, the view of the problem held by the C4® is
ill-formed and changeable. Therefore, this approach can only ever show trends and
produce anecdotal evidence. As discussed above, there would never be enough
comparable data to allow a full analysis. However, it is likdétat such
applications would generate knowledge about how and why specific group

decision support techniques work. Once again, there is a good argument for
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encouraging decision analysts to work with their techniques and DMuatural

gain.

Conclusions

Facilitation can provide a ‘feel-good’ factor amongst the groupqoaaints. This
is potentially important and an aspect which might be explicdyressed when
training would-be facilitators. The fact that only this effectapparent from the
experiments performed above may be an artefact of the unretiigticonstraint.
If left to their own devices, the unfacilitated groups who attemitedasks may

have started to demonstrate dysfunction without this positive outlook.

It is unclear how valuable facilitation would be for groups with noohysof
conflict. Certainly, such groups would not require all the skills ofiifation, for
example, in terms of mediation. It has been suggested that a gmougease to
function effectively once it has passed some boundary of civility aeckfore
require some intervention in order to address its problems. However, juees ar
unlikely to break down irrevocably and would not necessarily requireilitetor

in order to function properly.

It is likely that the DM’s view of the decision problem is unstaldlpplications of
decision support must be dynamic to accommodate this. DMs will bdrafit
gaining understanding about themselves in addition to a clearer vietwe of

problem they face.

Due to the dynamic nature of decision support, it is likely that sectniques
will evolve and adapt when applied to unusual settings. This may resuthore
powerful tool, or may simply demonstrate that a certain settinpropriate for
a particular support technique. There is a clear motivation for gefuscenario
setting. DMs can gain from using decision support techniques and analilst

also learn more about their methods.

Due to the inconclusive results of this investigation of decision supparnight

be sensible to take a different approach to establishing the valdectHion
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support. One possible method would be to run more realistic experimentg, us
case study groups. | propose to observe group decision making and group decision
support in a less structured way. The value and usability of decisayses and
decision support can be investigated through specific cases and aitg res
considered in a wider context. Therefore, the work of the next chaplier
examine decision analysis and decision support through hypotheticalissenar
Case study groups will be established and the role of scenaridsewveibnsidered.

In addition, | will examine the scenarios themselves with regpecontent and
use. This will require the identification of a number of ‘trickstloé trade’ and
devices to employ them. Reflecting on these hypothetical sessibrenable a
further examination of the value and usability of decision analygisdecision
support. Further, issues which surface will be identified to aid goadigeavith

respect to the use of decision analysis, support and hypothetical scenarios.
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Chapter 5 - Scenario Setting and Use

INTRODUCTION

Though | strongly advocate the use of decision analysis, it is tbla&it is not a
panacea. Each of the earlier chapters has attempted to highbigigtimes
unrecognised pitfalls of decision support. In Chapter 2, | mooted that each
normative model has an implicit, yet undefined assumption of what ac&M
interpret, process and provide. Thus, a particular normative model mayenot
appropriate to use with a particular type of DM. Further, | highéidhthe
difference in the environment in which these models are used. MAN beaised
intensively in a decision conferencing setting, whereas ELECERipplied over

a longer period of time, with the analyst working independently of tie This

may mean that certain normative models are more appropriatepémifis
problem environments. In Chapter 3, | noted the dynamic nature of preference
values. This adds complexity to modelling a decision problem and skiaglia
sensible solution. An analyst must recognise that the DM’s pnefese are
evolving in response to their view of the problem. Therefore, as this view becomes
clearer, so their preferences become well formed. Further, | suggestedoteCha
that it was likely that the DM’s view of the problem was asolving. As a DM

has a greater appreciation of the nature of the problem, and whictisaspe
crucial, then further alternatives may present themselvessatition. Thus, the
analyst’s role must be responsive and their approach flexible. ifhlscbncept is

one which will be further addressed in this and the final chapter.
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In addition to all the possible problems outlined in the previous chaptals, a
others which have not been discussed, it is also important to considactthizat
decision support techniques may be new to the DMs involved. Thereforejsthere
an associated learning curve to be overcome, as with any new techridbogy

of the normative techniques require the DM to provide information which the
may find difficult to quantify, or are simply not used to giving andhswe never
thought about’. This does not mean, however, that they cannot provide the
information. For example, consider a consultation with a GP, where informgtion
requested which a patient may feel unable to provide. However, justiseeca
patients cannot find an immediate satisfactory response does nottina¢ahey
cannot answer the question. Rather, they need an opportunity to refldoe on t
guestion to formulate an answer. In some cases, this may takeoa way. This

will allow the patient to get the measure of a symptom and togediie GP with

an answer. This conflict generally arises because the GP apdttbet approach
the problem differently, and so the information which the GP requgesot

necessarily uppermost in the patient’'s mind.

Consequently, there is a clear motivation for practising decisiotys@ma
techniques in order to encourage DMs to develop the necessary skillerFthe

use of a safe environment, without the stress of time pressura)low the DMs

to be free to learn. This should enable DMs to appreciate the typéoohation
which is required. If the DMs are prepared for what they need to dapthen
they can spend more time contemplating and forming their prefergmicgsto

any real application. One of the aims of scenario setting isdoueage DMs to
adopt a new way of thinking which is more in line with decision supporithis
context, scenario setting and use refers to the development of a higabthe
‘problem mess’ designed to interest and challenge a group of DMs. Thi
underlying story is then used to demonstrate ‘hands-on’ decision support
techniques. This work should be distinguished freranario planningwhich is

an approach whereby a group devise a range of possible future sceaados,
assess how the group might work in order to achieve or avoid thesesfuture
(Goodwin and Wright, 1991).
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| believe that hypothetical scenarios have an important role to goidywill
demonstrate that in this chapter. This role is twofold, as evidencethei
following case studies. Firstly, a hypothetical scenario isaieg tool for DMs.

It provides an opportunity to practise and develop particular skills wiith
stand them in good stead for future decision problems. The second role whic
hypothetical scenarios can play is concerned with developing an &halyst
relationship with a group. This gives an analyst an opportunity to address
prescriptive analysis issues, putting research findings into peacnd also to
promote decision analysis and decision support within a wider audience. However,
Hall (1986) cautions against the use of hypothetical scenarios, irgaitnat
judgements are too ill-formed to give meaningful results. In retiognof Hall’s
comments, the scenario work done within this thesis concentrates aulpart
aspects of addressing decision problems and does not attempt toullsadti
attribute analysis to solve the problem set out in the scenasboitld also be
noted that there is research which supports aspects of hypothegicatie setting
(Frey 1997). The techniques outlined in this research form a majoinp#re
scenarios with which | have been involved. The elements which go todgether

make a good scenario are described below.

This chapter will discuss how to build a scenario and some of theblgossi
elements which could be used to challenge DMs. These aspectsparant to

use, but must be controlled in order to enable a DM to feel a sense of
achievement. This control can be achieved also via consideration of the
presentation of the scenario. Some aspects of scenario use wdlbdessed.
Initially an outline of the groups and their hypothetical problems scrieed.
Some comments on scenario building and scenario use in the light ef thes
examples is given. Further, some anecdotal evidence and observationhdrom
case study work are outlined. It would be inappropriate to claim that these findings
are evidence for the superiority of a particular way of workingeeslly in the

light of the discussions in Chapter 4 on group work and qualitative ocbsear

However, these sessions did enable me, the other analysts and tetedete
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learn a lot about group work. | am more aware of the power and ralecgdion

analysis as a result. A discussion of the work and some conclusions are presented.

SUMMARIES OF CASE STUDY GROUPS AND SCENARIO THEMES

Three very different types of scenarios were run during the coditde research
described in this thesis. Each involved quite different decision problEmsfirst

set of scenarios were linked to a large international respaoptct (RODOS) and
took place in many different countries. The second set of scenariocs we
performed as part of a course in risk communication run for the Degattof
Health (DoH). However, some of these sessions were attended ggtdelérom
other government ministries, including the inter-departmental liaggonp on
risk assessment (ILGRA). The final scenario was run as partvafrkshop for the
16" bi-annual international conference on subjective probability, utility and
decision making (SPUDM ‘97). Consequently, this session had quite dtffere
aims from the earlier sets of scenarios. Each of the threeafpmhs is described
more fully below. The similarities and differences are disaiss®l observations

pertinent to using scenarios are highlighted.

A full description of the SPUDM scenario is available in (Freeichl., 1998), the

DoH scenarios are included in an internal DoH document (French et al., 1997) and
the RODOS scenarios can be found in a series of reports to the &urope
Commission (French and Ehrhardt, 1994, Vanmarcke et al., 1995, Lepicard and
Schneider, 1996, French and Morrey, 1996, French, 1997). The outlines presented
below do demonstrate the evolution and learning which occurred with réspect
scenario elements and scenario use. In the earlier case stindieproblem
scenarios were built instinctively. It was not until the lashseio that identifiable
elements began to emerge. This area will be more fully addrésghe following

section.
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Study Group 1- RODOS

RODOS is a real-time online decision support system to be uskd avent of a
nuclear accident. It is an international project undertaken in omadt the
Chernobyl incident. It aims to develop a joint response (cross bordes) to
radiation leak. The project centres on a computer based system which
incorporates: a geographical information system describing teetedf areas; a
dispersion and deposition model which is used in conjunction with meteordlogica
data to predict the movements of the radiation cloud; and a mudrtarit
modelling system to support the complex problem of identifying suitable
interventions. The system has been designed to support decision making
throughout all aspects of such a catastrophic event, from just befonéial leak

to strategy planning many years hence.

The hypothetical scenario which | attended took place in Germanyoifitials

from two neighbouring Lander (similar to our local government, but witinem
authority). The aim of the analysts was to elicit prefereneght information for

a number of criteria within their multi-criteria model. Furthet, was an
opportunity for the DMs to see the prototype software tool in actionpidtdem
scenario involved a potential accident which might be avoided by a cedtroll
release of gases from the reactor. There was no immediaeptiessure, in that

the group could decide when to make such a release and therefore put any
preparations in place effectively. However, it was not clear #&abontrolled
release would necessarily be the end of the emergency. Even hgh t
intervention, the build up of gases could continue, and the reactor could still
‘blow’. To further complicate the scenario, there was some doubtdiegathe
weather conditions. If the prevailing wind were to change directiom the
radiation cloud would be carried over a densely populated area as oppdtised to
rural land currently expected. Therefore, the group were explieitgd with an

uncertain environment.

In earlier work conducted in Norway, the scenario had been developed further

This version of the problem had been constructed to lead the DMs into a particula
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intervention, that of sheltering the population and of distributing iodinetsabAs
the discussion progressed, and the group were reaching agreemenitotingst
this solution, a ‘spanner’ was introduced. The delivery van which was trémgpor
the necessary medication became involved in an accident, and the iddahe w
had been promised to the residents was not going to arrive. This nelaptesst

served many roles which we, as developers, began to appreciate much later.

Study Group 2 - DoH

The scenarios run with the DoH were specifically targetethptoving their risk
communication to the general public and how they might recognise and handle
potential health scares more sensibly. A number of scenarioguvereach based
around a different potential problem, and addressed by different groups from
(mainly) the DoH. At each event, we took the opportunity to introduce to the
delegates recent research findings on attitudes to risk, human jexigemd
communication. Further, techniques which might help them plan a research
strategy and manage the risk were highlighted. It should be notecshat, the
analysts, worked through these sessions, we found ourselves adapting our

approach to better suit the needs of the group.

At the first workshop we presented the delegates with an emdmginbetween
domestic dogs and an incidence of meningitis infections. The diseddeebn
found mainly in the 9-16 year age group, and in small clusters aroueduhtry.

As the story progressed, various pieces of evidence began to linkfebgan to
certain dog kennels. Swabs taken from the dogs indicated that theedisaa
crossed species and therefore the problem was ‘real’. This gceapped into
specific fright factors regarding an uncontrollable disease anthtbetion being
concentrated on children. Further, the link to pet dogs induced a feeling tha
everyone was at risk. It added a threatening dimension to a pet whbicla

normally be regarded as harmless.

The second workshop could initially have been a scare or an emergaly ‘r

problem. However, the topic was one which was devised to precipitate muc
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media hype, and a strong response from the general public. The problam beg
with a number of cases of E-Coli reported from all across the Ibikally, no
connection was identified. However, as the story unfolded and infectioaa beg

lead to deaths, a source of the infection seems to emergased bad come from
groups who had consumed the same brand of German Salami from the same
national supermarket chain. Whilst the supermarket reacted by remtwng
product from the shelves, discussion moved to where the contamination was
entering the system - either at the UK based packing centtiee @erman based
manufacturer. The media carried articles blaming the Germaiere/gtandards

and revisited anti-European feeling and BSE arguments. This scemaso
interesting in that it was unclear for a long time whether the cause cdske was
‘real’. Further, the reaction of the press and public to an agewablyrimagnified

the DoH'’s task unecessarily and uncontrollably.

The third scenario was based around the damage which could be done by an
overactive media response to a vociferous scientist. The storyssegge link
between skin cancer and sweet wrappers. The scenario began witth a hi
incidence of factory workers suffering from skin cancer. This duwes mainly to

them not following general health and safety practice guidelinfesnvdealing

with the product, in this case an adhesive. The scenario developed when an
industrial chemist, who used to work at the site, went to the mé&adraiieg that

there was a danger from the adhesive which was used in chocolateabaers.

He suggested that an ingredient in the chocolate was likely écaattwith the
adhesive and induce a cancer risk in the consumer. The delegates wpartank

this problem had to respond to what to them was obviously ridiculous, but to the
media and therefore much of the public, was causing concern. Thideady an

exercise in communication.

A further scenario addressed an aspect of competing risks. Aevellcted piece
of academic research had uncovered a link between a widely usedcgperm
present in 90% of condoms, and prostate cancer amongst men. The rbseéarch

been reviewed by a colleague from another institution, and the resuified.
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The DoH lost control of announcing the story, due to a young researchetHe
team who refused to honour the confidentiality agreement. Therefdhe short-
term at least, the DoH had to try and encourage condom users to contthag
normal practices, whilst acknowledging the risks they were takdhgourse, the
issue of HIV became paramount, in addition to other sexually traeshdiseases
and unwanted pregnancies. Further, the media and politicians becameleambroi

in discussions of ‘the family’, promiscuity and religious observance.

The final scenario combined an aspect which the DoH would like to elgegura
with some findings from which they would wish to distance themselies.
created a complex problem for the delegates when they had to heak@ress
statements. Initially, a national supermarket chain had extendéalyaity card
scheme to incorporate a ‘health and well-being’ survey. Customeeskeeping
health diaries which they gave to the supermarket in exchangentiyrieto a
monthly prize draw. Further, the supermarket chain was distributiognattion
about healthy living and eating to encourage good practice amongstakose
part. Unfortunately, the supermarket employed an inappropriate group tonperf
data analysis on the health diaries. The research was moreoaftatat mining
than statistical investigation. The survey produced unrealistimslaihich again
were repeated within the media. The results suggested a linkdrepoor health
and flight paths. The suggestion was that germs were beingdarn the
underside of planes, and deposited on homes. This scenario incorporated an
interesting aspect in that it would be difficult for the DoH toicpate the

reaction to research generated in such a novel environment.

Study Group 3 - SPUDM

The SPUDM session was very different from the earlier evémizarticular, this
session was aimed at comparing the modelling approaches of alernat
normative decision approaches. As was highlighted earlier, decisitystanean
learn from the use of hypothetical scenarios. In this case, tlsorsewas
specifically designed so that analysts might better understaiededif approaches

to decision support. Initially, Simon French and myself tried to edksision
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analysts from different schools of thought. However, we were unabigett@
representative of the European School to take part. Therefore, theattalysts

who were involved all had a basis in multi-attribute approaches. The @nabe

each presented with a DM who had the same decision problem. Thet &iaalys
two hours in which to attempt to scope the problem and begin to construct a
model. Each analyst was observed by two official observers who maeke oot

the analyst’s technique and approach and this information was fed back to
plenary session two days later. All parties had the opportunity tak spiethe
plenary session. The analysts were invited to describe what treeybden
attempting to do, where they would have gone next, and what if anythingethe

they had not achieved. Also, the DMs were invited to contribute to the discussion.

The scenario itself was in the form of a ‘problem mess’. Eaclupyhad a
different level of briefing on the problem. The DMs had a wide knowledge
concerning the issues. They were all lecturing staff withirSitteool of Computer
Studies, and thus shared a common context. The scenario was relatedato
problem, but had been expanded with some extra hypothetical aspects. It
concerned tea and coffee provision for members of staff and regemtgitaduate
students. The need to revise the current system had been precipyathd
impending closure of a university run coffee bar which served martyeo$taff
members. Further, an argument between a senior member of staffvahchteer

who organised coffee provision and subscriptions occurred which led to tee cof

committee resigning en bloc.

Underlying this seemingly trivial problem were some very conafiligy issues.

One was based around tax law and provision of benefits to staff which dittated
nature of what the School could and could not do. Heated discussions had
emerged from the undergraduates and taught postgraduates with tespeet
School providing them with a similar facility. The School is not @urdus in
nature, and therefore provision of a ‘common room’ has always beenuliffic
Interaction, both social and academic, within the School had been in detline

the increasing staff workloads, and was something which the HeadhobIS
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would like to address. In addition, arguments had emerged about the Ume of t
microwave to reheat pungent food, and the purchase of ethically unsound

products.

The decision analysts and observers were aware that the DMsMerested in
examining the provision of tea and coffee to the members of swaffeter, they
were not aware of the issues rumbling in the background. The DMshefed
on the problem, which was discussed with Simon French and myself. However
we were quite careful not to begin leading them towards estatgishe critical

issues or finding possible solutions. This would be the role of the analysts.

It is clear that there is great variety in the hypothetcanario work which was
carried out. This, coupled with the fact that our objectives, as asatlisl not
include an appreciation of how to build a scenario, may have contributée to t
fact that we did not initially reflect on the building process. Idgdéee success of
this work may have been based heavily on our ability to be flexiblegltine
scenario runs, facing problems as they arose. Therefore, the megéttions will
cover aspects which | consider to be pertinent to the development araf use

scenarios.

SCENARIO BUILDING

The value of case studies to illustrate theories has long beeptedcFurther, the
use of case studies in education has a clear role (Easton, 1982).eTht ars
application can bring any theory to life, providing specific exampfesoncepts
and solution methods. Further, the use of theories in the real world gan he
models to develop, becoming better reflections of their subjects. Howegaise

of ahypotheticalscenario is a rarely addressed issue. With claims from iexesle
that use of hypothetical events is of dubious worth (Hall, 1986), litd wxists

on the study of scenario building. Further, research which does use hydtheti
problems is more concerned with reporting on the nature of the decisioaspr
and solutions, rather than on the development of the scenario itselfar§inhe

findings reported in this thesis evolved from piecing together work hwhax
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been conducted over a period of years. Much of the content of the scenarios
outlined above was chosen instinctively. The process of building the scenarios was
not analysed originally. Rather we worked alone, for example, whevelaped

the scenario used in Chapter 4, or in groups, in the case of the Doéatisse
brainstorming issues and complications, arguments and concerns.yl atterve
reflected upon the nature of the work which was undertaken, and reflgued

how it was achieved. Further, in addition to identifying aspectsimgistithin the
scenarios which were developed, | would also contest the view thaingfualy
hypothetical problem is not valuable. Scenarios can have an important role to play.
Their value as a teaching and learning tool, for all who participaié be

discussed.

As with any activity, when constructing a scenario, it is importarkkeep a clear
perspective on the purpose of the exercise. Only by acknowledgingrbefihe
exercise can a suitable scenario be constructed. As has basedtearlier, these
aims should be from the perspectives of both the DMs and the decisigstana
Any possible conflicting issues which arise from consideration o$eth®o
perspectives should be discussed with the group, and a compromise rdatieed. |
DMs can see the benefits of a certain course of action themiigye willing to

push themselves to achieve it.

Further, it is also crucial to consider the expertise and backgrouhe aitended
‘players’. The scenario must be as realistic as possiblédsettaking part. To be
useful, judgements must always be elicited within as realistientext as possible
(Keeney, 1992). You cannot expect the DMs to suspend their disbelief. Such
actions are only likely to foster the attitude that they akengapart in a ‘game’

and therefore need not take the session seriously. Realism weagealcim all the
scenarios outlined above. The relevant DMs were used, and realisiemns,
which they could relate to, were developed. This aspect was miseimgthe
scenarios used in Chapter 4, however, and could have been influential in the

inconclusive results.
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There is a fine line between establishing a challenging scefwarthe DMs and
presenting them with something which they cannot hope to address. fdre lat
approach is likely to deflate the DMs and leave them thinking tieyt tould
never hope to address the problem. There needs to be a balance of agmplexi
between interest, in order that the DMs take part, and attemfytainliorder not

to leave the group feeling like failures.

Below, | have outlined some elements which have been used in the construction of
hypothetical scenarios. These elements have been used to establishstimearsd!
complexity which is so important to scenario setting. Realismcantplexity can

be established by introducing uncertainty into a scenario. Histgricedtertainty

is the root of the difficulty which DMs have with solving problemsadiition to
groups having to address the different individual attitudes to whaosidsk is
acceptable, the computation of probability is not necessarily anivietabncept,

and therefore, one which DMs may find confusing. The methods outlined below
introduce uncertainty, some are more explicit than others, butha¢hecthe same
outcome. It is crucial to encourage DMs to face up to any unceriaimounding

their problem, and identify whether they can influence the outcome invapy
Further, if the group has worked through possible bad outcomes, then thég may
able to plan a sensible course of action for a worst case futaveeudr, if this
option is not considered, the group is likely to adopt an inappropriate respanse

worse case future occurs because no planning or recognition has occurred.

The Uncontrollable Factor

It is often the case, in a real-life situation, that a decigroblem will contain an
element which is out of the immediate control of the DMs. For elanthere
may be a person whose actions cannot be predicted, like the erramistsi
appearing in two of the DoH scenarios, or the group may be unsure aboat how
particular uncertainty will resolve itself, for example, thenavidirection in the
RODOS work. The DMs may have an idea of the potential range of oescom
which could occur. If the group are not encouraged to face up to the umgerta

and risk surrounding the problem, then the individuals are likely to be wgrry
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about it and therefore not concentrating their minds on the issues arkidi®ing
addressed. Uncertainty is impossible to ignore forever, and can become
destructive. Explicit consideration of the uncertainty surrounding the probledn

the development of a range of possible futures (Goodwin and Wright, 1991) wil
enable the group to find a range of strategies which could be immiedherl his
should allow the group to use robustness analysis (Hannan, 1992) in order to pla
a course of action which is likely to be the best under a number oiblgoss

eventualities.

The Unforeseen Event

One very powerful tool for use in hypothetical scenarios is an untmweseent.

The impact of this element can be varied depending upon how influential the
event is, and at what point it is introduced. Clearly, the event mag baportant

as to require that the group begin modelling again, or it could merely be something
which generates further interest and encourages the group td cefléeir view

thus far. To create a big impact, an unforeseen event can be addgchatwhen

the group seem to be finally reaching a solution, in the exampleedfdansport
accident preventing the delivery of the iodine supplies. The unexpectdid me
stance which was employed in some DoH scenarios simply genesated
interesting discussion for the groups. Again, this element must blecasefully

and not make the group feel victimised. Further, it is an elemechwie analyst

can decide to make use of in response to how the group is working.

The Red Herring

Sometimes an element which has preoccupied a problem solving session
eventually comes to nothing. It is in fact a red herring. A redirgercan be
defined as anything which diverts attention from a topic or line of mgilihere

are two issues to consider here:
1. A problem element whiclay or may not bamportant,

2. A problem element whicls notimportant.
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Firstly, it is impossible to always predict with certaintiiether specific elements

of a problem will develop as important issues in the decision. Thefgeenarios
may help a group to keep all elements alive, so as to not misal ¢énfiecrmation,
whilst training them to be mindful of becoming pre-occupied by a possible
irrelevant element. For example, we have used a possible cankewikh
chocolate bars and supposed flight path viruses in the DoH work. Both ef thes
issues eventually turned out to be bogus, but the implications of igndeng t
altogether could have been devastating had the links been real. Althosgh the
were built into our scenarios, other lesser elements were alsmechdly the
delegates. Information which was provided on the periphery, simply to theke
scenario more believable, could sometimes be taken up by the DMx&raple,

in the adhesives scenario, the DoH DMs spent sometime discussiegriiee

skin cancer issue affecting the workers at the factory. Fuelements which we
believed would cause problems were ignored by the DMs. In the catbe of
SPUDM work, the developers expected there to be a large discussionthe
possible boycott of particular coffee manufacturers with counteansléhat such
manufacturers were the only ones who made coffee worth drinking. Hgwever

none of the three DMs touched on this possible problem.

Secondly, though this may sound unlikely, groups can quite easily falkgpay
element which is not important. When a group is faced with a conmotdotem,
the DMs may latch onto an element which they can all appreciate and predict. This
allows them to talk with knowledge and certainty. It is an avoidatEegy
which, if not addressed, will lead to time wasting and resultoamdysfunction
(Forsyth, 1983). It was pleasing to note that this particular diversidaetic did

not occur in any of the scenarios in which | was involved.

SCENARIO USE

In addition to the scenario elements highlighted above, the decisiorstacaty
make use of a variety of delivery techniques when using scenari@sgivVes the

analyst a further opportunity to control the session, and to ensureatitabethe
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group members feel involved. Recall the findings outlined in Chapter dhwhi
cause group dysfunction (page 60) in addition to the emerging importarece of
‘feel-good’ factor (page 75). Any tools which the analyst can usgrdeent a
breakdown of the group will be of benefit. Further, the introduction of yaimet
the decision making session will ensure that the event remainstevést to
participants, encouraging them to take part. The techniques describadvioeie

used widely in the DoH sessions.

A more elusive element which encourages a sense of realism stmbagdMs
comes from the attitude of the analyst or group of analysts whouareng the
session. This is a problematic issue. On the one hand, the analystsrstoplay
the scenario with the DMs, whilst on the other, the analysts nety tow educate
the DMs on decision analysis tools, or pertinent evidence. Again ackafust
be struck between gaining benefit from the scenario and gaining th&oefi

appreciating the methods. This level can only be established by tlystana

response to the nature of each specific group and their level of @pipreof the

tools.

Breakout Groups

Breakout groups are achieved simply by splitting a large group intordoer of
smaller groups. These smaller groups will then work independentlypoobéem

and report their results in a plenary session. The groups may woheaame
aspect of the scenario, or different aspects, depending upon the sc&haio.
technique is a valuable way of ensuring that all DMs can taketee part in the
session. Further, different approaches to solving the problem are efterated

and explored when a large group is split into breakout groups. Thisaspaat
which Frey (1997) identifies as a technique which may prevent a group f
falling foul of the groupthink phenomenon. It is important to have separate
accommodation for each group in order for this technique to work. Also, the
system will benefit from having a timekeeper responsible fdingatach group

back to the main session.
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This technigue was not used in the RODOS work, and consequently those sessions
may have suffered. The tool was introduced for the DoH scenarios, aechigpel
many different ideas which would have been unlikely to arise from amge |
group discussion. The SPUDM scenario was essentially based aroueakaubr
group approach, with the three modelling sessions taking place athosepgarate

rooms, and a plenary session addressing the work of all three groups.

Development of Possible Outcomes

Another strategy highlighted as a way to avoid groupthink is the distusf

worst and best case future outcomes (Frey, 1997) i.e. scenario planmmg &
technique which we employed, often in conjunction with breakout groups, in the
DoH scenarios. The DMs were taken about half way through the hypathetic
scenario and were then encouraged to reflect on their current anel gutiations.

This was achieved by asking them to develop more than one worst casmeut

in addition to a best case. The value of this approach lies in congidehat

chain of events might lead to each future happening, and identifying thdat
DMs can do to avoid or encourage a particular outcome. Reflecting on these issues
helps the group to channel their efforts towards the most productivgiest

Also, by voicing their concerns early on, the DMs are able to comtertineir

minds on avoidance strategies. It is interesting to note that, ifogewe two

worst case futures, a pattern emerged from the DoH delegatgenkral, two

fears became apparent: the first worst future concerned a chawenfs which

were out of their control and had devastating consequences; wheresscdhd

worst outcome was based around a catalogue of errors, bad judgement and
misinformation from DoH staff leaving the blame for any outcomeeduinly at

their door.

| do, and | understand

In order to encourage the groups to use what they have learnedhfiagant to
provide the group with an opportunity to apply the new knowledge during the

scenario. Such an approach allows DMs to see if they have properlysiaodea
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concept by applying the idea. Further, it encourages them to confrontbihei
habits’ with the support of the analysts. Scenarios offer many offp@rtunities

for learning. Another strategy to avoid groupthink was the development of an error
culture (Frey, 1997). The use of a group facilitates the sharingpmriences
which in turn should engender learning from errors. By making use ofaform
decision analysis, a group can ensure that an audit trail expgtsreng how each
decision was reached. This will allow feedback to be given, whichbbas
identified as a key tool to improve human judgement (c.f. Murphy and Wijnkler
1974 with Christensen-Szalanski and Bushyhead, 1981).

This approach was central to the RODOS scenario with the presenté the
prototype software tool. The DMs were encouraged to use and commem on t
tool whose basis was a decision analysis approach. Further, this nvedisod
employed in many forms during the DoH scenarios. The DMs were ingddoc
stakeholder and uncertainty representations of problems, and were pesteex

to construct their own versions for the problem at hand. Further, they wer
encouraged to write press releases after a discussion on riskiucooation
issues. The final SPUDM work was devoted to this delivery issueaihe were

to appreciate what differences, if any, existed between alteFrapproaches to
decision modelling. This was to be achieved by performing modellikg tzssed

on each approach.

A final observation with respect to scenario setting is thechegyissue. It is
important to tailor a scenario to the particular group, and to thefispams of

the event. Further, it is important that the analysts are notytetahre of where

the group will take the scenario. One way of encouraging the influehtee
analyst on the aspect of realism is to ensure that the arsakegpt interested and
cannot predict the outcome. The use of scenarios provides an opportunityhfor bot

analysts and DMs to learn.
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OBSERVATIONS FROM APPLIED WORK

Study Group 1- RODOS

It became clear, during the course of the RODOS scenatrio, thgtatine was not
working as the analysts had hoped. The aim of the analysts wasahiisbés
criteria weights. The aims of the DMs had not been establisheck WMeee a few

reasons which precipitated this malfunction:

* Areluctance to face up to the uncertainty.

* A preoccupation with the software tool.

* A lack of direction with respect to the aim of the exercise.

From the outset, the DMs found it virtually impossible to work with the
uncertainty which had been built into the scenario. | was very sutpais¢his
attitude, especially given the formal position of the group membeaewetr, it
appeared that their attitude to risk was either defined in theypwotioks or was
treated as unacceptable. When the group were faced with things tivéycivere
unable to ‘look-up’, they refused to interpret their earlier actionsrder to assess
whether a risk was acceptable. This made it hard for the amdlystun the
scenario as they had expected. Unfortunately, the group was able dotlaigoi
issue and therefore did not fully benefit from the scenario. Howdweranalysts
involved were able to use the experience to reflect on the group’dazve
strategies and develop methods to combat these. For example, iRCID€DS
scenarios, the participants were discouraged from bringing any doatroent
with them. Further, when a group began to treat a possibility astainty, the

implications of inducing perhaps unnecessary costs would be highlighted to them.

The group was able to avoid the complexities of the scenario by agkasgions
about how the software tool worked, and requesting that alternativeentens
be demonstrated. In the analysts’ desire to introduce the tool toNtsg they
allowed themselves to be sidetracked. This strategy further entiidegroup to

avoid the risk and uncertainty elements in the scenario. This essard with
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regard to setting clear aims for the scenario session andrergnwhether these

aims can be achieved simultaneously. Clearly, in this case, satgepassion
should have been set aside to introduce the software tool to the paautsci
Obviously, if the group were now expected to use the software imainge
emergency, then familiarisation has been achieved. However, lgas tbat the
software produced a diversion. Again, this is a good argument for tbtcpraf
decision analysis and decision support in a safe environment, to atjcoug to
become accustomed to the technology. The group would be unlikely to become
sidetracked in a real emergency situation, rather, they wouldysimopimake use

of the tool.

The analysts had not clearly explained the aims of the sessiba participants.
As such, the participants were nervous about making errors of judgesventin
the hypothetical situation. Further, because of this fear, the group fodifitcult
to address even the most basic of issues. Hence, the analysts alithiagé their
aims of eliciting criteria weights from the group. This sitoiatshould have been
resolved by a clearer communication of the aims of the event. biddshave
been reiterated during the two day scenario when it became apgaaerihe

session was not on course.

Overall the RODOS project has been very successful. In additiorhgo t
development of a dedicated software tool, the use of these scenaitedra
critical in encouraging communication. Not only has this occurred nvgpéecific
countries, but also between member states and bordering countriesteAs of
happens when decision analysis is involved, an aim which was not madadst expl
at the outset, but which is crucial to the workings of a group, isiigehtind

achieved. This is an often overlooked role of decision analysis.

Study Group 2 - DoH

Having learned lessons from previous scenario work, it was pleasimgte that
the DoH sessions were very successful on the whole. Further, a gaodebalas

struck between enacting the scenario and delivering information amdcirh
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on key decision research. However, areas were identified wherevempent

could take place.

A key element which was absent from all the scenarios whichawavas the
independent setting of objectives by the DMs. During the initial sicerthis was

not catered for. However, once this was identified as an elemenh wkeeded
underlining, the groups were encouraged to construct objectives based on
scenarios which they had developed. Here is an example of a grouplystsana
mistakenly assuming that basic structure principles would be applied by a group of
DMs. It is important that the analysts running decision support cgot doair
approach in order to bring their delivery to an appropriate level forgthap.
Further, the analysts need to communicate the value of using suchadbks

group in order that they incorporate the technique into their own approach.

This factor was further highlighted in one of the tasks organisetthéoend of the

scenario session. The group was issued with a press releasecuiiigimed some
errors when viewed in the light of the day’'s presentations. The gras@sgked to

rewrite this release and to apply the knowledge they had gainednahssts felt

it necessary to challenge the group’s ‘everyday’ activitidsréak the bad habits.
However, each of the groups quickly fell into their own way of working a
neglected the new found skills. This was a worrying event for thigsasalt is

clear that to encourage a new way of working will take more than a day.

On reflection, it is likely that the tasks with which membershefgroup have the
most difficulty will be the ones they consider for application ofiglen analysis.

It is probable that in the DoH scenarios, once this support had been pravided
guide the group through the complexity, they were content to ‘takeeharthe
situation again. That is, the group felt able to compose a presseeWithout
reflecting on decision support and risk communication issues. Hopefully, if
decision analysis has been used earlier in the process, then the wilehave
been handled well and the actual wording of a press release magatbisuch

close attention.
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Study Group 3 - SPUDM

The first aspect of interest in the SPUDM work was that eathe analysts, and
some of the observers, were quite convinced that there was morepgmltem
than they were initially led to believe. They were suspicious anchilthere was
some attempt to catch them out. This is probably a learned behaviaisioDe
analysts often have to deal with some aspect which is far ang theamost
crucial factor, and yet one which is never vocalised by the DMs indolVkis
may be because the DMs have not recognised the issue, but mores aftento
the DMs being unable to discuss it openly. This could be as a result of not wanting
to criticise senior colleagues, or simply that they are not pedp@ address the
issue once it has been raised. Therefore, though we had not expecteddtiis
from the analysts, it was a good indication of how they had each dedédluge
approach to address such an issue. There is clearly a role egnengidecision
analysis in encouraging and supporting groups to face up to the more fumalame

problems which they face.

The next observation was the apparent differences in the methodsaofatlgsts.
These differences did not arise because of the variety of the yinderl
mathematical models, but were due to the different aims of ewtisd For one
analyst, the criteria for a successful modelling session wadidit preference
values. Thus, he put a lot of pressure on the DM concerned to give informat
which the DM felt too unreliable to use. However, for another anahst;riteria
for success were somewhat different. He was markedly differetitat he did not
take the analysis far enough for the DM. He simply constructedsagmd cons
table, leaving the DM feeling that he had had little assistdfinally, the third
analyst worked at a level between these two. She queried and quethierid

in order to establish stakeholders and criteria. She helped the Btvubbure his
problem. Although they did not solve the problem, they had worked towards a

much clearer understanding.

In their reflections, each of the analysts stated how they would fipexalain to

the DM involved how they intended to work. It was interesting to notenibiag
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of them explicitly stated that they would try and establish wiere the DM’s
aims for the session. Drawing on the three sessions which we cahdemtd of

the DMs had a very different experience. One of them was parlicidesistive’

of the approach. He had quite a different experience to the two otWer D
involved and had not expected to be pushed quite so hard. Conversely, one of the
other DMs did not feel that he had been given much guidance by the dmal of t
session. Therefore, success may be measured differently byuiféeralysts, and
differently again by different DMs. The key to a successful si@ci support
session would be to assess what the DM is expecting to gairntteevent, and
then to temper this with the analyst’s expert knowledge in additiamnterging
issues. Clearly, a DM who believes that they can transferes@onsibility for

decision making onto the analyst needs to be confronted.

Hence, we again try to address the question of whether decisiorstanein
successfully apply decision support. Further evidence for a dependence upon
whose criteria are used has been found. Another issue arises, \iregtbér DMs

know their aims and therefore their own criteria for a successfsion. | suggest

that this must be a role of the analysis. Ideally, the idertiicaf objectives and
criteria should be a combination of the two views, with input from the DM and the
decision analyst. It is important to share experiences to enabttbdck and
learning. Therefore, a collaboration between DM and decision anhtysidshave

value for both patrties.

As a final comment on the SPUDM scenario, it is nice to betaldeghlight that
this work generated a lot of interest, and was illuminating. Eacthefsix
observers managed to see different aspects arising from thelimgpdelssions
(French et al., 1998). Some of these comments reflect the impodbactkeel-
good’ factor in that they describe sessions as being “relaxed...... alldwm{the
DM] to speak freely” and specify the role of the analyst &soafidante”. Other
comments allude to the possible existence of a larger underlyafgepr which
the DMs were not prepared to confront. Finally, some commentsisittbe

inflexible nature of an analyst's approach in that key featureéheoproblem to
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which the DM kept referring were not included. The reason for thisnalesis that
the aspects could not be modelled by the analyst’s preferred took dbwsnents
confirm the importance of the existence of specific findings on gveanx and

facilitation discussed in Chapter 4.

DISCUSSION

This chapter has presented advice on the use of hypothetical sceh&ave.
suggested that scenarios have a key role to play in encouragingddreuse of
decision analysis. Not only do DMs need to get to grips with a aelnblogy,
but issues such as setting objectives for a decision support sessil@aming to
face up to risk and uncertainty need to be supported. Further, a decidiggisana
session may uncover a wider, more fundamental issue. If the groundathd
courage to address this aspect, then the decision support sesdiety itolhave

been invaluable.

There are considerations which must be taken into account, both in vaitthg
using a scenario. Further, there are two parties involved in runnicgnarso, the
analysts and the DMs. The influence of both groups must be considered. When
writing a scenario, the analyst should incorporate elements teobalthe group
and to encourage them to reflect on all outcomes. Groups should be cotaxed i
identifying actions they can take, and what influences these miget kéhen
using the scenario, the analyst must be flexible. The abilith@fgroup may
require an adaptation of the approach in order to keep the session o\ tkagk.
issue is communication between the analyst and the DMs. Both wi# ha
objectives for the session, and these should be identified in ordehéhs¢gsion

is a success. It is likely that the DMs will need supportatirsgj objectives, and it

is the responsibility of the analyst to address this. Further,rnhlgst will set the
tone for the whole event, and as such needs to find the particulariscenar

interesting in order to motivate the group.

Through the scenarios used during the course of the research repotted in

thesis, | have found that they provide an ideal opportunity to pass on pertinent
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research information. Further, the analyst needs to be ever aldrtcannot
necessarily assume or predict how an event is likely to proceedefdiee a
flexible approach must be applied. In considering evaluation and validattbe of
scenario, it is clear that the criteria used by a DM isetkfit to that for a decision
analyst. In order that these differences be addressed, the anabfsestablish
what the DMs’ requirements are at the outset. Further, they shonichgnicate

their intended approach in order that the DMs can appreciate the sdss®n.
Finally, decision analysts can benefit from hypothetical scenatezning
valuable information about how a group functions and enabling them to practise

working with different types of group.

Conclusions

Taking part in decision analysis will allow DMs to adapt thestyvof thinking.
Hypothetical scenarios facilitate this in a safe environmeeg, filom the pressure
of a real event. In addition, scenario setting is a potential wgydvide DMs
with information about the nature of human judgement and their liketyioeato
information. If groups work together to model hypothetical problems, lit wi
enable a facilitator to observe the group process. This may providé vit
information to be used at a time of real crisis. Scenarilngettiould enable both

DMs and decision analyst to learn.

There may be many elements to a scenario, both with respect émtcant use,
which can make it seem more realistic in the eyes of the TiMse elements
should be used sensibly and in good proportion. The ‘feel-good’ factor ideéntifie
in Chapter 4 can play an important role. The session should be of vale to

DMs in order that they choose to use the techniques again.

It may be an analyst’s opinion that the session has been of gieatedhe DM,
whilst the DM may have left feeling overwhelmed and beaten. Ithes
responsibility of an analyst to help a DM establish sensible olgscfor a
decision analysis session and also to communicate to the DM howadlysta

plans to conduct the session. Decision analysis may identify unesgissses or
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fundamental problems. Further, it can then give a group of DMs supparalitee

them to address these issues in a structured and sensible manner.

Finally, then, we have a broad view of the nature of decision analydidecision
support. Whilst all aspects under investigation in this thesis nargerformed
systematically by the same individuals, there is still evidelcesupport the
premise that decision analyses can be performed, and that decisiont slggsor
have a positive impact. This thesis has examined a cross-secti@seftools and
approaches. Early work concentrated on the use of analysis to solssowleci
problems and gave positive results. Later work considered decision suppsrt
role to formulate problems via promoting group functioning and consideration of

objectives.

There remain many other aspects of decision analysis and decipportswhich
might have been considered. It is apparent that decision analysis @stbrde
support demands a wide range of skills and a good knowledge of many
disciplines. Consequently, the evaluation and validation of decision anahgis
decision support requires measures on many aspects. In addition, thisnayprk
involve many agents, and therefore conflicting views on what is anubtis
appropriate. The findings of the whole of this thesis are discuss#tk inext
chapter. Decision analysis and decision support have a clear roletare\hich

should be promoted.
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Chapter 6 - Discussion and Conclusion

INTRODUCTION

Many aspects of decision analysis and decision support have been cansidere
this thesis. This has enabled me to acquire a broad overview ofdhg aard
therefore gain insight into some issues which may be overlooked by an
investigation which specialises in just one aspect. | have beenoatdiow the
subject from its groundings in competing mathematical models; tstigage the
building blocks required to operationalise such models; to consider ajmpiscat

the data to existing evaluation attempts; to look towards supportowgpgrof

DMs; and finally to attempt the use of hypothetical scenarios in order to encourage

DMs to adopt a decision analysis approach.

Often, a decision problem will involve many competing objectives, uncies

which must be addressed and added pressure from potential catastrophic
consequences and tight time constraints. It can take a long tisetdangle this
information in order to build a representative model of the decision pnobie
addition to this, | have considered the fact that a DM may hawkefilved
preferences, and an evolving view of the problem. This means that thdingode
must be fluid to address the dynamic environment. Further, the use of gooups
solve problems adds complexity. Any group decision support tool must
additionally establish consensus and encourage proper communication between
group members. One emerging aspect has been that decision aaaysften

faced with excavating a hidden problem, which if not addressed, wdhtahy
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attempt to resolve the issue at hand. There are many reasonsiethgrsissue

may remain unstated. Inevitably, this increases the difficulty of an angbtst’s

The role of the analyst is multifarious. Clearly, the analyst must bepanten the
decision modelling tool, but this is not sufficient to describe tludg. rAn analyst
must attend to much more in order to ensure the success of a decipjmort

session. It is the responsibility of the analyst to communicaiteapproach to the
DMs and to ensure that the DMs appreciate it and adhere to heFufe analyst
must support the DMs in establishing their own objectives for th&osesand
guide them to achieve these objectives. To ensure this, the anastsiuffill two

roles:

» support the building and development of sensible preferences and problem

solutions:

» establish hidden issues which are at the nub of the problem and which wil
become increasingly detrimental to the groups’ ability to addresgroblem

at hand.

Once these aspects are recognised and accepted by the group, yibie nanst
then help the group to develop coping strategies. Finally, the analgstachieve
all this whilst engendering a ‘feel-good’ factor amongst the graembers. The
DMs need to feel able to apply the methods and deal with the consesjoérace

decision analysis approach.

Given all these issues, it seems that decision analysis arsilodesupport is an

impossible task. Why then am | advocating its use?

| have discussed in Chapter 2 that mathematical models exish,whith the
correct problem formulation, can provide recommendations. These modes wer
considered, not only on the basis of the assumptions they make about a DM, but
also with respect to whether a DM could happily make use of themave
suggested that this is so. Loose criteria were suggesteaustgdiich a decision

analysis might be measured. Whilst | was reluctant to sa\either model in the
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chapter was better than the other, there was some indication thpedoemed
better on the suggested criteria. It is not my intention to stggpkcement of
one method with another, but rather to investigate all methods thorougbrigter
to be aware of the shortfalls of each. This will enable anatgstsnsure that
findings are tempered where necessary. In addition, rather thamptttg to find
the model which performs best overall on agreed criteria, we showdroerned
with the elements within models which DMs like. This way we,tagosers of
the models, can work towards a tool which implements the best pastiofof

these techniques.

Chapter 3 confirmed that a DM could be capable of providing the necesgaty i

to operationalise a decision analysis model. That is, DMs maylbet@ state
preferences for outcomes. Clearly, there are caveats to tlgestion and much
consideration was given to the nature of preference data. Howeveaddeel
insight which preference data provide confirms that their use shoulthwent
There is little value in only part solving a problem, and then stahat) the
solution depends upon what priorities would be set. In order to stop thesefsort
results pervading, certain questions need to be addressed. The nateferehpe
data should be further considered. In particular, the role which famyillzas to
play should be addressed, in addition to an examination of how stable #éhe dat
might be. At a group level, one must consider aggregation of these dat
Moreover, the question of whose values count must also be addressedasty that

provided solutions will be acceptable.

Given that the early work in the thesis was considered from the pbiat
formulated problem, we needed to take a step back and look at how we might
achieve this stage. The work of Chapter 4 considered supporting a group
discussion and group decision making process. In particular, the technique of
facilitation was measured against specific criteria. Thadifigs were less
conclusive, but did demonstrate groups successfully working together esaadr
complex decision problem. Facilitation may aid this process. Funtbes could

be done to measure the impact of facilitation, however, this is unlikebe as
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systematic as was attempted by this thesis. Suggested mé&thedamining the
impact of decision analysis and decision support are discussed below.isNVha
clear, is that that as researchers we may have to movefeayhe ‘scientific’,
systematic approach and look more towards unique, yet real applic&bions

evidence that decision support has value.

Working with groups to perform decision support was further investigated
Chapter 5. In addition, this work considered the setting of hypothetieaasos.

Case study work was described. Chapter 5 concludes that the usenarfiosce
should be encouraged. They are a good training vehicle for both DMs and decision
analysts. Having discussed the findings that feedback can improve jeigyeme

might also consider that reflecting on previous decisions and thewroascwill
enable DMs to improve their decision making skills. More work could be tibne
establish additional scenario elements and further ways to emipése.t In
addition, a wider breadth of group objectives might also provide new foeas

scenarios to consider.

Looking more broadly at the role which decision analysis and decision support can
play, this thesis has had many positive findings. Aside from puretlinfj a
solution to a decision problem, decision analysis and decision support caseprovi

many services.

THE POWER AND ROLE OF DECISION ANALYSIS.

Decision analysis takes its powerful position not just from the adicability
of the techniques, nor from its validity over economics approaches (Saritbn
Simpson, 1997). It is powerful because it can offer so much more thassked.
For example, companies or ministries are prepared to invite siae@nalyst or
decision support team to help them consider a specific stragsgie.iOnce there,
the decision analyst is in a very strong position to address much morentemidé
problems which may be entrenched in the group’s working practices. tltei
illusion that the group are not admitting to bad management whichsallemn to

take on board comments and recommendations from an uninvolved outsider.
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Outsiders can voice what the group already think, ensuring that the blame does not
lie with any trouble makers ‘in-house’. Further, arguments about pergaimafor
individuals within the group will be avoided. Decision analysis is ygEyd at
identifying unexpressed issues and fundamental problems. Further, & @ive

group of DMs support to address these issues in a structured and sensible manner.

An additional high level role of decision analysis lies in the ekdoproduces. By
ensuring that the decision problem has been approached rationally, andreohside
carefully, the DMs can confidently establish an audit trail. Noy amll this
become a resource for later decisions, but also will enable a grodgfend its
work. In view of the discussion about the importance of feedback on improving
the nature of human judgement (Chapter 5), such a resource should glouwpa

to improve areas such as strategy planning. Further, if this ibinechwith an
explicit statement of objectives, it should enable a group to refoaiused and

avoid possible pitfalls associated with group dysfunction.

Another issue arises, that of supporting DMs to establish theg and therefore

their own criteria for a successful decision modelling sessidmvke already
suggested that this must be a role for the analyst. Certaimsy,itfformation
should be from the perspective of the DM in order that they genuieely f
fulfiled at the end of the session. However, the DM will beneafmf the
expertise of the analyst when establishing what is realigtieahievable. In
addition, decision analysis requires a DM to provide preference alasmdlyses.

It was shown in Chapter 3 that an analyst could support the provision of such data
The DMs in this study quite quickly adapted to the necessary modbkskihg
demanded of them and provided data demonstrating complex nonlinear preference
functions. Not only did this enable us to solve the existing problem, lparées
gained an understanding of problem issues from the DM’s values. Tlegrefor
decision analysis is also powerful because it can give greghint addition to
supporting the formation of aims and objectives which will clarifprablem
owner’'s position, it also helps explain the implications of preferedat,

enabling the DMs to better understand their problem and their solution.
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Decision analysis can provide a ‘feel-good’ factor. This was dematedt in
Chapter 4. Further, it is potentially an important role for the teglsmi Such an
aspect can be influential in the DMs’ decision whether to useideaspport in

the future. Further, it can have an impact upon whether DMs implement the results
of the decision analysis session they have experienced. More dlugigets of

the ‘feel good’ factor include motivation of the group to reach conseasdsto
communicate and appreciate differences of opinion. Such aspects cam have
considerable effect upon the quality of the decision making processegrofip,

and are therefore of key importance. The ‘feel good’ factor can fleetlgi
influenced by the nature and attitude of the analyst. Therefore, ghia i

fundamental aspect of the analyst’s role.

A final role of decision analysis is in educating DMs and deepening their approa
to problem solving. There is always value to be gained from considering
alternative methods of problem solving, even if these methods are diyentua
abandoned. Such a consideration will help clarify the important aspectte
preferred approach, and why these aspects are valued. Use of decisiols aaalys
be achieved through scenario setting as demonstrated in Chapter 5. @&®ups
encouraged to work together to model hypothetical problems. Scenamy sett

an ideal way to provide DMs with information about the nature of human
judgement and responses to information. Further, it allows them a safe
environment in which to practise the skill of moulding preferences,espac
consider uncertainty and the opportunity to find strategies for adagetisis.
Scenario setting enables both DMs and decision analysts to learnal$usnario

will enable a facilitator to observe the group process. This mayide vital
information about how a particular group functions. Further, it will gineanalyst

an opportunity to attempt alternative modes of working. In addition, widening
their experience will better prepare analysts for the dynamiconment in which

they are destined to function.
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THE VARIATION IN TECHNIQUESAND METHODOLOGY.

The fact that many normative decision models exist and that #nergariable
ways of applying such models, as highlighted in Chapter 2, make decisionsnalysi
a powerful tool. However, this itself leads to problems when makingfarmed
decision on which approach to adopt. This thesis proposes that the choice of
normative approach should fit the DM before it fits the problem. Thad say, it

is better that the DM feels at ease with the chosen approachwilhéeel happy

with the data which they are asked to provide, though the data and themaydel

be a simplification of the problem. The alternative would be to useoee
appropriate model, but risk alienating the DM by demanding what to mhigimt
appear as incorrect information, or simply asking questions which fthdy
impossible to answer. In the vein of robustness, it is better to fredmely right

than precisely wrong.

Chapter 2 demonstrated the difference in the ethos of the European Sthtdwo a
multi-attribute value theorists with respect to the best wayntalel decision
problems. One of the unrecognised differences lay in the way tpgseaahes
would be practised. MAVT applications may involve intensive sessionshwhi
gather the problem owners together, whereas the European Schodyitoliteke

a more ‘discrete’ approach. Consequently, there may be cases whémobige
better suited than another. This could also be viewed as an opporturegcfor

method to extend itself.

In Chapter 4 it was shown that facilitation would not be a partigulaiuable
method for groups with no history of conflict. It has been hypothesisedathat
group ceases to function effectively once it has passed some boundayitgf
Therefore, this is the point at which a group would benefit from aecsipport.
This is not to say that decision support has no role to play within gnebps
currently conduct themselves well. Ideally, a group would not progoeaslash

point, and a facilitator could be employed to prevent this.

Due to the dynamic nature of decision support, it is likely that sectniques

will evolve and adapt when applied to unusual settings. This may nesulbre
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powerful tools, or may simply demonstrate that a certain seimgappropriate
for a particular support technique. There is a clear motivation Heruse of
scenario setting. This will support the DMs in establishing whicthod is
appropriate for them. DMs can gain from using decision support techraquaes
analysts will also learn more about their methods. However, thieressues to
consider when devising a scenario. There may be many elementscemaio
which can make it seem more realistic in the eyes of thead3Miescribed in

Chapter 5. These elements should be used sensibly and in good proportion.

THE PROBLEM S OF ANALYSING DECISION ANALYSIS.

The wide variation in decision problems coupled with a DM’s prefesefmea
particular approach means that there will always be a numbeaysf o perform
decision analysis and decision support. It is unlikely that any one geehmiill
emerge as the ‘best’. This is partly due to the fact thateswoirs and practitioners
are unlikely to agree on a ranked list of criteria indicatingtvidhé@nportant about
a decision support tool. If decision analysts cannot do this, how could peetex

DMs to be able to use our techniques and do just this?

Validating and evaluating alternative normative models and support deesnis
complicated by the fact that the criteria used by the decisiarist® (e.g. the
rigour of mathematics) is completely different to the crtesihich a DM would
use. Much like the two sides to the coin of normative and descriptiusiatec
theories, an approach must be sought which will marry these viewpteCia
indicated some criteria from the perspectives of both the anahgtthe DM
which could coexist. Those for the DM are concentrated upon a ‘feel-{pxdt,
i.e. whether a DM could get to grips with the decision modelling approehe
analyst’s criteria, on the other hand, need to be targetted towerd3M rather
than the problem. Notice that neither set of criteria are coratedtrupon the
problem. | feel that, given the evolving nature of the decision modglfimgess, a
satisfactory representation will be generated more effigiebyl an approach

which satisfies the DM than one which better represents the problem.
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Chapter 4 discussed the problems of empirical research and thedervgéred

in using qualitative data. The impossibility of ruling out confoundingofactvas
noted. Researchers have combatted many problem issues so that a$pects
decision analysis can be investigated. However, there is a damaerthe
experimental situation becomes so contrived in order to combat andrsiases,
that the artificial nature of the situation becomes a biassglfitTherefore, a
balance needs to be struck. The analyst must accept that theedataltect will
have errors or omissions. Realism is too important to exclude fnoex@eriment

if the results are to be extrapolated onto applications.

At a higher level, it is likely that the DM’s view of the d&oin problem is
unstable. Analysts must be aware of this and adapt their modebprgpaiately.

They must adopt a patient and supportive role, guiding the DMs towards
achieving their objectives. Applications of decision support must be dgnami
accommodate this. DMs will benefit from gaining understanding about themselves
in addition to a clearer view of the problem they face. Therefdnenvanalysing
decision analysis and decision support, the formative role of the anakgs not

be overlooked.

This thesis has not addressed the debate on whose values count. Furtbsugethe

of aggregation of data from a group is a complex one. Clearlye tresaspects
which influence the value of a decision analysis exercise. In additiis not an
aspect which could just be solved with common-sense. However, thesés aspec
must not be allowed to stop the application of decision analyses. Akekas
demonstrated, there are many issues to consider when applying deciaigsis.

These problem aspects must be addressed, but cannot all be considered
simultaneously. Therefore, | propose that the aggregation of groupepreds is

an issue which is not immediately considered. Sensitivity anaisisld be used

in the interim to maintain the high standard and applicability ofsthlations

which are generated.
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AN APPROACH TO SYSTEMATIC EVALUATION OF DECISION
ANALYSIS.

In order to address this question, | must first outline why ther@ meed for
evaluation, and what this approach should fulfill. It is imperative tootstrate
the value of decision analysis in order to encourage the use ofcti@giees.
Chapter 3 indicated how decision analysis could address issues whieht cur
economics approaches are unable (or unwilling) to solve. Clearly, dnemather
examples where decision analysis could be of benefit. However, tiseniidgt be
encouraged to use a new approach. Key to this is the ability to deatertbe
value of investing the time and effort required. Therefore, if our ®&nto
encourage the use of decision analysis, we must be able to ideeti§pecific

benefits of these tools.

Given that the value of decision analysis needs to be establishedshioetd be a
sensible and appropriate way to achieve this. Can approaches which are
unsystematic be systematically evaluated? More to the point, ftaidva DM
view a successful decision support tool? It is clear from theiskson presented
throughout the thesis that a DM’s criteria for success would Werelit from
those of a decision analyst. If, as | have proposed, one of the aimglefioa is
to persuade DMs that the tool is useful, then the validation crisdrauld
demonstrate things which would appeal to a user. To this end, thechesdach
identifies participants’ perceptions of a decision support sessibbevd valuable
starting point. However, it was shown in Chapter 4 that although DM=iged
many improvements, these were likely to have evolved from a céedlalg of
‘well-being’. However, well-being may be insufficient as an ‘atiserg’
criterion. Clearly, there is much more work needed on this issu®@oA sgtarting

point would be to consider the criteria outlined in Chapter 2.

One could follow the systematic evaluation route with the aim gdrously
testing prescriptive decision analysis. Once there is a set of agiteei@d,cn itself
a complex task, then metrics must be established in order thatrparice levels

can be recorded. It is likely that, given criteria such as sfatfiion’, these
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measures will be subjective and perception based. Therefore, thagatiestis
likely to reduce to an unsystematic analysis. Given the unrepeatathlenique
character of each decision support session, less rigorous approachreiable.
Therefore, | would suggest that this route would be difficult and flawed. It srbett
to acknowledge the qualitative nature of prescriptive decision amabysd

establish appropriate validation techniques.

The way forward must be to accept the possible duality of the @fiwvalidation.
Firstly, are we aiming to encourage the more widespread useisiaeanalysis?
Secondly, are we trying to quieten our academic critics through raimadysis?
Following this, we can establish appropriate criteria and meficsn a personal
point of view, | would suggest that this thesis has highlighted tipertance of

the first approach. Therefore, | would propose a system which ‘provesiate
analysis with respect to a DM’s perspective. It is likelyt,tha the role of decision
analysis becomes established in management practices, theanepes®rmance
criteria would change. Therefore the second approach, the acadenpectees
would be addressed as a matter of course. The current aim shouldrio®toage

the use of the techniques, and to provide DMs with training and supportvilthis
give rise to issues which developers of decision support mechanismstanee
address. Once these demands have been met, then the aims of the amglhs

be to introduce more complex models, or perhaps make less use of support
approaches. From a pragmatic prescriptive perspective, there & bapefit in
encouraging applications of decision theory than in time spent extending
mathematical theories. Academics should be encouraged to sedishat an

equally valid extension and improvement of their models.

CONCLUSION

It is only through use that the practical shortcomings of decisiolysamavill be
identified, and therefore addressed. Moreover, this can only be achiewadrthr
real DMs making use of these techniques. It should not be based purelthapon

investigations of academics. Until decision analysis and decision $upgoz
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been given a fair hearing, and an opportunity to respond to criticisncameot
fully establish their role in problem solving environments. It isaclEom this
thesis that decision analysis can have a positive impact in nmespeats.
Moreover, it can influence aspects which have been avoided by a groupy or ma

not have been even recognised as contributing factors.

In view of the fact that there are many models and support technigesion
analysts should be encouraged to apply these widely in order to cosymdre
approaches. Clear aims on what such a comparison is for should béslestabl
first. Further, the dynamic and flexible role which an analyst rfulsli needs to
be practised so that they have an opportunity to reflect on aspedteiof

performance.
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