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ABSTRACT " 

Between 1982 and 1984 six new stations were opened on passenger 

railways in West Yorkshire whilst additional sites were being considered. The aim 

of this thesis is to assess and evaluate demand at the six existing and up to 28 

potential new stations in West Yorkshire. This involved three inter-related 

strands of research. Firstly, market research was carried out at the six new 

stations opened and was particularly useful in determining the proportions of 

travellers generated and abstracted. Secondly, statistical models, based on 

aggregate simultaneous and disaggregate mode split structures, were developed 

and their forecasting abilities assessed. In this part of our work a subsidiary aim 

emerged; namel)' to assess the trade-off between complexity and accuracy in 

modelling new station demand. Thirdly, an evaluation framework, using one set 

of demand forecasts, was developed, taking into account the costs and benefits 

to Public Transport operators, new station users and society as a whole. 

It was found that the six new stations opened in West Yorkshire may be 

judged a success in both financial and social terms, whilst up to 10 sites were 

identi fied as representing good social investments. In terms of our subsidiary 

aim it was found that, given limited resources, simple modelling approaches, such 

as provided b)' an aggregate simultaneous model, ma)' be preferable to more 

complex approaches when evaluating small-scale new station programmes. Our 

findings are shown to have implications beyond West Yorkshire as simple guide 

lines for new station site identification and evaluation have been determined. 
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PART ONE RESEARCH FRAMEWORK 

CHAPTER ONE INTRODUCTION - DEFINING THE RESEARCH PROBLEM 

1.1 BACKGROUND TO THE RESEARCH 

This thesis describes research carried out, in the main, between 

October 1982 and September 1985. The starting point for this study was the 

programme of opening new stations on the West Yorkshire local rail network, 

initiated by the Passenger Transport Executive (PTE). This was seen as, at 

that time, providing a near unique opportunity to monitor and evaluate the 

effects of new local rail stations in Britain. Initially the programme was 

envisaged as involving the opening of nine stations in the period 1982-85*, 

with up to a further 15 stations thereafter.** In fact, due to unforeseen 

engineering and political problems, only six new stations were opened during 

the period 1982-5. These were: 

(i) Fitzwilliam, on the Leeds to Doncaster line, opened 1st March, 1982 

(ii) Deighton, on the Huddersfield to Leeds/Wakefield lines, opened 26th 

April 1982. 

(Hi) Crossflatts, on the Keighley to Leeds/Bradford lines, opened 17th May 

1982. 

(iv) Slaithwaite, on the Huddersfield to Manchester line, opened 13th 

December 1982. 

(v) Bramley (Swinnow Road), on the Leeds to Bradford line, opened 12th 

September, 1983 

(vi) Saltaire, on the Keighley to Leeds/Bradford lines, opened 9th April 

1984. 

In Chapter Two we shall go on to put this new station programme into context, 

in terms of time, place and scale, and thus identify the objectives, as far as 

the PTE is concerned, of such a programme. 

* Fitzwilliam, Crossflatts, Deighton, Slaithwaite, Bramley, lightcliffe, East 
Garforth and Hawksworth (Sully, 1981) 

** East Ardsley, Hemsworth, Low Moor, Luddendenfoot, Milnsbridge, 

Osmondthorpe, Salter Hebble, Thornhill, Wrenthorpe, Outwood, Cottingley, 

Gamble Hill, Frizinghall, Methley and Stanningley (WYPTE, 1984A) 
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1.2 RESEARCH AIMS 

The goal of this research is to develop a quantitative, scientific 

approach to the measurements of the costs and benefits of six existing new 

stations and a number (as yet unspecified) of potential sites. Our stud>,'s 

objectives were initially taken as given, as this research was financed by a 

CASE award, sponsored by British Rail (BR) and supported by WYPTE, with the 

co-operation of West Yorkshire Metropolitan County Council (WYMCC). 

These objectives were as follows: 

(i) To assess the volume and characteristics of the patronage at new 

stations and to examine its dependence on factors such as the location 

and characteristics of the population served, access to the station by 

alternative modes and the nature of the rail service provided in 

comparison with other modes of transport. 

(ii) To establish the extent to which this traffic is achieved at the expense 

of other modes, and the extent to which it is newly generated. 

(Hi) To measure the costs and benefits of the new station to users, rail and 

bus operators and the public at large. 

(iv) To assess the effects on accessibility to jobs, shopping and other 

facilities for the inhabitants concerned using both objective and 

attitudinal measures. 

In carrying out these objectives we shall be adding to the work done by WYPTE 

(1984B). 

As we shall demonstrate in 2.3.2, it is likely that the secondary effects 

(on activity levels) and the tertiary effects (on land use) of new stations will 

be limited and hence the bulk of this research will concentrate on the primary 

effects on trip patterns (i.e. objectives 0), (ii) and (iii)). 

1.3 RESEARCH METHODS 

As will be shown in Chapter Three, in order to achieve the above 

objectives, this stud)"s methodology will consist of three strands: 

(i) Market Research. Due to resource constraints this will be limited to 



3 

interviewing boarding passengers at new stations, with the main surveys, 

carried out at six sites between 1982 and 85, covering 921 respondents. The 

survey strategy and results will be discussed in Chapter Five. 

(in Statistical Modelling. In order to evaluate potential station si tes, 

approaches that forecast the likely level and nature of demand need to be 

developed. In 3.2 we shall show that a number of statistical models have been 

developed to forecast rail demand, with simple regression and trip rate models 

most commonly used to assess the types of new stations we are interested in. 

By comparing the theoretical advantages/disadvantages of different model 

t)'pes (discussed in 3.3) and the practical advantages/disadvantages, 

particularly with reference to data requirements (discussed in Chapter Four) 

two approaches were identified as being worthy of further investigation: 

(a) An aggregate approach. As Chapter Six shows, this was based on the 

development of multiple regression equations. 

(b) A disaggregate approach. As Chapter Seven shows, this was based on 

logit models of mode choice for work journeys. 

(iii) Evaluation. The information provided b)' the market research and 

statistical modelling stages will be used as input to the evaluation stage. As 

discussed in 3.4 this will include both a financial appraisal and social cost­

benefit analysis, the results of which will be presented in Chapter Ten. 

Figure 1.1 shows how the aims, methods and results are inter-related 

by our research framework. An important aspect of this framework is the 

feedback between the study's aims and results. In particular we wish to 

determine to what extent this feedback is positive (thus leading to a change in 

the "equilibrium" state i.e. new station(s) opened) and what extent this 

feedback is negative (no change in the "equilibrium" state). In determining 

this, key regulators will be the search procedure (discussed in 9.1.1) and 

decision rule(s) chosen (discussed in Chapter Ten). 

As a result of the methodology to be used in this stud)' a number of 

subsidiary objectives may be developed. For example the aggregate and 

disaggregate approaches may be compared, both in terms of practical (and in 

particular, as will be shown in Chapter Nine, predictive) and theoretical 

capabilities. In addition we shall be able to test the practical applicability of 
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the forecasting methods developed and in particular that of our disaggregate 

approach, as will be shown in Chapter Eight. Furthermore, we will be able to 

illustrate the effects of extending the evaluation approaches most commonly 

used to assess rail investment in the U.K. This will be done in Chapter Ten. 

1.4 LEVELS OF RESOLUTION 

Before progressing with this stud)' the level of resolution, in particular 

in terms of spatial, temporal and theoretical dimensions, need to be 

determined. The spatial level of resolution should already be apparent. We 

are interested in existing and potential new stations in West Yorkshire, 

although as a by-product of our work, studies were carried out elsewhere 

including Derbyshire, Leicestershire, North Yorkshire and Tyne and Wear. The 

temporal and theoretical levels of resolution are not so easily identi fiable and 

are thus discussed below. 

1.4.1 Temporal Level of Resolution 

At least three levels of temporal resolution may be identified: 

(i) Cross sectional. This will provide the basis for most of our modelling 

work. 

(H) Time-series (or longitudinal). Such an approach is limited by data 

availability" but will be used to assess changes in new station usage 

over time (section 9.4). 

(iii) Before and after studies. The scope for such an approach was limited 

by the fact that three of the six new stations were opened before this 

research began, but this problem was reduced by including recall 

questions in our market research. 

It can thus be seen that this research adopts a flexible approach in 

that it attempts to incorporate elements of all three temporal horizons. In 

addition it should be noted that our study period (October 1982 to September 

1985) was one in which there were numerous fare changes, in particular the 

introduction of off-peak schemes and the extension of Metrocard to rail (see 

Table 2.7), whilst new rolling stock was also introduced (WYPTE and BR, 

1982). Moreover, not long after our stud)' period finished two important 

changes occured. Firstly, the 1985 Local Government Act led to the abolition 

of WYMCC in April 1986. Secondly, the 1985 Transport Act led to the 

deregulation of stage carriage bus services, outside Greater London, in 
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October 1986. 

1.4.2 Theoretical Level of Resolution 

Alonso (1968) demonstrated that there are important trade-offs in 

modelling between specification and input error (see Figure 1.2). Cast more 

generally this implies that, for any study, the accuracy of the results is 

dependent on the quality of the input and hence there are likely to be trade­

offs between theoretical and practical levels of resolution (or, expressed 

another way, between complexity and accuracy). In our study input quality is 

limited by: 

(i) Data constraints. As Chapter Four demonstrates this study is 

dependent on existing data sources and as these data sources were not 

specifically collected with the objectives of this research in mind there are 

numerous application problems. 

(ii) Time and cost constraints. This research was envisaged as involving 

approximately three man years of labour and a very limited monetary budget. 

This has restricted the scale of market research that can be undertaken and 

has also meant that a number of interesting side issues could not be 

investigated fully. 

As Figure 1.1 has shown, our research framework has been deSigned so 

as to produce practical results, particularly to determine the effects of a West 

Yorkshire new station policy. Given this aim and the constraints listed above 

it is evident that we will face trade-ofts between theory and practice. This is 

examined further in 3.3 and is especially evident in Chapters Seven and Eight. 

Where such trade-ofts occur we have concentrated on producing practical 

results in order to achieve our research objectives whilst attempting, given our 

resource constraints, to minimise theoretical problems as far as possible. 

Thus, to an extent, this research ma)' be seen as an attempt to determine the 

right balance between complexity (particularly in terms of resource 

requirements) and accuracy in order to successfully evaluate new local rail 

stations. 
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1.5 THESIS OUTLINE 

Given the above, this thesis will consist of four parts. In Part One, 

which includes this chapter, a research framework will be developed. In 

Chapter Two the study's system of interest will be examined and placed in 

context in terms of time, place and scale. In Chapter Three the study's 

methodology will be examined by outlining previous work in the field and 

assessing the choice of modelling approaches and evaluation techniques 

available. 

Part Two of this thesis will examine the study's data requirements. In 

Chapter Four the availability and suitability of existing data bases will be 

examined. It will be stressed how data availability has acted as a constraint 

on the depth of analysis, particularly with regard to modelling. In Chapter 

Five we will go on to detail the data base developed by the study's market 

research. 

In Part Three the statistical modelling approaches used to forecast 

new station usage will be discussed. Hence in Chapter Six a series of 

aggregate models will be developed, whilst in Chapter Seven a set of 

disaggregate journey to work models will be developed. In Chapter Eight we 

shall go on to examine some of the issues that arise in applying the 

disaggregate models that we have developed. 

The fourth, and final, part of this thesis will bring together the 

previous three parts. In Chapter Nine a number of modelling approaches will 

be used to forecast new station demand and their results, particularly in terms 

of accuracy, will be compared. A set of these forecasts will then be used as 

input into the evaluation framework, as detailed by Chapter Ten. Lastly, in 

Chapter Eleven, a series of conclusions will be drawn relating to both 

theoretical and empirical findings and allowing certain policy implications and 

recommendations for future research to be made. 



9 

CHAPTER TWO DEFINING n-E SYSTEM OF INTEREST 

2.1 INTRODUCTION 

It should be clear from Chapter One that to a large extent our system 

of interest is taken as given; that is we are interested in the six new stations 

opened in West Yorkshire between 1982 and 1984 as well as a number (as yet 

unspeci fied) of potential new station si tes. In this Chapter we shall attempt to 

place the West Yorkshire new station programme in context in terms of time, 

place and scale. 

This will be done in three sections. In section 2.2 we shall examine the 

historical development of the West Yorkshire passenger railway network and 

the status of the network immediately prior to the new station programme. 

This will allow us to determine some of the aims of such a programme. Also in 

Section 2.2 we shall detail past studies of possible changes to the rail network, 

which will then allow us to show that a new station programme is just one of a 

number of options that might be adopted in order to improve the performance 

of the local rail network. 

In Section 2.3 we shall go on to place this study in its geographical 

context. Firstly, we shall attempt to explain why railways have been widely 

adopted as solutions to urban travel problems. Secondly, recent urban railway 

investments in the U.K. will be discussed and following on from this it will be 

shown how a number of new station schemes have been developed or proposed 

elsewhere in the U.K. Lastly, we shall show that there have been numerous 

worldwide examples of recent investments in urban railways. 

In Section 2.4 we shall go on to draw some conclusions from the above 

review. In particular it will be shown that the small scale of the West 

Yorkshire new station programme makes it different from many other urban 

railway investment programmes. 
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2.2 THE PAST ROLE AND CURRENT PROSPECTS OF WEST 

YORKSHIRE'S PASSENGER RAIL WA YS 

2.2.1 Historical Development 

Railways have played a role in the West Yorkshire conurbation for 

over 150 years. The first passenger rail service in the county was from Leeds 

to Selby in 1834 (Joy, 1978) and this line was soon followed by man)' others, 

built by a number of different companies, so that by 1900 the County's rail 

network reached a peak of 700 route km and some 200 stations (see Figure 

2.1). This peak system had a number of handicaps. 

(i) It was multicentric being based not just on Leeds but also on Bradford, 

Dewsbury, Halifax, Huddersfield, Wakefield and the Five Towns area 

(especially Pontefract). 

(H) Due to difficult topography routes were often indirect, for example 

the Midland Railway route between Leeds and Bradford went via 

Shipley and certain stations were some distance from the communities 

they purported to serve (e.g. Queensbury). 

(Hi) The railways were built principally for the movement of freight 

(especially coal) rather than passengers. 

(iv) The large number of competing companies led to duplication of routes 

(for example the London and North Western and Lancashire and 

Yorkshire routes through the Spen Valley were almost identical) and 

separate central area termini. 

As a result the railways had limited effect on the developing 

morphology of the conurbation, with only the Ilkley, Wetherby, Harrogate and 

Bradford lines producing an)' degree of suburbanisation (Dickinson, 1967), 

whilst the municipal tramways (and subsequent bus systems) and the 

automobile have had a much greater effect. 

Because of these handicaps the passenger rail s)'stem has undergone a 

long period of decline. By 1945 30 stations were closed, by 1960 a further 60 

stations had closed whilst the "Beeching axe" accounted for over 50 stations 

(of which only a half were due to line closures) (British Railways Board, 1963). 

However, it should be noted that the recommendations of the Beeching Report 

were never fully implemented; out of 18 passenger services proposed for 
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closure only 12 were withdrawn with 19 stations escaping closure (Haigh, 

1978). Nevertheless, the frequency of train stops in the County decreased 

from 4700 a day in 1960 to 2200 a day in 1970 (down 53%) with a consequent 

decrease in passengers from 14 m per annum to 8 m (down 43%). Similarly, 

WYTCONSUL T (1976A) showed the number of rail passengers between 1962 

and 1973 declined by 34% (a similar figure for bus was 27%), although rail 

receipts only declined by 19%. 

2.2.2 Situation Prior to the New Station Programme 

In 1981 the West Yorkshire passenger rail network consisted of 370 

route km, 48 stations (4 principal intercity, 23 local staffed and 21 unstaffed) 

and 16 services (as shown by Figure 2.1) with the network being very similar to 

that of 1854. Assuming that 80% of journeys are internal to the County 

(WYPTE, 1979), it was estimated that in 1981 over 54,000 passengers boarded 

and/or alighted at West Yorkshire stations on an average weekday. The West 

Yorkshire Transportation Stud)' (WYTS) rail survey (1976B) indicated that local 

service usage was heavily peaked, with 50-60% of demand occuring during the 

peak hours except for the Leeds to Sheffield and Leeds to Bradford lines, and 

with the journey to work accounting for about 48% of journeys. Usage was 

mainly centred on Leeds City (which accounts for one end of almost 50% of 

trips), with the Bradford/Huddersfield-Leeds-York corridors being the most 

heavily loaded (WYTCONSUL T, 1977A). 

Reliable time-series data for West Yorkshire rail patronage is difficult 

to obtain but Table 2.1 suggests that patronage between 1974 and 77 was 

declining in excess of the nationwide rate of 1.6% per annum identified by 

Webster (1977), possibly due to the 49% increase (20% in real terms) in rail 

fares in 1975. Between 1978 and 80 however there seems to have been an 

increase in demand, possibly in response to PTE improvements. However in 

1981 and 82 there was further decline due to the effects of the recession, the 

increased price competitiveness of bus and the rail strikes of 

January/February and July 1982. This decline halted by 1983, and since then 

there have been large increases in demand (particularly in 1985). 

Given that patronage had not increased dramatically between the mid 

70s and the early 80s (and indeed has been subject to fluctuations), a number 



CV) 

r-

Financial Year Starting 

1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 

A 0.93 0.84 0.88 1.01 1.03 1.14 0.98 0.99 1.04 NA NA 

B 0.92 0.80 0.85 1.10(1) 0.76(2) 1.01 0.82(3) 0.73(3) 0.75 0.81 1.12 

1974 = 1.00 

TABLE 2.1 RAIL USAGE IN WEST YORKSHIRE 1974-1985 

Sources: 

A "Transportation Trends" 1977-80 supplemented by PTE data. Based on counts of autumn weekda)' usage 
supplied by PTS 

B PTE "Annual Report and Accounts" and "Public Transport Plans" Annual Passenger - based on ticket sales 
data 

Notes: 

(1) Inclusion of South Yorkshire bound services (Leeds to Darton/South Elmsall and Huddersfield to Oenby Dale 

(2) Reductions in service due to fuel shortages 

(3) Figures affected by industrial disputes 
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of problems facing West Yorkshire's passenger rail network in the early 1980s 

may be identi tied: 

(0 It had low usage. Less than 1% of West Yorkshire's mechanised 

journeys were made by rail, accounting for only 2% of Public 

Transport trips and 8% of Public Transport passenger mileage (as the 

mean distance travelled is 17.95 km). However rail was important for 

journeys to work over 10 km long (10% share) and for journeys to work 

to Leeds in areas served by railways where it had a 6% share 

(WYTCONSULT, 1976A). Nonetheless Table 2.2 shows that, despite 

having the largest network (in terms of route km) and the third 

largest population, rail usage in West Yorkshire was lower than in any 

of the other English PTEs, with the exception of South Yorkshire. 

(ii) There was poor access to the system, as only 15% of the County's 

population and 45% of its jobs were located within one km of a station. 

(iii) The system was requiring increasing levels of subsidy. Between 1979 

and 1982 the PTE's section 20 payments to BR (which cover all local 

services except the Pontefract Baghill-Moorthorpe and Huddersfield­

Wakefield routes) increased from £5.0 to £8.9 m. All services incur a 

deficit, although the Leeds to Bradford, Mickletield and South Elmsall 

trains cover working expenses, with the deficit per passenger mile 

ranging from over 11.0 p for the Bradford to Keighley, Huddersfield to 

Wakefield and Huddersfield to Sheffield services to 1.4 p for the Leeds 

to Doncaster service (WYPTE, 1979). As a result train revenues only 

covered 39% of total costs (Sully, 1981) and it can be seen from Table 

2.2 that West Yorkshire had the highest claim per passenger mile of all 

the six English PTEs. 

(iv) As a result of the above factors there was poor utilisation of assets. 

Although figures are not readily available it is clear that the West 

Yorkshire passenger rail network had low average load factors. 

(v) As we have seen, the recommendations of the Beeching Report were 

not fully implemented and this led to anomalies. For example on the 

Huddersfield line Slaithwaite and Milnsbridge stations were closed, but 

Marsden stayed open. Similarly, certain lines lost their intermediate 

stations (for example the Airedale and Leeds to Bradford lines) whilst 

others (for example the Harrogate and Minster lines) maintained 

theirs. 



1981 population Road km Rail route Stations Rail (1980/1) Rail (1980/1) 1974 Claim 
(km) Passenger km Passenger % of payment per 

(millions per journeys Mechanised pass. mile 
annum) (millions per journeys (pence) 

annum) 

Tyneside 1.36 2375 68 45 16.0 6.0 5.2 

Merseyside 1.50 2259 110 71 40.6 8.0 5.0 

LO 
r-

Greater Manchester 2.57 4587 197 106 314 27.5 5.0 6.4 

West Yorkshire 2.00 4314 214 49 157 8.8 0.5 7.2 

South Yorkshire 1.29 2947 142 25 5.2 

West Midlands 2.62 3875 105 62 247 23.3 2.0 2.7 

TABLE 2.2 RELATIVE ROLE OF RAILWAYS IN SIX ENGLISH PTES (Source: Chan, 1982) 
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Table 2.3 and 2.4 indicate some of the reasons for the low ~ail usage in 

West Yorkshire. Firstly, the cities and towns in the county are relatively self 

contained, so that 87.6% of the County's work force work in their district of 

residence, although there is evidence that this' figure may be decreasing. 

Secondly, in part due to the short distances travelled, bus is a much more 

important Public Transport mode than rail, with rail only accounting for 4.8% 

of the Public Transport journey to work market. Lastly, Table 2.4 indicates 

that competition from private transport, due in part to the good local road 

network, is important. In 1981 out of seven major English city centres, Leeds 

was the only instance where the Public Transport share of the journey to work 

was less than 50%. 

2.2.3 Opportunities for Change - Past Studies 

Several studies designed to improve West Yorkshire's Public Transport 

network have been undertaken. The main emphasis has been on the role of 

buses in freestanding towns/cities as exemplified by the Leeds approach (Leeds 

City Council et al. 1969 -reappraised 1973) and the Bradford (Travers Morgan 

and Partners, 1974) and Huddersfield (LGORU, 1976) bus studies. However 

there have been a large number of studies that have looked at options for the 

local rail network and included studies of new stations. These will be 

examined in turn. 

(i) The first of these was provided by the County's first Land Use and 

Transportation Study (LUTS), entitled the West Yorkshire Transportation Study 

(Traffic Research Corporation, 1969), although the area under study differed 

from the current county in that it included Harrogate, Saddleworth and Selby 

but excluded the Hemsworth area. The main emphasis of this study was on 

predicting inter-urban road traffic but there was a small scale rail study, 

involving station counts for one week in October 1966, and the calculation of 

passenger totals for trains crossing screen lines betwee 0700 and 0900 am (93 

trains, 4742 passengers). The main problems were seen to be low usage, poor 

accessibility and low frequencies. A number of improvements were studied, in 

particular a figure of 8 rapid transit system linking Leeds with Shipley, 

Bradford, Garforth and Castle ford with branches to Skip ton, Harrogate, York, 

Selbr and Wakefield as well as a Huddersfield to Denby Dale link. This 

network was then compared with a network of express buses, with the benefit-



Living and Working of which Li ving elsewhere and of which 
in District Rail Bus Working in District Rail Bus 

Bradford 157710 850 42390 26660 600 4600 

Calderdale 67970 110 16280 12040 70 2700 

,...... Kirklees 124740 550 27680 16770 240 2700 
r-

Leeds 265790 2740 74570 51850 2900 6720 

Wakefield 107160 210 22290 25610 320 5850 

TOTAL 723370 6350 183210 132930 4130 22570 

TABLE 2.3 JOURNEY TO WORK IN WEST YORKSHIRE 

Source: Census 1981 



Total Employment 

Rail (%) Bus (%) Public Transport (%) 

London 1,070,170 689,330 64.4 117,990 11.0 807,320 75.4 

Manchester and Salford 106,950 15,780 14.8 38,320 35.8 54,100 50.6 

Liverpool 92,690 18,210 19.6 31,650 34.1 49,860 53.8 

cc Sheffield 59,720 1,390 2.3 31,830 53.3 33,220 55.6 
...-

Newcastle 57,620 3,620 6.3 27,090 47.0 30,710 53.3 

Birmingham 101,190 12,270 12.1 39,950 39.5 52,220 51.6 

Leeds 59,010 4,120 7.0 24,660 41.8 28,780 48.8 

TABLE 2.4 JOURNEY TO WORK TO CITY CENTRES 

Source: Census, 1981 
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cost ratio evaluated at 1.5: and 17.0 respectively and hence the studies 

favoured the development of express buses. In a recommended programme of 

priorities it was, however, suggested that up to 1981 frequencies on the Leeds 

to Harrogate, Garforth and Bradford services should be improved to provide 20 

minute peak headways, with the incremental benefit-cost ratio ranging from 

0.66 for Horsforth services to 4.57 for Bradford services. It was also 

suggested that the Shipley to Bradford Forster Square line should be converted 

to bus- way. 

(ii) Following the formation of the Metropolitan County in 1974 a second 

West Yorkshire Transportation Study (WYTS) was undertaken by 

WYTCONSUL T, a joint company of Freeman Fox and Associates, Martin 

Voorhees and Associates and seconded County staff. Again this was a wide 

ranging study but did include an important rail element. The data base for the 

rail studies was provided by a survey on June 17th 1975 which involved the 

issueing of 11,274 questionnaires to departing passengers at seven main 

stations (Leeds City, Bradford Exchange, Bradford Forster Square, Wakefield 

Westgate, Wakefield Kirkgate, Huddersfield and Halifax) with a response rate 

of 43% (or 31% of all passengers counted) (WYTCONSUL T, 1976B). It should 

be noted that the barrier survey missed travellers with an origin and 

destination outside the county, with an origin and destination outside the 

surveyed stations and with an origin or destination outside the County and 

destination or origin outside the surveyed stations. In addition a rail inventory 

(WYTCONSUL T, 1975A) was undertaken, including station and line inventories, 

station accessibility studies, analysis of passenger services and loadings and 

matrices of station to station movements. 

Important findings included the high usage of rail by people from car 

owning households (38% of all passengers, 73% in the morning peak), the 

importance of intermediate non manual, junior non manual and skilled manual 

users and the high deficit per passenger mile (in 1974 3.0p for rail compared to 

1.0p for bus). This second WYTS also included a number of further rail 

studies, which are considered below. 

OH) Initial rail studies were included as part of Public Transport tests for 

Leeds and Bradford. For the short term (up to 1981) a rail reinstatement test 

was carried out for Leeds (WYTCONSUL T, 1976C) which involved the 
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development of Bradford to Garforth and Harrogate to Wakefield/Ooncaster 

through services with a net increase of 23 in the number of stations. This 

network involved increased costs over 1975 services of £l.09m, whilst revenue 

was estimated to increase by £1.77m. However, compared to the 1981 

Economic Base (which included only inter-city rail services), there was an 

increase in user benefits of £O.16m but an increase in deficit payments of 

£1.91m. The tests concluded that rail improvements were only viable for 

certain corridors. 

(iv) As Central Area employment, car ownership and traffic congestion 

were forecast to grow between 1981 and 1991 the case for rail retention was 

seen to be stronger in the medium term. Hence the Medium Term (1991) 

Provisional Plan for Leeds (WYTCONSUL T, 1977B) proposed the development 

of a South Garforth spur, a Bradford central rail link and withdrawal of 

services via Castle ford and Normanton, with a net increase of eight stations. 

The schemes would involve capital costs of £1.28m (at 1975 prices) and an 

operating deficit compared to the Economic Base of £6.0m, but an increase in 

user benefits of £9.2m. However, there were large variations in the 

performance of lines, with the Skipton-Bradford-Leeds-South Garforth spine 

providing the best results and the Caldervale line the worst, whilst intercharge 

was seen as being crucial. 

(v) In the long term Light Rapid Transit (LRT) might be considered for 

Leeds (WYTCONSUL T, 1977C). Two LRT networks were considered. Network 

A (52 km, 19.5 km in street) serves the York Road, Headingley, Moortown, 

Belle Isle and Harehills corridors. A simpler and more segregated Network B 

serves only the York Road and Stanningley corridors (26 km, 1.4 in street, 37 

stops). Network B, in particular, had important savings over bus but as only 

£25.8 m (at 1975 prices) was available for all transport capital projects in 

Leeds up to 1991 the infrastructure costs proved prohibitive. The safeguarding 

of routes, particularly at Quarry Hill flats, Colt on, Hunslet and Wellington 

Street was, however, recommended. 

(vi) For Bradford two rail reinstatement tests were carried out 

(WYTCONSULT, 19770) for the medium term (1991). A subtest on the 

Improved Accessibility network included links to Huddersfield and Wakefield 

with up to nine new stations. This was disregarded as it led to a small net 
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disbenefit for Public Transport users and increased the Public Transport 

deficit by £1.5m. For the Medium Term Provisional Plan for Bradford 

(WYTCONSUL T, 1977E) the same network as that of the Medium Term 

Provisional Plan for Leeds was studied. Greater consideration was given to 

the alignment of a cross Bradford link and six associated service options. The 

network involved capital costs of between £3.Bm and £5.6m, with an increased 

Public Transport deficit over the 1991 Economic Base of around £1.Sm 

producing user benefits of only £O.6m pa, and was therefore rejected. 

(vii) WYTCONSUL T also analysed six county wide networks (l977F) ranging 

from the six station Basic network to the 109 station Maximum Accessibility 

network (see Figure 2.2). Analysis of the Intermediate network included a 

circular Leeds-Castleford-Normanton-Wakefield service, the Rationalised 

network included the development of through services from Todmorden to 

Micklefield, from Bradford to Knottingley and from Keighley to Darton whilst 

the Improved Accessibility network included new services such as Leeds to 

Todmorden via Brighouse, Bradford to Wakefield via the Spen Valley and a 

circular Leeds-Garforth-Castleford-Wakefield service. The Maximum 

Accessibility network would include a number of links to allow the 

development of through services from Ilkley to Scholes and from Wetherby to 

Horsforth. A comparison of all six networks showed that only the Basic 

network fails to incur a deficit, whilst the Intermediate and Rationalised 

networks were favoured as they generated more traffic at less cost than the 

existing network. 

(viii) An Interim Preferred Network was also studied (WYTCONSUL T, 

1976A) which identified the Leeds to Skip ton and South Elmsall services as 

having the best potential for development. The reopening of the Kippax 

branch and the Brighouse link was proposed, although the Spen Valley and Five 

Towns circular service were disregarded as they failed to cover working 

expenses. Overall a net gain of 15 stations was proposed. 

Ox) The findings of WYTCONSUL T were finally put together to form a 

series of recommended policies and plans (1977G). Up to 19 station openings 

were proposed (including the South Garforth spur) and 11 closures, due to 

withdrawal of passenger services between Castle ford and Knottingley, 

Huddersfield and Denby Dale/Clayton West and the rerouteing of the York-



BASIC NETWORK 
6 Stations 

EXISTING NETWORK 
49 Station. 

IMPROVED ACCESSIBILITY NETWORK 
75 Station. 

'--- loc.' S.rvlc.' 
__ Oth.r P .... "9.r S.rvlc" 

r:IGURE 2.2 ... 
ALTERNATIVE RAIL NETWORKS 
(Source: WYTCONSULT, 1977F) 

INTERMEDfATE NETWORK 
28 Stations 

RATIONALISED NETWORK 
62 Stations 

MAXIMUM ACCESSIBILITY NETWORK 
109 Stations 
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Sheffield service via Barnsley, Wakefield and Normanton. Bus feeders were to 

be developed at eight stations, whilst frequencies for five services were to be 

improved. The total capital cost of the proposals was put at £1.3m; £O.Sm for 

the Garforth rail spur, £0.4m for the reinstatement of a third track from 

Neville Hill to Cross Gates and £0.4m for the development of new stations. 

(x) The findings of WYTCONSUL T were used to develop an overall plan 

for transport in West Yorkshire. This began to be defined with the publication 

of the Structure Plan (WYMCC, 1978A) which helped to define the objectives 

of the decision-making body for Public Transport, the Passenger Transport 

Authority (PTA). Maximum use was to be made of existing infrastructure, 

whilst upgrading of Public Transport was implicit in policy statement Tl. 

"similar standards of accessibility to various facilities will be provided for 
both public and private transport journeys" 

Utilisation of spare rail capacity was seen as leading to time and fuel savings 

and hence policy T 6 stated: 

"local rail passenger services will be generally maintained except where the 
actual cost becomes unacceptably high in relation to any benefits and numbers 
of passengers carried, or the economies of providing an alternative are 
favourable". 

Provision for a new station development programme was outlined in policy T9: 

"Provision will be made for additional staffed and unstaffed stations on the 
local rail network where operational constraints allow, sufficient demand 
exists and the net marginal cost would not impose a significant extra deficit 
on the service". 

Financial support (through Section 20 of the 1968 Transport Act) was to be 

given to all local services except the Huddersfield to Wake field, York to 

Sheffield and Huddersfield to Clayton West services, with adequate Public 

Transport provision being provided where BR services were withdrawn (policy 

T7). 

A number of proposals were modified following public participation 

(WYMCC, 19788). In particular the Leeds-Goole service was to be retained 

(rather than terminating at Castleford), the singling of the Huddersfield to 
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Penistone service and rerouteing via Barnsley was proposed whilst the 

Garforth spur was to terminate at Ninelands Lane. 

It should be noted that these policies were only one strand of a range 

of planning proposals that included 'the concentration of new housing and 

industry at a small number of large sites, improvements to the highway 

network and the development of parking restraint in the central areas of Leeds 

and Bradford (WYMCC, 1980). 

(xi) These policies were further developed in order to produce the Public 

Transport Plan (PTP) which included input from the administrative body and 

main operator of Public Transport in the County, the PTE (WYPTE, 1979). The 

PTP supported the reinstatement of a South Garforth spur, the opening of new 

stations, the use of disused railways, the identification of corridors in need of 

LRT (for example York Road), the relocation of existing stations, the provision 

of additional station car parking and the development of bus feeder services. 

The PTP also emphasised the need for extra track provision at the western end 

of Leeds City station, the modernisation of routes in certain areas, the need 

for standardisation of all fares, the extension of prepayment to a target 80% 

of fares and the improvement of information display systems at railway 

stations. 

It is evident that all the eleven rail studies discussed above involve a 

new station element but there is little concensus on either the number or 

location of new stations that might be developed. Thus Table 2.5 shows that 

anything between plus 60 and minus 43 stations have been considered. 

Moreover, Table 2.6 shows that in comparing the sites proposed by seven 

studies, only two sites (Saltaire and Wrenthorpe) were always put forward. 

Although we have seen that the objectives for rail transport in West 

Yorkshire have been stated in both the Structure Plan and the Public Transport 

Plan, Table 2.6 indicates that there has been no clear search procedure for the 

identification of new station sites. It is thus evident that a more scientific 

approach is required and hence in Chapter Nine a "quasi-logical" search 

procedure will be developed in order to identi fy a number of potential new 

station sites in addition to the six new stations opened between 1982 and 84. 

At this point it might be noted that non-scienti fic approaches have included: 
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Definite openings Possible openings Closures Net balance 

WYTCONSULT • Leeds Short Term 25 2i 23 

(1976C) reinstatement test 

WYTCONSULT • Leeds Medium 15 7 8 

(1977B) Term provisional plen 

WYTCONSULT • Bradford Medium Term 9 9 

(19770) Improved Accessibility 

WYTCON~ULT • Bradford Medium Term 15 7 B 

(1977E) Provisional Plan 

• Ma)(imum Accessibility 60 60 

Network 

• Improved Accessibilit)' 26 26 

Network 

WYTCONSULT • Rationalised Network 22 11 11 

(1977F) 

• Intermediate Network 8 29 ·21 

• Basic Network 43 ·43 

WYTCONSULT • Interim Preferred Network 27 12 15 

(1976A) 

WYTCONSULT • Recommended Network 9 11 11 9 

(1977G) 

WYMCC 1980 • Structure Plan 8 B 0 

WYPTE 1979 • PTP 29 29 

WYPTE 1984A • Transportation Committee 9 8 17 

Railway Development Society 1984 19 19 

Transport 2000 1983 34 34 

TABLE 2.5 STATION IMPLICATIONS OF SELECTED WEST YORKSHIRE RAIL STUDIES 



WYTCONSULT 
(1976A) 
Interim Preferred 
Network 

Crosshills 

Steeton 

Utley 

Crossflatts 

Nab Wood 

Frizinghall 

Thackley 

S. Horsforth 

Kirkstall 

Hawksworth 

Marsh Lane 

Osmondthorpe 

South Garforth 

Armley 

Bramley 

Laisterdyke 

Hunslet 

Beeston 

Cottingley 

Methley 

Outwood 

Wrenthorpe 

Fltzwilliam 

Llghtcli ffe 

Brighouse 

Elland 

Stanningley 

WYTCONSULT 
(1977G) 
Recommended 
Network 

Parish Church 

Green Lane 

South Garforth 

Hemsworth 

Fitzwilliam 

Wrenthorpe 

Stanningley 

Crossflatts 

Saltaire 

Steeton 

Low Moor 

Ninelands Lane 

Hawksworth 

Deighton 

Milnsbridge 

Slaithwaite 

Outwood 

Osmondthorpe 

Methley 

Bramley 

WYMCC 
(1980) 
Structure 
Plan 

Parish Church 

Green Lane 

Ninelands Lane 

Stanningley 

Saltaire 

Wrenthorpe 

Fitzwilliam 

Hemsworth 

WYMCC 
(1982) 
TPP 

Crossflatts 

Slaithwaite 

Bramley 

Saltaire 

Lightcli ffe 

Hawksworth 

Low Moor 

Wrenthorpe 

SHsden 

Crosshills 

Kildwick 
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WYPTE 
(1984A) 
Transportation 
Committee 

Deighton 

Fitzwilliam 

Crossfiatts 

Slaithwaite 

Bramley 

Saltaire 

Ughtcliffe 

Hawksworth 

E. Garforth 

Gamble Hill 

Cottlngley 

frizinghall 

Low Moor 

Methley 

Milnsbridge 

Stanningley 

Wrenthorpe 

WYPTE 
(1979) 
PTP 

Ardsley 

Bramley 

Charlestown 

Copley 

Cottingley 

Crofton 

Crossflatts 

Deighton 

Fitzwilliam 

Frizinghall 

Hawksworth 

Hemsworth 

Horbury Bridge 

Kildwick 

Kirkstall 

Parish Church 

Lightcli ffe 

Low Moor 

LuddendBnfoot 

Methley 

Milnsbridge 

Dsmondthorpe 

Outwood 

Saltaire 

Slaithwaite 

Stanningley 

Steeton 

Thornhill 

Wrenthorpe 

TABLE 2.6 NEW STATIONS PROPOSED BY SELECTED WEST YORKSHIRE RAIL STUDIES 

Transport 
2000 

(1983) 

Parish Church 

Osmondthorpe 

Green Lane 

Ninelands Lane 

South Garfoth 

Hunslet 

Methley 

Beeston 

Outwood 

Wrenthorpe 

Fitzwilliam 

Hemsworth 

Cottlngley 

Delghton 

Milnsbrldge 

SlalthwaltB 

Thornhill 

Horbury 

Berry Brow 

Brighouse 

Elland 

L\ghtcliffe 

Low Moor 

LaisterdykB 

Stannlngley 

Bramley 

Armley 

frizinghall 

SaltalrB 

S. Horsrorth 

Crossflatts 

Hawksworth 

Steeton 

Kirkstall 



27 

(0 Sites that are deemed self explanatory. For example Pelaw and 

Kingston Park stations were opened in Tyne and Wear because of new housing 

development and Cathays station in Cardi ff was opened to take advantage of 

new employment opportunities. There are few, if any, such sites in West 

Yorkshire. 

(ii) Sites that are chosen due to political pressure. This ma), have played 

some role in the choice of Fitzwilliam and Deighton and has also meant that 

the PTE has attempted to seek sites that are distributed amongst the five 

districts in the County. 

(iii) Sites that are chosen due to consumer pressure. This may have 

affected, to an extent, the choice of Saltaire and Slaithwaite where local 

community groups had campaigned for station re-openings. 

2.2.4 Opportunities for Change - the Range of Options 

A new station programme was just one of a number of possible 

improvements that could be made to the West Yorkshire rail network. The 

range of options also included: 

(0 Improve frequency of existing services. For example in May 1979 the 

Leeds/Bradford to Ilkley/Keighley and the Leeds to Marsden services were 

upgraded. Surveys carried out by WYPTE in December 1979 indicated that 

patronage on the Bradford to Keighley service had doubled whilst abstraction 

from bus was very low (12%). We have reason to believe that this low figure 

may be due to factors other than the service improvements although the 

source data and report has not been made available to us. 

(ii) Change the fare scale and structure. An early example of innovative 

ticketing was the Bullseye ticket, the effects of which were analysed by 

Emerson (1979). Table 2.7 shows that since 1981 a host of fare schemes have 

been introduced and this has resulted in a marked reduction in the real price of 

travel by Public Transport. It will be shown in later chapters that this has 

made time-series modelling, in particular, difficult. 

(Hi) Improve interchange. An example is given by Peat, Marwick, Mitchell 

and Co. (1975) who studied eight feeder bus routes and improved parking 

provision. These changes were predicted to lead to an increase of between 500 

and 1000 commuters a day, with increased bus operating costs (at 1974 prices) 

of £86,000 pa, rail operating costs of £46,000 pa and capi tal costs of up to 

£90,000. Interestingly this report observed that: 



28 

Month/Year Details 

5/81 

7/81 

8/81 

10/81 

5/82 

6/82 

4/83 

7/83 

1/84 

4/84 

7/84 

1/85 

4/85 

5/85 

8/85 

9/85 

9/85 

1/86 

Trial off peak schemes for Elderley and Disabled (E & D) and 
children - bus only 

Off-peak scheme formally introduced - bus only. Maximum fare 
Sundays 30p (E & D, children lSp). Mondays to Fridays 09.30-15.00 
and 18.00 onwards lSp (E & 0, children only) 

Off-peak scheme extended to Saturdays for E & 0, children - bus 
only 

Off-peak scheme extended to Monday to Fridays 09.30-15.00 and 
18.00 onwards for adults - bus only 

Off-peak scheme extended to Saturdays after 18.00 for adults - bus 
only. 

60p maximum off-peak fare introduced for rail (30p child, E & D) 

Off-peak schemes introduced all day Saturdays for adults 

Public Transport adult fares rounded to nearest 10 pence. 
Introduction of saverstrip (12 trips for the price of 10) on bus only. 

Savers trip introduced on 3 rail lines 

Where normal rail fare 60 pence or less, off-peak fare reduced to 
30 pence (15 pence for child, E & D). Saverstrip introduced on rest 
of rail network 

Free travel on Sundays for E & D 

Metrocard reduced in price (Weekly £5.50, Monthly £20, Annual 
(200) and extended to rail 

Job seeker introduced. Allows i fare for 4 weeks at a cost of 
£1.50 - bus only 

Introduction of Transtrip (bus only) 

"Fare Deal 1" E & 0 free travel extended to Man-Sat after 18.00. 
Day Rover prices halved (child 50 pence, Adult £1, Family (2) 
Saver Strip - 10% price reduction 

"Fare Deal 2". Metrocard prices down - Monthly £18, Annual £180, 
Quarterly (£47) and Student (£40) Metrocards introduced. 

"Fare Deal 3" E & 0 free travel extended to all off-peak periods 

"Fare Deal 4". Off-peak rail fare for normal journeys costing 70p 
reduced to 30p. Job Seeker extended to rail. Metrocard weekly 
price reduced to £5. Off-peak Weekly Metrocard introduced 
(£2.50). 

TABLE 2.7 DET AILS OF MAIN TICKETING INITIA TIVES IN WEST 
YORKSHIRE 1981-1986 
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"Except where new dense housing developments have taken place adjacent to 
the rail route, the justi fication for any new (or reopened) local station is likely 
to depend upon effective interchange arrangements to extend the catchment 
area beyond the immediate walking distance of the station". 

(iv) Refurbishment of stations. The main example of this was the new 

station at Bradford Exchange as part of the Interchange project, at a total 

estimated cost of £3m (1975 prices). 

(v) Marketing. An early example was in June 1972 when a pUblicity 

campaign costing £30,000 was launched to promote the West Riding's rail 

services. It should be noted that the launching of new stations invol ved some 

marketing, including the distribution of publicity leaflets and free travel 

vouchers to all households within the catchment area of a new station. 

(vi) Introduction of new rolling stock. Initially a report by WYPTE and BR 

(1982) favoured the replacement of two-thirds of the existing DMU fleet with 

class 141 lightweight units, although subsequently a combination of class 143 

and 151 units has been favoured. The initial option was assumed to lead to a 

31 % reduction in the average deficit over 25 years (or around £1.7 million pa 

at 1981 prices) as well as allowing a smaller fleet and greater flexibility in 

operations. 

(vii) Modi fied services. An example is the Huddersfield to Sheffield service 

which has been rerouted via Barnsley since 1983 (allowing a new station at 

Silks tone Common). 

(viii) New services. These might involve reinstated track, such as the South 

Garforth spur favoured by the Structure Plan, or the use of currently freight­

only lines such as the Brighouse link or the Spen Valley line. Such services 

would involve a number of new stations but they will not be considered in our 

study because their large capital requirements make them unlikely, as do the 

increases in fixed costs (especially if a prime user costing approach is used) 

and operating costs accrueing to the PTE. 

2.3 CURRENT PROSPECTS OF URBAN PASSENGER RAILWAYS 

OUTSIDE WEST YORKSHIRE 

2.3.1 The Economics of Urban Railway Investment 

We shall show in the following sections that, as in West Yorkshire, 

there has been a great deal of interest in the rest of the U.K. and the world in 
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investing in urban railways. In this section we shall briefly examine some of 

the economic reasons why there has been such interest {and in doing so we 

shall draw heavily from Mackie (1977». Suppose we were to compare a rail 

option (for a conventional service with halts at two mile intervals, averaging 

30 mph including stops) with three types of bus service averaging 30 mph 

(which would require express operation and possibly reserved track), 20 mph 

and 10 mph for a 10 mile urban corridor, operating 18 hours a day with a two 

hour peak in each direction on weekdays. The costs of provision of such a 

service might be as shown by Figure 2.3. The main differences between rail 

and bus costs are: 

0) Rail is capable of scale economics as it is possible to vary the mix and 

length of trains. 

(ii) Rail costs include provision, operation and maintenance of 

infrastructure. Rail will thus be favoured where there is high absolute 

volume, a high peak ratio, low road speed and a requirement for rail 

infrastructure for other services (e.g. inter-cit)', freight). If track 

costs can be ignored because infrastructure of the required capacit)' 

would be provided in any case for other traffic (which is the case, to 

some extent, for all but the Ilkley line in West Yorkshire) then rail 

services may be worth providing at even relatively low corridor flows 

of 400,000 pa (about 1500 a day) in each direction. However if track 

costs are wholly specific to the service in question, then in order for a 

rail service to be justified vis-a-vis a 20 mph bus service flows of 

around 1.4 million pa (about 4700 a day) would be needed and this 

figure would have to increase substantially in order to match bus 

operations at 30 mph 
ea.".... 11 
...-ccr-ilel 
(1915 pricesl 

Figure 2.3 

10 

• 
6 

DUlIOmph 

DUI 20 mph 
........... Rail (inc. Irad) 

Rail (cacl.lradl 
~ OUllOmph 

~~.O----O-.4----0~.'-----I.l~--~1.6 

Traffic p.l. (ml in e.ch direction 

Bus and Rail Total Costs 

Includes both operating and user costs. Assumes 50% of traffic 

in the peak 



31 

In our study it is assumed that the case for passenger rail services in 

West Yorkshire has been proven. We are merely examining the incremental 

effects of opening new stations on existing services. 

2.3.2 Recent Urban Railway Investment in the U.K. 

Following the Beeching report in 1963 the trend in the U.K. was 

towards dis-investment in urban railways, with cities such as Birmingham, 

Bristol and Edinburgh loosing much of their suburban network. However by the 

mid 1970s the emphasis had shifted from line closures and rationalisation to 

investment in new lines and services. These improvements were concentrated 

in five main centres (see Preston, 1987 for further details). 

(i) In London and the South East there have been a number of major new 

investments of which the most important is possibly the Docklands Light 

Railway (DLR) with 18 new stations (Clarke and Cotton, 1983). However due 

to the large size of its rail network, the high proportion of underground 

operation, the high passenger volumes and the high amount of road congestion, 

for our purposes, experience on the London rail network may be considered 

largely irrelevant. 

(ii) In Glasgow major schemes completed in 1979 were' the cross-cit)· 

ArgyUe line (which included five new stations) and the modernised 

underground. The effect of these schemes was studied by the Glasgow Rail 

Impact Study (Martin and Voorhees et al. 1982). 

(iii) In Merseyside the "link and loop" schemes connecting four central area 

stations and allowing the reopening of the Garston branch were completed in 

1978 with a total of six new stations. The impact of these schemes has been 

assessed by Merseyside P.T.E. and BR (1981). 

(iv) In Tyneside there has been a major investment in the Tyne and Wear 

Metro, an LRT system that makes use of 41 km of former BR suburban 

railway, 4 km of new passenger line and 12.8 km of totally new line and 

includes 15 new stations. The system was opened in stages between 1980 and 

1983 and its effects analysed by the Metro Monitoring and Development Study 

(TRRL et al. 1986). 

(v) In Birmingham the main investment has been in the "Cross City line" 

which includes three new stations and vastly improved service frequencies. 

The effects of this scheme and other rail improvements in the West Midlands 

are discussed by Haywood and Blackledge (1982). 
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Major rail investments have been proposed for other UK cities but, as 

yet, have failed to be developed. These cities include Manchester (see Jones, 

1984), Sheffield (Coventry, 1977) and Bristol (Cottrell, 1980), whilst a number 

of cities have put forward LRT proposals similar to those for Leeds 

(Kompfner, 1979). 

Table 2.8 summarises some of the main features of the four major 

urban rail schemes carried out in provincial U.K. in the late 1970s (see also 

Walmsley, 1982). A number of points can be made: 

(i) Investment in rail generally generates substantial increases in 

ridership, especially from optional travellers. Where city centre 

access was improved (Glasgow and Merseyside) patronage on affected 

services increased by about a quarter but where a new or vastly 

improved service was introduced (T)'neside and Birmingham) patronage 

increased four fold. 

(ij) Most of the new traffic comes from bus (or other superseded Public 

Transport modes) although rail does attract some car users. 

(Hi) Interchange (especially for the Tyne and Wear Metro) is important but 

integration of bus and rail, even prior to the 1985 Transport Act, was 

difficult to achieve. 

(iv) Although all four schemes make use of existing infrastructure the)' 

involve high capital costs ranging from the mesa-scale (£12 million in 

the case of the West Midlands) to the macro-scale (£280 million for 

the Tyne and Wear Metro). By contrast the West Yorkshire new 

station programme, invisaged as involving a maximum of £1.5 million 

over a five year period (WYMCC, 1982), may be considered a micro­

scale investment. 

(v) Urban rail improvements appear to have limited effect on land use .. 

Thus we tend to take the view of Hall and Hass-Klau (l985), rather 

than Knight and Tr)'gg (1977), as the former state that: 

"the process of urban growth and decline have deep and subtle causes. 
Transit investment is in large measure irrelevant to these processes, 
though it may affect some of them at the margin." 

If macro-scale investments are incapable of producing noticeable 

development effects then it is highly improbable that any such effects 

will be produced by micro-scale investments. 



Out-turn Operating New Route New Stations Increased Increased 
capital cost p.a. km Patronage Revenue 
cost (£m) pa 

Merseyside - "Link and Loop" 46.6 1.9 14.0 5 up 27% 2.6 

Glasgow - "Argylle line" and 36 6.3 5.0 5 up 27% 3.5 

Underground modernisation 59 

Tyne and Wear - "Metro" 280 14.9 (1983/4) 16.8 15 up 400% 
(P.T. up 2%) 

West Midlands - "Cross City w 
w 

line" 12.3 3 up 400% 5.8 

TABLE 2.8 RAIL INVESTMENT IN FOUR PROVINCIAL CONURBATIONS 

Source: Walmsley, 1982 
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(vi) General conclusions on economic performance are difficult to draw 

but it does seem that most schemes fail to yield the 7% financial 

return normally required by central government to test public sector 

investments. 

2.3.3 New Station Programmes in the U.K. 

Table 2.9 shows some features of the main urban rail networks in the 

U.K. in the early 1980s. In terms of station provision it can be seen that there 

are wide variations. For example in terms of mean inter-station spacing the 

figure varies from just over 1 km in Belfast to almost 6 km in South Yorkshire 

(West Yorkshire 4.4 km). Similarly in Greater Glasgow there are 7.7 stations 

per 100,000 population compared to 1.9 in South Yorkshire (West Yorkshire 

2.5), whilst there are 10.9 stations per 100 square kilometres in Merseyside 

compared to only 0.9 in Nottingham and Derbyshire (West Yorkshire 2.4). In 

terms of these three variables it can be seen that overall only the networks in 

Nottingham/Derbyshire, Edinburgh and South Yorkshire perform worse than 

the West Yorkshire network. 

Partly because of these inconsistencies new stations have been opened 

throughout the U.K. Thus Table 2.10 shows that some 123 stations have been 

opened on publicly owned railways in Great Britain since 1970. Two distinct 

periods can be identified. Firstly, up to 1973 closures were dominant, 

reflecting the tail end of the rationalisation process implemented after 

Beeching. Secondly, since 1974 openings have outnumbered closures 

(excepting 1983). This reflects the importance of the 1974 Railwa}' Act, which 

prevented major line closures, whilst added impetus was provided by the 1981 

(Speller) Amendment to the 1962 Transport Act, which provided for 

experimental opening of stations. The period 1974 to 1977 may be seen as one 

of stability, with the first major batch of new stations being related to the 

four provincial investment schemes discussed in the previous section. Since 

then this momentum has been maintained by new station schemes, particularly 

in West Yorkshire, Greater Manchester and Scotland. 

Table 2.11 indicates that new station programmes are likely to 

continue in the immediate future as up to 57 are under construction or at the 

planning stage with the majority being in Greater London (20 including DLR), 
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1981 population (m) Area (km2) Stations Network km6 

Avon 0.92 1346 25 B2 

South and Mid 
Glamorgan 0.90 1435 50 99 

Cleveland/ 
S. Durham1 0.86 2346 28 BO 

Nottingham/ 1.72 4254 40 175 
Derby2 

West Midlands 2.62 B99 62 105 

Merseyside 1.50 652 71 110 

Greater 
Manchester 2.57 12B7 106 197 

Tyne and Wear 1.36 540 45 68 

South Yorkshire 1.29 1561 25 142 

Greater 
Glasgow3 2.33 7040 179 416 

Belfast4 0.65 1318 33 36 

West Yorkshire 2.00 2039 49 214 

Edinburgh5 0.77 2306 25 110 

TABLE 2.9 STATION PROVISION IN UK URBAN AREAS 

Source: Baker 1984, Census 1981 

1 South Durham defined as Darlington, Sedge field, Teesdale and Wear Valley District. 

2 Excludes South Derbyshire and High Peak Districts 

} Includes all Strathcl)'de except Arg)'le and Bute District 

Interstation 
spacing (km) 

3.3 

2.0 

2.9 

4.4 

1.7 

2.2 

1.9 

1.6 

5.7 

2.3 

1.1 

4.4 

4.4 

4 Includes Carrlckfergus, Castiereagh, Larne, Llsburn, Newtonabbey, North Down and Belfast districts 

S Includes Lothian region and Dunfermline and Kirkcaldy districts of Fife 

6 Estimate derived using curvimeter - Includes routes used by regular passenger services only. 

Stations/ Stations/ 
Population km2 (in 100) 
(in 100,000) 

2.7 1.9 

5.6 3.5 

3.3 1.2 

2.3 0.9 

2.4 6.9 

4.7 10.9 

4.1 8.2 

3.3 B.3 

1.9 1.6 

7.7 2.5 

5.1 2.5 

2.5 2.4 

3.2 1.1 
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Open Closed Net balance 

1970 3 75 -72 

1971 5 13 -8 

1972 4 33 -29 

1973 5 9 -4 

1974 1 +1 

1975 5 4 + 1 

1976 9 8 +1 

1977 1 1 0 

1978 16 1 +15 

1979 7 3 +4 

1980 9 +9 

1981 8 +8 

1982 10 +10 

1983 8 9 -1 

1984 9 1 +8 

1985 23 5 +18 

TABLE 2.10 NEW STATION OPENINGS IN BRITAIN 1970-85 

Source: Modern Railways 

England-Met. Countries 

England-Shire Counties 

Wales 

Scotland 

TOTAL 

Under construction/ 
Planning Stage 

33 

4 

14 

6 

57 

Proposed by 
Local Authorities 

42 

45 

5 

13 

105 

TABLE 2.11 PLANNED OR PROPOSED NEW STATIONS IN BRITAIN 

Source: Roberts 1985A and B, 1986 A and B 
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Greater Manchester (3) and South Yorkshire (4) in England, South Glamorgan 

(6) and Mid Glamorgan (7) in Wales and Lothian (4) and Strathclyde (2) in 

Scotland. Moreover, an additional 100 plus new station sites are under 

consideration (Roberts, 1985A and B, 1986A and B) with a large proportion 

being in the English shire counties, such as Leicestershire and Somerset. 

Other proposals include those of Transport 2000 (1983) which as an alternative 

to the Serpell report put forward an option T which included 100 new stations 

to be opened by 1992 and the Railway Development Society (1984) which has 

put forward 410 possible new stations. 

The stations opened in Britain over recent years might be placed into a 

number of categories. (It should be noted that these are not mutually 

exclusi ve). 

(0 Stations related to a new transport system, such as the stations on the 

Tyne and Wear Metro or on the Dockland Light Railway. 

(H) Stations related to a new service, such as the new stations on the 

"Cross City line South" in the West Midlands, or Sinfin North, Sinfin 

Central and Peartree in Derby. 

(Hi) Inter-city Parkway Station such as Bristol Parkway (ope,ned 1972), 

Alfreton and Mansfield Parkway (1973) and Birmingham International 

(1976) (see Prideaux, 1983). 

(iv) Stations related to New Town development such as Basildon (1974), 

Newton Aycliffe (1979) and Milton Keynes Central (1982). 

(v) Stations related to improved central area rail links, for example those 

opened due to the Argyle line and "Link and Loop" schemes. 

(vi) Stations on existing services serving local transport needs. These may 

be: 

(a) Manned, for example Watton-at-Stone opened in 1982. 

(b) Unmanned, but related to a major employment centre for example IBM 

Halt and BSC Redcar (both opened 1978). 

(c) Unmanned and related to mainly residential areas. 

Of these new stations we are only really interested in category vi(c). 

In West Yorkshire stations of this type are distinguished by: 

UNIVERSITY 
LIBRARY 
I.fEDS 
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(i) their simple design, consisting of wood~n platforms and stone shelters, 

{in access ramps to allow disabled usage, 

(iii) use of existing road bridges to enable access to both platforms, 

(iv) small scale parking provision (none at Deighton and Saltaire) 

(v) and consequently their low cost, with outturn costs being between 

£72,000 to £125,000 and much lower than previous BR estimates 

(which were based on more complicated designs). Thus typically a new 

station in West Yorkshire, at 1984 prices, costs £100,000, although this 

ma), be reduced to £60,000 where there is a single track or increased 

to over £150,000 if there are local access problems. 

Similar stations have been developed in Greater Manchester (Modern 

Railways, 1985), in South Yorkshire (Silkstone Common, opened 1983) and Tyne 

and Wear (Ounston, opened 1984), whilst in Scotland use has been made of 

concrete section platforms, for example at Auchinleck and Kilmaurs. 

2.3.4 Urban Railway Investment in the Rest of the World 

Compared to the U.K. a number of commentators have noted that 

other nations, especially in continental Europe, are more willing to invest in 

their urban rail networks (Hellewell, 1977, European Conference of Ministers 

of Transport, 1980). Thus, leaving aside the definitional problem of what 

constitutes an urban rail system (see White, 1976, page 75 for clarification), 

Table 2.12 shows that in the mid 1960s there were an estimated 41 cities 

possessing or constructing rapid transit systems, of which only two (London 

and Glasgow) were in the U.K. By 1980 this worldwide figure had increased to 

93 (with three U.K. cities, Birmingham, Liverpool and Newcastle upon Tyne 

defined as gaining rapid transit), whilst a further 24 schemes were proposed of 

which only one (Manchester) was in the U.K. 

ThUS, although the absolute role of urban rail transport has increased 

worldwide, we have seen that growth in the U.K. has been limited. Moreover 

it is clear that the cities gaining rapid transit tend to be large, with dense 

traffic flows, hence allowing macro-scale investments in heavy rapid transit 

systems (U-bahn) or high technology solutions such as the V AL system in Lilles 

or the UTOC s)'stem in Vancouver (see Preston, 1987 for further details). Such 

investments are clearly unlikely in West Yorkshire, although less capital 
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intensive schemes such as upgrading conventional suburban railways (S-bahn) 

or developing LRT might be feasible in the future. Recent experience of 

urban railwars in the rest of the world is thus largely irrelevant to this study. 

There are, however, some studies of micro-scale investments that are of 

interest; for example new station studies at Arlington Park, Illinois (Von 

Ehrenrook, 1975) and Silver Spring, Maryland (Winch and Smith, 1980). 

mid 60s1 

19802 

proposed2 

Europe 
(including 
the USSR) 

28 

54 

3 

(of which 
U.K.) 

(2) 

(4) 

(1) 

North Elsewhere TOTAL 
America 

9 4 41 

15 24 93 

11 11 24 

TABLE 2.12 CITIES HAVING OR CONSTRUCTING RAPID TRANSIT SYSTEMS 

1 Sources: 

2 

"Rapid Transit Round the World". International Railway Journal. 
1967. 

IIJane's World Railways and Rapid Transit Systems 1980-81" 22nd 
Edition. Editor: P. Goldsack. 1981. 

2.4 CONCLUSIONS 

In this Chapter our system of interest has been more precisely defined 

as existing and potential unmanned, low cost, new stations on existing local rail 

services in West Yorkshire. In placing our system of interest in context we 

were able to identify a number of objectives of the new station programme. 

Firstl>', our historical analysis showed that the application of the Beeching 

report had been uneven in West Yorkshire leading to inconsistencies in station 

provision which might be remedied by a programme of reopenings. 

Furthermore, it was shown that West Yorkshire's local rail system suffered 

from a number of problems. To an extent new stations might reduce these 

problems by increasing accessibility to the network and thus increasing usage, 

improving utilisation of assets (as no extra operating resources were envisaged) 

and reducing the financial deficit. Thus although the Structure Plan talked of 

new stations provided "no significant extra deficit" was involved, in practice a 

positive (or at worst neutral) financial return was sought. Moreover, it is clear 
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from the Structure and Public Transport Plans that the County Council, the 

PTA and the PTE were each concerned, to varying degrees, with social issues 

such as accessibility, safety and the environment and hence a new station 

programme may be seen as being consistent with a policy of maximising social 

benefits (or as a proxy passenger mileage) within a budget constraint. 

Secondly, our geographical analysis has shown that West Yorkshire's 

passenger railways perform worse than those in most metropolitan counties, 

whilst the provision of stations is inferior to many U.K. urban areas. Again a 

new station programme of the t)'pe we are interested in may, in part, help to 

remedy this. Moreover, we have shown that the West Yorkshire new station 

programme should not be viewed in isolation. There are several similar 

schemes throughout the U.K. and they have implications for the application of 

this research. Also it is clear that station numbers (and location) on passenger 

railways in Britain are dynamic rather than static. Thus between 1975 and 1985 

there was a significant (if unperceived) change in that over 100 new stations 

have opened on passenger railways in Britain, compared to only around 30 

closures. 

Thirdly, our analysis of scale has produced a number of findings. It has 

been shown that, as in West Yorkshire, there has been much recent investment 

in urban railways in both the rest of the U.K. and the rest of the world but this 

has tended to involve much more capital intensive schemes than the type we 

are interested in. Hence these projects are only of limited relevance to us, 

although it is interesting to note that even such macro-scale investments fail to 

produce signi ficant development effects. It is, however, clear that there are a 

number of other changes to the local rail network that might be pursued. In 

particular changes in fare structure and introduction of new rolling stock are 

two options that have been developed concurrently with new stations, and may 

at times produce confounding effects. 

Lastly, despite the Objectives outlined above, our stud}' of past rail 

studies in West Yorkshire failed to detect an}' agreement on the scale of the 

new station programme to be adopted in West Yorkshire. Hence in Chapter 

Nine we shall attempt to develop a search procedure that identi fies potential 

sites whilst in Chapter Ten we shall determine which of these potential sites 

are consistent with the PTE's objectives. 
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CHAPTER 3 DEFINING THE METHODLOGY 

3.1 INTRODUCTION 

Having defined the aims of this research in Chapter One and our 

system of interest in Chapter Two, in this Chapter we shall determine the 

study's methodology. In the next section we shall examine previous work 

assessing new station location and/or usage and determine which approaches 

might be applicable to this study. In particular it will be shown that we need 

to develop statistical models that can predict patronage at potential new 

stations. Thus in section 3.3 we shall examine the range of modelling 

approaches available and make preliminary steps towards choosing the 

appropriate model forms, although our final decision is dependent on data 

availability, which will be examined in Chapter Four. The forecasts provided 

by the statistical models will act as the main input to the evaluation stage, the 

framework of which is discussed in section 3.4. 

3.2 PREVIOUS WORK 

Four strands of previous work have been identified as being of 

relevance to this study. Firstly, the provision of new stations might be 

thought of in terms of determining an optimal inter-station spacing pattern, an 

issue that has been well covered in the literature. Secondly, a number of 

studies have made use of simple aggregate modelling approaches to determine 

new station usage, including extrapolation from historical data, trip rate 

models, simple regression models and elasticity models. Thirdly, there have 

been a number of mode choice studies that have included a forecasting 

component. Fourthly, there have been several studies that have used market 

research to collect stated intentions data which may then be used to forecast 

new station usage. In the rest of this section the relevance of these four 

approaches will be examined. 

3.2.1 Optimal Station Spacing 

As was shown in Table 2.9 (and is further illustrated by Figure 3.1) 

interstation spacing varies from urban area to urban area and from rail system 

to rail system. This has led to interest in the problem of determining the 
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optimal interstation spacing pattern, originating with Vuchic's (1966) thesis. 

Emphasis has been placed on the trade-off between in-vehicle time and access 

time and a number of different objectives have been studied. These include 

minimising travel time (Vuchic and Newell, 1968), maximising passengers 

(Vuchic, 1969), minimising travel cost (Hurdle and Wirasinghe, 1980) and 

maximising the travel time advantage of rapid transit over alternative modes 

(Fukayama, 1983). 
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FIGURE 3.1 Mean Commercial Speeds on Typical Urban Systems in Relation 

to Station Spacing Source: Hughes, 1971. 

However, in order for the problem to be tractable, a number of 

assumptions have to be made which, for our purposes, are unrealistic. These 

include: 

(0 The case for rapid transit has already been proven and hence costs of 

construction and operation need not be taken into account. 

(ii) There is uni form population distribution with constant trip rates 

throughout. In reality population density is likely to decrease with 

distance from the Central Business District (CBD). 

(iii) There is cumulative loading towards the CBD. For many lines in West 

Yorkshire this is not totally the case. This assumption has been 

relaxed b}' Fukuyama (1983). 

(iv) Consideration is normall)' only made of one access mode and only one 

alternative mode. 

(v) Access is made by regular geometric routes, normally grid iron 

although Wirasinghe et al. (1977) have investigated the effect of a 

radial-circumferential network. 

I 
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To further illustrate this approach Vuchic's (1969) graphical solution 

method has been applied by this study to a West Yorkshire situation, as shown 

b)' Figure 3.2. In this example we are studring the continuously built-up 10 

mile Leeds-Bradford corridor (L) where train offers a cruising speed (V) of 70 

mph (although in this corridor this is unlikely to be achieved), whilst the 

average speed of access modes (V a) is 7 mph and for competing modes (V c) is 

40 mph. Time lost due to station stops (Tl) is estimated to be 60 seconds per 

stop. The interstation spacing (5**) at which average train speed is equal to 

V may then be defined as: 
c 

v T,Va 
B - B where v = --'2 ' BC = 

c 

v V 
Hl +v

a
) and B = ~ (l+-V) 

c 

v is the access distance passed during T I and 

B, B are the passenger shed factors for train and competing mode 
c 

respectively. 

A solution is determined by finding the intersection of LL' and a line 

of slope V from the origin. This intersection is designated the CBD. From 
c 

the CBD a line with slope V is drawn back to the horizontal axis, giving point 

Tt. Distances representing the incremental time loss per station are marked 

off from Tt to TIO. Thus the number of intermediate stations (in this case 

five) that the rail system can have and still offer travel times to the CBD 

equal to or less than the competing system is determined. In order to 

determine the location of the stations, lines with slope V are drawn from all T I 

pOints up to the Vc line. A line with slope Va is drawn from the origin to line 

TIO, intersecting at station D. From D a line with slope -Va is then drawn 

intersecting V at passenger shed line E, from E a line with slope V is drawn c a 
intersecting T.' at Or This procedure is continued, giving successive 0 and E 

points until point E5 (in this case) is reached. 

Aside from problems of accurately measuring V , V and Tl the above a c 
example illustrates a number of problems with the optimal station spacing 

approach: 

(i) No consideration is made of historical and geographical constraints on 

station location. 
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Stations Distance (miles) Actual 
(1) (2) Average average 

Bradford 0.0 0.0 0.0 
1 0.3 6.6 3.45 
2 0.8 7.3 4.05 4.15 (3) 
3 1.5 8.4 4.95 
4 2.3 9.1 5.70 
5 3.3 9.6 6.45 6.4 (4) 

Leeds 9.9 9.9 9.9 
Optimal inter station spacing on the Leeds Bradford line 
(1) Leeds defined as CBD, Bradford as suburb. 
(2) Bradford defined as CBD, Leeds as suburb. 
(3) New Pudsey 
(4) Bramley 

time 

FIGURE 3.2 OPTIMAL STATION SPACING - A GRAPHICAL SOLUTION FOR THE LEEDS-BRADFORD CORRIDOR 
(after Vuchic. 1969) 
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(ii) If cumulative loading is assumed then interstation spacing increases as 

the CBD (defined initially as Leeds) is approached. In reality there are 

important intermediate (e.g. Bradford to New Pudsey) and reverse 

flows (Leeds to Bradford). As a result optimal station spacing is likely 

to involve a concentration of station sites in the middle stretch of the 

route rather than at either end. 

(Hi) Leeds to Bradford is the only continuously built-up rail served corridor 

in West Yorkshire and even in this case population densities are not 

uniform. 

These assumptions might be relaxed by adopting complicated 

numerical approaches but it is clear that such an approach only has limited 

relevance to our study. However, the graphical solution illustrated in Figure 

3.2 might have a role in identifying potential sites in continuousl)' built-up rail 

corridors. 

3.2.2 Simple Demand Models 

A number of simple demand models have been used to forecast station 

usage. These include. 

(0 Historical extrapolation. Demand at reopened stations is simply 

calculated from pre-closure usage figures, adjusted to take into account 

changes in catchment area population in the intervening period. This method 

is used by Roberts (l986C) in an attempt to estimate demand at reopened 

stations on the Settle-Carlisle line. This approach cannot be applied to totally 

new station sites (such as Crossflatts) nor where the level of rail service has 

changed significantly. The emphasis on constant trip rates over time means 

this approach has limited relevance to this study. 

(ii) Trip rate models. These simpl)' express demand at a new station as a 

function of population within the catchment area, based on the experience of 

existing stations with a similar rail service and population characteristics. An 

example is given by the work of Jeanes and Lesley (1984) who estimated usage 

at six new stations on the Wrexham-Bidston line based on the following 

relationship estimated for existing stations on the line: 
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N = -643 + 0.961 H 2 R = 0.55 Equation 3.1 

N = number of journeys per week 

H = number of households within 800m of a station 

Similar approaches have been used elsewhere, for example by Central 

Regional Council (1980) in estimating demand at Bridge of Allan and BR 

Southern Region in forecasting usage at Winnersh Triangle. 

Although trip rate models fail to take into account a number of 

factors they have advantages in terms of simplicity. Hence such a model will 

be developed in section 5.5.1 and its accuracy assessed in section 9.3.2. 

(iii) Regression Models. Such models are similar to Equation 3.1 but take 

into account a greater number of factors. Examples in West Yorkshire include 

the WYTCONSUL T (1975B) model which determined rail usage as a function of 

the population within one km of a station, the percentage of non car owning 

households within one km of a station, the distance to a major employment 

centre, the level of service in the direction of travel and journey time. 

Similarly, the PTE calibrated a regression model with 1979 data for 36 small 

town, suburban and rural stations, an example of which took the form: 

D = -385.2 + 0.405 HI* + 0.230 H2 + 10.053 5 + 6.194* + J R2 = 0.47 

Equation 3.2 

D = Daily usage, HI = Number of households with 400m of a station, H2 = 
Number of households within 800m of a station, S = Service frequency, J = 
Journey time, * = insignificant at the 95% level and + = wrong sign. 

A number of problems with the PTE model are apparent, including the 

large negative intercept, the low signi ficance of some parameter values and 

the wrong sign of the journey time parameter value. Nonetheless regression 

models clearly have a role to play and thus in section 6.2.1 the WYTCONSUL T 

and PTE models will be rerun and possible improvements examined. 

Outside West Yorkshire a number of regression approaches for 

forecasting rail passenger demand have been developed (see British Railways 

Board, 1986 for more details). Early examples include the work of Evans 

(1969) and Tyler and Hassard's (1973) Model for Optimising the Network of 
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Inter City Activities (MONICA). This latter model was however only 

developed for London based inter-city flows and hence only has limited 

relevance to this study. A similar type of model has, though, been developed 

by White and Williams (1976) to predict 30 flows on the Reading-Tonbridge line 

as follows: 

log T .. = 4.64 + 0.59 log P. P. - 0.73 log H. - 0.09 CH - 1.70 log C .. + 1.59 log 5 .. 
IJ J 1 J IJ IJ 

Equation 3.3 

where P.P. = the population of towns i and j 
1 J 

T .. 
IJ = the number of rail trips between i and j 

H. = the hierarchy level of the destination 
J 

CH = dummy variable of the availabilit)' of through services 

Cij = the average fare level and 

5 .. 
IJ = average speed. 

The models discussed so far have been based on cross sectional data 

but a number of models based on time-series data have also been developed. 

Again the main emphasis has been on inter-city flows (see for example McLeod 

et al., 1980, Jones and Nichols, 1981) although there have been studies of 

commuter flows in London and the South East (see, for example, Glaister, 

1983) and in Glasgow (Stark, 1981). It will be shown in Chapter Four that 

opportunities for time-series modelling in West Yorkshire are restricted due to 

the lack of consistent data sets. 

(iv) Elasticity models. An example of such a model is MOIRA (Whitehead, 

1981) which is the BR model designed to supersede MONICA and can be used 

to predict changes in passenger flows as a result of changes to the timetable, 

expressed as a level of service quality index Q. This model is, however, highly 

aggregate in nature and can only be used to examine inter-city and long 

distance provincial flows and hence has little relevance to West Yorkshire. 

Another example of an elasticit)' model is the Parkwa), Access Model 

(PAM) developed by Steer, Davies and Gleave (1984) with reference to 

parkwa)' stations at Iver, Hinksey, Patcham, Tiverton and Plymouth and a new 

station at Spring field (Essex). Elasticities were indirectly determined from 

market research that examined the trade-off between road access times, rail 
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journey time and costs and then applied to the model structure shown by 

Figure 3.3. The PAM may be criticised for its use of constant access 

elasticities and has been modified so that access time elasticity is broadly 

proportional to access time by adopting a generalised cost approach 

(Transecon International, 1986). Nonetheless even the modified PAM has 

limited relevance to our study as emphasis is placed on inter-city rather than 

local trips, mechanised access modes rather than walk and on the effect on 

existing demand, but in West Yorkshire existing usage of rail for local trips 

will be effectively zero for many potential new station zones. 

It should, however, be noted that in section 9.2.3 we shall develop an 

incremental approach that has some similarities with the elasticity models 

discussed above. 

3.2.3 Mode Choice Models 

So far in this section we have mainly examined models that determine 

T .. ,that is the number of trips between i and j by mode k (rail). However, in 
lJk 

forecasting demand for rail a number of studies have merely calculated P k' 

the probability of choosing rail, given that T .. is known. Models of this type 
IJ 

varr greatly in their complexity. Simple approaches include those of Kingham 

(1976) who used diversion curves to estimate the effect of upgrading rail 

services in the South West Baltimore corridor or the regression model used by 

Leake (1971) to determine the rail and air shares of business travel. A more 

complex approach is provided by the mode split models developed in the West 

Midlands (WMCC, 1984) which consisted of binary logit models of the choice 

between bus and train for non car owning households and car and train for car 

owning households, calibrated with data collected using choice based sampling 

techniques. These models were then used to evaluate the effect of the Snow 

Hill scheme in Birmingham, linking the Shirley, Dorridge and Stourbridge lines 

and involving four new stations. The most complicated approaches we have 

identified are studies based on families of multinomial logit models. Such 

studies include the Urban Travel Demand Forecasting Project (McFadden et al. 

1979), which included forecasts of the impact of Bay Area Rapid Transit, and 

the SIGMO study which included an assessment of railwa)' investment options 

in Amsterdam (Ruhl et al. 1979). 
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Choice models have also been applied to the related problems of 

demand for feeder modes, for example Ortuzar's (I980A) study of mixed mode 

choice in the Garforth corridor of West Yorkshire and specific studies of park 

and ride (Mufti et al. 1977), kiss and ride (Demetsky and Korf, 1979) and bus 

feeders (Read, 1977), and station choice given that rail has been chosen 

(Desfor, 1975, Liou and Talvitie, 1975, Nitta and Mori, 1986, Harata and Ohta, 

1986). 

3.2.4 Stated Intentions Approaches 

A further approach to forecasting demand at new station i is simply to 

use market research to ask "if a new station was opened at i, with level of 

service Q, how often and for what journeys would you use it?" This t)'pe of 

approach has been used by Hockenhull (1984) to forecast usage at South 

Wigston and by Farrington (1986) in a study of Newtonhill. However, work by 

Couture and Dooley (1981) has shown that such a simplistic approach will lead 

to an overestimate of usage due to non commitment bias, which in a case 

study of a new transit system in Danville, Illinois they showed resulted in a 

ratio of intended to actual users of three to one. Hockenhull's results appear 

to show a bias of a similar magnitude, even when assuming (after Heggie and 

Papoulias, 1976) that non respondents will be non users. 

More sophisticated approaches have, though, been developed to 

examine hypothetical choice situations, which have been collectivel)' termed 

stated preference (SP) techniques (see Benjamin and Sen, 1982, for a 

comparison of four such techniques). These techniques are in contrast to the 

revealed preference (RP) approaches, based on actual choices, used by the 

studies discussed in the previous SUbsection. SP approaches have been adopted 

in a number of practical studies both in the U.K. (Bradley et al. 1986, and the 

work of Steer, Davies and Gleave, 1984, already referred to) and elsewhere 

(Kocur et al. 1982, Bates and Roberts, 1983, Bovy and Bradley, 1985). In 

addition a number of studies have shown that SP models perform no worse than 

RP models and most often perform considerably better (Meyer et al. 1978, 

Louviere et al. 1981, Louviere and Hensher, 1982). 

In order for an SP approach to have been adopted in this study it would 

have been necessar)' to launch a major market research initiative in order to 
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collect a sufficient sample of individuals in West Yorkshire who would be 

prepared to make hypothetical trade-offs between their existing mode and 

rail. Such an initiative was beyond both the time and money budgets of this 

research project. In a subsequent study examining the demand for rail travel 

of a new service between Leicester and Burton on Trent, it is hoped to develop 

an SP approach to forecasting new station demand. The non-labour market 

research costs of such an approach were, however, shown to be in excess of 

£12,000, whilst data punching alone might involve in excess of 10 person 

weeks, thus confirming that resources are required that are beyond the scope 

of this study. 

3.3 RANGE OF MODELLING APPROACHES 

In Section 3.2 a number of relevant modelling approaches have been 

identified of which at least three, the trip rate model, the regression model 

and the mode choice model, were deemed worthy of further investigation in 

this study. This section has two main aims. Firstly, to set these existing 

models within the context of the range of transport demand modelling 

approaches available, thus allowing some of the terminology introduced in 3.2 

to be more clearly defined. Secondly, by examining this range we hope to be 

able to suggest improvements on previous work, particularly in terms of 

providing a theoretical basis, hence allowing a preliminary choice of the type 

of models to be used, prior to discussion of data availability in Chapter Four. 

3.3.1 Spectrum of Models Available 

The range of modelling approaches identified b)' this study ma)' best be 

thought of as a continuous spectrum, as Figure 3.4 shows. 
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Two dimensions are identified as being relevant: 

(i) The decision making unit. Aggregate models are based on grouped 

data, which in this study will normally be based on zones covering all, or part 

of, a station catchment area. Disaggregate models are based on information 

from actual decision making units such as individuals or households. However 

it should be noted that: 

"a certain mystique has been created around differences between aggregate 
and disaggregate models... An aggregate model is a model estimated with a 
dependent variable which represents a group of observations, whilst a 
disaggregate model is estimated with an observation of a single occurrence. In 
disaggregate models some of the independent variables can be represented by 
aggregate data". (Richards and Ben Akiva, 1975). 

(H) The decision structure. Traditionally, as we shall see in the next 

section, transport modelling has been seen as consisting of four stages. The 

simplest approach might be to consider only one step (e.g. mode choice) in 

isolation. The next simplest approach might be to consider all four stages in 

one step, i.e. adopt a simultaneous structure. The most complicated approach 

might be to consider each stage in sequence, i.e. adopt a sequential structure. 

It is clear from Figure 3.4 that different degrees of complexity are involved 

with, of the models to be discussed in the next sections, the aggregate 

simultaneous model (Xl) being the least complex and the disaggregate 

sequential model (X
4

) being the most complex. It is the purpose of this study, 

by examining the trade-off between complexity and accuracy, to determine 

the best point in this continuous spectrum for models that evaluate demand at 

new local stations. 

3.3.2 Aggregate Models 

In this section we shall examine the relevance of aggregate models of 

both sequential and simultaneous structure. 

(i) Aggregate Sequential Models 

The four step aggregate model might be considered the "first 

generation" of transport models. having being developed as part of the Urban 

Transportation Planning Process (UTP) in North America in the early 19505 (Oi 

and Shuldiner, 1962) and by the early 60s was being used in Land-Use and 
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Transportation Studies (LUTS) in the U.K. (Lane, Powell and Prestwood-Smith, 

1971). Models of this type normally consisted of the following four stages: 

(a) Trip Generation. This involves the determination of the number of 

trips from zone i (production) and the number of trips to zone j (attraction). 

These trips can be disaggregated by purpose, whether home-based (residential) 

or non home-based, and by car availability. In West Yorkshire measures of trip 

attraction per unit of activity for residential, emplo)'ment and educational 

uses have been developed by WYTCONSUL T (19760). 

(b) Trip distribution. This involves the determination of a matrix of origin 

and destination trips, T·
I
·, given information on trip production, 0., and trip 
J I 

attraction, Or The most common form for these models is the gravity model 

which takes the general form: 

T .. 
IJ = 

where 

A. 8. O. O. f (C .. ) Equation 3.4 
1 J 1 J IJ 

A., B. = balancing factors 
1 J 

f(C .. ) = impedance (deterrence) functions based on travel 
IJ 

times and/or costs 

Important issues include the form of the deterrence function and the nature of 

the balancing factors (Wilson, 1970) whilst improvements include the 

development of the generalised cost concept, the use of information theory 

(for example entropy maximisation as used by Wagon and Hawkins, 1970) and 

the development of links with utility theory. 

(c) Mode Split models. At this stage trips T .. are allocated to modes k. In 
IJ 

fact mode split models can occur before the distribution stage, after the 

distribution stage or at the same time as the distribution stage. The first 

attempts to model modal shares were based on diversion curves of the type 

shown by Figure 3.5. This is based on the TRC model of Hill and Van Cube 

(1963) which considered measures of relative travel time, relative travel costs, 

relative excess travel time, income and trip purpose for five modes, producing 

up to 320 diversion curves. These were used to predict the modal shares of the 

Bloor-Danforth subway in Toronto, the Lindenwold line in Philadelphia and the 

Washington Metro. Building on this approach share models of the following 

general form have been developed (McL)'nn and Watkins, 1967). 
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9 (Co ok) = lJ 
L 9 (Co ok) 
k lJ 

- XCook where g (c. ok) = (for example) e IJ 
1 J 

100 

o 

Washington ----___ _ 
Philadelphi a- - - -
Toronto ----_ 

FIGURE 3.5 TRC MODEL - DIVERSION CURVES 

Equation 3.5 

(d) Assignment. At this stage trips To ok are allocated to routes m. 
lJ 

Although Public Transport network assignment can be complex (see for 

example Lamb and Havers (1970», in our case, where mode k = rail, very few 

major ij pairs have more than one route. 

{iD Aggregate Simultaneous Models 

The aggregate simultaneous model considered in this section deal with 

the first three stages outlined above in order to determine To ok. At least two 
lJ 

types of such models may be identified. 
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(a). Abstract mode models. Such an approach is based on the work of 

Lancaster (1966) on perfect substitutes and an example is given by Baumol and 

Quandt's (1968) model given by Equation 3.6. 

T"k = a p,al p,a2 Y,a3 Y,a4 M,as M,a6 N"a7 f1(H) f
2
(C) f

3
(0) Equation 3.6 

IJ 0 1 J 1 J 1 j IJ 

where 

P = Population of i and j 
Y = Average income of i and j 

H = Journey time 
C = Journey cost 

M = Measure of industrialisation of i and j 
N = Number of modes serving i and j 

o = Service frequency 

The three functions (f l' f 2' f 3) took the form of ratios of particular mode 

characteristics and best mode characteristics. The model is thus not mode 

specific and in theory can be used to predict the performance of new modes, 

although in our case rail is not so much a new mode as an existing mode 

extended to new areas. However Crow et al. (1973) have shown that there are 

problems in applying models of this type to predicting usage of a new mode or 

drastically altered existing mode which is not "best" in any characteristic 

(which might be the case for rail given a coarse zoning system). In such a 

situation none of the other modes will be affected by the new or altered mode 

-a wholly unrealistic outcome. 

(b) Direct demand models. These models t)'pically are mode specific, 

disaggregated by purpose and tend to use generalised times and/or costs rather 

than separate level of service variables. A model of this form ma)' be 

represented as follows (after Hensher, 1977). 

T(iJ'/P M ) = 0< [s(i/P ) A (j/p ) T (iji/P M ) C (ij'i/P M ) T (ij'i/P ",M ) C 
00 0- 0- 00 00= 'I'~= 

(iji/P ~M~)] 

where 
T(ij/P M ) = Number of round trips for mode 0 b)' purpose 0, 

o 0 

Equation 3.7 

so/p 0) = vector of socio-economic characteristics for travellers in zone i, 

A(j/P ) = vector of economic/land use characteristics in zone j, 
o 

T(iji/P M ) = vector of travel time (travel costs) for round trip by mode 0, 
- 0 0 
C(iji/P oMo) 

T(iji/P .,MtjI) = vector of travel times (travel costs) for each alternative mode 

C(iji/P .,M~) (~ = 1,2 •••• , N). 
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Models of this type normally take the form of multiple regression 

equations estimated by Ordin'ary Least Squares (OLS). They may be shown to 

have tentative links with utility theory (Beckmann and Golob, 1971). A model 

of this type may be affected by the identification problem of distinguishing 

cause and effect, also known as simultaneous equation bias. This is because 

when Public Transport trip rates are unusually high (low) due to an unmeasured 

attribute of the attractor, generator or transport system, then the system will 

have an unusually high (low) revenue and suppliers will respond by reducing 

(increasing) fares and increasing (reducing) service levels. Thus fares and 

service level will be correlated with the demand equation. Therefore, in 

addition to modelling demand, it is desirable to take into account the 

behaviour of suppliers (regulators and operators), using two stage least squares 

(TSLS) regression (Frankenna, 1978). This may be considered beyond the scope 

of this study, particularly as this problem will be limited at small-scale 

stations. 

In discussing both the aggregate sequential and simultaneous models 

generalised cost has been mentioned and this concept requires further 

definition. Generalised cost is essentiall)' a device that combines money and 

time costs of travel. In WYTCONSUL T, 1976E, generalised cost for Public 

Transport was estimated as: 

where 

IVT = In Vehicle Time 

WK = Walk Time 

WT = Wait Time 

F = Fare 

X = Transfer Time 

8 = Modal Penalty 

Equation 3.8 

with a
2
/a1 = 1.7, a3/a1 = 2.3, a4/a1 = 0.515 pence per minute (at Ma)' 1975 

prices) 

N.B. Generalised cost is often used as a generic term. Equation 3.8 should 

more accurately be referred to as generalised time. 

Use will be made of the generalised cost concept in Chapter Six. 

Theoretically such an approach may be justified in that it brings together 

variables with certain common properties. These are: 



57 

(a) they are expended by travellers in definite quantities 

(b) these quantities are capable of objective measurement 

(c) expenditure itself does not give benefit 

(d) there are possible alternative expenditures and thus, ceteris paribus, a 

traveller will prefer to expend a smaller quantity on a journey than a 

larger quantity and 

(e) possibilities exist for travellers to trade-off betwe~n the various 

components. 

A number of problems with such an approach have been identified, in 

particular during the debate between Grey and Goodwin (1978) on the 

generalised cost dilemma. F or example, IVT parameters should be mode 

specific, in order to reflect comfort etc, waiting time should vary with mode 

reliability, different values should be determined for different journey 

purposes and different sizes of time savings, time and money components 

should have variable utility and values of working time should be based on 

observed behaviour rather than on economic theory. 

Lastly in this section, it should be noted that a number of the models 

examined in 3.2.2 are simple examples of aggregate simultaneous models. For 

example the trip rate and PTE/WYTCONSUL T regression models directly 

forecast station usage, Tik, whilst the MONICA and White and Williams 

models, based loosel)' on gravity formulations, directly forecast rail flows, 

T ijk. 

3.3.3 Disaggregate Models 

Disaggregate models may be described as the "second generation" of 

transport models and came into vogue in the early 1970s. The earl)' 

application of disaggregate techniques in North America is documented b)' 

Spear (1977), whilst early case studies include those of Eindhoven (Richards 

and Ben Akiva, 1975) and Pittsburgh (Domencich and McFadden, 1975). 

Evolution of disaggregate techniques may be detected from successive 

conference reports (Stop her and Me),burg, 1976, Hensher and Stopher, 1979, 

University of Leeds, 1980, Stopher, Meyburg and Brag, 1981). 

Disaggregate models ma)' be applied to all stages of the UTP model, 

for example Dobson and McGarve)' (1977) have studied their application to the 
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trip generation stage, Burnett and Prestwood (1976) have analysed the trip 

distribution stage whilst McGi1livray (1972) has examined modal split. 

Following our findings in 3.2.3 emphasis will be placed on mode split, 

especially as it will be shown in later sections that this stage has a simple 

choice structure compared to, say, trip distribution and as we will see in 

Chapter Four has the best data available. 

Given the above it should be clear that disaggregate models, like 

aggregate models, may involve a variety of structures. These include: 

(a) Independent sequential 

P(d, m : OM) = P(d : D) P(m : M) Equation 3.9 
where P(d, m : OM) = probability of choosing destination d and mode m 

out of the choice set of destination 0 and mode M 

(b) Conditional sequential (or recursive) 
P(d, m : OM) = P(d : 0) P(m : Md) Equation 3.10 

where Md is the set of alternative modes to destination d 

(c) Simultaneous 
P(d : Om) = Prob [Ud/m ~ Ud'/m, V d' E Om] Equation 3.11 
P(m : Md) = Prob [Um/d ~ Um'/d, -tf m' E Md] Equation 3.12 

where Ud/m = the utility from destination d given that mode m is chosen 
Um/d = the utility from mode m given that destination d is chosen and 
Om = the set of alternative destinations by mode m 

These two conditional probabilities provide insufficient information to predict 

the joint probability which is directly estimated as: 

P(d,m : OM) = Prob [Udm ~ Ud'm' "\td',m' E OM) Equation 3.13 

It has been argued that the simultaneous structure has theoretical and 

computational advantages (Richards and Ben Akiva, 1975, Adler and Ben 

Akiva, 1976). Empirical evidence is not clear. Ben Akiva (1975) in a study of 

mode split in Washington D.C. favours a simultaneous structure over a 

recursive one, whilst Liou and Talvitie (1975) claim that conditional sequential 

models are superior to simultaneous structures. However, theoretically at 

least, such arguments may be irrelevant as Williams (1977A) has shown that 

within a random utilit)' theor)' interpretation of transport demand models, the 

joint structure is simply a restricted case of the more general sequential 

structure and there is no reason to argue that either represent a different 

decision making process. 
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Disaggregate mode split models are models of qualitative choice 

where the dependent variable is discrete rather than continuous and hence 

linear regression does not normally apply. Early mode split models (Warner, 

1962, Quarmby, 1967) were based on discriminant analysis but subsequent tests 

have shown that relative coefficient values are markedly different and 

goodness of fit is statistically inferior compared to that achieved by logit and 

probit models (Stopher and Lavender, 1972). 

Hence models more firmly based on random utility theory have been 

developed. These take the general form, for binary choice, of: 

Equation 3.14 

where ~~ = the probability that individual i will choose mode 1, 
= Random Utility, and 

where 

RU'I= E B"1 X"l + £'1 
1 j IJ IJ 1 Equation 3.15 

X"1 = the value of jth relevant attribute (explanatory variable) 
B,l~ = parameters to be estimated 
£ ~il = an error term which introduces a stochastic element 
s6 to take into limited account unobservable aspects and omitted 
factors 

Di fferent models may be developed depending on the assumed 

distribution of the error term. The binary log it model is based on the 

cumulative logistic probability function (also referred to as the reciprocal 

exponential or Gumbel or Weibull (extreme value, Gnedenko distributions). 

The binary probit model is based on the cumulative normal distribution. The 

Arctan probability model is based on the Cauchy distribution. These models 

are defined by Equations 3.16, 3.17 and 3.18 respectively. 

exp(Uil ) = 
= exp(Ui1 )+exp(Oi2' 

1 Equation 3.16 

Equation 3.17 



60 

where et> = the standard cumulative normal distribution 

p = .1 + .1 ta n -, i' 2 7T 
Equation 3.18 

(see also Figure 3.6) 

1 Deterministic "All or Nothing" 

Probability 
of Auto 
Choice 

0.5 

o 
-40 0 + 40 

Travel Time Difference (Auto v Transi t) 

FIGURE 3.6 COMPARISON OF PROBIT, LOGIT AND DETERMINISTIC "ALL 

OR NOTHING" CURVES 

It can be shown that the arc tan model approaches the asymptotes less 

rapidly than the probit and logit models and is thus rarely used. 

Given "strict utilit)'" theory (Luce and Suppes, 1965) the logit model 

may be extended to multiple choice situations giving the Multinomial Logit 

Model (MNL), for all modes m as: 

Equation 3.19 

MNL models are usually based on the following assumptions: 
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(0 The distribution of utilities for each mode follows an identical and 

independent distribution (lID) generated from a Weibull distribution 

and thus does not allow for taste variation i.e. B.. = B.. for all i. 
Ijm jm 

(ii) The utility function is linear in the parameters with an additive 

disturbance (LP AD). This is known as the separability of decisions 

property. 

(iii) The probability that a particular alternative is chosen has to be 

greater than zero. This is known as the positivity assumption 

(Ortuzar, 1980B). 

Assumption (i) allows any number of alternatives to be studied (see, 

for example, Rassam et al. 1971) but also means that alternatives are 

perceived as totally distinct and independent, as the cross elasticity for 

demand for each mode with respect to another mode is uniform across all 

modes, and thus precludes the possibility of differential substitutability and 

complimentarity. This is known as the Independence of Irrelevant Alternatives 

axiom (HA). This has important implications. Suppose that in a new station 

catchment area trips were split 60 : 40 between car and bus and then rail was 

introduced capturing 10% of the market, the HA axiom would mean the same 

proportional decreases in car and bus usage resulting in a 54 : 36 ratio. 

However "a priori" beliefs (confirmed by the results of our market research in 

Chapter Five) suggest that new rail users are more likely to be abstracted 

from bus than car. 

3.3.4 Alternatives to the Multinomial Logit Model 

In order to alleviate the problems of the HA axiom a number of 

alternatives to MNL models have been proposed. These include Multinomial 

Probit models (MNP), Extended Logit models (EL) and Hierarchical Logit (HL -

also known as tree, nested or cascading logit). 

(D 

error 

MNP models are derived by assuming multivariate normally distributed 

(Daganzo, 1980). The)' have advantages in that alternatives can be 

dependent and taste variation is allowed. However, the Clark approximation 

used to estimate MNP models is inaccurate in some instances (Horowitz, 1985) 

and thus initially applications were limited to relativel)' "small" problems 

involving three or four options (we wish to model at least four options) 



62 

(Hausman and Wise, 1978). Hence MNP models have been rejected on 

computational grounds, because although there have been improvements in 

estimation procedures (Langdon, 1984, Dansie, 1985), there are still problems 

of availability of reliable software. 

(ii) EL models ma), be thought of as extensions to the MNL and are based 

on variants of the Gumbel distribution and include the Fully Competitive 

model (McLynn, 1973), the Generalised Extreme Value model (McFadden, 

1981), the CRA Hedonics model (Cardell and Reddy, 1977) and the DOG IT 

model of Gaudry and Dagenais (1979) so called because "it dodges the 

researcher's dilemma of choosing a priori between a format which commits to 

HA restrictions and one that excludes them". Another example of an EL model 

is the cross correlated logit model (Williams, 1977A) which was developed 

directly from the HL but allowing a more comprehensive specification of 

correlations between alternatives. EL models have been used in only a limited 

number of studies and there is a practical problem in the lack of available 

software. 

(Hi) HL models. These are based on decision tree structures of the t)'pe 

shown by Figure 3.7. In order to keep this structure simple consideration will 

only be made of the mode split stage. For our purposes, the mode choice 

decision process might be divided into two stages: i = the choice between 

private and public transport and j = the choice amongst public transport 

alternatives. Tjlen the perceived utility to individual k may be written as 

(based on work by Gunn, 1980): 

Uk(l' J') = U. + U. + u .. + £k. + e:: k .. 
, 1 J IJ 1 IJ 

Equation 3.20 

Assuming the E terms are 110 for each individual and that var (t:.) and 
1 

var (t: .) are zero this results in the MNL. If either var (t:.) or var (E .) is not 
J k 1 J 

zero, then there will be correlation between the U (i,j) terms. For example if 

var (t:.) = 0 but var (E.) I 0 then individuals with high values of Uk (Public 
J 1 

Transport, Bus) will also tend to have high values of Uk (Public Transport, 

Train). Assuming no common measureable attributes between bus and train, 

an HL model may be developed with a two level choice structure as follows: 

r .. 
lJ 

Equation 3.21 

I' 
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where U,* = In {~ exp(U
J
,)} (Equation 3.22) and is referred to as the expected 

1 J 
maximum utility (EMU) or logsum and subscript i may be thought of as 

denoting the upper split (or nest) and subscript j the lower split (or nest). 

An HL model of this form has a built-in diagnostic test in that 0 < et> < 
1 (see papers by Williams and Senior, 1977A,B, 1978, Williams,1977A,B and 

Williams and Ortuzar, 1979 for derivation and examples of violation). An 

infringement would lead to "pathological" results as: 

(a) if et> < 0 an improvement in the utility of one member of the nest can 

decrease the choice probability of that nest, 

(b) if <P = 0 an improvement in the utility of one or all members of the 

nest will not change the choice probability of the nest and 

(c) if <P > 1 an improvement in the ut ili t)' of one option may result in the 

improvement of choice probabilities of other options in the nest. 

HL models may be estimated using maximum likelihood (ML) in two 

ways: 

(a) Indirect procedure (or heuristic or bottom-up calibration) which 

involves the sequential calibration of MNL models {through the use of 

composite utility· functions (Equation 3.22». Examples of this method are 

included in Ortuzar (l980A) and the Zuidvleugel (Van Zwam and Daly, 1981) 

and SIGMO (Project Bureau, 1977) studies. 

(b) Direct procedure (or full information likelihood maximisation) whereby 

Equation 3.21 is treated as a functional expression, the parameters of which 

are estimated using ML. The theoretical background to such a calibration 

procedure is given by Coslett (1981), with practical examples including the 

work of Daly and Zachary (1978), Matzoros (1982) and Small and Brownstone 

(1982). 

In comparing the two methods it can be said that the indirect 

procedure has advantages in terms of computational and mathematical 

simplicity but has a number of statistical disadvantages. Thus, although there 

is good consistency between the parameter values of the two methods, the 

standard errors with direct estimation are smaller (Matzoros, 1982). It has 

thus been suggested that the two methods may be used in a complimentary 

sense, with the fast indirect procedure producing initial estimates that ma), be 
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further refined by using a direct procedure. However, due to lack of readily 

available software, emphasis in this study was placed on indirect estimation. 

A survey of software showed that a large number of relevant packages 

existed, of which Basic Logit (BLOGIT) was chosen because it was well 

documented (Crittle and Johnson, 1980), it was readily available, having been 

used in the Value of Time Study (MVA et al., 1986) and has been applied widely 

(Hensher and Johnson, 1981). 

3.3.5 Comparisons of Model Forms 

In this section we shall briefly examine some of the theoretical 

advantages of the models discussed in the previous sections. More practical 

considerations, especially concerning data availability, will be examined in 

Chapter Four. 

Aggregate models have advantages in terms of simplicity, particularly 

if a simultaneous rather than a sequential structure is adopted. They, 

however, have a number of disadvantages: 

(i) The population is assumed to be located at one point in space. This 

can only hold if sub-groups are homogeneous. 

(H) Aggregation before model construction clouds underlying behavioural 

relationships. As a result aggregate models are non behavioural and their 

policy orientation is limited (McFadden, 1974). 

(iii) An approach based on averages does not necessarily represent an 

individual consumer's behaviour nor the average behaviour of a group under a 

variety of conditions. This leads to problems of ecological fallacy (de 

Neufville and Stafford, 1971). 

(iv) Aggregate models incur a great degree of information loss and hence 

data inefficiency. This is due to the fact that, using an oft-quoted example, 

up to 80% of variation of socio-economic variables ma)' be intrazonal and only 

20% inter zonal (Fleet and Robertson, 1968). 

(v) Aggregate models, particularly the traditional LUTS models, ma)' thus 

be shown to provide poor forecasts (Williams and Senior, 1977 A,B) and lack 

transferability. 

r 
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Conversely disaggregate models have a number of "starting 

advantages" (Daly, 1982): 

(i) Data, almost by definition, are based on decision making units. This 

gives models a firm behavioural basis and their links with utility theory can be 

easily demonstrated. 

(H) Disaggregate models can establish the importance of factors that 

exhibit greater intra- than inter-zonal variance, in particular walk and wait 

time which are important components of Public Transport trips (Gunn, 1982). 

(iii) Disaggregate models typically adopt a probabilistic (stochastic) choice 

process rather than a deterministic stance. 

(iv) Disaggregate models are statistically efficient, requiring as few as 100 

to 200 observations for calibration (Spear, 1976) and they can also be used to 

model minor alternatives. For example Ortuzar (l980A) successfully modelled 

rail trips, kiss and ride and park and ride with 21, 21 and 10 observations 

choosing the respective alternatives. 

(v) Other claims made on behalf of disaggregate models are that they are 

robust (Atherton and Ben Akiva, 1976), are less likely to be biased by 

correlation, are consistent with consumer surplus measures (Williams, 1977 A) 

and can be used at a variety of planning levels (Ben Akiva, 1975). 

However it should be noted that disaggregate models were greeted in 

the early 70s with a certain amount of euphoria and thus Richards (1980) 

commented "Disaggregate models have been presented if not as a Utopia 

certainly as a panacea". By the late < 1970s disaggregate models were being 

treated with a greater degree of healthy cynicism (Williams and Ortuzar, 

1980). For example a disaggregate mode split model based on HL may be 

affected by problems of data intensity (discussed in 4.3), transferability 

(discussed in 8.2), aggregation (discussed in 8.3) and model structure (Sobel 

(1980) has shown that if there are four alternatives in a choice set, the number 

of possible decision tree structures can be as high as 24). In addition the 

differences between aggregate and disaggregate models should not be 

overstressed. For example the aggregate mode split model, given by Equation 

3.5, can be shown to be similar to the MNL model (Richards and Ben Akiva, 

1975). Moreover, aggregate and disaggregate parameters may be combined as 

for example, with the GENMOD set of models developed for Amsterdam 

(LeClercq, 1980) and those developed for West Yorkshire (HarUe), and Ortuzar, 

1979). 
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3.4 EVALUA nON FRAMEWORK 

The results from the statistical models of the type described in 3.3 

will be used to provide forecasts of new station demand and hence, given 

information on destination choice, ticket type and previous mode used, we will 

be able to determine the gross and net revenue to the PTE. This, as we will 

see, will be a key input to our evaluation framework. In addition we shall 

make use of the analysis of PTA/PTE objectives in 2.4 in order to define our 

evaluation measures and determine decision rules on whether a new station 

should be opened. In the rest of this section we shall examine existing 

evaluation procedures for railway investment and the wa)'s in which Cost 

Benefit Analysis (CBA) may be used. We shall then itemise the costs and 

benefits we wish to study and discuss ways in which they ma), be presented. 

We shall then be able to determine the evaluation framework we wish to use in 

this study. 

3.4.1 Existing Evaluation Procedures for Railway Investment 

In keeping with the British Railways Board's commercial remit, 

financial appraisal is generally used rather than social CBA, for example in 

studies of resignalling, electrification and rolling stock replacement schemes 

(Leitch, 1977). Such appraisals are normally based on the di fference between 

minimum renewal and various alternative options under consideration. The use 

of financial appraisal rather than CBA is in direct contrast to the practice on 

trunk road assessment in which a cost benefit analysis program, COBA, is used 

(Department of Transport, 1981). As a result the benefits of rail investment 

may have been understated vis-a-vis road (see Table 3.1). 

The use of social CBA for rail investment has, however, been long 

established, originating with Foster and Beesley's study of the Victoria line 

(1963). Emphasis has been placed on the application of such techniques to the 

non commercial sectors of BR i.e. Provincial and, to a lesser extent, London 

and the South East. Initially emphasis was placed on closure (i.e. 

disinvestment studies) with the Department of Transport carrying out 32 

studies between 1969 and 1974 (including Bradford to Ilkle)' and Keighley in 

1971-2, with busway considered as an alternative). In addition Pryke and 

Oodgson (1975) were able to identify mean social benefits and specific costs 
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Case Financial Return Cost Benefit Rate of Cost 
return Benefit return 

to financial 
Heathrow Airport (NPV/C) (NPV/C) return 

Picadilly Extension 1.0 3.65 3.65 : 1 

BR Feltham (IRR) (IRR) 

resignalling 13% 18% 1.39 : 1 

BR London Bridge 14% 23% 1.65 : 1 

resignalling 

TABLE 3.1 COMPARISON OF FINANCIAL APPRAISAL AND COST BENEFIT 
ANAL YSIS OF RAIL INVESTMENT SCHEMES 

Source: Leitch, 1977 

Central Wales1 

Cambrian Coast2 

Ashford-Hastings3 

Sheffield-Barnsle)'4 

Manchester-Buxton5 

Manchester -
Glossop/Hadfield6 
New Mills/Marple 

Social Benefits per 
passenger mile (p) 

1.79 

2.20 

2.28 

2.12 

2.18 

2.37 

Speci fic Costs per 
passenger mile (p) 

3.05 

2.39 

1.25 

1.48 

1.75 

TABLE 3.2 SOCIAL BENEFITS AND RAILWAY COSTS PER PASSENGER 
MlLE (1971 PRICES) 

Sources: 

lCla)'ton and Rees (1965) 

3Foot and Starkie (1970) 

2Department of Transport (1969) 

4Else and Howe (1966) 

5Bristow and Rodriguez (1973) 6Foster (1974) 
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per passenger mile from six studies (see Table 3.2). It has been noted that the 

implications of these findings have rarely been acted on (Dodgson, 1977). 

Leitch (1977) notes that rail practice differs from that of roads in 

that: 
(i) Rail cost-benefit analyses do not normally include accident savings 

(H) A different split is assumed between travellers on work and non work 

journeys, as typically for rail the ratio is 5:95 work: non work whilst 

for road it is 17:83 

(iii) Small time savings are treated differentl>'. For rail the smallest time 

interval recorded is 30 seconds (usually based on signal box records) 

whilst for COBA the interval ma), be as small as one second. 

In addition Sugden (1972) has pointed out that: 

(iv) Operator's surplus should be taken into account. It was argued by Else 

and Howe (1966) that this was a pecuniary spillover which should be 

ignored if the objective is to "achieve a better allocation of resources 

than would be achieved through the ordinary workings of market 

forces". This procedure was adopted by the Ministry of Transport in 

their study of the Cambrian Coast line (1969). It is argued by Sugden 

that, if it is assumed that prices equal marginal social cost, then Else 

and Howe underestimate benefits by NF 0-T), where N = Number of 

rail passengers before closure making a journey, F = Fare charged per 

journey (assuming bus and rail fares equal) and T = proportion of 

journe>'s that transfer to bus, and that a more accurate approach is 

provided by Clayton and Rees' (1965) study of the Central Wales line. 

Point (i) to (iv) above suggest that conventional CBA ma), have 

understated the benefits of railway investment and thus might have affected 

policy decisions. 

3.4.2 Types of Cost Benefit Analysis 

CBA has been the main tool in the evaluation stage of LUTS 

(Neuberger, 1971) and has been applied in three ways: 
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0) Fixed trip matrix assumption. The main user benefit is the net change 

in generalised costs: 

UB = T.. (C . .! - C .. 2) 
IJ IJ IJ 

Equation 3.23 

where UB = User benefit, T ij = number of trips between i and j, 

C . .l = Generalised cost of travel between i and j in the do nothing 
IJ 

situation 

C .. 2 = generalised cost of travel between and j in the do something 
IJ 

situation 

This method only applies where changes have a negligible effect on the extent 

and pattern of trip making. In the case of new stations this is unlikely to apply 

except for work journeys in the short term. The extent of user benefit (or 

consumer surplus) by this method is given by the shaded area of Figure 3.BA. 

(H) Rule of half (Harrison, 1974). Where an investment has resulted in 

changes in the extent or pattern of trip making, for those individuals who have 

switched behaviour we have no information on their generalised cost in the 

before situation. Hence it is assumed that such switchers receive half the 

benefits of stayers because: 

a) any switching behaviour represents a net benefit change, 

b) for a traveller who nearly does not switch after a change the gain will 

be close to zero, 

c) for other travellers a very small amount of change in generalised cost 

would induce a change in benefit and where change is large they 

experience virtually all of it as net benefit to them, 

d) other travellers are spaced out along a spectrum between these two 

points and 

e) the amount of user benefit can not exceed the amount of change. 

Thus 

UB = T . .! (C . .! - C .. 2) + ! (T .. 2 - T . .!) (C . .! - C .. 2) 
IJ IJ 1J IJ IJ 1J 1J 

Equation 3.24 

which may be shown to be 

= ! (T . .l + T .. 2) (C . .! - C .. 2) 
IJ IJ IJ IJ Equation 3.25 
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C. DIRECT ESTIMATION 

FIGURE 3.8 THREE MEASURES OF CONSUMER SURPLUS 
(after Neuberger, 1971) 
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The area of benefit is shown in Figure 3.88 which also illustrates the 

assumption of linearity between points E and F although empirical evidence 

suggests this is more likely to be concave. In practice this normally does not 

result in more than a 10% divergence from the true benefit (Reaume, 1974). It 

should be noted that in this research, the demand curve DD will be that of 

total travel demand as in a more speci fic analysis of rail demand there would 

be difficulties in correctly locating point E. Hence by our definition stayers 

will be all new station users who were making the journey by other modes 

whilst switchers are those new station users whose journey can be considered 

to have been generated. 

(iii) Direct estimation from the Demand Curve •.. It has been argued, for 

example by Williams (1977 A), that the most appropriate evaluation measure 

would be to determine the shape of the demand curve and then integrate to 

find the area of consumer surplus (the shaded area in Figure 3.8C) l.e. 
2 C •. 

lJ 
U8 = f 1 f(c) dc Equation 3.26 

C .. 
lJ 

For a MNL it can be shown that the path integral is: 

2 L exp (-.1C. ) 
1 m lj 

US = - In 
t:. L exp(-.1C .. 1) 

m . lJ 

where t:. = dispersion parameter 

Equation 3.27 

C .. 2(1) = Mean generalised cost in the do something (nothing) 
IJ 

situations. 

However, in our study, use of 3.27 is limited because we do not know the mean 

generalised cost of all modes, m, in the before and after situations. Instead 

we may only consider total travel demand and thus equation 3.27 is considered 

equivalent to 3.23. 

Our evaluation will be based on the Marshallian measure of consumer 

surplus, which may be defined as the difference between the price consumers 

actually pa)' for a quantity of goods and the price they would be willing to pay. 
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This may be justified, as given that although rail's income elasticity is positive 

it is likely to be less than unity whilst the average proportion of household 

income likely to be spent on rail fares will be low so that, using the Slutsky 

equation, the income effect may be shown to be negligible (Douglas, 1985, 

pages 280-282). 

3.4.3 Costs and Benefits to be Analysed 

Table 3.3 shows the cost and benefits that will be studied. The 

framework is designed so that both financial and social appraisals may be 

undertaken. Variables of which we are not certain of their relevance (denoted 

? in Table 3.3) will only be briefly analysed for the six new stations that have 

been opened or for a SUb-sample of potential stations. We shall be unable to 

quanti fy the effect of land use and environmental effects, which we suspect to 

be of a small scale, but a qualitative stud)' will be undertaken. Study of 

distributional effects will be limited, although the effect on different 

operators (i.e. the PTE and BR) will be examined. In addition, following 

conventional procedures (see for example Gwilliam and Mackie, 1975 p.203), a 

non resource correction will be made to take into account changes in indirect 

taxation. Further details of the costs and benefits to be studied will be given 

in Chapter Ten. 

Although our cost-benefit framework is as complete as practically 

possible, it should be noted that there are some omissions. For example, 

consideration of the effects of risk and uncertainty (see Button and Pear man, 

1983, Chapter 7) will be limited to sensitivity analysis concerning the 

demand/revenue forecasts, project life and interest rates. Furthermore, it 

should be noted that choice of interest rate has been a matter for "furious" 

debate (Peacock, 1973), with two approaches in particular having been put 

forward, the social time preference discount rate and the social opportunity 

cost, and a certain amount of methodological controversy ensueing (Layard, 

1972, pp.243-333). We shall avoid this issue and follow the conventional 

practice of using the rate for public investment established by the 

government. Lastly, we are unable to measure the option value of new 

stations, which is the price individuals are willing to pay for an assurance that 

rail travel via a new station will be available if they want it and the benefits 

individuals derive from the opportunity for others to use it (Pearce and Nash, 

1981, pp.78-80). 
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FINANCIAL SOCIAL 

PUBLIC Capital cost of construction (-) 

Increase in Rail operating costs (-) 

TRANSPORT Decrease in PTE Bus/Rail revenue (transfers) (-) 

OPERATOR Decrease in PTE/BR Rail Onc. journey time) (-) 

Increase in PTE/BR Rail revenue (+) 

Decrease in PTE Bus Operating Costs (?) 

RAIL GC penalty for existing users (-) 

USERS 

REST OF 

ECONOMY 

GC Saving to new users 

OTHER GC Saving to non users 

MODES Reduction in Accidents 

Fuel savings 

Land use changes 

Environmental effects 

Distributional effects 

TABLE 3.3 COSTS AND BENEFITS TO BE STUDIED 

+ = Expected Benefit 

= Expected Cost 

GC= Generalised Cost 

+/- = Uncertain of direction 

? = Uncertain of relevance 

(+) 

(?/+) 

(?/+) 

(?/+) 

(?) 

(+/-) 

(+/-) 
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3.4.4 Presentation of Costs and Benefits 

At least four ways of presenting costs and benefits are commonly used 

(Harrison, 1974): 

(0 First Year Rate of Return (FYRR). (Also known as Single Year Rate 

of Return). This may be defined as: 

Equation 3.28 

where Bl = First Year Benefits, Cz = First Year Costs, K = 
Capital Cost of Construction 

This is computationally simple and may provide a basic rule on priorities (e.g. 

open a new station if the FYRR is greater than the test discount rate r). 

Assumptions include that the rate of growth of benefits for all schemes is the 

same, the rate is always positive and sufficient to ensure returns at the going 

rate and that the capital costs of a scheme are spent quickly or have the same 

profile of expenditure over time. These assumptions may only partially hold 

for new stations. 

(H) Net Present Value (NPV) This is defined as: 

where Bn 

N 

n=N 
NPV = r 

n=O 

B - C n n 

(1 +r)n 

= Benefits in ),ear n, 

= Project li fe and 

C = Costs in year n 
n 
r = discount rate 

Equation 3.29 

This method requires the compilation of benefits and costs for each year of 

preparation and of use and therefore can be computationall)' tedious. It is an 

absolute measure with schemes being acceptable if the NPV is positive. 

(Hi) Internal Rate of Return (IRR). This is the rate of discount which will 

bring benefits of a scheme to zero and may be solved from: 



n=N 
r 

n=O 

where i = IRR. 

B - C n n 
(l+i)n 
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= 0 Equation 3.30 

This measure is slightly more computationally complex and is affected 

by the multiple roots problem, whilst the approach may be inconsistent with 

the results of NPV when considering mutually exclusive projects. 

(iv) Benefit-Cost Ratio (BCR). This might be defined, in similar fashion as 

the NPV measure, as: 

n=N 
BCR = r 

n=O 

B/(l+r)n 
----
C j(l+r)n 

n 

Equation 3.31 

It may be shown, for example by Wohl and Hendrickson (1984, page 

182) that under certain conditions the above four methods, as usuall)' defined, 

may give results that are neither identical nor consistent, although in practice 

NPV is the most commonly used measure. 

3.4.5 Chosen Framework 

This study's evaluation framework will thus be based on CBA, similar 

to that used in recent studies of U.K. rail investment as discussed in 2.3.2. 

The variables that will be studied will be as in Table 3.3 and they will be 

presented using NPV measures, although FYRR will also be used as a simple 

check measure. Following the conventions for railway investment, project life 

will be assumed to be 30 years, although there is some evidence that the li fe 

expectancy of a station based on wooden platforms may be less than this, so 

NPV measures over 15 years will also be anal}'sed. Following revisions to the 

White Paper on Nationalised Industries (Cmnd 7131, 1978) a test discount rate 

of 5% (the local government rate) will be used, although to allow sensitivity 

analysis 7% (the current central government rate) and 10% (the previous rate) 

will also be used. In monetising benefits such as time savings, accident savings 
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and fuel savings use will be made of COBA9 conventions, although 

disaggregate models developed in this study may provide values of time that 

can be utilised in the evaluation stage. 

However it should be noted that CBA has been criticised on both 

practical (Crumlish, 1966, Self, 1972) and theoretical (Hunt and Schwartz, 

1972, Peacock and Rowley, 1975) grounds. In particular there has been a 

tendency to use CBA as an automatic decision maker (although this is really a 

criticism of the users of the technique, not the technique itself), valuations 

are based on limited empirical evidence and may differ from those determined 

by the "political process", consideration of distribution is limited, project 

interdependence is rarely considered and intangible benefits (such as 

environmental effects) are not evaluated. As a result a number of alternative 

approaches have been developed, including multicriterion ranking (Buchanan 

and Partners, 1970), goal achievement matrix (Hill, 1975), planning balance 

sheets (Utchfield, 1971) and mathematical optimisation (Scott, 1971), but 

these approaches have only had limited success in overcoming the shortfallings 

of CBA. It may, however, be noted that: 

"the case for cost-benefit analysis is strengthened, not weakened, if its 
limitations are openly recognised and indeed emphasised" (Prest and Turvey, 
1965). 

and we shall thus attempt to follow the recommendations of Leitch (1977) and 

use CBA to develop an evaluation framework that is comprehensive, 

comprehensible, rational,_ inexpensive and allows effective control of 

decisions. 

3.5 CONCLUSIONS 

In this Chapter the study's methodolog)' has been more clearly defined 

so as to be consistent with the framework propounded in Chapter One. In 

terms of market research we have seen that what we might achieve, given the 

study's time and money budgets, is limited and this will be considered further 

in Chapter Five. In terms of statistical modelling, we reviewed a number of 

studies in 3.2 that used such models to forecast rail usage. Although work 

specifically referring to new local rail stations was limited it did appear that 

trip rate, regression and mode split models were worthy of further 

investigation. In 3.3 these three models were placed within the context of 
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transport modelling in general. It was shown that a mode split model, 

particularly if based on disaggregate data and an hierarchical logit model, 

might have a number of advantages, although it seems likely that 

consideration of other stages (i.e. trip generation and distribution) is beyond 

the scope of this stud)l. Alternatively, regression models might be developed 

within an aggregate simultaneous model framework. The choice of models to 

be used in this study clearly depends to a large extent on data availability (to 

be discussed in Chapter Four) and hence our final decision on model selection 

will be made at the end of the next chapter. The output from the chosen 

model(s) will then be used in the evaluation framework which will be based on 

conventional cost-benefit analysis, even though a number of weaknesses with 

such an approach have been recognised. 
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PART TWO: DATA BASES 

CHAPTER FOUR DATA REQUIREMENTS AND AVAILABILITY 

4.1 DA T A REQUIREMENTS 

Our system of interest and methodology, outlined in the previous two 

chapters, clearly require extensive data if we are to achieve the objectives of 

this research. Some of the main data requirements of the statistical modelling 

and evaluation stages of this study are shown by Table 4.1. It is evident that 

the data implications of the statistical modelling stage are more exacting than 

those of the evaluation stage. Due to resource constraints, emphasis in this 

study will be placed on the use of existing data sources, which ma)' inevitably 

involve some compromises. This will be supplemented by small scale market 

research, which will be discussed in the next chapter. In particular use will be 

made of BR's Passenger Train Surveys, the County Council's 1984 Rail Survey, 

the 1981 Census and the West Yorkshire Transportation Study (WYTS) up-date, 

including the 1981 Corridor and Countywide surveys. These data sets will be 

discussed in more detail in section 4.2. 

Figure 4.1 shows how these data bases and this research's methodology 

are inter-related. This diagram shows that a disaggregate modelling approach 

is dependent on individual data for calibration, validation and prediction and 

that this may be provided by the WYTS up-date, although, as we shall see, data 

for the prediction stage is limited. An aggregate modelling approach is 

dependent on zonal data which may mainly be provided by on-train surveys and 

the census. In addition it should be clear from the discussion in Chapter Three 

that a disaggregate approach requires more detailed data than the aggregate 

approach. In particular an aggregate approach can be based on zonal 

engineering times and costs whereas, ideally, a disaggregate approach should 

be based on individual's reported times and costs, although it will be shown 

that we will have difficulties in achieving this, particularly for the validation 

and prediction stages. 

In the next section we shall examine the availability of the data 

required by the aggregate and disaggregate approaches and thus we shall, in 

section 4.3 be able to make a final decision on model choice. 
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DATA REQUIRED 

Passenger journeys - existing stations 
between I and j 

- new stations 

- potential new stations 

In vehicle time for rail, car driver 

Dut of vehicle time and/or passenger and 

Overall travel costs 

Soc! o-economic - income 

- car ownership 

- occupation 

Trip production characteristics - population 

Trip attraction characteristics - employment 

Journey purpose 

Capital Costs 

Operating Costs 

Gross Revenue 

Abstraction from other modes 

Time savings/losses • new station users 

• existing rail users 

- non rail users 

Accident savings 

Fuel savings 

Distribution effects 

Accessibility 

Land use 

Environment 

TABLE 4.1 DATA REQUIREMENTS AND AVAILABILITY 

AVAILABILITY 

BR PTS 1981 

PTE Counts/Surveys 

Model forecasts 

Aggregate model - Engineering data 

Disaggregate model - 1981 WYTS up date Corridor 

and County Studies 

Disaggregate model - 1981 WYTS up date 

Aggregate model - 1981 Census 

1981 Census 

1971 Census of Distribution 

Local Planning Data 

Aggregate - 1984 County Council survey 

Disaggregate - 1981 WYTS up date 

PTE 

PTE 

Demand Forecasts 

Market Research/Demand forecast. 

Market Research Based on 

BRPTS CDBA9 

. Urban Congestion Monitoring Project conventions 

Department of Transport 

Department of Transport 

Market Research/Demand Forecast 

I WYTCONSUL T procedures 

f Observation 

: 
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4.2 EXISTING DATA 

In terms of data availability it is generally true that rail data is good 

in quantity but may be poor in quality (see, for example Munby 1978A, B, 

Aldcott, 1981). More specifically there have been a number of "ad-hoc" 

surveys in West Yorkshire (as discussed in section 2.2.3) including the 1975 

local Rail Survey (WYTCONSUL T, 1976B), the Peat, Marwick, Mitchell and 

Company's (1974) study of local rail interchanges, the PTE surveys of the 

Airedale and Wharfedale corridors (1979), a study of Leeds to King's Cross 

travel (Moss and Leake, 1977), BR studies of the Leeds to Bradford (1975) and 

Huddersfield to Sheffield (1984) corridors and a County Council study of the 

Leeds to Harrogate line (1975). A number of these data sources were brought 

together by Hartiey (1979A). These surveys, however, are only of limited use 

to us due to their patchy coverage and outdatedness. 

Similarly use of NPAAS (National Passenger Accounting and Analysis 

System) ticket sales data may be limited due to a number of problems outlined 

by Webb (1980). In particular certain information may not be recorded, for 

example blank tickets and Day Rovers will not give full origin and destination 

(OD) information, whilst further problems exist where there is fraud, validity 

categories are misleading, rebooking occurs, tickets issued are not used or 

journeys do not correspond with the a and 0 shown on the ticket. In 

particular, the fact that around half of West Yorkshire's rail services are 

pay train services and that, in 1981, only 28 out of 49 stations were manned, 

means that NPAAS data can not extensively be used. 

4.2.1 Estimating Origins and Destinations using the Passenger Train Surveys 

In order to calibrate an aggregate model information is required on the 

orlgIn and destination of rail passengers at small town, suburban and rural 

stations for the study's base year of 1981. A possible approach might be to 

estimate aDs of rail travel from the information gathered by the PTS (see 

Preston, 1984A for further details). This is a passenger count which involves 

on/off counts for every train for one week in August and one week in 

October/November. Information is available back to, and including, 1970 for 

all services receiving the Public Service Obligation (PS 0) grant. It has become 

practice that services should be studied in a three year rotation, although 

I' 
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since 1982 WYPTE has stipulated that all local services in receipt of Section 

20 payments should be surveyed annually. 

Rail aDs were estimated by applying the probabilistic approach 

developed by Savage (1983) for bus revenue estimation, which itself was a 

modification of a method put forward by Davies and Gribble (1978). Use was 

made of the November 1981 and November 1982 PTS, using Tabulation B which 

gives the total on/offs for each station on an average weekday, Saturday and 

Sunday. A probability method of estimating the number of trips between two 

points was then calculated as: 

B . 
T; ,j = A;j [j-l J j-l ] Equation 4.1 

L A. - LB. 
; 1 ;+1 J 

where Tij = the number of rail trips between i and j, 

A.. = the number of people getting on at station i and still on train 
IJ 

prior to reaching j, 

B. 
J 

= the number of people getting off at station j and 

ti A.- jr1 B.= number of passengers on the train p~ior to stopping at j. 
1 • 1 J i 1 + 

The part of the equation in square brackets is the probability of 

alighting (the number of successes over the total number of cases) and will be 

unity where a service terminates. Where a train is empty at any point and 

thus the divisor is zero, the probability is set to zero. 

Tabulation Bs were obtained for all local rail services in West 

Yorkshire except for Pontefract Baghill and Moorthorpe stations. Where the 

service could be considered a closed system, for example Huddersfield to 

Wakefield, aggregate autumn weekday tabulations were used. However most 

services had to be disaggegated to identify: 

(i) Semi fast trains, for example between Hull and Leeds with four 

intermediate stops. 

(in Stations served by only certain, normally peak, services, for example 

Ravensthorpe. 

t· 
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(iii) Short haul peak workings, for example the Castle ford, Garforth and 

Horsforth to Leeds morning services. 

(iv) Special operational services, for example the early morning workings 

from Huddersfield to Marsden and Bradford to Hebden Bridge. 

(v) Services, normally off-peak, terminating at the PTE boundary, for 

example the Leeds to Knottingley and Leeds to Marsden workings. 

(vi) Extended services, for example some trains on the Minster/Selby lines 

ran to Huddersfield. 

(vii) Holiday based services, for example the Leeds to Cleethorpes, 

Morecambe, Scarborough and Southport services. This problem is 

more acute on Saturdays and during the summer season. 

In addition services need to be disaggregated by direction of travel. 

As a result 74 separate services were considered of which 20 were surveyed in 

1981 and 54 in 1982. These are listed in Table 4.2. 

Using a series of FORTRAN programs a matrix of flows with both 

origin and destination in West Yorkshire (internal flows) was developed for 47 

local stations. For reasons of commercial confidentiality the full results can 

not be presented here. However, it can be said that 34,379 internal ons and 

ofts were recorded, with Leeds City station accounting for 35.7% of them. In 

addition 9,054 journeys were recorded with either an origin or a destination 

outside the County (i.e. external flows), meaning that only 20.8% of passengers 

using local stations travelled beyond the County boundary, with Leeds City 

being even more dominant, accounting for 57.9% of these external flows. 

There are, however, a number of problems with the probability method 

used: 
(0 The PTS may be inaccurate due to unreliable or missing counts. 

CH) The week surveyed by the PTS may be atypical. 

CHi) The method does not give information on the final destination where 

rail interchange occured, although this effects only 15% of local 

journeys CHarUe)' and Nash, 1980). Clearly no direct estimate of 

contributory revenue may be made. 

(iv) Local passengers on trains stopping solely at inter-city stations were 

not included and hence flows to/from Leeds City, Bradford Exchange, 

Huddersfield, Dewsbury, Wakefield Westgate and New Pudsey are 

I·' 



Code Description 

01100 Bradford to Keighley (1) 
01101 Keighley to Bradford (1) 
01200 Bradford to Skipton (1) 
01201 Skipton to Bradford (1) 
01300 Leeds to Skipton (1) 
01301 Skipton to Leeds (1) 
01400 Leeds to Morecambe (1) 
01401 Morecambe to Leeds (1) 
01500 Leeds to Carlisle 
01501 Carlisle to Leeds 
02100 Bradford to Ilkley (1) 
02101 Ilkley to Bradford (1) 
02200 Leeds to Ilkley (1) 
02201 Ilkley to Leeds (1) 
03100 Leeds to Harrogate 
03101 Harrogate to Leeds 
03200 Leeds to Knaresborough 
03201 Knaresborough to Leeds 
03300 Horsforth to Leeds 
03500 Leeds to York (A) 
03501 York to Leeds (A) 
04100 Scarborough to Bradford 
04200 Leeds to York (B) 
04201 York to Leeds (B) 
04300 Scarborough to Leeds 
04400 York to Huddersfield 
04500 York to Mancheter 
04600 York to Bradford 
04601 Bradford to York 
05100 Leeds to Selby 
05101 Selby to Leeds 
05200 Leeds to Hull (C) 
05300 Garforth to Leeds 
05400 Garforth to Leeds 
05500 Hull to Huddersfield 
06100 Leeds to Castleford 
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(1) Surveyed in 1981. (A) via Harrogate. 
fast. (D) stopping. (E) via Dewsbury. 

Code Description 

06101 Castleford to Leeds (1) 
06201 Knottingley to Leeds (1) 
06300 Leeds to Goole (1) 
06301 Goole to Leeds (1) 
08100 Leeds to Cleethorpes (1) 
08200 Leeds to Doncaster (1) 
08201 Doncaster to Leeds (1) 
09200 Leeds to Sheffield 
09201 Sheffield to Leeds 
10100 Huddersfield to Clayton W. 
10101 Clayton W. to Huddersfield 
10200 Huddersfield to Penistone 
10201 Penistone to Huddersfield 
10300 Huddersfield to Sheffield 
10301 Sheffield to Huddersfield 
11100 Huddersfield to Wakefield 
11101 Wakefield to Huddersfield 
11200 Leeds to M arsden 
11201 Marsden to Leeds 
11300 Leeds to Huddersfield 
11301 Huddersfield to Leeds 
11400 Leeds to Southport (E) 
11500 Stalybridge to Leeds 
11600 Leeds to Manchester (E) 
11601 Manchester to Leeds (E) 
12100 Bradford to Leeds 
12101 Leeds to Bradford (F) 
12200 Leeds to Southport (F) 
12201 Southport to Leeds (F) 
12300 Hebden Bridge to Leeds 
12301 Leeds to Hebden Bridge 
12400 Leeds to Halifax 
12401 Halifax to Leeds 
12500 Bradford to Hebden Bridge 
12600 Leeds to Manchester (F) 
12601 Manchester to Leeds (F) 

(B) via Church F enton. 
(F) via Halifax. 

(C) semi 

TABLE 4.2 % ESTIMATION - SERVICES ANALYSED 
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underestimated. 

(v) For certain flows, for example between Shipley and Bingley, it is 

difficult to detect which station is the generator and which is the 

attractor. 

(vi) The PTS was carried out at different times, with two-thirds of 

services being counted in 1982 and the Clayton West branch last 

surveyed in August 1981. Weighting factors were developed to adjust 

these figures to November 1981 levels. 

(vii) The mechanics of the calculation may have led to some errors due to 

the assumption that the probability of alighting is uni form for all 

passengers regardless of where the)' got on, rounding errors and the 

occurrence of unbalanced flows due to the disaggregation process used. 

The OD data from the probability estimation method was compared 

with sample data from NPAAS and WYTCONSUL T, using a X2 (chi-square) 

test. This failed to show that the PTS data was significantly different from 

the NPAAS and WYTCONSUL T data, although this may be in part due to the 

lack of a truly appropriate test. 

4.2.2 County Council Rail Survey 1984 

As the OD information derived from the PTS seemed likel)' to be 

subject to input error, alternative data sources were examined. One such 

source was the OD data collected by the PTE/BR on-train survey team. 

However this information was not available, on a sufficient scale, during the 

study period. An alternative data source was provided by the WYMCC local 

rail survey carried out between October 8th and October 18th 1984. In total, 

21,105 interview forms were distributed at all local stations on a weekday and 

10,987 were distributed at two stations (Leeds City and Bradford Forster 

Square) on a Saturday. The response rate was around 35% on a weekda)' and 

15% on a Saturday, with a total of 10,033 records coded. 

Again due to reasons of commercial confidentiality the full results of 

this survey cannot be presented. However, we might expect those OD flows 

recorded from the 1981 PTS estimates to be greater than those of 1984 for 

two reasons: 

r .. 
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(0 In 1981 the final destination for trips that involved interchange was 

given as the first station where a change was made. In 1984 these 

flows were correctly recorded to their ultimate destinations. Hence in 

1984 there are a lot more OD pairs with trips recorded compared to 

1981. 

(ii) In 1984 only a 12 hour day was surveyed (between 0700 and 1900 

hours), whilst in 1981 all trains were surveyed. 

It should also be noted that the 1981 data represented an average weekday 

whilst the 1984 data was based on a particular weekday. 

Furthermore in comparing the two data sets a number of anomalies were 

observed. For example between 1981 and 84 the flow between Wake field 

Kirkgate and Leeds appeared to have declined by 90%. In addition the County 

Council believed that response rates for passengers travelling outside the 

County were lower than average, with a comparison with 1981 data suggesting 

that the 1984 survey might be underestimating external flows by around 30%. 

It also seems evident that short distance flows may have a lower response rate 

as, for example, between 1981 and 1984 flows between New Pudsey and 

Bradford were seen to decline by 68%. As long (external) and short distance 

flows seem to be underestimated it seems likely that the use of station 

weighting factors ma), have overestimated certain middle distance (internal) 

flows. 

Despite these concerns the 1984 data set has advantages in that it 

allows disaggregation by journey purpose and more up to date information on 

ticket type to be used. 

In addition in this section it should be noted that the PTE has initiated 

a number of "ad hoc" counts of new station usage during our survey period. 

Including information from the PTS this involved 31 new station counts on 

weekdays and 24 on Saturdays. These counts formed the basis of our analysis 

of demand growth over time, described in 9.4. In addition surveys were 

carried out on a weekday and Saturday at Fitzwilliam (lst and 5th March, 

1983), Deighton (10th and 14th May, 1983) and Crossflatts (17th and 21st Ma)" 

1983). All boarding and alighting passengers were asked simple questions 

concerning their origin/destination, journey purpose, frequency of travel and 

ticket type. This data will be used to detect biases in our own market 

research in 5.3.2. 
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4.2.3 Census Data, 1981 

As we have already seen, 1981 Census data can be used by both 

modelling approaches. For an aggregate approach the Census is particularly 

useful in supplying information on characteristics which may affect trip 

generation such as population, car ownership and occupation. These are 

available in the Small Area Statistics (SAS) which may be accessed by the· 

SASPAC package via the Universit>' of Manchester Regional Computing 

Centre (UMRCC, 1982). New station catchment zones can be defined in terms 

of aggregations of whole or part Enumeration Districts (EDs). Figure 4.2 

shows an example for Crossflatts. Where an EO only partly falls into a 

distance band the proportion of the built up area within the band is estimated 

using Ordnance Surve>' 1:10,000 or 10,560 scale maps. 

Census data may also be useful in the application stage of a mode split 

model, calibrated with disaggregate data. In particular journey to work flows 

and modal shares from section C of the 1981 Special Workplace Statistics 

(5WS) (OPCS, 1983) may be useful. This data was supplied by WYMCC on 

magnetic tape and was based on a 452 zoning system classi fied as follows: 

(a) zones 1-448 are actual zones within West Yorkshire 
(b) zone 419 represents all external zones 
(c) zone 450 represents no fixed workplace 
(d) zone 451 represents workplace not stated 
(e) zone 452 represents workplace outside U.K. 

The data tape consisted of eight files: 

(a) 
(b) 
(c) 
(d) 

All mechanised private transport 
Bus 
Train 
Walk 

(e) Bicycle 
(t) All trips including other 

not stated, work at home 
(g) Car driver 
(h) Car pool and passenger 

We will only be interested in the bus, train, car driver and car pool and 

passenger files. In addition we will only be intereted in rail served zones, of 

which 103 were identified, as shown by Table 4.3. The data was read using the 

TRAOVV suite of matrix handling programs, in particular the M1 (to create 

and print a file) and the M4 (to compress a matrix) programs. This data will be 

used in conjunction with the incrementallogit model, as described in 9.2.3. 
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Code Description Code Description 

4 Ilkley Central 5 Ben Rhydding 
6 Burley in W. 7 Menston 
8 Silsden 10 Steeton 

11 Utley 13 Keighley N. 
16 Keighley Central 17 Keighley E. 
26 Crossflatts 29 Bingley 
38 Shipley Glen 39 Baildon E. 
40 Baildon - Charlestown 42 Saltaire 
43 Shipley 51 FrizinghaU 
67 Bradford Central 69 Laisterdyke N. 
75 Laisterdyke S. 80 Bowling 
84 Low Moor E. 85 Low Moor W. 
86 Low Moor N. 107 Guiseley 

111 Horsforth N. 121 Horsforth S. 
122 Horsforth Central 124 Hawksworth 
125 Headingley W. 126 Headingley E. 
146 Stanningley 147 Bramley N. 
148 Bramley E. 149 Bramley S. 
150 Armley 151 Burley 
152 University 157 Osmondthorpe 
159 Cross Gates 165 Swinnow Moor 
168 Wortley W. 170 Leeds - Westgate 
171 Leeds - Headrow 172 Leeds - City Square 
173 Leeds - South West 174 Leeds - South East 
175 Leeds - Markets 178 Halton Moor . : 
181 Garforth W. 182 Garforth Central 
183 Garforth E. 184 Micklefield 
186 Wortley E. 188 Beeston 
195 Morley W. 196 Cottingley 
197 Morley E. 211 East Ardsley 
212 Thorpe 221 Todmorden 
229 Hebden Bridge 230 Mytholmroyd 
246 Luddendenfoot 250 Halifax Central 
251 Halifax E. 253 Hipperholme 
254 Lightcliffe 256 Sowerby Bridge 
258 Salter Hebble N. 259 Salter Hebble S. 
260 Salter Hebble E. 296 Batley W. 
297 Batley E. 301 Hanging Heaton 
305 Mirfield 307 Ravensthorpe 
310 Dewsbury Central 325 Deighton N. 
327 Milnsbridge N. 330 Huddersfield Central 
332 Deighton S. 335 Marsden 
336 Slai thwai te 338 Milnsbridge S. 
376 Outwood W. 377 Wrenthorpe 
378 Outwood E. 387 Wakefield - Westgate 
394 Wakefield - Kirkgate 395 Sandal N. 
403 Sandal S. 412 Castleford 
417 Normanton 442 Pontefract - M'hill 
424 Knottingley W. 425 Knottingley Central 
426 Knottingley E. 431 Pontefract Central 
437 Fitzwilliam 444 Hemsworth 
447 S. Elmsall 

TABLE 4.3 RAIL SERVED AND POTENTIALLY RAIL SERVED ZONES 
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4.2.4 Corridor Study, 1981 

Disaggregate data was collected on mode choice for the journey to 

work in the Garforth, Airedale and Wharfedale corridors as part of the 1981 

West Yorkshire Transport Study in conjunction with phase one of the 

Department of Transport's Value of Time study. This was based on household 

interviews with information gathered for the following variables: 

(a) 

(b) 

(c) 
(d) 
(e) 
(t) 
(g) 
(h) 
(0 

0) 
(H) 

Journey time, cost etc. of travel to/from work by Yesterday's Mode 
(YM). 
Journey times, costs etc. of travel to/from work by up to three 
Alternative Modes (AMs). 
Ranking of modes in order of preference. 
Frequency of travel by YM and AMs. 
Transfer price increase of YM (see below). 
Transfer price decrease of Best Alternative (BA). 
The effect of different departure/arrival times on working practices. 
Hours worked. 
Income from main job. 

An initial screening process excluded the following households: 

Where no member was employed outside the home. 

Where the worker(s) had more than one place of work or frequently 

moved from site to site. 

(iii) Where the worker(s) had to use the vehicle driven to/from work for 

business purposes during the day, except on an occasional basis. 

(iv) Where the worker(s) travelled less than one mile or worked outside the 

study (defined as the three corridors plus Leeds and Bradford) (MVA, 

1984). 

The effect of this screening process is shown by Figure 4.3 and has 

serious implications for the aggregation stage of this research. The data was 

brought together in two tranches, with the first tranche consisting of 1,014 

records and the second tranche containing 533 records, giving 1,547 responses 

in total. This data can be split into a number of subgroups (see 7.1) with the 

largest available complete RP data set, WBA9, consisting of 1,271 

observations. 

It should be noted that the corridor study included information on 

Transfer Price (TP). This is based on the hypothesis that when presented with 
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two qualitatively different options people can not only consistently form a 

preference for one over the other, but can in certain circumstances, such as 

mode choice, also report the minimum amount of money which would just 

compensate them sufficiently to accept the best alternative (i.e. the less 

favoured option), or alternatively the maximum amount they would be 

prepared to pay (in addition to any other costs) to continue their first 

preference (i.e. yesterda),'s mode). The results of the TP analysis were 

reported by Broom et al. (1983). Unfortunately it was found that a TP 

approach had statistical problems. In particular it was found that an 

assumption of homoscedastic Normal error structure is inappropriate when 

used with linear utility functions, whilst it was also noted that a substantial 

proportion of respondents were either unable or unwilling to provide TP 

information (possibly reflecting non compensatory behaviour). Gunn (1984) 

has shown that some of the statistical problems may have stemmed from mis­

specification of the TP models. In particular it was shown that analyses which 

use TP as a dependent variable, but restrict its sign (either by modelling the 

options separately or by switching the observable characteristics to reflect the 

difference between the chosen and rejected option) can not be made consistent 

with orthodox 'rational utilit)' maximising' theory without a complex statistical 

approach. Such analyses result in an overstatement of the parameter usually 

associated with habit, whilst all other parameter values may have low 

significance. However it is not made clear how Gunn's correction (consistently 

modelling the difference between mode 1 and mode 2 rather than between 

rejected and chosen mode) may be applied to a multinomial choice situation, 

whilst problems with the high incidence of non respondents to TP questions 

still remains. Thus it was not possible to demonstrate TP's superiority over RP 

analysis and hence it was recommended not to use TP in travel contexts where 

RP models can be feasibly applied. Our study will heed this advice but, given 

our findings in 3.2.4, we note, with some regret, that the corridor data set did 

not include SP data rather than, or in addition to, TP information. 

Apart from problems with the TP data, two further t)'pes of problem 

were apparent wi th the Corridor study: 

(i) Intrinsic data problems. These include that: 

(a) The study used inexperienced survey staff and this resulted in an 

"overall impression that the data was very variable in quality and coverage" 

(MVA 1984). 
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(b) Following on from (a) certain questions posed problems. In particular 

some respondents gave marginal and others fully distributed car operating 

costs, others had difficulty in calculating the cost of a Public Transport trip 

when they owned a season ticket whilst, as already hinted, a number of 

respondents claimed they did not have a best alternative. 

(c) Few respondents regularly used alternative modes and their knowledge 

of alternative modes' times and costs was unlikely to be reliable. 

(ii) Problems of data collection. The Corridor study data was collected, in 

the main, to allow a comparison between the TP and RP mode choice models 

and their resultant values of time. In this study we are, however, more 

interested in developing predictive rather than descriptive models. Hence a 

number of problems may be noted: 

(a) The type of format of the questionnaire was constrained to be 

consistent with previous WYTCONSUL T studies. 

Cb) If a person broke his/her journey to/from work then full details of the 

interrupted journey would be recorded, but only 'simple' home-work 

journeys were contained in the RP data sets. 

(c) If a person did not rank the mode they used yesterday as 1 (i.e. it was 

not the mode they normally used) they were excluded from analysis. 

(d) Wherever possible a Public Transport option was coded as the best 

alternative so as to avoid problems with perceived car running costs, 

payment to driver etc. 

(e) Despite the choice of rail served corridors and the doubling of the 

sample rate within one kilometre of a station rail is still a minor 

alternative. Some implications of the sampling procedure are 

examined in 8.2.2. 

(f) Information on modal combinations, for example park and ride, kiss 

and ride and feeder bus, have been subsumed into the main mode leg. 

Of the above problems points (a) and (f) are relatively minor, points 

Cb), (c) and (e) have implications for aggregation as shown by Figure 4.3 whilst 

some of the effects of point Cd) will be examined in section 7.1.4. Thus despite 

these problems it will be possible to calibrate MNL and HL models of mode 

choice with this data set. 
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4.2.5 Countywide Study, 1981 

Extensive surveys were carried out as part of the WYTS up-date in 58 

areas throughout the county. The County Council made the household, person 

and trip data files available to us on tape. This was a very large data set 

covering around 11,000 household and almost 90,000 trips. However, only a 

very small proportion of these trips (0.4%) were made by rail. In order to 

concentrate on flows where rail was an alternative a screening process of the 

type shown in Figure 4.3 was enacted. Survey areas with existing stations, 

new stations or potential stations were identi fied. These are shown by Table 

4.4 which shows that although, for our purposes, there is good coverage for the 

calibration and validation stages, with the catchment areas of 13 existing and 

new stations included, there is only limited data for prediction, with only two 

potential station catchment areas included. This suggests that for prediction 

alternative data sources need to be investigated. 

Code Calibration Validation Prediction 

01 Ilkley 03 Crossflatts 27 Osmondthorpe 
02 Keighley 06 Saltaire 49 Wrenthorpe 
03 Bingley 22 Bramley 
04 Baildon 43 Slai thwai te 
06 Shipley 45 Deighton 
15 Guiseley 
31 Todmorden 
35 Halifax 
36 Batley 
40 Mirfield 
43 Marsden 
47 Central Huddersfield* 
54 Castleford 
56 Knottingley* 
58 South Elmsall 

TABLE 4.4 RELEVANT SURVEY AREAS FOR CALIBRATION, VALIDATION 
and PREDICTION 

* later excluded as no rail trips recorded. 

If only the 13 areas in the calibration data set are considered the total 

number of trips is reduced to 18,751 of which only 169 (0.9%) are rail trips. Of 

these 99 were work trips (58.6%) and hence it was only feasible to stud>' this 

I ; 
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purpose as there were only 26 shopping trips and 28 recreational/social trips 

made by rail. Even so rail only accounted for 1.4% of work trips in these 13 

areas. Hence the data set was further reduced (and rail's share boosted) by 

excluding journe)'s made by non-mechanised modes, journeys of less than two 

miles and journe>'s to non rail served destinations thus reducing the data set to 

a total of 877 observations. The implication of this screening process on the 

aggregation stage is again illustrated by Figure 4.3. 

Although the County wide data set was adequate in terms of the socio­

economic and mode choice information it provided, there were a number of 

limitations. For example if car was defined as yesterday's mode no data on 

travel costs were provided. Also, apart from car ownership, there was no data 

on alternative modes and thus there was no time and cost data for alternative 

modes. 

Given these limitations it was clear that the Corridor study data 

provided a better basis for calibration than the County wide data. However it 

was felt that if suitable decision rules about alternative modes were 

formulated and if engineering times and costs were inserted, as described in 

8.2.2, the County wide data set might be used in validation and limited 

prediction studies. This might lead to incompatibility between the calibration 

and validation data sets. Possible biases due to using reported and engineering 

data are discussed in the next section. The validation data set consisted of 

343 trips (la by rail), whilst the prediction data set only consisted of 57 trips 

(none by rail). A breakdown of these observations by station catchment areas 

is given by Table 4.5. It should be noted that the Bramley survey area covered 

a large area that was not within the existing new station's catchment area but 

might be served by a station at Gamble Hill. 

Bramley (1) 
Deighton 
Crossflatts 
Slai thwai te 
Saltaire 

No. of obs. 

21 
41 
36 
70 
81 

Bramley (2) 

Osmondthorpe 
Wrenthorpe 

No. of obs. 

94 

28 
29 

TABLE 4.5 BREAKDOWN OF VALIDATION AND PREDICTION OAT A SETS 

(1) = Swinnow Road (2) = Gamble Hill 
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4.3 DATA LIMIT A liONS AND MODEL SELECTION 

In Chapter Three a number of modelling approaches were examined. 

In terms of dimensions identified by Reid (1979A) and Sherret (1979), such as 

geographic detail and scale, responsiveness to issues, comprehensiveness and 

resultant evaluation measures, a disaggregate approach to forecasting new 

station usage appears preferable. However, an aggregate approach may have 

some advantages in terms of comprehendability and feasibility. 

In this chapter we have re-examined these modelling approaches In 

terms of the resources that are required and those that are available. In doing 

so we can examine their likely accuracy and complexity, particularly in terms 

of data requirements. It has already been noted that a disaggregate approach 

is likely to be more complex than an aggregate approach and thus ought to 

have higher forecasting accuracy. It may though be noted, following the 

framework discussed in 1.4.2 (after Alonso, 1968), that although a disaggregate 

approach may reduce specification error, its need for high quality data may 

lead to increases in input error. 

Moreover in this chapter we have noted that development of a 

disaggregate approach is constrained by data availability. This means that we 

are limited to calibrating a model of mode choice for the journey to work 

based on RP data. In validating such a model we shall have to combine 

reported (::::: perceived) and engineering (::::: actual) data, the general 

implications of which have been examined by Gunn et al. (1980) and MVA et al. 

(1986, pages 146 to 149). In particular it appears that using reported times and 

costs tends to lead to an exaggeration in the difference between chosen and 

rejected q:>tions compared to engineering times and costs. This is likely to be 

due to justification bias, although it is not clear if this takes the form of 

making the rejected option worse or the chosen option better (or both), 

although the former seems the most likel>'. Hence it is likely that a RP model 

based on reported data will have greater explanatory power than one based on 

engineering data due to systematic misreporting and may also have 

significantly different coefficient values (Wardman, 1986). Moreover, for a 

model based on reported data for the chosen option and engineering data for 

the rejected option, there will be a different and even more complex pattern 

of biases. 
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The main problem with the disaggregate approach is the lack of data 

for the prediction stage, as the random, strati fied (by area type) samples 

provided b}' the Corridor and County data sets are insufficient. Aside from 

using aggregate Census data, as discussed in 4.2.3, there are the following 

possibilities (after Lerman and Manski, 1979): 

(i) Develop our own random samples based on mailback questionnaires. 

However, given 35 sites to study· and a minimum of 30 observations of times 

and costs of the journey to work by mechanised modes to rail served 

destinations per new or potential station catchment area, this would require in 

excess of 1,000 usable replies based on over 12,000 initial contacts (assuming a 

25% response rate and a screening-in rate of 32.5% of households (implicit 

from Figure 4.3». A survey of this scale is clearly beyond the cost, time and 

manpower resources available to this stUdy. 

(H) Develop choice based samples of, for example, bus, train and car 

users. Due to resource constraints such work by us will be limited to train 

(and more specifically new station) users. It has been shown by Manski and 

Lerman (1977) that, in order to produce consistent logit model results with a 

full set of such data, the maximum likelihood estimators should be amended b)' 

weighting each observation's contribution to the log likelihood by QCi)/HO), 

where QO) is the fraction of the decision making population selecting i and H(i) 

is the analogous fraction for the choice based sample. We shall briefly return 

to this issue in 10.3.1. 

(iil) Simulation techniques might be used to produce synthetic samples of 

households from Census data. Examples include the SYNSAM programs used 

by McFadden (1979) and the work of Pownall and Wilson (1976) and Bonsall and 

Champernowne (1979). Such an approach would require major computational 

effort but will be briefly examined in 9.2.3. 

From the above it seems clear that a disaggregate mode split model 

for the journey to work can be calibrated and validated with existing data but 

there ma)' be problems in further application. As a result it is proposed to 

develop aggregate approaches as a "back up". Firstly, a non-work aggregate 

model ma), be calibrated, based on the 1984 County Council rail survey. 

Forecasts produced by this model may then be combined with disaggregate 

forecasts for the journey to work so as to provide a total station usage figure. 

This might then be thought of as being a hybrid aggregate-disaggregate 
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approach. Secondly, we might develop a pure aggregate approach, calibrated 

on either PTS or the 1984 County Council data sets (or both). Such aggregate 

models would be simultaneous in structure and similar in form to the direct 

demand model of Equation 3.7. It should, though, be noted that such aggregate 

approaches are themselves constrained by the paucity of existing data, 

particularly concerning rail ODs and trip attraction characteristics. 

By developing a plural approach to modelling we shall be able to 

examine, in a policy context, the relative advantages of disaggregate and 

aggregate model types, hence supplementing previous work by Watson (1975) 

and Liou et al. (1975). Thus we have followed the advice of Hartgen and liou 

(1976) who suggested that: 

"Considerable effort in the next several years should be placed on the 
development of a series of demonstrations designed to show that these tools 
(disaggregate demand models) are appropriate, and highlight the relative 
advantages of these tools versus conventional procedure". 

Moreover, one wa), in which di fferent model types may be examined is by 

comparing the accuracy of their demand forecasts for the six new stations 

that have been opened. Thus we are following the advice of Burnett and 

Hanson (1979) in placing emphasis on a deductive/predictive rather than 

explanatory/descriptive study, and the advice of Williams and Ortuzar (1980) 

who stated that: 

"a high priority in empirical research must be the accumulation of evidence 
relating to response in before and after studies". 

I . 
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CHAPTER FIVE NEW STATION SURVEYS 

5.1 INTRODUCTION 

In previous chapters it has been established that our market research 

will be limited to surveying new station users. In particular this should enable 

us to achieve one of the study's main objectives b}' determining the proportion 

of users that are generated and the proportions abstracted, as well as 

collecting important information on trip and socio-economic characteristics of 

new station users. 

In the rest of this section we shall examine the issues of survey design 

and application. In a second section we shall go on to discuss the results of the 

pilot survey, whilst the third and fourth sections will discuss the results of the 

first and second year surveys respectively. In a fi fth, and final section, we 

shall examine two ways our market research may be applied. 

5.1.1 Survey Design 

As three new stations had been opened before this stud)' began, our 

market research was seen as an "ex post facto" experiment relating causes to 

effect. A high initial priority was given to the development of market 

research in order to capture recall information at these three stations. Thus it 

was necessary to quickly determine the means of data collection and approach 

to respondents. A number of possible approaches were identi tied (after Maser 

and Kalton, 1971). On-train interviews were rejected as, for most stations, a 

large number of trains would have to be covered. Household interviews were 

rejected due to their high cost (see 4.3) whilst self completion questionnaires 

were dismissed due to problems of collection and the likely low response. It 

was thus decided to concentrate on brief on-platform interviews. Emphasis 

would be placed on surveying boarding passengers as they were more "captive" 

than alighting passengers. The surveys would take place on a representative 

weekday (normally a Tuesday or Thursday) between 07.00 and 16.00 hours and 

a Saturda)' between 08.00 and 14.00 hours during the Spring and/or Autumn. 

Initially the surve)'s were envisaged as requiring ani)' one interviewer. This 

survey technique was chosen as it should result in a good response: cost ratio 

and would allow the collection of observational data (for example on 
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sex and party size). Possible problems might include interviewer bias and 

sample bias due to the emphasis on boarding passengers and/or time of da)1 or 

year chosen. 

5.1.2 Questionnaire Design 

Use was made of a precoded interview form similar to those used in 

the Glasgow Rail Impact Study (Martin Voorhees et al. 1980) and by 

WYTCONSUL T (19766). The form used is given in Appendix 1, whilst the 

nature of questions asked and their order are shown by Figure 5.1. Question 

5's role as a filter is vital in determining the proportion of trips that are 

generated due to the new station and the proportion that may be considered as 

having been abstracted from other modes. Particular attention has been paid 

to question wording and to question order, especially with regards to general 

summary questions (question 8) and questions asked in conjunction (for 

example questions 3 through to 7 and questions 13 through 15) (Schuman and 

Presser, 1981). Questionnaire design was limited by the need to be brief (an 

interview was envisaged as taking, on average, less than two minutes), whilst 

it was also important that the most vital (trip) information was captured first. 

5.1.3 Survey Schedule 

The questionnaire was tested b)' surveys at Clayton West and 

Skelmanthorpe prior to their closure on 22nd January, 1983. The survey design 

was tested more rigorously by pilot surveys at Mirfield, Baildon, Marsden and 

South Elmsall. These stations were chosen as they had similar levels of rail 

service and similar population characteristics as Deighton, Crossflatts, 

Slaithwaite and Fitzwilliam respectively. The main surveys were carried out 

in two phases: 

(i) An initial surve)' was carried out between 6 and 12 months after 

opening (having allowed enough time for demand to settle after an 

initial burst of promotional activitr). The only exception was Saltaire 

where the survey occured just over a year after' opening, as the 

preferred survey date (October/November 1984) clashed with the 

WYMCC survey and BR counts. 
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Ql0 ACCESS MODE 

Ql1 TICKET TYPE 

Q2 EGRESS MODE ! Q12 CAR OWNERSHIP AND 
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I Q6 PREVIOUS. MODE 1 -- .... no 
L----1r------...... .l" change 
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OBSERVATIONAL DATA 
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B ~CCOMPANIED CHILDREN 
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FIGURE 5.1 STRUCTURE OF NEW STATION QUESTIONNAIRE 
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(ii) Those stations which opened in 1982 and 83 were resurveyed a year 

after the initial survey. 

School holidays were avoided, except for one survey at Crossflatts 

which aimed to highlight different travel patterns during the school holiday 

period. The completed survey schedule is given by Table 5.1 and consisted of 

eight days of pilot surveys (of which two were on Saturdays) and 21 days of 

main surveys (seven on Saturdays). 

5.2 PILOT SURVEYS 

The responses to the pilot surveys are shown by Table 5.2. The small 

scale survey at Clayton West and Skelmanthorpe showed that the questionnaire 

was well understood and interviewees were willing to respond (although as 

expected some respondents were unwilling to reveal their precise home 

address although they would give their street name and/or postcode). A 100% 

response rate was achieved as the low service frequency allowed interviews to 

be carried out on-train. The responses emphasised the local role of the 

Clayton West branch, with 59% of travellers proposing to use the bus after 

closure. 

A more thorough test of the survey design was provided by the pilot 

surveys at Mirfield, Baildon, Marsden and South Elmsall. A number of 

problems were apparent: 

0) The response rate was low, with only 35% of boarding passengers being 

interviewed. This was partly because demand, particularly at Mirfield and 

South Elmsall, was greater than that anticipated at new stations and also 

exhibited greater peakiness than anticipated. 

(ii) The method was labour intensive with onl)' 3.7 forms collected per 

man hour. This was inevitable given the low service frequency at certain 

stations. An average of 1.7 forms were collected per train departure, wi th the 

maximum number being six. 

(Hi) The method gave a poor coverage of peak hour trains vis-a-vis off­

peak trains. For example at Baildon during the peak hour (08.00 to 09.00 

hours) 36 passengers boarded trains of which onl)' eight were interviewed 

(22%), although nine out of 13 off-peak passengers were covered (69%). 



PILOT SURVEYS FIRST YEAR SURVEYS SECOND YEAR SURVEYS 

Clayton West Thursday 13th Jan. 1983 Fitzwilliam Saturday 23rd April 1983 Fitzwilliam Thursday 3rd April 1984 

Skelmanthorpe Thursday 20th Jan. 1983 Fitzwilliam Tuesday 26th April 1983 Deighton Tuesday 12th April 1984 

*CrossflattsTuesday 7th April 1983 Crossflatts Tuesday 1st May 1984 

Mirfield Tuesday 22nd Feb. 1983 Crossflatts Tuesday 10th May 1983 Crossflatts Saturday 2nd June 1984 

Baildon Thursday 24th Feb. 1983 Crossflatts Saturday 14th May 1983 Slaithwaite Tuesday 15th May 1984 

Marsden Saturday 26th Feb. 1983 Deighton Saturday 21st May 1983 Slaithwaite Saturday 12th June 1984 
oc:::t" 
0 

Marsden Tuesday 1st March 1983 r- Deighton Tuesday 24th May 1983 Bramley Thursday 25th April 1985 

South Elmsall Saturday 12th March 1983 Slaithwaite Saturday 4th June 1983 Bramley Saturday 27th April 1985 

South Elmsall Tuesday 15th March 1983 Slaithwaite Tuesday 7th June 1983 

Bramley Saturday 19th May 1984 

Bramley Tuesday 22nd May 1984 

Saltaire Thursday 18th April 1985 

Saltaire Saturday 20th April 1985 

TABLE 5.1 SURVEY SCHEDULE 

* School holiday period 



No. of forms No. of people No. of people Response 
collected surveyed boarding rate (%) 

Clayton West/Skelmanthorpe 23 25 25 100 

Baildon 16 17 50 34 

Marsden 35 40 110 36 
L!') 

C> S. Elmsall 59 66 183 36 ,.... 

Mirfield 39 58 175 33 

TOTAL 172 206 543 38 

(excl. Clayton West/Skelmanthorpe 149 181 518 35) 

TABLE S.2 RESPONSE RATE TO PILOT SURVEYS 
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(iv) The method may have introduced a bias in that respondents were 

interviewed in order of arrival, but early arrivals may have different 

characteristics from late arrivals. This may be overcome through a 

systematic survey of late arrivals through the use of on-train int'erviews. 

Evidence of sampling bias was suggested by the fact that the female:male 

ratio of respondents was 62:38. 

(v) There was a problem with partially completed interviews, which 

formed 9% of responses. This might be limited by ensuring that the most 

essential questions were answered before the interview was terminated. 

(vi) It was evident that certain information was not being collected that 

should be. In particular it was shown to be necessary to insert additional 

questions concerning the return mode and alternative modes. 

It was thus clear that the method of interviewing boarding passengers 

had been severely tested by the pilot surveys. However, less than 3% of those 

contacted had declined to be interviewed and the survey had generally been 

well received. It was felt that response rates could be dramatically improved 

by the use of a second interviewer during peak periods, who might also 

interview late arrivals on the train. Given these minor amendments it was 

proposed to persevere with interviewing boarding passengers. 

The pilot surveys at Mirfield, Marsden, Baildon and South Elmsall also 

allowed us to test a number of aspects of survey analysis. 

(0 Coding. The coding of most variables proved straightforward except 

for: 
(a) Origin and Destination addresses. It was decided to make use of the 

Post Code system that consisted of up to seven alpha-numeric characters 

(GPO, 1982). The main advantages of using this method are its accessibility 

(four directories cover most of West Yorkshire), its thoroughness and the high 

standard of mapping available. 

(b) Following PTE conventions, revenue was calculated b)' using 

information on ticket type in conjunction with the Local Fares Directory (BR 

Divisional Passenger Manager, 1982) and Selective Prices Manual. Revenue 

from season tickets (Multiriders) was calculated as nine-tenths the normal 

fare, where Metropasses or Railcards were used it was calculated as half the 

normal fare and if Privilege tickets were used it was calculated as a quarter 

I t 
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the normal fare. Revenue from Day Rover was estimated at one-third the 

ticket cost. 

(c) Detailed questions were asked concerning occupation, mainly as a 

proxy for social class and hence income distribution. Social class was 

determined by identifying the chief economic supporter of a household using 

criteria established by the Census (OPCS, 1979) and using the 17 socio­

economic groups and the 39 socio-economic classes, as defined by the 1968 

Standard Industrial Classification. This gave a simple five-fold division of 

social class similar to that of t.he Census (Table 5.3). 

I 
II 
III(N) 
III(M) 
IV 
V 

Census 

Professional 
Intermediate 
Skilled Non Manual 
Skilled Manual 
Partly Skilled 
Unskilled 

I 
11 
IIIN 
III M 
IV 

Pilot Surveys 

Managerial 
Pro fessional 
Skilled Non Manual 
Skilled Manual 
Un/Semi-Skilled 

TABLE 5.3 CLASSIFICATION OF OCCUPATION 

(ii) Processing. Having coded the data it was punched into the Amdahl 

computer and run in conjunction with SPSS (Statistical Package for the Social 

Sciences) (Nie et al. 1975). In later surveys the SAS (Statistical Analysis 

System) package (Helwig, 1983) was used, thus allowing comparisons between 

the two packages. To counter the low response rate grossing up factors for 

the peak and off-peak were developed as follows: 

G = [z - ~ <.d + ~ - n)]J(s - d- n) Equation 5.1 

where z = the total number of passengers boarding trains, s = the total number 
of passengers interviewed, d = the number of selected passengers that became 
ineligible (interviews incomplete) and n = the number of non responses. 

If the peak is broadly defined as being between 07.00 and 09.00 hours 

on weekdays and the off-peak as all other time periods respective grossing up 

factors of 4.35 and 2.14 were calculated. 

(iii) Implications for Sample Size. The pilot survey may also be used to 

determine the sample size for the main surve)'. This might be based on a back 

of envelope calculation: 

i i 
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Equation 5.2 

where s = the standard deviation of the pilot survey variable, d = the tolerable 
margin of error and z = the z table value corresponding to the level of 
confidence. 

Using Equation 5.2 it can be shown that, at a 95% level, to determine 

household size within a margin of error of .:. 0.5 requires a sample size of 

around 29, but if the margin of error is to be reduced to.:. 0.1 then the sample 

size needs to be increased to around 724. For more continuous variables, for 

example straight line distance from origin address to new station, the 

tolerable margin of error will be wider. Thus for origin distance to be within .:. 

200 m would require a sample size of 194, whilst if the margin of error was 

reduced to:!: 100 m the sample size would have to be increased to around 774. 

These results suggest that we should be aiming for a sample size 

exceeding 700 observations. This might only be achieved by re-surveying new 

stations. 

(iv) Data analysis. Frequencies and cross-tabulations of all the key 

variables were produced. The results are presented elsewhere (Preston, 1983) 

but some of the key features included: 

(a) 29% of travellers had changed the regularity with which they made 

their stated journey over the last year, just over one-third being due to 

employment changes, with personal reasons and changes in residence also 

being important. 

(b) 12% of travellers had changed mode over the past year, two-thirds 

switching from bus and one third from car. 

(c) Points (a) and (b) show that the rail market is very dynamic. Over 40% 

of travellers did not use rail with the same regularity as one year ago. 

(d) A number of long distance rail trips were recorded. As a result the 

mean fare was calculated as £1.39, although the median fare of £0.70 is more 

representative. 

(e) Differences between stations were evident. An example is given by 

origin distance, defined as the straight line distance between the origin 

address and the station, as shown by Table 5.4. 

: f 
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0-300m 30l-600m 601-800m 800m-lkm 1.Ikm-2.0km 3.1km+ 

Mirfield 0 5.1 20.5 43.6 23.1 7.7 

Baildon 37.5 37.5 6.3 6.3 12.5 

Marsden 39.4 22.9 17.1 14.9 5.7 

South 5.1 5.1 20.3 1B.6 10.2 40.7 
Elmsall 

TABLE 5.4 ORIGIN DISTANCE (%) - PILOT SURVEY 

There is a clear distinction between Mirfield and South ElmsaU, with 

less than one-third of travellers originating within BOOm, compared with 

Baildon and Marsden where over three-quarters of travellers originate within 

BOOm (at Clayton West and Skelmanthorpe 82% of travellers originated within 

BOOm). This distinction is partly due to local geography. The town of Mirfield 

is well to the north of the station, with the station also having subsidiary 

catchment areas in Lepton and Upper Hopton. Similarly South Elmsall station 

also serves the neighbouring villages of South Kirkby, Moorthorpe, Upton and 

Ackworth. This distinction is also reflected by access mode. At Baildon and 

Marsden on-foot access accounts for 100% and 83% of passengers respectivel~. 

At Mirfield walking only accounts for 61% of passengers whilst car accounts 

for 28%. At South Elmsall walking only accounts for 41 % of passengers, whilst 

bus accounts for 43%. In terms of origin distance and access modes we would 

expect new stations to be more like Baildon/Marsden than Mirfield/South 

Elmsall. 
(vi) A number of di fferences were apparent between weekday and Saturday 

travel. On a Saturday travel was concentrated on the major conurbation 

centres, was mainly for shopping (58%) and seemed to be optional in nature. 

There was some evidence that usage by retired persons and people from non­

car owning households was greater on a Saturday, whilst the number of 

accompanied children and part)' size was greater than on a normal weekday. 

5.3 FIRST YEAR SURVEYS 

5.3.1 Response rate 

The response to the first year surveys is shown by Table 5.5. In all 588 

interview forms were collected, involving 675 passengers and representing a 
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No. of forms No. of people No. of people Response 
collected surve)'ed boarding rate (%) 

Crossflatts H :n 38 61 62 
Crossflatts H 33 41 56 73 
Crossflatts S 35 44 45 98 
Deighton W 48 53 59 90 
Deighton S 23 24 25 96 
Fitzwilliam W 32 37 41 90 
Fitzwilliam S 30 38 39 97 
Slaithwaite W 34 37 38 97 
Slaithwaite 5 44 48 66 73 
Bramley W 55 60 84 71 
Bramley S 70 90 100 90 
Saltaire W 96 100 141 70 
Saltaire 5 57 65 92 71 

TOTAL (A) 588 675 847 79.7 

TABLE 5.5 FIRST YEAR SURVEYS - RESPONSE RATE 

H = Holiday W = Weekday S = Saturday 

Fitzwilliam W 35 36 39 92 
Deighton W 43 48 62 77 
Crossflatts W 53 55 89 62 
Crossflatts S 25 28 31 90 
Slaithwaite W 38 44 58 76 
Slaithwaite S 44 53 61 87 
Bramley W 41 46 69 67 
Bramley S 54 72 102 71 

TOTAL (B) 333 382 511 74.7 

OVERALL TOTAL 921 1057 1358 77.8 
(A+B) 

TABLE 5.6 SECOND YEAR SURVEYS - RESPONSE RATE 
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response rate of 80%. When combined with the second year interviews (Table 

5.6) a total of 921 interviews were completed representing 1057 passengers 

and giving a response rate of 78%. Thus the sample sizes projected in 5.2 were 

achieved whilst the response rate with respect to the pilot surveys was more 

than doubled, due to the use of a second interviewer during peak periods and 

the more amenable demand profile. The response rate did fall below 75% at 

Crossflatts on weekdays, Slaithwaite on Saturdays, Bramley on weekdays and 

Saltaire on weekdays and Saturdays, as these were the stations where the 

demand was heaviest and/or most peaked • . 
The data collected was coded using the procedures established in the 

pilot survey. The coding inventory is given in Appendix 2. The data was 

analysed using SPSS and SAS programs. Weighting factors were developed so 

as to take into account the differential coverage of peak and off-peak 

passengers (for our purposes the peak was defined as being between 07.00 and 

09.00 hours on a weekday and the off-peak was defined as all other time 

periods). Rather than use Equation 5.1 weighting factors were simply 

calculated as: 

(S/N) where S = number of people g~tting on trains and 
N = number of people surveyed 

Equation 5.3 

The weighting factors used for the first year surveys are given by 

Table 5.7 and for the second year surveys by Table 5.8. In total it can be 

shown that the weighting factor for peak trips was 1.54, whilst for off-peak 

trips it was only 1.18. 

5.3.2 Testing for Bias 

It should be evident from previous sections that the survey method 

chosen might lead to a number of biases. 

(i) Those passengers interviewed ma)' represent a di fferent population to 

those passengers boarding during the survey times who were not interviewed, 

particularly as earliest arrivals were more likely to be sampled. The strength 

of this bias was tested by comparing the results of our survey with data 

collected by BR for Fitzwilliam, Deighton and Crossflatts in May 1983 (where 

a 100% sample was achieved). This was done by the use ofaX2 (chi-square) 
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PEAK OFF PEAK 

Covered Total Weighting Covered Total Weighting 
ons factor ons factor 

Crossflatts H 24 41 1.71 14 20 1.43 
Crossflatts W 29 44 1.52 12 12 1.00 
Crossflatts S 44 45 1.02 
Deighton W 18 20 1.11 35 39 1.11 
Deighton S 24 25 1.04 
Fitzwilliam W 15 18 1.20 22 23 1.05 
Fitzwilliam S 38 39 1.03 
Slai thwai te W 21 21 1.00 16 17 1.06 
Slaithwaite S 48 66 1.38 
Bramley W 35 58 1.67 25 26 1.04 
Bramley S 90 100 1.11 
Saltaire W 52 90 1.73 48 51 1.06 
Saltaire S 65 92 1.42 

TOTAL (A) 194 292 1.51 481 555 1.15 

TABLE 5.7 FIRST YEAR SURVEYS - WEIGHTING FACTORS 

-/ 

Fitzwilliam W 15 16 1.07 21 23 1.10 
Deighton W 21 27 1.29 27 35 1.30 
Crossflatts W 35 62 1.77 20 27 1.35 
Crossflatts S 28 31 1.11 
Slaithwaite W 15 27 1.80 29 31 1.07 
Slaithwaite 5 53 61 1.15 
Bramley W 26 48 1.85 20 21 1.05 
Bramley 5 72 102 1.42 

TOTAL (B) 112 180 1.61 270 331 1.23 

TOTAL (A+B) 306 472 1.54 751 886 1.18 

TABLE 5.8 SECOND YEAR SURVEYS - WEIGHTING FACTORS 
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test based on the development of contingency tables (see Table 5.9) •. 

Altogether 11 OD pairs could be compared where the observed (0) and 

expected (E) values exceeded five. A null hypothesis (Ho) was established as 

being that the usage figures are independent of the data set chosen (i.e. the 

two figures are broadly similar), whilst the alternative hypothesis (HA) was 

that the usage figures are associated with the data set chosen. The X2 

statistic was calculated as, letting the results of our own survey being 0 and 

the results of the BR survey of boarding passengers being E, as 

2 (0; - E.) 
2 

X ( 1) = L [ El] = 9.46 ca c; i 
Equation 5.4 

However with 10 degrees of freedom and the 5% decision criterion Xa.05 = 
18.307 and as this is greater than X 2(calc) we can not reject the null 

hypothesis. It may be concluded that, at least for this vari~ble, the emphasis 

on interviewing earliest arrivals has not led to a noticeable systematic bias. 

Station Own survey (0) BR survey (E) 
Ons Ofts Ons Ofts 

From To (O-E)2 (O-E)2 
E E 

Fitzwilliam Wakefield (W) 8 8 6 0.00 0.67 
Fitzwilliam Leeds (W) 13 10 21 0.90 3.05 

Crossflatts Leeds (W) 22 29 28 1.69 1.29 
Crossflatts Bradford (W) 17 27 27 3.70 3.70 
Crossflatts Leeds (5) 17 17 15 0.00 0.27 
Crossflatts Bradford (5) 13 8 7 3.13 5.14 

Deighton Huddersfield (W) 26 28 19 0.14 2.58 
Deighton Leeds (W) 12 10 14 0.40 0.29 
Deighton Wake field (W) 14 14 12 0.0 0.33 
Deighton Huddersfield (5) 14 23 40 2.13 16.90 
Deighton Leeds (5) 6 B 23 0.50 12.56 

TOTAL 9.46 46.78 

TABLE 5.9 CONTINGENCY TABLE OWN SURVEY COMPARED TO BR 
SURVEY 
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(in Boarding passengers may represent a di fferent population from 

alighting passengers. The asymmetry of demand at new stations is reflected 

by the on:off counts collected by the PTS. From Table 5.10 it can be seen that 

at all stations boarding passengers exceed alighting passengers. This may be, 

in part, due to the fact that in West Yorkshire the morning peak is better 

served by rail than the evening peak. 

Bramley 
Crossflatts 
Deighton 

0.934 
0.922 
0.782 

TABLE 5.10 WEEKDAY OFF: ON RATIO 

Source: PTS 1983, 1984 

Fitzwilliam 
Saltaire 
Slai thwai te 

0.631 
0.844 
0.906 

Whether boarding passengers represent a different population from 

alighting passengers can again be tested by making comparisons with the BR 

survey, only this time letting alighting passengers be Eo This gave an X2(calc) 

of 46.78 which is greater than X20.05 at 10 degrees of freedom, hence 

suggesting that the null hypothesis can be rejected and that there is thus a 

possibility of bias. However, the service at one site (Deighton) on the 

Saturday surveyed by BR was disrupted by engineering work. If these two 

observations are excluded the X
2

(calc) reduces dramatically to 17.32 which 

however is still greater than X
2

0.05 at 8 degrees of freedom which is 15.507. 

Hence there is still a suggestion that assuming that boarding and alighting 

passengers are the same population may lead to some bias. In order to 

evaluate how severe this bias is a question concerning return mode has been 

included. 

OH) Interviews were carried out between 07.00 and 16.00 hours on a 

weekday and 08.00 and 14.00 hours on a Saturday, but the characteristics of 

boarding passengers outside these time periods might be di fferent from those 

that we interviewed. Unfortunately there is no complete data set available 

that will allow comparisons. However, from the PTS, we can estimate that at 

new stations on a weekday 80% of joining pasengers board trains during our 

interview time period, with this figure decreasing to 71% on a Saturdar. The 

main categories of travellers we have missed are passengers working in the 

new station catchment area (this is a feature at Saltaire, where 45 offs were 

recorded between 07.00 and 09.30 and, to a lesser extent, Deighton and 
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Bramley) on a weekday and evening leisure/social trips on a weekday and a 

Saturday. 

(iv) The weekdays chosen for study may be unrepresentative. However 

Tuesdays and Thursdays were chosen as being representative, with, for 

example, the PTS showing that 19.8% of weekday usage at new stations 

occured on a Tuesday. It should be noted that Sundays were not surveyed as 

the new stations had a very limited service. 

(v) Finally there may be a bias due to seasonal factors. Our surveys took 

place, outside school holidays, during the spring when demand was felt to be 

most representative. There is a possibility that at other times of the year, 

particularly during the summer and public holidays, demand will be 

dramatically different from that surveyed, but again data do not exist to allow 

comparisons. 

5.3.3 First Year Results (All results are weighted by the grossing up factors 

presented in Table 5.7). 

The results of our first )'ear surveys will now be presented by 

examining the variables listed in Appendix 2 in turn. Emphasis will be placed 

on drawing distinctions between weekday and Saturda)' usage and between the 

different new stations surveyed. 

From Table 5.11 it can be seen that weekda>' usage is highly peaked, 

with 41 % of passengers boarding trains during a single hour (0730 to 0830) and 

64% boarding trains during a two hour period (0700 to 0900). It is noticeable 

that demand falls off sharply after 10.00. B)' contrast usage on a Saturday is 

more constant, with a slight indication of a peak around lunch time. 

In terms of destination, Leeds dominates weekday usage accounting 

for 42.5% of trips, although Bradford and Huddersfield are other important 

destinations accounting for around 17% and 11% of usage respectively. On a 

Saturday these three centres are even more dominant, accounting for almost 

77% of usage. On a weekday only 10% of trips cross the West Yorkshire 

border, rising to 11% on a Saturday. A signi ficant proportion of these trips 

were to Doncaster (from Fitzwilliam) although some long distance inter-city 

trips, to destinations as diverse as King's Cross, Watford, Glasgow and 



116 

7.00- 7.31- 8.01- 8.31- 9.01- 10.01- 11.01- 12.01- 13.01- 14.01- 15.01- (Nb. of 
7.:1) 8.00 8.:1) 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 valid cacE3) 

~ 10.6 19.1 21.9 12.7 13.0 6.6 4.2 4.0 3.5 2.8 1.4 (424) 

S::rt::urdIy 8.0 5.0 15.5 13.6 16.4 18.9 22.6 (323) 

TABLE 5.11 TIME OF TRAVEL (%) 

Weekday 

Saturday 

On 
Foot 

88.9 

91.4 

Bus 

8.3 

5.0 

TABLE 5. 12 ffiRESS MODE (%) 

Car Taxi Other (No. of 
valid cases) 

1.7 

1.9 

0.7 

0.3 

0.5 

1.5 

(424) 

(324) 

W:lrk Bir.aticn S-q:pirg Ie.is..lre ~ Finrs I arial 00Er 
asire:s asire:s 

55.3 9.1 18.8 9.1 3.0 1.2 3.5 

(Nb. of 
valid 
cacE3) 
(4:1)) 

6.5 0.9 63.2 18.0 3.7 0.9 6.5 0.3 (323) 

TABLE 5. 13 JOURNEY PURPOSE (%) 

None Once 2 - 4 5 - 10 11 - 15 M:>re than (No. of 

Weekday 14.4 5.7 

Saturday 26.8 9.3 

times times times 15 times valid 

13.0 7.3 2.6 

29.4 13.4 1.3 

57.1 

19.8 

cases) 

(424) 

(313 ) 

TABLE 5.14 ~CY OF TRAVEL IN LAST MONrH (%) 

New Station Employment Residence Personal Destination 
change 

(No. of 
valid 
cases) 

~\'eekday 19.4 50.7 20.8 

Saturday 65.5 8.8 15.9 

TABLE 5. 15 REASON FOR CHANGE IN FRBJUENCY 

6.0 

8.8 

3.0 

0.9 

( 134) 

( 113) 
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Outer 

HUDDERSFIELD 
Outer 

LEEDS 

BRADFORD 

KEY: SH=Centre of Main Shopping Area ST= Station U= University 

HUDDERsrIELD LEEDS BRAorORD 

Central 31.6 Central - Nurth West 26. 1 Central 32.6 
East: 23.7 - Suuth West 27.0 Nurth 9.6 
West 26.3 - East 12.6 South West 11.5 
Outer 18.4 Nurth 15.3 South East 23.1 

West 3.6 Outer 23.1 
Nu. uf 48 South 5.4 
valid Outer 9.9 Nu. of 65 
cases vali d cases 

Nu. uf valid cases 139 

FIGURE 5.2 CENTRAL AREA DESTINATIONS OF NEW STATION USERS 
(Unless stated otherwise figures refer to percentages) 
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Edinburgh, were recorded. There are obviously differences in destination 

choice for individual stations, but Leeds is the main destination except from 

Slaithwaite and Deighton (where it is Huddersfield) and Crossflatts during 

school holidays (where it is Bradford). At Fitzwilliam and Saltaire, both on a 

Saturday, Doncaster and Bradford respectivel)' rival Leeds as the main 

destination. 

In terms of destination address Figure 5.2 shows how, for Leeds, 

Bradford and Huddersfield, final destinations are concentrated within the 

Central Business District. Due, in the main, to the fact that most shoppers 

were unsure of their precise destination only 252 destination addresses in the 

three major centres could be located, representing 37% of the sample. In 

Leeds over 53% of destinations were concentrated in the area bounded by the 

River Aire, Briggate, the Headrow and Westgate, with similar patterns of 

concentration in Bradford and Huddersfield. Destinations further afield may 

be due to major trip attractors such as the Universities and Colleges in Leeds 

(concentrated in the North zone of that city and attracting lS% of trips) and 

Bradford (concentrated in the South East zone of that city and attracting 11% 

of trips). The relatively high proportion of trips beyond the central area in 

Bradford ma), reflect the better interchange with bus compared to 

Huddersfield or Leeds. However it should be noted that overall around 90% of 

passengers walk from the destination station to their final address (Table 

5.12). 

Table 5.13 shows that on a weekday work is the main journey purpose 

accounts for S5% of trips, with shopping the next most important purpose (19% 

of trips), followed by education and leisure (9% each). B)' contrast on a 

Saturday work accounts for less than 7% of trips, whilst shopping accounts for 

63% and leisure accounts for a further 18%. There are some di fferences 

between stations. For example, due to local amenities, Saltaire has been 

successful in attracting leisure trips accounting for 16% of trips on a weekda)' 

and 33% of trips on a Saturday. Similarl)' at Crossflatts during the school 

holida)'s no education trips were recorded, whilst leisure trips accounted for 

20% of passengers. 

On a weekday 17% of those interviewed will definitely not return by 

rail, increasing to 19% on a Saturday. The two stations where this 
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phenomenon was most common were Deighton and Slaithwaite. Of those not 

returning by rail around two-thirds would use bus. 

Table 5.14 shows that on a weekday around 57% of passengers make 

journeys to their stated destination four times a week or more (i.e. they are 

regular travellers), with the other main categories being those who travel 

approximately weekly (13%) and infrequently (14%). By comparison on a 

Saturday only 20% of passengers regularly travel to their stated destination, 

compared to 29% who are weekly and 27% who are infrequent travellers. Of 

those passengers travelling at least once a month to their specified 

destination, only 81% stated they made all such journeys by rail on a weekday, 

with this figure decreasing to 65% on a Saturday. The use of alternative 

modes was most noticeable at Crossflatts and Slaithwaite. Of those 

passengers not making all. their stated journeys by rail on a weekday around 

48% use car and 39% use bus, whilst on a Saturday the percentages change to 

36% and 55% respectively. These results illustrate that rail demand at new 

stations is asymmetric and exhibits important interfaces with other modes, 

particularly bus. 

One important result of our market research was that we were able to 

determine the proportions of travellers abstracted from other modes and the 

proportions generated. This was based on an analysis of previous mode used 

(obtained from question 7 of the interview form shown in Appendix 1), 

modified to take into account situations where a change in regularity 

(detected by comparing responses to questions Sa) and 6) meant that only a 

proportion of trips was abstracted. Thus: 

Generated trips = 

and, mode by mode, n 
Abstracted trips = 1: 

Previous Regularitr 
Present Regularity 

Previous Regularity 
Present Regularity 

Equation 5.5 

Equation 5.6 

where n = number of Observ?tions. The ratio of previous regularity to present 
regularity was set to a maximum of 1 so as to accommodate any observations 
where previous regularity exceeded present regularity. 

Excluding those who made their stated journey less than once a month, 

it was shown that on a weekday 37% of trip makers have changed the 
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frequency that they made their trip since the new station opened, increasing 

to 49% on a Saturday. However, equations 5.5 and 5.6 need to be adjusted 

because, as Table 5.15 shows, on a weekday only 19% of changes in trip 

frequenc}' were stated as being due to new stations, although this increased to 

over 65% on Saturdays, reflecting the effect new stations have in generating 

optional travel. On a weekday the main exogenous cause for changes in 

frequency of the stated journey was changes in emplo)'ment, whilst on a 

Saturday the main cause was changes in residence. We were unable to exactly 

measure the importance of changes in destination choice, but the)' appear to 

be relatively minor. Thus equations 5.5 and 5.6 were adjusted by assuming 

that trips generated due to reasons other than the new station would have been 

abstracted from existing modes in the same proportions observed for all non 

generated trips. To a limi ted extent this adjustment might cause generated 

trips to be underestimated because changes in residence and/or employment 

may themselves be related to new stations. We were unable to investigate this 

complex causal change in detail although comments from interviewees 

suggested that this kind of change was not occuring, at least in the short term. 

Given the above adjustment Table 5.16 shows that, although there is 

considerable variation between stations, overall on a weekday only around 9% 

of trips might, be considered to be generated, compared to over 56% 

abstracted from bus, 15% abstracted from other rail stations and 17% 

abstracted from car. On a Saturday the percentage of generated trips 

increases to over 30% mainly at the expense of rail (5%), car (13%) and to a 

lesser extent bus (52%). 

These results indicate that abstraction from bus is much greater than 

the 12% anticipated by the PTE following their Airedale and Wharfedale 

surveys or indeed the 31% used by Cottham (1985). It appears that our 

estimates of generated travel are lower than those of the PTE (1984B) because 

the PTE have made use of our unadjusted results, which did not take into 

account exogeneous factors, and suggested that overall 42% of Monday to 

Saturday new station usage was generated, 37% was abstracted from bus, 8% 

abstracted from train, 11% was abstracted from car and 2% was abstracted 

from other modes. The corresponding adjusted figures are 13%, 56%, 13%, 

16% and 2%. 
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Bus Train Car Other Generated 

Fitzwilliam (W) 57.6 13.7 7.6 21.1 

(S) 46.7 16.4 36.9 

Deighton (W) 52.2 16.2 15.9 3.2 12.6 

(S) 64.7 9.6 6.3 5.8 13.5 

Crossflatts (W) 46.1 23.7 23.0 4.4 2.9 

(S) 26.4 13.2 23.1 37.2 

Slaithwaite (W) 39.8 7.0 32.2 21.0 

(S) 41.2 2.3 14.6 2.3 38.7 

Bramley (W) 78.5 4.6 12.6 4.2 

(S) 63.5 1.8 4.6 0.5 29.6 

Saltaire (W) 58.5 22.3 10.9 8.3 

(S) 56.4 4.9 14.4 24.3 

Mean (W) 56.6 15.2 16.7 2.6 8.9 

(S) 51.5 4.6 12.5 0.9 30.5 

(M-S) 55.8 13.4 16.0 2.3 12.5 

TABLE 5. 16 PREVIOUS MODE USED (%) (ADJUSTED) 



122 

Analysis of previous studies, for example of the Cross Cit)' line in the 

West Midlands and Watton-at-Stone in Hertfordshire, as well as our own initial 

results (see Preston, 19848), suggested that as a rule of thumb around hal f of 

new station users might be expected to come from Public Transport, with the 

remainder being split almost equally between generated trips and those 

abstracted from private transport. However our final adjusted results suggest 

that if applied for a Monday to Saturda)' in West Yorkshire such a rule would 

underestimate the percentage of abstractions from Public Transport by almost 

20% and roughl)' double the effect of generated trips. 

Table 5.17 shows that most travellers say they have chosen to travel 

b)' rail from a new station due to the speed of the journey, but it is also 

apparent that more qualitative factors, in particular comfort and convenience, 

play an important role. 

Table 5.18 shows that new stations tend to have highly localised 

catchment areas, for on a weekda}' 63% of travellers originate from within 

800m of new stations, with over 86% originating within 2 km. The 

corresponding figures for a Saturday are almost 67% and over 83% 

respectively. The precise origin locations of new station users are shown by 

Figures 5.3 to 5.8. At all six sites there are distinctive clusters around the 

station but subsidiary catchment areas are imporant for example: Hemsworth 

and Ackworth for Fitzwilliamj East Morton, Riddlesden and Micklethwaite for 

Crossflatts; Linthwaite for Slaithwaite; Bradley for Deighton and Lucy Hall 

for Saltaire. At certain sites it is noticeable that the catchment area extends 

back furthest in the opposite direction to the main travel destinations, 

resulting in catchment areas that are elliptical rather than circular. This 

phenomenon is most marked for Crossflatts, Fitzwilliam and Saltaire. It is 

also noticeable that for the two sites, Crossflatts and Saltaire, which are close 

to existing stations (Bingley and Shipley respectivel)') the catchment area 

boundary appears to be clearly defined in the area of potential overlap and 

does not extend be)'ond the hal f way mark. 

Table 5.19 shows how origin distance is related to access mode. 

Although walk is everywhere dominant two sub-groups may be identi fied: 

i) Urban sites (Bramle)" Deighton and Saltaire) where the mean access 

distance is between 400 and 750 m and walk accounts for between 80 to 100% 

of travellers' access modes. 
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Speed Cost Reliability Nearness Comfort & Other (No. of 
to home convenience valid 

cases) 

Weekday 59.5 9.4 3.5 4.3 17 .0 6.3 395 

Saturday 58.6 7.9 0.8 6.7 18.4 7.5 239 

TABLE 5.17 ATTITUDE TO RAIL (%) 

o to 300n 301 to 601 to SOlm to 1,001 }qn 2,000 km o.er 
600 m BOOm lkm to2km to3km 3km 

Slaitlwrite W 8.8 43.7 27.0 3.0 17.3 

S 34.1 9.1 6.8 11.4 20.5 4.5 13.6 

a:cssflatts H 38.9 18.9 6.3 17.1 2.9 16.0 

W 22.1 22.0 5.8 3.8 26.0 2.9 17.4 

S 43.6 10.3 5.1 17.9 23.1 

ceightm S 56.5 17.4 4.3 17.4 4.3 

W 29.2 33.3 4.2 6.3 18.8 2.1 6.3 

Fitzwil.lian W 34.7 42.3 3.3 19.7 

S 23.3 16.7 3.3 16.7 40.0 

Pl:Cm1.Ey W 10.6 36.2 19.1 10.0 15.0 9. 1 

S 12.0 40.1 13.2 9.6 2.4 4.7 17.9 

S3ltai.re w 20.7 17.3 25.1 14.5 13.2 2.0 7.1 
(!b. of 

S 43.9 12.3 35.1 1.8 7.0 valid 
CD3:S) 

~ 22.6 27.3 13.1 8.2 16.3 3.5 9.1 (429) 

S3turcl:1y 32.4 20.2 14.1 5.8 11.0 2. 1 14.4 (327) 

For those stations re-surveyed in the second year the figures are: 

Wxkd1y 20.2 34.6 8.3 5.1 17.5 4.3 10.0 (278) 

smn:dri 25.7 24.0 8.4 9.2 11.4 3.6 17.7 (211 ) 

TABLE 5.18 ORIGIN DISTANCE (%) 
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Access mode r-Ean Access r-Ean Egress 
Walk Bus Car Other distance (m) distance (m) 

Slaithwaite W 76.3 23.7 903 903 

S 84.2 5.3 10.5 782 782 

Crossflatts H 82.8 10.6 6.5 1002 540 

W 68.3 3.2 28.5 1009 525 

S 84.6 7.7 7.7 982 558 

Deighton S 86.4 13.6 437 516 

W 91.5 4.3 4.3 619 769 

Fitzwilliam W 80.3 6.7 13.0 786 1184 

S 56.7 20.0 23.3 2392 1687 

Bramley W 79.9 1.6 18.5 743 757 

S 87.6 2.5 3.7 6.2 715 548 

Saltaire W 89.2 0.8 9.2 0.8 738 734 

S 100.0 431 781 

lvEan W 82.8 3.3 13.7 0.2 807 745 

S 86.4 4.8 7. 1 1.7 848 768 

TABLE 5.19 ACCESS MODE (%), DISTANCE AND EbRESS DISTANCE 
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ii) Semi urban or rural sites (Crossflatts, Fitzwilliam and Slaithwaite) 

where the mean access distance exceeds 750 metres, with between 15 and 45% 

of travellers making use of mechanised access modes, the majori ty of whom 

use car, especially as a passenger, as only 28 instances of car parking facilities 

being used were recorded. 

It is noticeable that car is twice as important as an access mode on a 

weekday as on a Saturday, with walk being even more important on a Saturday 

than on a weekday. Perhaps surprisingly mean access (and egress distance) is 

greater on a Saturday than on a weekday, but this is partly due to the outlier 

effect of Fitzwilliam. On average it can be seen that access distances exceed 

egress distances with mean values being between 745 m and 848 m. 

A multiplicit)' of ticket types were available for journeys from new 

stations, with the availability and range of these ticket categories changing 

during the survey period (see Table 2.7). On a weekday 44% of new station 

users made use of standard adult tickets, with only 9% making use of child's 

fare and the County Council concessionary fare for OAPs and the disabled 

(although this figure doubles if accompanied children are taken into account), 

whilst a further 4% made use of BR Rail Cards. However, 11% made use of 

off-peak bargain fares, with a further 20% making use of discounted fares of 

one type or another. The type and volume of discounted fares depends on the 

year in which the new stations were surveyed. For those stations surve)'ed in 

1983 (Crossflatts, Deighton, Fitzwilliam and Slaithwaite) the only discounted 

fare available was through Multi-rider which accounted for 10% of weekday 

trips. At Bramley in 1984 the Saverstrip facility became available, accounting 

for 30% of weekday trips, with Multi-rider only accounting for 3%. At 

Saltaire in 1985 the Metrocard facility was available, accounting for 22.6% of 

weekday trips, with Saverstrip accounting for only 7.3% and Multi-rider anI)' 

1.5%. 

By contrast, on a Saturday only 24% of users made use of standard 

adult fares, with 17% making use of child's and County Council concessionary 

fares (30% if accompanied children are taken into account). The main ticket 

type category on a Saturday was the off-peak fare which accounted for 38% of 

trips (even though Fitzwilliam was surveyed before the off-peak scheme was 

extended to Saturdays). The three discounted ticket types mentioned above 

accounted for only 9% of trips, although oa)' Rover accounted for an 

additional 4%. 
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The effect of destination station and ticket type on fare paid is shown 

by Table 5.20. On a weekday 67% of travellers pay 60 pence or less with only 

17% paying a £1 or more, with the corresponding figures for a Saturday being 

84% and 10%. However, as Table 5.21 shows, there are also considerable 

differences between stations in terms of the mean fare paid, with the lowest 

mean fare being at Slaithwaite (where most of the journeys are to 

Huddersfield) and the highest mean fares being at Deighton and Fitzwilliam. 

It should be noted that these figures are susceptible to outliers, for example 

the mean fare at Deighton on a weekday was boosted by a trip to London, 

whilst the mean fare at Bramley on a Saturday was boosted by several long 

distance trips. It can be seen that although, in aggregate, our results are 

similar to the PTE's estimated mean fare of 60 pence, there are important 

differences between stations. In addition it should be noted that the mean 

fare on a Saturday is higher than that on a weekday due to the greater 

propensity to make very long distance trips. 

The first year surveys also provided some information on the socio­

economic characteristics of new station users. Table 5.22 shows the 

occupation of the head of household of travellers. A prOblem occured in that a 

number of households could not be categorised, due to the head of household 

being unemplo)'ed, in full time education or retired. These formed the "other" 

category which, for example, at Deighton on a weekday accounted for 38% of 

travellers (the Deighton Estate is known to be a local unemployment 

"blackspot"). Nonetheless it is evident that on a weekday the main group of 

users are clerical workers, although skilled and unskilled manual workers are 

also important. Saturday usage, by contrast, appears to be dominated b}' 

members of manual worker's households (70% of travellers). It is clear, by 

comparing our results with those from WYTCONSUL T (1976A), that the socio­

economic profile of new station users is similar to that of rail users in West 

Yorkshire as a whole and is different from U.K. rail commuters as a whole, 

and especially from London and the South East, where occupation groups 1/11 

and 11lN are dominant (Johnson and Nash, 1981). These results would have 

important implications if we were interested in equity issues. 

In terms of car ownership it can be shown that on a weekday 35.5% of 

travellers come from non-car owning households, compared to 41.5% on a 

Saturday. Of those coming from car owning households, on a weekday 48.3% 

.; ! 

J ( 
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o to 31 to 61 to £1+ (No of valid cases) 
30p 60p 99p 

Weekday 18.2 49.1 15.7 17. 1 (428) 

Saturday 42.5 41.3 5.8 10.4 (327) 

TABLE 5.20 FARE PAID (%) 

Weekday Saturday llinday to 
Saturday 

* Slaithwaite 52.5 51.4 52.3 

* Crossflatts 57.1 78. 1 60.6 

* Deighton 68.3 38.4 63.3 

* Fi tzwilliam 58.6 79.5 62.1 

Bramley 54.5 98.2 61.8 

Saltaire 61.4 58.9 61.0 
!! ! 

~an 59.3 69.7 61.0 

TABLE 5.21 MEAN FARE PAID (PENCE) (1984 PRICES) 

* Factored up by 6% to take into account fare increase of July 1983. 

; i 
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Social Own Market Research Other Studies (to nearest %) 
Class Weekday Saturday Total WY'ICONSULT Southern Rail 

weekly 1975 Region Corrmuters 
use 1978 National 

Travel 
Survey 
1975/6 

1/11 Professional/ 9.0 4.5 8.3 12 

Managerial *10.1 31 26 

IIIN Clerical 33.6 12. 1 30.0 22 

(skilled non manual) *36.4 60 49 

IIIM Skilled 27.8 53.0 32.0 34 

Manual *38.8 6 15 

IV/V Un/Serni- 11.2 16.7 12.2 14 

Skilled *14.8 3 11 

Other 18.4 13.6 17 .6 

(Number of (277) ( 198) d; 

valid cases) , 
I , , 

TABLE 5.22 OCCUPATION (%) 

* Excludes "other" category. 
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claimed to have a car available (i.e. 31.2% overall), whilst on a Saturday onl>' 

40.4% made that claim (i.e. 23.6% overall). 

Table 5.23 shows that there are considerable socio-economic 

di fferences between users at each of the new stations. Crossflatts users have 

the highest car ownership rates, high economic activity rates and are mainly in 

"white collar" occupations, and as such are most similar to the traditional view 

of rail commuters. At the other extreme, Deighton has low car ownership, low 

economic activity and a high proportion (of those in work) in "blue-collar" 

occupations. The rest of the new stations are somewhere in between these 

two extremes; Saltaire has some characteristics in common with Crossflatts, 

Fitzwilliam is similar to Deighton due to the dominance of "blue-collar" 

occupations (Fitzwilliam is a mining village), whilst Bramley and Slaithwaite 

might be considered to be somewhere in the middle of the socio-economic 

scale. 

Lastly from observational data we were able to note that on a 

weekday the male/female split was 0.559:0.441, changing to 0.438:0.562 on a 

Saturday, so that overall 50.7% of those sampled were male. In addition we 

were also able to observe that on a weekday the mean party size was 1.35, 

which increased during the school holidays to 1.67 and on a Saturday was 1.96. 

5.4 RESUL TS OF SECOND YEAR SURVEYS (All results are weighted by 

the grossing up factors presented in Table 5.8) 

As has alread)' been outlined, five out of the six new stations opened in 

West Yorkshire were resurveyed in order to determine any changes in the 

pattern of usage. Br and large many of the results re-iterated those found in 

the previous section and hence will not be discussed in detail. However some 

interesting di fferences were detected. 

0) We were able to compare the counts of boarding passengers in the 

second year surveys with the first year surveys. Although comparisons of just 

two days, at slightly different times of year, are liable to a great deal of 

variability, such "snap-shots" may tell us something about patronage growth. 

(More detailed time-series information is presented in Section 9.4). It 

appeared that weekda), patronage at both Crossflatts and Slaithwaite had 
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Household Household tb. in full Activity Manual 
car size time rate (%) workers (%) 
ownership employment 

Slaithwaite W 0.77 2.92 1.08 36.9 43.5 

S 0.68 3.24 1. 16 35.8 69.4 

Crossflatts H 1.23 3.06 1.67 54.6 23.9 

W 1.22 3.29 1.67 50.8 21.1 

S 1.08 3.27 1.81 55.4 33.3 

Deighton W 0.57 3.16 1.05 33.2 38.3 

S 0.45 2.77 1.04 37.5 77.3 

Fitzwilliam W 0.62 3.22 1.26 39.1 48.5 

S 0.78 3.36 1. 75 52.1 92.9 

Bramley W 0.74 2.69 1. 75 65. 1 56.3 

S 0.72 3.57 1.66 46.5 82.8 

Saltaire W 0.88 3.10 1.83 59.0 42.4 

S 1.12 3.85 1.42 36.9 40.0 

TABLE 5.23 MEAN SOCIO ECONJMIC CIiARACI'ERISTICS OF NEW STATION USERS 
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grown substantially, especially during the peak. By contrast weekday 

patronage at Bramley seemed to have declined substantially. This was mainly 

due to the decline in peak journe)'s to Leeds, which may be associated with 

problems of obtaining a seat on already overcrowded trains. The main change 

in Saturday usage was at Crossflatts where there was, in relative terms, a 

SUbstantial decline, with a slight decline also occuring at Slaithwaite. Overall 

our results suggests that weekday usage has increased b)! 14% but Saturday 

usage has decreased by 8%, so that overall Monday to Saturday usage has 

increased by 10%. These results may be taken to suggest that the learning 

process is gradual with it taking time for the advantages, or disadvantages, of 

a new station to become apparent to all potential users. 

(ii) It is clear that the results concerning previous mode used will be 

di fferent in the second year of usage. It should be noted that question 7 of 

Appendix 1 was revised so as to refer to "one year ago" rather than "before 

this station was opened" (questions 5 and 8a were similarly revised). We were 

thus able to develop Table 5.24 along the same lines as Table 5.16. This shows 

that on a weekday over three-quarters of users would have used the new 

station one year ago, with over one-eighth being abstracted from bus and less 

than one-tenth being generated. On a Saturday the situation changes in that 

less than two-thirds of users would have used the new station one year ago, 

with 29% being abstracted from bus (although we suspect that some people in 

this category were reacting to off-peak fare changes) and less than S% of trips 

being generated. These results suggest that, in aggregate, weekday usage is 

beginning to exhibit a stable pattern but Saturday usage (as one might expect) 

is more volatile. 

(iii) It is, though, clear that there have been some important changes in 

overall usage, and this is reflected by the origin distance travelled by those 

surveyed in the second }'ear. In particular, it is noticeable from Table 5.26 

that on a weekday people are travelling longer distances to get to the station 

as 39.5% come from beyond one km, compared to 31.8% for the same stations 

in the first year surveys. By contrast, on a Saturday people seem to be 

travelling shorter distances to get to the station, as anI)' 19.3% travel more 

than one km compared to 32.7% for the same stations in the first year surveys. 

As weekday usage seems to be increasing and Saturday usage decreasing, this 

suggests that those people living on the margins of a new station catchment 
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Generated As Bus Car Car (No. of 
before driver passenger valid 

cases) • 

~an weekday B.9 76.B 13.0 1.3 (317 ) 

~an Saturday 4.B 63.5 29. 1 2.6 (194 ) 

~an M::mday to 8.2 74.6 15.7 1.5 
Saturday 

TABLE 5.24 PREVIOUS MODE (%) - SEXX)ND YEAR SURVEYS 

o - '300 301- 601- BOlm- 1,001km- 2.001km- Over 
m 600m BOOm lkm 2km 3km 3km 

Fitzwilliam W 28.9 14. 1 2.9 25.9 28.1 

D=ighton W 23.9 40.5 7. 1 2.4 14.3 11.9 

Crossflatts W 39.B 5.3 5.3 13.4 17 .5 18.5 

S 40.0 16.0 12.0 20.0 12.0 
~ I 

Slaithwaite W 13.5 17.0 12.0 5.7 25.5 4.2 22.0 

S 47.7 15.9 15.9 4.5 2.3 13.6 

Bramley W 12.0 32.0 16.0 20.0 16.0 4.0 

S 29.6 25.9 33.3 3.7 7.4 

~n weekday 24.5 21.2 8.9 5.9 14.7 8.9 15.9 

~an Saturday 37.0 21.2 22.5 3.9 8.5 0.7 6.2 

TABLE 5.25 ORIGIN DISTANCE ( %) - SOCOND YEAR SURVEYS 

Walk Bus Car Car other (No. of 
Driver Passenger valid 

cases) 

o to BOOm 96.7 0.6 2.5 0.2 (487) 

801m to 2km 73.9 8.3 7.6 9.6 0.6 (157 ) 

OVer 2km 33.3 19.0 16.7 27.4 3.6 (84) 

TABLE 5.26 ORIGIN DISTANCE BY ACCESS MODE (%) (First year surveys -
Weekdays and Saturdays) 
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area are the same people for whom the economic benefits of a new station are 

most marg inal. 

5.5 APPLICA nONS OF MARKET RESEARCH 

In this section our findings from market research will be used to, 

firstly, develop a simple trip rate model, and, secondl)', to determine the 

extent of time savings accrueing to new station users. These findings will be 

discussed in turn: 

5.5.1 A Trip Rate Model 

From our analysis of origin distance travelled to a new station (Tables 

5.18, 5.25) we have determined two important thresholds as 800 m and 2 km. 

As Table 5.26 shows the three resultant distance bands are related to access 

mode. Passengers coming from within 800 m of a new station dominantly walk 

(97%), whilst although walk is still the dominant access mode for passengers 

originating within 800 m to 2 km of a station, mechanised modes are used by 

around 26%. For passengers coming from beyond 2 km, although a significant 

proportion still walk, mechanised access modes are dominant, with car 

accounting for over 44% of passengers. 

Given information on new station usage (from the P. T .5.), on origin 

distance (from Table 5.18) and on population (from the 1981 Census via 

SASPAC) it was possible to develop trip rates for the 0 to 800 m and 801 m to 

2 km distance bands. These results are given by Table 5.27, which maintains 

the distinction between weekdays and Saturdays. It can be seen that the trip 

rates on Saturdays tend to be higher than those on a weekday, although they 

also exhibit greater variability. Overall, for the 0 to 800 m distance band, we 

estimate the mean trip rate as being 126.12 weekly trips (i.e. ons and offs) per 

thousand population, with a standard deviation of 37.62. For the 801 m to 2 

km band the mean weekly trip rate declines to 26.40 trips per thousand 

population, with a standard deviation of 14.10. In addition it should be 

remembered that we estimate that around 13.2% of weekly usage originates 

from beyond 2 km. 

Clearly use of such trip rates fails to take into account a number of 



137 

Population Trip Rate 

o - aoOm BOlm - 2km o - 800m BOlm - 2km 

Fitzwilliam 3594 2914 16.75 0.0 

Deighton 4017 9990 14.45 2. 19 

Crossflatts 2989 5764 20.03 6.20 

Slaithwaite 2817 5450 24.23 6.40 

Bramley 10072 16554 14.79 3.41 

Saltaire 5206 9134 30.78 7.70 

M=an 20.17 4.32 

Standard 5.81 2.69 
Deviation 

(A) WEEKDAY 

Fitzwilliam As 11.46 7.07 

D2ighton above 25.70 2.30 

Crossflatts 20.80 4.63 

Slaithwaite 33.55 10.48 

Bramley 18.67 2.09 

Saltaire 41.39 2.25 

r-Ean 25.26 4.80 

Standard 9.86 3.99 
Deviation 

(B) SA'IURDAY 

TABLE 5.27 TRIP RATE MODEL 
See text for explanation. 
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factors such as the socio-economic characteristics of the catchment area 

population, the attractiveness of destinations, the level of rail service and 

competition from other modes. An attempt was made to take into account the 

effect of bus competition by excluding the population within the catchment 

area of bus stops. Using trade-offs identified by Whiteing (1977) areas within 

150 m of a bus stop were excluded, except where the service exceeded 200 

buses in both directions per day in which case areas within 250 m were 

excluded. However this failed to significantly reduce the variability of the 

trip rates (as measured by the coefficient of variation), particularly within the 

o to 800 m band, although the trip rates more than doubled on average. 

Lastly it should be noted that overall new station patronage has 

increased since the initial usage figures given in Table 5.27. These results 

would imply that the mean weekly trip rate from the 0 to 800 m band would 

increase to 156.28 per thousand population (up 24%) with a standard deviation 

of 36.29, whilst the weekly trip rate from the 801 m to 2 km band would 

increase to 31.16 per thousand population (up 18%) with a standard deviation 

of 14.11. It is interesting to note that these modifications have reduced the 

variability of our results. 

5.5.2 Measuring Benefits to New Station Users 

Another application of our market research would be to determine the 

level of time and cost savings accrueing to new station users. This was done 

for all respondents to the first )'ear surveys by adding a number of additional 

variables to the data set. These were: 

(i) Rail access time. This was estima.ted by considering access distance 

and access mode. Access distance (defined as origin distance multiplied by 1.2 

for bendiness) was converted into time by utilising the mean speeds of access 

modes used in the WYTCONSUL T studies (Lupton, 1976) i.e. walk 5 km/hr, bus 

20 km/hr and car 28 km/hr. 

(ij) Rail wait time. This was calculated from the difference between the 

time of interview and the time of departure of the train caught by the 

interviewee. There are at least two possible sources of error: 

a) although interviews were carried out in order of arrival of 
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respondents, not all interviewees were interviewed immediately on arrival at 

the station. 

b) the survey procedure means that there was likely to be a slight bias 

towards those passengers that arrived earliest at the station, and thus had a 

high wait time. This was reduced by some on-train surve)'s of passengers who 

had arrived within one minute of departure time. To a certain extent these 

two errors should cancel each other out. 

Where a change of trains took place an estimate of the interchange 

wait time was derived from the British Rail timetable. Where a transfer to 

bus took place wait time was increased b)' half the service interval of the 

feeder bus (i.e. it was assumed there was no co-ordination). 

(iii) Rail in-vehicle time. This was estimated from the British Rail 

timetable. 

(iv) Rail cost. This was already included in the data set as fare paid, 

which was calculated from the Local Fares Directory and Selective Prices 

Manuals, given information on ticket type. 

(v) Rail egress time. Egress distance was calculated as the straight line 

distance from the destination station to the destination address multiplied b)1 

1.2 for bendiness. This was converted into minutes using the same procedure 

as for rail access time. 

(vi) Best Alternative. In order to determine the mode that would have 

been used prior to the new station opening the following procedure was used: 

a) For abstracted journeys this was simply defined as the previous mode 

used. 

b) For generated journe)'s, if an alternative mode was used for some 

journeys to the stated destination then this mode was assumed to be the mode 

that would have been used. Otherwise, if a di fferent return mode was used, 

this was assumed to be the mode that would have been used. Otherwise, if a 

car was stated to be available, then car driver was assumed to be the mode 

that would have been used. Otherwise, the minimum cost Public Transport 

mode, which in most cases was bus, would be used. This procedure was 

adopted as it made maximum use of existing information. 
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The breakdown of the choice of best alternatives is given by Table 

5.28. As might be expected the majority of trip makers (almost two-thirds) 

would have used bus as their best alternative, with 19% using train and only 

14% using private transport. 

(vii) Best Alternative access time. Access distance was measured from OS 

maps or Geographia Town Plans as the straight line distance between the 

origin address and the nearest relevant bus stop or BR station, again multiplied 

by 1.2 to take into account bendiness. This was converted to minutes by using 

the same procedure as for rail access time. For private transport this variable 

was set to zero. 

(viii) Best Alternative wait time. This was calculated as a function of 

headway (this procedure was also used in Chapters 6.2.1 and 8.2.2) which for 

rail was: 

Wait time = 3.0 + 0.185 Service Interval (from WYTCONSUL T, 1976A). 

and for bus was 

Wait time = 1.46 + 0.26 Service Interval (from Bradford Bus Study (Travers, 

Morgan and Partners, 1974». 

An upper limit (excluding interchange) was set as 15 minutes. This was 

particularly important for bus travellers from Fitzwilliam to Leeds. 

Interchange was dealt with as for rail wait time. For private transport this 

variable was again set to O. 

(ix) Best Alternative in-vehicle time. For rail and bus this was derived 

from the British Rail and West Yorkshire P.T.E. timetables respectivel),. For 

private transport this was calculated as a function of road distance, based on 

the link flow speeds determined by WYTCONSUL T (l975C) and given in Table 

5.29. 

(x) Best Alternative cost. For rail and bus this was taken from the BR 

local fares directory and the PTE regional fare scale respectively, with 

consideration being made of the availability of concessionary and bargain fares 

(based on ticket t)'pe purchased when using a new station). For private 

transport, operating costs were based on fuel costs only, being determined b)' 

the average price of a gallon of petrol and the fuel consumption of a typical 

famil)' car (44 km per gallon in urban conditions). 
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Bus Car Driver Car Passenger Train 

Fitzwiliam (W) 83.7 3.4 12.8 

(S) 63.8 12.9 12.9 10.4 

Deighton (W) 82.7 4.4 12.8 

(8 ) 64.3 10.4 25.2 

Crossflatts (W) 62.5 2.9 2.9 31.8 

(S) 62.3 7.4 7.0 23.3 

Slaithwaite (W) 56.8 8.3 14.3 20.6 

(8 ) 56.1 6.9 2.3 34.6 

Bramley (W) 85.2 6.9 7.9 

(S) 77 .2 2.4 3.5 16.9 

Sa1taire (W) 56.1 5.3 21.4 17.3 

(8) 61.5 6.8 7.0 24.7 

M=an (t-bn-
Sat) 66.4 4.6 9.6 19.3 

TABLE 5.28 BEST ALTERNATIVE (%) ( 'Other' rrodes excluded) 

Rural congested 77 

Rural uncongested 86 

Urban congested 30 

Urban uncongested 63 

TABLE 5.29 LINK FI1JtJ SPEEDS (in km/hr) 

Central areas Non central areas 

IDng stay 96 

Short stay 37 20 

TABLE 5.30 AVERAGE PARKIN:; CHARGES (Pence, April 1984 Erices) 
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(xi) Best Alternative parking charges. These were determined from 

information collected by WYMCC in Leeds (reported by Heydecker (1985» and 

are given by Table 5.30. 

(xii) Best Alternative egress time. This was calculated as the distance 

from the destination station, nearest relevant bus stop or off-street public car 

park to the destination address, again adjusted to take into account bendiness. 

This was again converted to minutes using the same procedure as for rail 

access time. 

In order to determine time savings variables (i) to (v) above will be 

brought together to form rail generalised cost and variables (vii) to (xii) will be 

brought together to form the best alternative generalised cost. In order to do 

this we will need to make use of values of time that might be derived from the 

Department of Transport or obtained from our own disaggregate model. As a 

result we will not estimate time savings until section 10.3.1 where up to five 

different benefit measures will be tested. 

5.6 CONCLUSIONS 

Market research has been based on interviewing boarding passengers 

on a representative weekday and Saturday at six new stations in the )'ear after 

opening and where possible in the following year also. This method proved to 

be cost effective with 921 responses, although there were some implications in 

terms of bias. 

The main finding of the pilot survey was that rail travel in West 

Yorkshire is very dynamic, with only 60% of travellers making their journe}I b)' 

rail with the same regularity as one year ago. 

The main findings of the first year surveys were that: 

CO New stations have well defined and highl)' localised catchment areas 

and provi~e mainly for local travel needs. 

(ii) Most new station users were abstracted from existing Public 

Transport, although the proportion abstracted from private transport 

was significant on a weekday, as was the proportion generated on a 

Saturday. 
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(iii) There are, however, signi ficant di fferences between new station users. 

For example at Crossflatts users are predominantly in "white collar" 

occupations, whilst at the other extreme, Deighton users are mainly in 

"blue collar" occupations (if employed). 

(iv) There are notable differences between weekday and Saturday usage in 

terms of journey purpose, propensity to make long distance trips, party 

size, the number of accompanied children and the occupation of users. 

The second year surveys indicated that there may have been some 

growth in overall usage. Furthermore, there are indications that the people 

for whom the benefits of travelling via a new station are most marginal are 

those people who live on the edge of new station catchment areas. 

Lastly, we have been able to make use of our market research in order 

to establish a simple trip rate model (which will be used further in section 

9.3.2), whilst we have extended the data collected so as to be able to establish 

the benefits to new station users (which will be done in section 10.3.1). 



144 

PART THREE ST A TISTICAL MODELLING 

CHAPTER SIX AGGREGATE APPROACH 

6.1 INTRODUCTION 

In 4.3 it was shown that, having examined the range of modelling 

options available and their implications in terms of resources, one possible way 

of producing forecasts of new station usage was through the development of an 

aggregate simultaneous model. This would be based on zonal data, based on 

the definitions of new station catchment areas established in Chapter Five. In 

the next section we shall begin to develop an aggregate simultaneous model, 

firstly by rerunning the PTE and WYTCONSUL T regression models and 

secondly by developing our own approach based on OD data from the 1981 PTS 

(as described in section 4.2.1). In a subsequent section we shall attempt to up­

date our approach by using data collected by the County Council in 1984. We 

will then go on to validate the models we have produced by comparing their 

forecasts with actual usage at new stations. 

6.2 DEVELOPMENT OF AN AGGREGATE SIMULTANEOUS MODEL 

6.2.1. Re-run of Previous Models 

We have seen in section 3.2.2 that both the PTE and WYTCONSUL T 

had developed simple regression models that might be used to predict new 

station usage. We were unable to obtain the original data sets used to develop 

these models, thus it was necessary to reconstruct the data from documentar)' 

sources before the two models could be rerun. 

(i) PTE 1979 regression model. This involved calibrating a model for 36 

rural, small town and suburban West Yorkshire stations using average autumn 

weekda)' usage figures for 1979, based on the PTS, as the dependent variable 

and the number of households within 800 m (estimated crudely by the PTE 

from 0 5 maps) and the number of weekdar trains (from the BR timetable) as 

the independent variables. A simple model of this form was as follows: 
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Usage = -258.5* + 0.237 Households* + 9.359 Service 

* = not significant at the 95% level 

2 R = 0.496 
-2 R = 0.465 

Equation 6.1 

Interestingly if four outliers were dropped (Cross Gates, Garforth, 

Ilkley and Keighley) the R2 increased to 0.761, although still only the service 

parameter value was significant at the 95% level. 

(ii) WYTCONSUL T 1975 regression model. This model was based on the 

following independent variables; households within one km of a station (listed 

in WYTCONSUL T, 1976A), the level of service in the direction of travel, the 

distance to a major employment centre and journey time (WYTCONSUL T, 

1975B). However, it is not clear how these last three variables were specified. 

We have therefore had to make our own definition of the nearest major 

employment centre (either Leeds, Bradford or Huddersfield in most cases) and 

then measure the relevant journey time (from the BR timetable) and distance. 

The dependent variable was the five day one-direction usage figures derived 

from the 1975 WYTCONSUL T rail survey, which we have already seen (in 

section 2.2.3) omits certain types of travellers. This model was calibrated for 

40 stations (the same 36 as the PTE model plus Clayton West, Skelmanthorpe, 

Pontefract Baghill and Moorthorpe). Our re-run took the form: 

Usage = 460.52* + 32.48 Service + 0.08 Population - 16.10 Proportion of No 

Car Owners* - 14.59 Time* + 36.26 Distance*+ 2 R = 0.450 
2 R = 0.369 

Equation 6.2 

* = insigni ficant at the 95% level + = wrong sign 

From equation 6.2 it can be seen that four out of six parameter values 

are insignificant at the 95% level, whilst the distance parameter value is of 

the wrong sign, possibly due to collinearity with the journe)' time variable. 

Equations 6.1 and 6.2 suggest that simple regression models have a 

number of practical disadvantages. In particular, with the exception of 

frequency of rail service and population, most of the variables are 

insigni ficant and both models explain less than half of the variation in station 

usage. Moreover, it is difficult to interpret certain parameter values, 
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especially the intercept (Jeanes and Lesley (1984) in applying a variation of 

the PTE model obtained negative usage figures). Hence a number of 

improvements to these models might be suggested: 

(i) Develop 1981 (rather than 1975 or 1979) as the base year for 

calibration, due to the availability of PTS and Census information, and as the 

most suitable year prior to the new station programme (1982 was affected by 

industrial disruption). 

(H) Rather than consider station usage as a whole as the dependent 

variable, break up usage into its constituent flows. This will have a secondary 

benefit of increasing the number of observations in the calibration data set. 

(iii) Develop a gravity type formulation by including variables that reflect 

generation characteristics (such as origin population), attraction 

characteristics (such as destination employment), level of service and 

distance. Thus we shall be developing an aggregate simultaneous model of the 

form shown by equation 6.3: 

T
1
.). = f (0., D., SE., GC , GC ) 

1 J 1 r c Equation 6.3 

where T.. = Number of trips between stations 
1) 

and on an average 

and 

O. 
1 

D. 
) 

SE i 
GC 

r 
GC c 

weekday 

= Population at origin zone i, 

= Measure of attraction of destination zone j, 

= Socio-economic characteristics of population at i, 

= Generalised cost (or level of service) of rail between i and j. 

= Generalised cost (or level of service) of competing modes 

between i and j (car and/or bus). 

(iv) Consider other functional forms in addition to the linear additive 

model. These improvements will be implemented in the next sections. 

6.2.2 Data for the Aggregate Simultaneous Model 

The dependent variable was defined as the number of trips from i to j 

or j to i per average autumn weekday (FLOW). This variable was derived from 

the probability estimation method described in section 4.2.1, using the 

November 1981 and 1982 PTS. Table 6.1 lists the independent variables that 

were considered. In addition, we shall find the generalised cost (or more 

accurately generalised time) approach (discussed in section 3.3.2) useful. For 

our purposes this will be defined as: 
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Variable name/type Definition 

DEPENDENT VARIABLE 

fLOW Number of trips by rail from I to J and J to I (i.e. ons and ofts). from 1981/2 PTS 

INOEPENDENT VARIABLES 

OPOP 

OPOPJ 

OPOP 

RJT (BJT, CJT) 

RS 

as 
OBS (DBS) 

SP 

PA 

BINT 

Rf(Bf) 

GCRA 

GCBU 

GCCA 

GCOTH 

DRX 

ORX 

OEA 

NCO 

RSOC 

RSOC2 

Usually resident population within a straight line distance of BOO m of the origin station, derived from 
the 19B1 Census via SASPAC. 

Usually resident population within BOO m and 2 km of the origin. This too was derived from the 1961 
Census. Where catchments overlapped population was reallocated to the nearest station., " 

Number of workplaces within a straight line distance of 600 m from the destination station. This was 
derived from information given by WYTCONSUL T (l976A) and updated with information from Local 
Authority Planning Departments. 

Rail (Bus, Car) Journey time (in minutes) 

Rail frequency (Number of weekday trains, both directions) 

Competing bus frequency (Number of weekday buses, both directions) 

Number of bus stops within BOO m of the origin (destination) station 

Average rail speed between origin and destination stations (in km per minute) 

Parking cost dummy variable (1 = if destination Leeds/Bradford, 0 • else) 

Bus interchange dumm)' variable (1 = Interchanga raquired, 0 • else) 

Rail (Bus) f are (in pence) 

Generalised Cost of Rail 

Generalised Cost of Bus 

Generalised Cost of Car 

Composite measure of inter modal competition 

See 

text for 

definitions 

Number of excess workplaces (workplaces minus economically active population) within BOO m of 
destination station 

Number of excess workers (economically active population minus workpiaces) within BOO m of origin 
station 

Ratio of the number of workers to total population within 600 m of origin station 

Proportion of non car owning households within BOO m of origin station 

Number of residents in social classes 1 and 11 (Managerial and Professional) within 600 m of origin 
station (from 19B1 Census, 10%) 

Number of residents in social classes 1, 11 and 111 (Managerial, Professional, Clerical) within BOO m of 
origin station (from 1981 Census, 10%) divided by total population 

In addition the following variables were used In calculating independent variables. 

OW(DW) 

OWA(DWA) 

OB (DB) 

OC (DC) 

UDlST 

RDlST 

RAD 

Median access (egress) distance in metres 

Proportion walking to/from origin (destination) station 

Proportion using bus to/from origin (destination) station 

Proportion using car to/from origin (destination) station 

Urban road distance between origin and destination stations (in km) 

Rural road distance between origin and destination stations (in km) 

Rail distance between origin and destination station (in km). 

The prefix L denotes a logarithm has been taken. 

TABLE 6.1 VARIABLES USED IN THE DEVELOPMENT Of THE AGGREGATE MODEL 
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Generalised Cost Rail (GC RA) = RJT + WK + WT + RF /VOT Equation 6.4 

Generalised Cost Bus (GCBU) = BJT + BWK + BWT + BF/VOT Equation 6.S 

Generalised Cost Car (GC CA) = CJT + Operating Cost/VOT + Parking Cost/VOT 

Equation 6.6 

VOT denotes value of time which, from Highway Economic Note 2 

(Department of Transport, 1980), for behavioural non-working in-vehicle time 

was given as 65.3 pence per hour (at average 1979 prices). In accordance with 

Department of Transport guidelines this was factored up to November 1981 

prices, using the Retail Price Index, to give 74.4 pence per hour, with walk and 

wait time valued double this figure. It should be noted that there is only 

limited empirical evidence for assuming that walk and wait times have the 

same parameter values. For example disaggregate studies by Bradle)' et al. 

(1986) and Daly and Zachary (1977) have suggested that wait time may be 

valued more highly than walk time. 

The data requirements of the three generalised cost measures will now 

be discussed in turn: 

(0 Rail generalised cost 

a) In-vehicle time. This was derived from the 1981-2 BR Passenger 

Timetable. It was not possible to make detailed consideration of delays even 

though it was known that around 9% of local trains were over five minutes late 

(West Yorkshire P. T.E., 1983) 

b) Walk time. This was calculated using the median area radius for the 

origin (OW) and destination (DW) stations derived from WYTCONSUL T (1976A). 

Consideration of access/egress mode was taken into account and distance was 

converted into time using the same mean speeds as in section 5.5.2. 

c) Wait time was based on the same headway function as in 5.5.2. The 

headway interval was defined as the number of weekda)' trains divided by the 

service period (normall)' 17 hours). This approach fails to take into account the 

problems of unreliability and of scheduled dela),. 

d) Fare was derived from the Selective Prices Manual and the Local Fares 

Directory for 1981. All internal flows were assumed to make use of the Multi­

rider facility (0.9 times the ordinar)' single fare) whilst all external flows were 

assumed to make use of day returns. These simpli fications were relaxed in later 

analysis. 
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(ii) Bus generalised cost 

a) In-vehicle time. This was derived from the PTE District timetables 

(September 1980 series) with again no consideration of delays. 

b) Walk time. No data source for this variable existed. This was 

estimated by dividing the walk time of rail by the number of bus stop pairs on 

competing bus services that pass through the station catchment area. 

e) Wait time. This was based on the same headwa}' function as in 5.5.2 

with the normal service period again defined as 17 hours. 

d) Fares were based on the PTE regional fare structure (i.e. they were 

mileage related). An upper limit of 55 pence was used, based on the cost of a 

monthly Metrocard (£22). The assumption of regular usage is consistent with 

the assumption made for rail. 

e) Interchange. An interchange penalty of four minutes (over and above 

any additional waiting time), where applicable, was assumed, in line with the 

findings of LGORU (1973). 

(iii) Car Generalised Cost 

a) In-vehicle time was calculated from road distance using the link flow 

speeds given in Table 5.29. ' 

b) Operating Costs. In accordance with Department of Transport 

procedures only fuel costs were taken into account. A simpli fied approach was 

based on the fuel consumption for an average famil), saloon car (Ford Escort 

1300L), which was 44 km per gallon for urban conditions and 62 km per gallon 

for rural conditions. Petrol was priced at £1.58 per gallon. (These figures were 

derived from the November issue of Drive magazine (Automobile Association, 

1981». 
c) Parking costs. WYTCONSUL T studies suggested that parking charges 

were only signi ficant in Leeds and Bradford (1977 A), and that up to hal f of 

parking costs may be paid for by the employer so that mean 1981 out of pocket 

charges may be as low as 30 pence. 

The generalised cost approach adopted has a number of weaknesses: 

(i) It uses a non local value of time. Local valuations might be provided by 

WYTCONSUL T (30.9 pence per hour at 1975 wage levels) or from the RP 

models developed with the West Yorkshire corridor data set and reported by 

.. MVA et al. (1986), which gave values of time for Public Transport, Car, Walk 

and Wait of 144, 222, 330 and 186 pence per hour respectively (at mid 1985 
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prices), although these results had wide confidence intervals. In addition it will 

be shown in Chapter Seven that this study will be able to develop its own values 

of time. 

(H) The weightings for out of vehicle time and interchange are based on 

inadequate ev idence. 

(Hi) Certain modal attributes such as flexibili tr, reliabili ty and comfort 

have not been taken into account. 

(iv) No consideration was made of the value of working time although 

typically up to 6% of rail travel and 15% of car travel may be so classified 

(Leitch, 1977). 

(v) It fails to take into account di fferences between journey purpose and 

between times of the day. 

(vi) Use is made of estimated times and costs rather than actual times and 

costs. 

These simplifications can only be justified on the basis of expediency. 

Initially our data set consisted of 120 flows of over 25 per weekday, but 

data on the attraction of destinations, egress mode, egress distance and road 

speeds did not readily exist for locations outside West Yorkshire. As a result 

only 99 flows from 40 stations could be studied. It should be noted that the 

data set included a 'number of di fferent types of station, including possible 

traffic attractors (such as Keighle)', Dewsbury, Hali fax and Wakefield 

Kirkgate), large scale traffic generators (for example commuter stations such 

as Cross Gates, Garforth, Ilkle)' and Horsforth) and lightly used stations (such as 

Altofts, Ravensthorpe and Stocksmoor). Excluded from analysis were the main 

central area rail termini (Leeds Ci ty, Bradford F orster Square and Interchange, 

Huddersfield and Wakefield Westgate) where inter-city flows are likely to be 

important. 

6.2.3 Speci fication of the Aggregate Simultaneous Model 

This section involves examining the data in order to determine what 

form the aggregate simultaneous model should take. It should be noted that our 

work is subject to pretest bias (Wallace, 1977) due to the use of the same data 

set to calibrate and specify a model. Due to limited data this problem was 

unavoidable. 
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Models were developed by adopting a classic multiple regression 

approach, whereby the Gauss-Markov theorem is assumed to apply, so that the 

ordinary least squares (OLS) estimator of each coefficient is the best linear 

unbiased estimate (BLUE). All calculations were performed using the SAS 

computer package, with use being made of the REG procedure unless specified 

otherwise. 

In the rest of this section we shall briefly consider firstly the functional 

form of the model; secondly, we shall attempt to estimate time and money 

parameters for rail; thirdly, we shall consider which socio-economic variables 

are most relevant; fourthly, we shall determine how to best include competition 

from other modes and lastl)' we shall look at the possibilit)' of using prox)' 

variables and trip rates. 

(i) Functional Form. Our initial starting point was the gravity-type model 

formulation given by equation 6.3. Leaving aside the exact specification of the 

attributes for a moment, we ma), hypothesise that a log linear (double log or 

multiplicative) or semi log model will be superior to a linear (additive) model, 

as previous analysis (for example in 6.2.1) suggests that interaction between 

independent variables may be important. Table 6.2 shows the goodness of fit 

for the three functional forms applied to an initial model run. 

R2 Adjusted R2 (R2) 

Log linear 0.4890 0.4673 

Semi log 0.4447 0.4211 

linear 0.3990 0.3734 

TABLE 6.2 COMPARISON OF GOODNESS OF FIT OF FUNCTIONAL FORMS 

To compare the double log and semi log forms it is sufficient to 

compare the R2 (Granger and Newbold, 1976), and it can be seen that the 

double log form is superior. A direct comparison between the double log and 

linear form is not as valid (Rao and Miller, 1971). A statistical test ma), be 

provided by the log likelihood ratio: (as used, for example, by Mills, 1978). 

LLR = :!i-(M.S.E.> + (A-I) ~ log Y Equation 6.7 
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where M.S.E. = mean square error, E log Y = (log Y).N, N = Number of 

observations and A = 0 if log and = 1 if linear. Thus for the linear model: 

LLR = ~ log 18027 = -485.08 

and for the double log model: 

-99 ( LL R = T log 0.441 + log 4.454 99) = -107.36. 

This reinforces the impression that a double log form is superior to the 

linear form. 

(ii) Specification of Rail parameters 

An attempt was made to estimate the parameter values of rail fare, in­

vehicle time, wait time and walk time separately. In order to avoid collinearity 

between the fare and in-vehicle time, in-vehicle time was divided by distance 

(RAD) in order to produce a speed variable the negative coefficient of which 

could be considered a time parameter (this approach was adopted by Tyler and 

Hassard, 1973). Our attempts were unsuccessful in that only the wait time 

parameter value was signi ficant at the 5% level. Because of this we decided to 

use a generalised cost type measure. 

(iii) Relevant socio-economic variables 

As Table 6.1 indicates a number of socio-economic variables were 

tested of which the most important were; OPOP (population within 800 m of the 

origin station), OPOP3 (population within 801 m and 2 km of the origin station), 

RSOC (the proportion of OPOP in social classes 1 and 11 (Managerial and 

Professional) and DRX (the number of excess workplaces within 800 m of the 

destination station). 

(iv) Competition from other modes 

As with rail an attempt was made to estimate parameter values for the 

separate attributes of bus and rail but the only coefficients that were 

signi fie ant at the 5% level were the bus interchange dummy variable (BINT), 

the car parking charge dumm)' variable (PA) and the measure of the number of 

bus stops (OBS), and even these were not always of the right sign. In addition 

attempts were made to specify bus and car generalised cost with respect to rail 
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in order to determine whether a di fference or a ratio formula should be used 

(this issue was examined by Quarmby, 1967). As the difference formulation led 

to a bus cross elasticity of the wrong sign, a ratio formulation was preferred. 

(v) Use of proxy variables and a trip rate approach 

Dummy variables were used to model destination choice by introducing 

variables for Leeds, Bradford and Huddersfield (with other destinations acting 

as an excluded variable) which took a value of 1 if that particular destination is 

being modelled. In addition, dummy variables were introduced to take into 

account distance (taking a value of 1 if the distance travelled is greater than 6 

miles, 0 otherwise) (after Hartle)', 1979B) and differences between bus and rail 

fare, frequenc)' and journey time. However, the introduction of dummy 

variables failed to lead to significant improvements in goodness of fit. 

In addition the dependent variable was redefined as LRA TE = LOG 

(FLOW/OPOP) as such a trip rate approach should reduce collinearity problems 

and gain one degree of freedom. This, however, failed to produce major 

increases in the significance of the remaining parameter values and leads to a 

deterioration in goodness of fit, as measured by R 2• 

6.2.4 Calibration of the Aggregate Simultaneous Model 

As a result of the work outlined in section 6.2.3 our initial preferred 

Aggregate Simultaneous Model (ASM) took the form (t-statistics in brackets) 

LFLOW= 

where 

5.496 + 0.380 LOPOP + 0.164 LOPOP3 + 0.246 LRSOC + 

(3.025) (2.617) (1.733) (2.034) 

0.269 LDRX - 1.341 LGCOTH - 1.239 LGCRA R2 = 0.539 

(6.678) (-2.269) (-4.307) R~ 0.509 

Equation 6.8 

LGCOTH = LOG (GCRA/(GCRA + GCBU + GCCA» 

A ker issue here is the speci fication of the LGCOTH variable with at 

least four specifications possible: 

LGCOTH = LOG(GCRA/(GCRA + GCBU + GCCA» 

LGCOTH = LOG(GCRA/(GCBU + GCCA» 

LGCOTH = LOG(GCRA + GCBU + GCCA) 

Equation 6.9 

Equation 6.10 

Equation 6.11 
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LGCOTH = LOG(GCBU + GCCA) Equation 6.12 

These four specifications are evaluated by Table 6.3. 

Equation LGCOTH LGCRA Model LGCOTH LGCRA 

Parameter Parameter R2 Condition Condition 
value value 
(t-stat) (t-stat) Index Index 

6.9 -1.341 -1.239 0.539 57.74 90.22 
(-2.269) (-4.307) 

6.10 0.541 -1.625 0.523 82.37 121.47 
(1.382) (-3.478) 

6.11 1.341 -2.580 0.539 83.88 205.56 
(2.269 ) (-3.652) 

6.12 0.765 -2.002 0.539 75.93 125.64 
(2.288) (-4.163) 

TABLE 6.3 COMPARISON OF LGCOTH SPECIFICATIONS 

(Condition index = square root of the ratio of the largest eigenvalue to each 
individual eigenvalue) 

Table 6.3' suggests that specification 6.10 is dropped due to its lower R2 and 

6.11 is dropped due to the greater amount of collinearity, as measured by the 

condition index. There is, however, little to choose between specifications 6.9 

and 6.12. Specification 6.12 has advantages in terms of the simplicity of the 

derivation of elasticities and the improved significance of the LGCOTH term. 

This is counter balanced by the greater significance of the LGCRA parameter 

in 6.9 and the lower degree of collinearit)' between LGCRA and LGCOTH. As a­

result we may initially accept equation 6.8 (and LGCOTH specification 6.9) as 

all variables are signi ficant at the 10% level and of the right sign. 

The use of the generalised cost formulations in equation 6.8 make the 

derivation of elasticities difficult. As the mean of the GCRA may be split 

proportionately as fare 0.451, in vehicle time 0.226 and out of vehicle time 

0.323 direct elasticities can be derived from the LGCRA parameter value as: 

Fare elasticity -0.55 

Journey time elasticity -0.28 

Walk/Wait elasticit)' -0.40 
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However the variable LGCOTH includes rail generalised cost, as well as 

that of bus and car. From the parameter value of LGCOTH it may be 

estimated that the elasticity of rail generalised cost is -0.610, whilst the cross 

elasticity with respect to car generalised cost is 0.101 and to bus generalised 

cost is 0.483. Given the breakdown of GCCA and GCBU this implies price cross 

elasticities with respect to car and bus of 0.078 and 0.200 respectively, which 

are significantly lower than the 0.183 and 0.696 respectively estimated by Nash 

and Whiteing (1984), although this may partly reflect the problems we have had 

in modelling competition from other modes. 

If the two components of rail generalised cost are assumed additive 

then direct rail elasticities become: 

Generalised Cost Elasticit), 

Fare elasticity 

Journey time elasticity 

Walk/Wait time elasticity 

-1.849 

-0.825 

-0.418 

-0.600 

The fare elasticity is on the high side and suggests that local rail travel 

is exhibiting elasticities associated with long distance leisure travel (range -0.7 

to -1.4) rather than short distance commuter travel (range -0.1 to -0.3) (Nash, 

1982). However, our findings are consistent with previous work carried out in 

West Yorkshire by Hartle)' (1979) with a different data set and methodology and 

suggests that the -0.37 rail price elasticity used in the METS model of West 

Yorkshire (Department of Transport, 1984) is an underestimate. The journe)' 

time elasticity is consistent with the range of -0.3 to -0.6 identified by Wabe 

(1969) and Hepburn (1977) in separate studies of commuting in London. The out 

of vehicle time elasticity is similar to that of -0.77 identified br Dal)' and 

Zachar), (1977), although in our stud), the composition is walk -0.402 and wait -

0.198 (due to the fact that in our data set walk time has been estimated as 

being, on average, much longer than wait time), whilst in their study it was 

walk -0.14 and wai t -0.63. 

Thus it can be concluded that, at least in terms of direct elasticities, 

the parameter values of equation 6.8 give plausible results. In addition it is 

interesting to note that the parameter value of OPOP is 2.32 times greater than 

that of OPOP3, which is lower than our findings for the trip rate model of 5.5.1 
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(where we found rates in the 0-800 m zone to be 4.78 times greater than in the 

801 m to 2 km zone). 

6.2.5 Some problems with the Aggregate Simultaneous Model 

In this section we shall examine a number of statistical problems with 

an ASM of the form of equation 6.8. 

(i) Explanatory power. The explanator}' power of such a model is limited 

as the R2 is only 0.54. Analysis of residuals shows that onl)' 41 (out of 99) 

actual flows lie within the 95% confidence limits of the model's predictions. 

There are six flows with re si duals of over 200 (Cross Gates, Garforth, Ilkley, 

Horsforth, Keighle)' to Leeds and Keighle)' to Bradford) perhaps indicating rail 

heading. The exclusion of these outliers led to an increase in the R2 to 0.66. 

(ii) Multicollinearity. It was suspected that the model may be affected b)' 

coUinearity (correlation between the independent variables), particularly 

between the origin population variables and between the generalised cost 

variables. These suspicions were confirmed in part by Tables 6.4 and 6.5. 

It can be seen that the use of the composite variable GCOTH in Table 

6.5 has decreased the correlation between the generalised cost variables, as 

shown in Table 6.4. The absolute values of the coefficients in Table 6.5 are not 

a cause for concern, but if we apply the rule of thumb that multicollinearity is 

likely to be a problem if the correlation between two variables is greater than 

the correlation of either or both variables with the dependent variable 

(Kennedy, 1979) a large number of variables may be said to be col linear, with 

RSOC, DRX, GCRA and GCOTH particularly affected. 

(iii) Heteroscedasticitr· Visual inspection of scatterplots suggested that 

heteroscedasticity (non constant variance of the error term) is not a great 

problem, having been reduced by the double log form. This was tested for by 

using a Park-Glesjer test whereby the absolute value of the residual was 

regressed against each independent variable. This indicated that only LGCRA 

may be affected, with a parameter value of -0.237 and t-statistic of -1.793 (and 

even this is not significant at the 95% level). A possible correction might be 

provided by adopting a form of weighted least squares (Stewart and Wallis, 

1981, pages 254 to 256). 
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GC RA GCCA GCBU GCOTH 
GC RA 0.804 0.832 -0.451 

(0.0001) (0.0001) (0.001) 
GCCA 0.749 -0.780 

(0.0001) (0.0001) 
GCBU -0.758 

(0.0001) 

TABLE 6.4 CORRELATION MATRIX - GENERALISED COST VARIABLES 

LFLOW OPOP OPOP3 RSOC DRX GCRA GCOTH 
LFLOW 0.336 0.309 0.035 0.535 0.038 -0.343 

(0.0006) (0.0019) (0.729) (0.0001)(0.707) (0.005) 
OPOP 0.573 0.097 -0.012 -0.028 0.118 

(0.0001) (0.340) (0.904) (0.782) (0.256) 
OPOP3 -0.330 0.099 -0.006 0.065 

(0.0009) (0.327) (0.951) (0.524) 
RSOC -0.194 -0.129 0.111 

'(0.054) (0.202) (0.274) 
DR~ 0.544 -0.575 

(0.0001) (0.0001) 
GCRA -0.454 

(0.0001) 

TABLE 6.5 CORRELATION MATRIX - INDEPENDENT VARIABLES 

Both Tables give the Pearson product moment correlation coefficient and the 
si gni ficance probabili t y of the correlation. 
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An alternative correction may be to speci fy a di fferent functional form 

for the generalised cost of rail variable. For example using a semi log form 

(GCRA) and specifying LGCOTH as LOG(GCBU + GCCA) removes 

heteroscedasticity, as measured by a Park-Glesjer test. Such a correction gives 

a model of the form: (t-statistics in brackets) 

LFLOW = -1.468 + 0.423 LOPOP + 0.147 LOPOP3 + 0.248 LRSOC + 

(-0.790) (2.866) (1.542) (2.047) 

0.291 LORX + 0.507 LGCOTH - 0.007 GCRA 2 R = 0.532 Equation 6.13 

(6.507) (I.721) (-3.971) 
-2 
R = 0.502 

Equation 6.13 gives an intercept with an antilog of 0.23, but it is not 

signi ficant. Given the mean value of GCRA it can be shown that the direct 

generalised cost elasticity of rail is around -1.45 (i.e. 28% lower than the 

constant elasticity from equation 6.8). A model of this form has some 

advantages over a constant elasticity formulation, but it still fails to improve 

on the goodness of fit. 

6.3 LPDA TlNG TI-£ AGGREGATE SIMULTANEOUS MODEL 

6.3.1 Re-running the Aggregate Simultaneous Model 

It was apparent that the OD data estimated from the PTS through a 

probability estimation method involved some input error. A more reliable data 

set might be provided by the 1984 County Council surve)', discussed in section 

4.2.2, even though this too was known to contain a number of anomalies. In 

addition it should be noted that, all other things being equal, internal flows 

were lower in 1984 than in 1981. Thus despite lowering the cut-off point to 20 

only 80 flows could be analysed (compared to 99 previously). 

A second criticism of our work in developing an ASM was that fares had 

been crudely represented, whilst use of 1981 data had meant that off-peak and 

Saverstrip fares were not available. 

The 1984 Survey provided information on ticket type used. The various 

ticket types could be collapsed into four main groups: ordinary, 

Saverstrip/Multirider, staff and Oa)' Rover for two weekday periods: peak (up to 

0930 and 1500 to 1800 hours on weekdays) and off-peak (all other time periods). 
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Thus for each OD pair a mean rail fare could then be calculated as: (in 

pence). 

where t 

at 

Ft 

<I> 

5 

D 

P 

R 

at (<I> Ft + S 0.83 Ft + RD + P 0.25 Ft) Equation 6.14 

= time of day (1 = peak, 2 = off-peak) 

= proportion of rail travellers in time period t 

= Ordinary fare in time period t (F 2 = 30 if journey less than 

or equal to 8 miles, = 60 if greater than 8 miles) 

= proportion of travellers using ordinary tickets 

= proportion of travellers using Saverstrip or Multirider 

= proportion of travellers using Day Rover 

= proportion of travellers using Staff Passes 

= Ft if Ft less than 66, = 66 if Ft greater than or equal to 66. 

Similarly a mean fare for bus could be calculated as: 

B t ( <I> Ft + S 0.83 Ft + A M 55) Equation 6.15 

where B t = proportion of bus travellers in time period t 

Ft = standard fare in time period t (F 2 = 30) 

S = proportion of travellers using Saverstrip 

<I> . = proportion of travellers paying the standard fare 

M 

A 

= 

= 
proportion of travellers using a Metrocard 

o if journey less than 6 miles, = 1 else. 

N.B. No information was available on the uptake of Day Rover tickets. 

There was lack of data to determine a. and B but this was eventuall)' 

estimated from rather dated information collected for the Bradford Bus study 

(Travel'S, Morgan and Partners, 1974) where a l = 0.61, Ctz = 0.39, ~ = 0.54 and 

B 2 = 0.46. This was consistent wi th subsequent figures released by the P. T .E. 

for 1984-85 which suggested that 52% of weekday travel by bus was during peak 

periods compared to over 60% for rail. In practice, though, it it likely that the 

values for a. and Bs will vary greatly between OD pairs. For bus S was set at 

0.16 and M at 0.43, as Pickup (1984) indicates that 15% of bus users make use of 

Metrocard, whilst information from WYTCON5UL T (1977 A) suggests that 

34.75% of bus journeys are greater than six miles. As a result where A = 0, <I> = 

0.84, otherwise <I> = 0.41. It should be noted that we have not taken into 

account the effect of concessionary fares, which means we have assumed that 

at individual station catchment areas the uptake of such fares is uniform across 

both modes. 
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Given this new data for 80 flows, with updated fare information we 

were able to recalibrate the double log (equation 6.8) and semi log (equation 

6.13) models, as shown by Table 6.6. From this Table the following observations 

can be made. 

(0 There are signi ficant changes in parameter values as measured by a z­

test. For the double log model there are signi ficant changes at the 95% level 

for all parameters, except LRSOC, with the change in LGCOTH being 

particularly severe. For the semi log model all parameter values showed 

significant changes, except for the intercept, LRSOC, LDRX and LGCOTH. 

This might suggest that this model formulation possesses greater stability than 

the double log model. 

(H) There are reductions in the significance of most parameter estimates. 

For both recalibrated models the intercept, LRSOC and LGCOTH are 

insignificant at the 95% level. 

(iii) There has been a marked decline in overall goodness of fit. Thus the R2 

for the double log model has decreased from 0.54 to 0.39 and for the semi log 

model from 0.53 to 0.41. This leads on from point (ii) above. It should be noted 

that only the basic gravity model variables i.e. the attraction, generation and 

distance measures (LDRX, LOPOP and LGCRA), have retained their 

signi ficance. 

The changes noted above may be attributed to two main causes: 

(a) The effect of using new rail and bus fare variables and using 1984 

prices. The effect of such changes were tested by calibrating a model on 1984 

OD data and 1981 prices, as shown by Table 6.7. Comparison of this table with 

column 1 of Table 6.6A shows that there is little change, although the R2 

decreases slightly from 0.388 to 0.380, and there are, at the 95% level, 

signi ficant changes in the LGCRA, LDRX and intercept values. 

b) The effect of using OD data where trips that involved interchange were 

not broken down into their constituent parts (as they had been with the initial 

data set). It is possible to identif)' a number of trips in the 1984 data set where 

interchange must have occurred, along with the likely interchange points, as 

follows: 
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A) DOUBLE LOG MODEL 

Recalibrated model Original model z-ratio 
Intercept 4.669 (1.702) 5.496 (3.025) 2.319 
LOPOP 0.549 (2.754) 0.380 (2.617) -6.316 
LOPOP3 0.098 (0.736) 0.164 (1.733) 3.734 
LRSOC 0.232 (1.426) 0.246 (2.034) 0.641 
LDRX 0.292 (4.885) 0.269 (6.678) -2.870 
LGCOTH -0.380 (-0.457) -1.341 (-2.269) -8.707 
LGCRA -1.095 (-2.303) -1.239 (-4.307) -2.381 
RZ 0.388 0.539 
R,2 0.338 0.509 
No of obs. 80 99 

B) SEMI LOG MODEL 

Intercept -1.386 (-0.590) -1.468 (-0.790) -0.255 
LOPOP 0.574 (2.934) 0.423 (2.866) -5.701 
LOPOP3 0.070 (0.533) 0.147 (1.542) 5.527 
LRSOC 0.219 (1.370) 0.248 (2.047) 1.381 
LDRX 0.284 (4.758) 0.291 (6.507) 0.875 
LGCOTH2 0.413 (0.892) 0.507 (1.721) 1.714 
GCRA -0.008 (-2.236) -0.007 (-3.791) 3.326 
R2 0.406 0.532 
R2 0.357 0.502 

TABLE 6.6 COMPARISON OF RECALIBRA TED AND ORIGINAL ASMs 

Intercept 
LOPOP 
LOPOP3 
LRSOC 
LDRX 
LGCOTH 
LGCRA 
RZ 

Recalibrated model 

3.760 (1.424) 
0.533 (2.670) 
0.089 (0.665) 
0.221 (1.346) 
0.265 (4.225) 

-0.561 (-0.605) 
-0.902 (-2.303) 

0.380 

z-ratio 
(Compared to column 1, Table 6.6A) 

2.131 
0.484 
0.428 
0.423 
2.700 
1.300 

-2.797 

TABLE 6.7 EFFECT OF USING 1981 FARE MEASURE 

A) DOUBLE LOG MODEL 

Intercept 
LOPOP 
LOPOP3 
LRSOC 
LDRX 
LGCOTH 
LGCRA 
R2 
A.2 

2.808 (1.055) 
0.639 (3.362) 
0.090 (0.688) 
0.164 (1.026) 
0.305 (5.159) 

-0.542 (-0.616) 
-0.935 (-2.008) 
0.448 
0.403 

B) SEMI LOG MODEL 

Intercept -2.470 (-1.019) 
LOPOP 0.665 (3.524) 
LOPOP3 0.066 (0.506) 
LRSOC 0.152 (0.957) 
LDRX 0.300 (5.091) 
LGCOTH 2 0.398 (0.837) 
GC RA -0.007 (-1.906) 

0.458 
0.414 

TABLE 6.8 EFFECT OF INTRODUCING AMENDMENTS FOR INTERCHANGE 
TRIPS 
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Number of trips 

Leeds City 1578 

Bradford Forster Sq./Interchange 180 

Wakefield Westgate 154 

Keighley /Shipley 184 

Huddersfield 34 

TOTAL 2130 

Thus 2,130 trips (or 9.2% of all trips) were detected as involving 

interchange. This is less than the 15% detected by HartIey and Nash (1980), but 

this may be due to the fact that certain 00 pairs are served by a mixture of 

direct and indirect services (e.g. Bradford to London) but which in our case we 

have to consider as a direct service throughout. 

Trips that involved interchange were therefore reallocated to the 

relevant station pairs. Thus the double and semi log models were rerun with 

this new 00 data to give the results given by Table 6.8. By comparing this 

Table with Table 6.6 it can be seen that the R2 increases slightly from 0.388 to 

0.448 for the double log model and from 0.406 to 0.458 for the semi log model. 

Once again all parameter values are insignificant at the 95% level except the 

three basic gravity model parameters (LOPOP, LORX and LGCRA). Visual 

inspection confirms that the majority of parameter values are signi ficantly 

different from those estimated in our original models (equtions 6.8 and 6.13). 

Indeed the di fference between the original parameter estimates and those 

recalibrated in Table 6.8 is greater than the difference between the original and 

recalibrated values of Table 6.6 for 11 out of the 14 parameters. Table 6.8 

again seems to suggest that the semi log specification is superior to that of the 

double log. 

In concluding this sUb-section the following points, might be made. 

m Re-estimation of equations 6.8 and 6.13 with the 1984 data set leads to 

a signi ficant change in most parameter values and a reduction in the overall 

goodness of fit. This suggest that our models lack temporal transferabili t)'. 

There is some evidence that the semi log model may be more stable than the 

double log model. 

(ii) The more sophisticated approach to rail and bus fares, given b}' 

equations 6.14 and 6.15, produced ani), a slight improvement in goodness of fit. 
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(iH) Amendment of the 1984 data set to take into account the effect of 

trips where interchange occurred (and thus be more like the 1981 data set) leads 

to signi ficant improvements in the overall goodness of fit. This ma), be because 

most changes of train occur at Leeds which, as measured by DRX, is also the 

most attractive destination and thus the reallocation of interchange trips and 

the resultant increase in the number of trips modelled causes increases in the 

size and significance of the LOPOP and LDRX parameter values. 

(iv) Use of aDs from both the 1981 PTS estimated data set and the 1984 

County Council data involved input error. "A priori" one would expect reported 

aDs to be more reliable than estimated aDs but contrary to expectations the 

PTS estimated data produced the best fitting model. 

6.3.2 Developing a Non-Work Aggregate Model 

One advantage of the County Council's 1984 data is that it allows us to 

disaggregate by journey purpose. For example an aggregate non-work model 

might be developed, which could then be applied in conjunction with the 

disaggregate model of work journe)'s (developed in Chapter Seven). In this 

section we shall attempt to develop such a model. 

. In order to do this the following changes to our modelling procedure 

were introduced: 

(0 The dependent variable (FLOW) becomes the number of non-work trips. 

This still includes a number of journey purposes, as shown by Table 6.9. 

(H) The variable of attraction characteristics of the destination (ORX) 

needs to be replaced. As from Table 6.9 it is evident that shopping is the most 

important non-work journe)' purpose, it was felt that a measure of retail 

attraction should be used. This might be based on retail employment (REMP) 

(Martin and Dalvi, 1976), floorspace (FSPACE) (Huff, 1963) or sales (SALES) 

(Black, 1966). However the most recent data source, at a usably disaggregate 

level, was provided by the 1971 Census of Distribution (Department of Industry, 

1975). More recent (1984) information on retail floorspace is available, but anI)' 

at a district level (Department of Environment, 1985). 

(iii) Bus and rail frequency were amended so as to include only services in 

the off-peak (defined as 0900-1500 hours and 1800 hours and beyond). This also 

affects wait time calculations. 

(iv) Bus and rail fares were limited to their off-peak values as of October 
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1984 (i.e. bus = 30p maximum, rail = 60p maximum (30p if distance travelled 

less than or equal to eight miles». 

(v) Our minimum flow size was reduced to 10, but despite this our 

calibration data set only consisted of 64 observations. 

Numbers % 

Shopping 1833 40.8 

Social/Recreation 1421 31.5 

Employer's Business 825 18.4 

Personal Business 401 8.9 

Other 12 0.3 

TOTAL 4492 

TABLE 6.9 NON-WORK JOURNEYS BY RAIL ON A WEEKDA Y IN WEST 

YORKSHIRE 

Source: West Yorkshire County Council 1984 Rail Survey. 

Our initial results, summarised by Table 6.10, involved rerunning the 

double and semi log models of Table 6.6 with the dependent variable becoming 

the number of non-work trips and the independent variable DRX replaced b)' 

measures of retail attraction. It can be seen that the t-statistics for the three 

retail attraction variables are broadl), similar, but our preference would be to 

use REMP as it has the highest t-statistic. There is little di fference between 

the goodness of fit of the double and semi log models, with both having low R2s. 

A number of model runs showed that retail attraction was the only significant 

parameter whilst the generalised cost parameter values had particularly low 

signi ficance and, in one case, was of the wrong sign. As a result a number of 

modi fications were introduced: 

(i) The onl)' modal attributes that were included were rail and bus service 

frequency. This is due to the fact that service frequency is the only measurable 

modal attribute that varies signi ficantly during off-peak periods, as for journe}'s 

of up to eight miles bus and rail fares are the same whilst journey time 

di fferentials are reduced during the off-peak. 

(iii) Inspection of residuals showed that the initial model underestimated 

flowS from medium sized town stations to inter city stations. These flows were 

thought to be at)'pical in that they included trips feeding onto the inter cit)' 



LSALES 
LFSPACE 
LREMP 

Double log model 
t-statistic R2 

2.138 
2.141 
2.156 

0.163 
0.163 
0.164 
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Semi log model 
t-statistic R2 

2.136 
2.139 
2.156 

0.163 
0.164 
0.165 

TABLE 6.10 EFFECT OF RETAIL ATTRACTION VARIABLES 

1 2 3 4 5 

INTERCEPT -0.985 -1.298 -3.580 -2.680 -3.893 
(-0.421) (-0.557) (-2.321) (-1.239) (-2.474) 

LOPOP 0.462 0.506 0.562 0.467 0.575 
(2.618) (2.775) (3.230) (2.625 ) (3.924) 

LREMP 0.162 0.210 0.252 0.171 0.218 
(1.973) (2.843) (4.051) (2.043) (3.059) 

LGCOTH 0.864* 
(1.230) 

LGCOTH2 0.263 
(0.643) 

LGCRA -1.072 -0.564 
(-1.224) (-1.030) 

GCRA -0.001 
(-0.504) 

LRS 0.574 0.614 
(3.315) (3.455) 

LBS -0.250 -0.224 
(-2.048) (-1.796) 

LRJT 0.129* 
(1.002) 

LGCBU 0.417 
(1.130) 

le 1.077 1.061 0.996 1.046 0.990 
(4.596) (4.542) (4.534) (4.434) (4.607) 

INTOPP -1.215 -1.217 -1.247 -1.217 -1.283 
(-7.134) (-7.133) (-8.077) (-7.017) (-8.091) 

R2 0.662 0.660 0.709 0.654 0.714 
R2 0.626 0.624 0.678 0.618 0.678 

TABLE 6.11 NON WORK MODELS 

* = wrong sign 
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network, as witnessed by the longer than average access distances 

(WYTCONSULT, 1976A estimated that 59% of passengers at these stations 

come from beyond one km) and a higher than average proportion of travellers 

on employer's business. To represent this a dummy variable IC was set to 1 for 

these flows. 

(iii) Flows from local stations to destinations other than the most attractive 

(as measured by REMP) destinations were overestimated. This might be due to 

the intervening opportunities provided by more attractive destinations 

(Schneider, 1959). Flows might be overpredicted if: 

(a) They involve passing through an attractive destination. For example 

Crossgates to Bradford is overpredicted due to the intervening opportunity at 

Leeds. 

(b) There is a more attractive destination in one direction than another. 

F or example flows from Guiseley and New Pudsey to Bradford are 

overestimated due to the competing attraction of Leeds. Where either of these 

phenomena occured a proxy variable, INTOPP, was set equal to the number of 

competing/intervening opportunities. 

Clearl)' the definition of this variable is somewhat arbitrar)'. We 

attempted to model the effect of destination choice explicitly by including 

distance and/or attraction variables to represent competing opportunities, but 

these results were highly insigni ficant. 

As can be seen from Table 6.11 the le and INTOPP variables were 

highly signi ficant, of the right sign and increased dramatically the goodness of 

fit. Moreover, as can be seen from our statistically preferred model given b)' 

column 3, the inclusion of the two proxy variables ensures that the five other 

parameter values are signi ficant at the 95% level, of the right sign and of 

plausible magnitude. For example the rail service elasticity of 0.574 is 

considerably higher than the 0.26 used for all trips in the METS model 

(Department of Transport, 1984). This is as expected as demand for off-peak or 

non-work travel should be more elastic than demand for peak or work travel 

(Kemp, 1973). 
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6.4 V AUDA TION 

6.4.1 Validation of the all trips Aggregate Simultaneous Model 

An initial attempt was made to validate the ASM given by equation 6.8 

with reference to the first four new stations that were opened (Fitzwilliam, 

Deighton, Crossflatts and Slaithwaite) using total usage figures from the 

November 1983 PTS, combined with information on destination choice from our 

own market research. Results are shown by Table 6.12. 

From To 

Fitzwilliam Leeds 

Deighton Leeds 

Deighton Huddersfield 

Crossflatts Leeds 

Crossflatts Bradford 

Slai thwai te Leeds 

Slaithwaite Huddersfield 

1 Root Mean Square Error (RMSE) measure 

Absolute Deviation (AD)2 measure 

Predicted flow divided 
b)' actual flow 

1.54 

3.60 

1.08 

2.44 

2.25 

2.52 

0.79 

48.6 

0.896 

TABLE 6.12 PASSENGER FLOWS PREDICTED BY THE ASM 

1 Defined as 2 Defined as 

r I F-A I 
n 

[ A 
n 

where F = Forecast usage, A = Actual usage, n = number of observations 

It may be shown that the ASM overpredicts flows to Leeds and Bradford 

by a factor of 2.4, whilst overall flows to Huddersfield are anI)' 0.93 their "true" 

value, which suggests that the attractiveness of Leeds and Bradford is 

overestimated compared to Huddersfield. Overall it can be seen that our 

estimates are anI), within 1. 49 of values, with an AD of approximately.:!:. 90%. 

A problem arises however in producing an aggregate station usage 
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figure as not all flows can be modelled because of the lack of information on 

flows to destinations outside the Count)' and the inability to model "actual" 

flows of values of less than 25 per day. Aggregation may, however, be possible 

using information on destination choice at adjacent existing stations to 

determine a weighting factor. This still leaves a problem in defining the 

number of flows that should be modelled. This is illustrated by Table 6.13. 

A 
7 flows 

Fitzwilliam 1.31 
Deighton 2.72 
Crossflatts 2.32 
Slaithwaite 1.22 

RMSE measure 110.4 

AD measure 0.871 

Predicted usage divided 
by actual usage (1983) 

B C 
11 flows PTE model 

1 

1.67 2.25 
3.07 4.60 
2.51 3.33 
1.22 1.54 

130.8 218.0 

1.066 1.837 

TABLE 6.13 TOTAL STATION USAGE PREDICTIONS BY THE ASM METHOD 

(see text for definitions) 

1 WYPTE, 1984B. 

The forecasts in column A are based on the seven flows listed in Table 

6.12, whilst in Column B four additional flows are included (Fitzwilliam to 

Wakefield Westgate, Deighton to Dewsbur), and Crossflatts to Keighle)' and 

Shipley). However, the inclusion of these four flows increases the AD from 

around 87% to 107%. The four flows that were included were, in realit)', below 

the 25 per day threshold used in the calibration stage and thus should not be 

modelled. Thus for potential sites only flows that are expected to exceed 25 

(i.e. to first or second order destinations) should be modelled. 

From Table 6.13 it can be seen that the ASM model, based on seven 

flows, consistently overpredicts initial new station usage, with a RMSE of llO 

trips and an AD of 87% but this represents a marked improvement on the 

forecasts used b)' the PTE, which also overpredicted usage, with a RMSE of 218 

trips and an AD of 184%. We might expect that these models overpredict 
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initial (first year) new station usage, as they were calibrated for stations that 

have been open for many years. The issue of patronage growth over time at 

new stations is examined in Chapter Nine, with Table 9.6 including "actual" 

usage figures for up to three different years for all six new stations and 

comparing them with the ASM forecasts. 

Aside from the issues of patronage growth, the ASM fails to make more 

accurate predictions due to: 

(i) The theoretical problems of using multiple regression models with cross 

sectional data (some of which were discussed in 6.2.5) and problems related to 

the generalised cost framework used (as discussed in 6.2.2). 

(iD The problems of measurement error and, in particular input error due to 

the limited quality of the data sets used. 

(iii) The complex nature of interaction between explanator)' variables. This 

can be seen by studies such as those of Houston (Black and Black, 1982) and 

London (AMV, 1972) that have identi tied large numbers of variables (combined 

through cluster or factor analysis) that may be used to determine Public 

Transport catchment areas. 

6.4.2 Validation of the Non-Work Model 

The non-work model (NWM) given by column 3 of Table 6.1l may also 

be validated in a similar manner, given usage data from the PTS and 

information on the proportion of non-work journeys from our own market 

research. The results are given by Table 6.14. 

Bramley 
Crossflatts 
Deighton 
Fitzwilliam 
Saltaire 
Slai thwa i te 

RMSE measure 
AD measure 

Forecast number of 
non work trips divided 
b)' actual number 

2.03 
2.43 
1.42 
1.68 
1.54 
1.19 

55.9 
0.674 

TABLE 6.14 NUM[3EHS OF NON-WORK TRIPS PHEDICTED BY THE NWM 
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As with the all trips ASM, it can be seen that our forecasts exceed our 

estimates of actual non-work trips at all stations. Overall the RMSE measure is 

around 56 trips, with the AD being around 67%. Again one might expect 

patronage growth over time that would reduce the degree to which the NWM 

overpredicts. 

6.5 CONCLUSIONS 

In this chapter we have been able to make improvements on the t)'pe of 

regression models used by WYTCONSUL T and the PTE. Firstly, an all trips 

ASM was developed with OD data derived from 1981/2 PTS data. A number of 

specifications were tested of which the double log model, given b)' Equation 6.8, 

was preferred, although some use has also been made of the semi log model, 

given by Equation 6.13. These models were subsequently updated using data 

from the 1984 WYMCC rail surve)'. As there were significant changes in 

parameter values this work suggests that the ASM can not be considered 

transferable over time. Contrar)' to expectations the 1981 model gave a better 

fit than that for 1984, with there being a suggestion that the best wa)' to model 

trips involving interchange is that they should be broken up into their 

constituent legs. Secondly, we were able to develop an aggregate non-work 

model (NW M) the final form of which is given by column 3 of Table 6.11. 

Although both the all trips ASM and the NWM are affected by measurement and 

specification error and hence exhibit only moderate goodness of fit statistics, it 

was shown that the accuracy of their forecasts exceeded that achieved by the 

PTE. 

The all trips ASM and the NWM (in conjunction with a disaggregate 

mode split model for work trips, developed in the next chapter) will both be 

used in Chapter Nine in order to produce forecasts of usage at existing and 

potential new stations, thus allowing comparisons of the forecasting accuracy 

of the di fferent methods. 
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CHAPTER SEVEN DISAGGREGA TE MODELS (1) : CALIBRATION 

7.1 INTRODUCTION 

In Section 3.2.3 it was shown that one possible approach to forecasting 

new station demand may be based on developing a mode split model and in 

subsequent sections it was shown that such an approach might be based on 

disaggregate (i.e. individual) data and that a disaggregate approach has a 

number of practical and theoretical advantages over an aggregate approach, 

thus leading to potentially greater forecasting accurac~'. In particular, it was 

felt that a disaggregate approach would be able to establish the importance of 

factors that exhibit greater intra-zonal than inter-zonal variation, such as 

walk and wait time for Public Transport modes. However, it was also shown in 

Chapters Three and Four that a disaggregate approach leads to increases in 

complexity, particularly with regards to data requirements. Nonetheless, in 

section 4.2.4 it was shown that a usable data set for calibrating a disaggregate 

mode split model for the journey to work was provided by th~ 1981 West 

Yorkshire Corridor stud~'. It should, though, again be stressed that this data 

set was primaril~' collected in order to establish values of time rather than to 

develop predictive models of mode choice. 

In this chapter a number of multinomial (MNL) and hierarchical (HL) 

logit models, as discussed in section 3.3, will be developed. In the rest of this 

section previous work carried out b~' the value of time stud)' (MVA et al. 1986) 

will be re-analysed and an initial MNL model developed. A number of 

improvements to this model will be suggested and hence in a second section a 

single market HL model will be developed, calibrated indirectly by using the 

BLOGIT package. This model, however, onl)' includes level of service (LOS) 

attributes and hence in a third section a number of wars of incorporating 

socio-economic (SE) attributes will be examined. In particular a market 

segmented approach will be adopted based on developing HL models for 

members from car owning households and MNL models for members from non 

car owning households. Finally, having developed a number of model t~'pes, 

two will be chosen for further analysis. 
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7.1.1 MNL Model based on Tranche 1 Data 

The corridor data set came in two tranches and initial analysis by MVA 

et al. (1984) was based on Tranche 1 data, consisting of 482 observations. The 

initial preferred model is shown by Table 7.1 which, although having a 

multinomial formulation, was calibrated by examining the binary choice 

between yesterday's mode (YM) and the best alternative (BA). The choice of 

this model was based on informal measures of goodness of fit (which are 

examined in more detail in 8.1.1) and interpretative reasonableness. This 

model resulted in the predicted success table (again see section 8.1.1 for more 

details) shown by Table 7.2. The values of time inferred by the Tranche 1 data 

initial preferred model are shown by Table 7.3. Apart from the broad 

confidence intervals it is noticeable that the model's estimates of a value of 

IVT are in excess of those of the Department of Transport (around 87 pence 

per hour at the time of the surveys) and are almost double the values used in 

the aggregate model of Chapter Six. It can also be seen that wait time is 

valued at 1.3 times Public Transport IVT, whilst walk time is valued at 2.3 

times Public Transport IVT. This suggests that walk time has a greater 

disutility than wait time, which is contrary to the evidence of some studies, 

such as those of Ortuzar (1980B) and Daly and Zachary (1978). In terms of the 

size and significance of the coefficients estimated it appears that a revealed 

preference (RP) model of the type shown by Table 7.1 attaches greater 

importance to time rather than cost (the model has a lower cost coefficient 

than the models developed by Ortuzar and Daly and Zachary). This is probably 

because the RP data set is dominated by traders who are time savers. It is 

interesting to note that the transfer price model, based on data where traders 

are cost savers gives a cost coefficient more in line with previous studies 

(Broom et al. 1983).* 

7.1.2 Further Analysis (Tranche 1 and 2 Data) 

Work with the complete Corridor data set was carried out by Fawkes 

(1983) who developed 11 models: WBM4, WBMS, WBM9, WHM9, WRM9, WHT9, 

WRT9, WBT9, WBA4, WBA5 and WBA9, based on the following notation: 

W - West Yorkshire data 

H - Home work only 

*It should though be noted that comparisons of coefficients should be treated 

with caution (see MVA, 1984, sections 8.3 and 8.4). 



ASC Train 
ASC Car Driver 
ASC Car Passenger 
ASC Bike 
Wait time 
Walk time 
IVT - Train and Bus 
IVT - Car Driver and Passenger 
IVT - Bike 
Total cost 

Log likelihood 
Rho Squared (adjusted) 
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Parameter 
value 

-0.433 
2.355 
0.203 
1.889 

-0.045 
-0.080 
-0.034 
-0.055 
-0.128 
-0.018 

-107.74 
0.30 

t-statistic 

-1.24 
3.61 
0.35 
1.49 

-2.63 
-4.98 
-2.67 
-3.55 
-3.65 
-3.89 

TABLE 7.1 TRANCHE 1 - INITIAL PREFERRED MODEL (-WBM4) 

ASC = Alternative Specific Constant, IVT = In Vehicle time 

Source: Table 6.3, Column 5. MVA et al. 1983 

Predicted choice Reported choice % correct 

Car Driver 236 240 97 
Car Passenger 60 68 88 
Bus 83 110 75 
Train 24 41 58 
Bike 12 15 80 
Total 419 482 87 

TABLE 7.2 TRANCHE 1 - INITIAL PREFERRED MODEL - PREDICTED 
SUCCESS TABLE 

Public Transport IVT 
Private Transport IVT 
Wait time 
Walk time 

Value of time Confidence Intervals 

116.6 
180.4 
153.3 
269.5 

11.4 - 221.8 
46.1 - 314.6 
15.7 - 290.2 

107.8 - 431.2 

TABLE 7.3 TRANCHE 1 - INITIAL PREFERRED MODEL - VALUES OF TIME 
(pence/hour) 
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R - Round trip 

M - Monetary TP given 

B - Both M and R 

T - Any TP given 

A - Biggest RP data set available 

4 - Tranche 1 data 

5 - Tranche 2 data 

9 - Both tranches 

Using this notation the ini tial model shown by Table 7.1 is referred to as 

WBM4. 

We wish to use as our starting point the largest available RP data set, 

WBA9, which, for practical purposes, has 1238 observations, if walk mode is 

included. Each observation consisted of eight records with variables as listed 

in Table 7.4. The first model (WBA9A) was, with observations where walk was 

the main mode excluded, developed with 1028 observations. This is 14 more 

than the model developed by Fawkes who excluded, for reasons of evaluating 

values of time, cases where the cost variable for both alternatives was given 

as O. The results of this model are given by Table 7.5. The parameter values 

do not seem to be significantly different from Fawkes' WBA9 model. 

It can be seen that the addition of Tranche 2 data has led to an 

increase in the value of time estimates. For example Table 7.5 implies a 

Public Transport in-vehicle time value of 253 pence per hour, with the 

corresponding figure for Private Transport being 261 pence per hour. More 

plausible (i.e. lower) values were obtained if only round trips were analysed 

(WRM9), as 462 observations gave a Public Transport in vehicle time value of 

110 pence per hour (127 pence per hour for Private Transport). Moreover, the 

adjusted rho-bar squared measure was 0.36 (compared to 0.24 for model 

WBA9A). 

7.1.3 Some Suggested Improvements 

A number of amendments might be made to the WBA9A model given 

by Table 7.5. We have already seen above that use might be made of 

alternative data sets, such as WRM9, but the use of such SUb-samples has 

important implications when we come to aggregate forecasts. In addition we 
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Details of Data used: 
WBA9A DAT 
Each observation includes 8 records as follows 

RECDRD 1 FLAGS AND SOCIAL ECONOMIC DATA 

Flag 1 
Flag 2 
Flag J 
Flag 4 
Flag 5 
Flag 6 
Flag 7 
Flag 8 
Flag 9 
Flag 10 

HH Income Given 
Age Given 
Personal Income Given 
TP (Money) Increase Given 
TP (Money) Decrease Given 

Y = 1, N = 0 
Y = 1, N = 0 
Y = 1, N = 0 
Y = I, N = 0 
Y = I, N = 0 

No of Cars In Household (including company cars) 
No of Company Cars in household 
No of Motor-cycles and Pedal Cycles In Household 
No of Car Licences in Household 
Household Income (Mid-point of band) If given 
Sex of Traveller M = 0, F = 1 
Age (Mid-point of band) if given 
Whether Travel Pass owned - Y = 1, N .. 0 
Whether Car Licence owned - Y = 1, N = 0 
Whether Priority Vehicle User - Y = 1, N = 0 
Personal Income (Mid-point of band) if given 
Mode Switches very inconvenient Y = 1, N = 0 
Mode Switch very convenient Y = 1, N .. 0 

RECORDS 2-7 MODE DATA 

RECORD 2 
RECORD' 
RECORD 4 
RECORD 5 
RECORD 6 
RECORD 7 

FOR TRAIN 
FOR BUS (SCHEDULED AND OTHER) 
FOR CAR DRIVER, GV DRIVER, TAXI 
FOR PASSENGER IN HH AND OTHER VEHICLES 
FOR MOTOR CYCLE AND PEDAL CYCLE 
FOR WALK 

On each of these records data are as follows: 

No. of columns 

6 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 , 
1 
2 
1 
1 
1 , 
1 
1 

Rank of this Mode for Traveller (1-4, 0 = not given) , 
If mode was YM = 1, BA = -1, Neither .. 0 , 
Wait time (mins) , 
Walk time (mins) , 
In Vehicle time (mins) , 
Total Time = Walk + Wait + IVT (mins) 4 
No of Public Transport vehicles 2 
Ticket Type (Misspecified as always 1) 2 
Fare (pence) 11 
Private Vehicle Occupancy (Min .. 1) 2 
Whether Private Parking Space Y = 1, N .. 0 2 
Parking Charge (pence) 4 
Other Driving Costs (Pence) 4 
Passenger Payment (pence) if cost for passenger, not contribution 4 

to driver costs) 
Total Cost = Last 3 items + Fare (pence) 5 

RECORD B TP VALUES AND DEPENDENT VARIABLES 

TP increase 
TP decrease 
Train Chosen Y = 1, N = 0 
Bus Chosen Y = 1, N = 0 
Car Driver Chosen Y = 1, N = 0 
Car Pass Chosen Y = 1, N = 0 
Bike Chosen Y = 1, N = 0 
Walk Chosen Y = 1, N = 0 

TABLE 7.4 DETAILS OF CORRIDOR DATA SET 

4 
4 
1 
1 
1 
1 
1 
1 
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Parameter t-statistic 
value 

ASC - Train -0.415 -1.768 

ASC - Car Driver 1.496 4.049 

ASC - Car Passenger -0.510 -1.481 

ASC - Bike 2.605 3.223 

Wait time -0.094 -4.885 

Walk time -0.092 -6.154 

IVT - Train and Bus -0.059 -4.551 

IVT - Car Driver & Passenger -0.061 -3.941 

IVT - Bike -0.186 -4.551 

Total Cost -0.014 -6.512 

Log likelihood -200.278 I 

Rho Squared (adjusted) 0.25 

TABLE 7.5 RESULTS OF MODEL WBA9A (TRANCHE 1 and 2 DATA) 
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might wish to: 

(i) Let train replace bus as the base alternative, thus giving the ASCs a 

more relevant interpretation. 

(ii) Exclude bike from the choice set, as it is unlikely to be a relevant 

alternative to rail. 

(iii) Include SE variables, such as car ownership and income, in addition to 

LOS variables. It should be noted that previous work b)' MVA (1984, 

p38) on stratification by sex, income and age failed to produce 

signi ficant results. Nonetheless we shall attempt to develop models 

including SE variables in section 7.3. 

(iv) Experiment with choice set specification. 

(v) Test for violation of the HA axiom. 

These last two points will be examined in more detail in the following 

sub-sections. 

7.1.4 Choice Set Specification 

Hensher (1979) has noted that: 

" Choice set determination ••• is the most difficult of all the issues to 
resolve. It reflects •• the dilemma which a modeller has to tackle in arriving 
at a suitable trade off between modelling relevance and modelling complexit),. 
Usually, however, data availability acts as a yardstick". 

It is normal practice to assume that everybody has all alternatives available 

(see, for example, Ortuzar 1980A). However, with the data set we are working 

with this is not the case, as each individual gave up to four alternatives, but 

with the majority, as Table 7.6 shows, giving only two alternatives. 

Rank 0 1 2 3 4 8 o = Not 

Mode Train 549 79 188 70 8 1 Available 

Bus 103 151 493 131 17 

Car Driver 339 478 55 19 3 1 

Car Passenger 577 143 142 21 11 1 

TOTAL 851 878 241 39 3 

TABLE 7.6 RANKING OF ALTERNATIVES - 1981 CORRIDOR DATA SET 
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Table 7.6 highlights two problems with the rankings (note observations 

where walk or bike were ranked as alternatives have been excluded). Firstly, 

there are three alternatives which are erroneously ranked 8. Secondl}', there 

are more observations ranked 2 than are ranked 1, indicating that a number of 

observations did not include a mode ranked 1. 

At least three choice set specifications might be used (Table 7.7): 

(i) As we have already seen previous work concentrated on modelling the 

binary trade-off between YM and BA. This specification was used 

partly so as to overcome problems with the HA axiom (MVA, 1984, 

p.l3). Column 1 of Table 7.7 shows model WBA9B (i.e. incorporating 

amendments (0 and (H) above) with such a choice set speci fication. 

Compared to model WBA9A there have been some changes in the ASC 

parameter values (although two out of three are insignificant at the 

95% level) and a slight deterioration in goodness of fit (as measured by 

the adjusted rho-bar squared). 

(H) As an alternative to the YM/BA specification use might be made of an 

ordered logit model based on the sequential expansion of the data set 

(Bates and Roberts, 1983). If n alternatives are ranked 1, 2, ••• ,n, then 

it is possible to view this as (n-l) choice decisions the first being to 

choose the preferred alternative from the n available, the second 

being to choose the preferred alternative from the remaining n-l 

alternatives etc. Under the assumptions of MNL these choices are 

regarded as independent and are treated as separate observations in a 

logit estimation (851 in Table 7.7 Column 2 refers to the number of 

individuals considered). This procedure is offered b)' a modi fied 

version of the BLOGIT package. 

A model of this type is shown by column 2 of Table 7.7. 

Compared with column 1 it can be seen that most parameter values 

have undergone changes. Moreover, although the ASC value for bus is 

now highly significant at the 95% level, that of car passenger is still 

insigni ficant as has become the value for walk time, whilst the IVT 

parameter for car driver and car passenger is of the wrong sign. In 

addition, judging b)' the adjusted rho-squared and percent right 
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Choice Set 
YM/BA Ranked All choices 

ASC - Bus 0.449* 1.358 -0.088* 
(1.870) (8.038) (-0.393) 

- Car Driver 1.824 1.107 1.691 
(4.334) (8.244) (4.380) 

- Car Passenger -0.092* -0.146 -0.503* 
(-0.232) (-0.927) (-1.358) 

Wait time -0.100 -0.048 -0.097 
(-5.033) (-4.765) (-5.229) 

Walk time -0.089 -0.007* -0.092 
(-5.960) (-1.197) (-6.642) 

IVT - Train and bus -0.059 -0.007 -0.039 
(-4.399) (-2.028) (-3.409) 

IVT - Car Driver and -0.059 0.028+ -0.072 
Passenger (-3.737) (8.890) (-5.498) 

Total Cost -0.013 -0.001 * -0.012 
(-6.355) (-1.744) (-5.760) 

Log Likelihood -275.915 -882.324 -349.687 

Adjusted Rho Squared 0.242 0.099 0.207 

% right 83.0 44.0 78.7 

Number of observations 952 851 978 

TABLE 7.7 RESULTS OF MODELS WBA9B 

* = insignificant at the 95% level 

+ = wrong sign. 
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measures, there seems to have been a marked deterioration in 

goodness of fit. This may be due to data unreliability (related to 

misperceptions of times and costs) increasing with depth of ranking. 

(iii) The number of choices ma), vary across individuals (i.e. from I to 4). 

This is done by making use of the NAA parameter in BLOGIT. A 

model of this form is shown by column 3 of Table 7.7. Compared to 

column I it may be seen that there are marked changes in the 

parameter values, particularly the ASCs (with two out of three still 

insignificant at the 95% level) and of the IVT parameters (with Private 

Transport's value becoming almost double that of Public Transport). In 

addition there are suggestions that there has been a slight decline in 

goodness of fit. 

Clearly all three choice set specifications have disadvantages and, as 

we shall see in sections 8.2 and 8.3, are not always consistent with the data 

sets used for validation and prediction. Although specification (iii) involves a 

poorer fit, it is in principle the best formulation. However it should be noted 

that, as we are dealing with mode split, the number of alternatives is small 

(four), hence limiting the scale of choice set specification problems. Such 

problems would increase if, for example, we were to study destination choice. 

7.1.5 Violation of the HA Axiom 

In Section 3.3.3 we suggested that MNL models of the t)'pe shown in 

Table 7.7 might violate the HA axiom. This may be tested through BLOGIT by 

using a generalised likelihood ratio test (McFadden et al. 1976). If we have 

three alternatives (bus, car driver and passenger) to which we add a new mode 

(train) with informat~on Xl T and XZT (total time and cost) we can estimate 

two models. Firstly M where: 

~ 

~T = ~T + ~l X1T + ~2 X2T (Train) 

~B = ~B + ~1 XIB + ~2 X2B (Bus) 

Vc = BC + ~l XIC + ~2 XZC (Car Driver) 

Vp = Bl XIP + B2 XZP (Car Passenger) Equation 7.1 
..., 

wi th log likelihood = L 

I ' 
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Secondly we restrict the above coefficients, except BT' to their first 

estimated values. We then estimate the model M* where: 

V* T = B* T + Bl X1T + B2 X2T 
v* B = BB + Bl X1B + B2 X2B 
v* C = BC + Bl X1C + B2 X2C 
v* P = Bl X1P + B2 X2P Equation 7.2 

with log likelihood = L * 

If L * is not signi ficant1)' di fferent from L then the IIA condi tion holds. 

This can be easily tested as the log likelihood statistic 

-2 { L *(B) - L'" (~)} Equation 7.3 

is asymptotically distributed i with M degrees of freedom, where M is the 

number of elements of the parameter space that have been restricted (Wilks, 

1962). A test of this sort gave a >t of restriction of 85.860 whilst X20.05 at 4 

degrees of freedom = 9.488. This suggests that the null hypothesis can be 

rejected and thus the probability of choosing rail is not independent of the 

parameter values that have been restricted. 

To avoid violation of the IIA axiom it is proposed to develop HL 

models as described in sections 7.2 and 7.3. 

7.1.6 Conclusions 

In this section we have shown that previous work in developing models 

with the West Yorkshire 1981 Corridor data set was limited to logit models of 

the binary choice between YM and BA. A number of amendments to this work 

can, for our purposes, be considered. In particular it has already been shown 

that amendments to choice set definitions may be considered. In the next 

section we shall develop HL models so as to overcome some of the problems 

due to violation of the HA axiom, whilst in section 7.3 we shall go on to 

consider how SE variables ma)' best be considered. 

7.2 SINGLE MARKET HIERARCHICAL LOGIT MODEL 

7.2.1 Overview 
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It was shown in Chapters Three and Four that we could calibrate an 

HL mode split model, similar to that given by equations 3.20 to 3.22, for the 

journey to work by using the Corridor data set. Initiall)' this model will be 

based on a decision tree structure of the type shown by Figure 3.7 (B) 0). This 

model will be calibrated indirectly in two stages. Firstly, a lower hierarchical 

split (or Public Transport sub-nest) will be estimated, examining the choice 

between bus and train. Secondly, an upper hierarchical split will be estimated, 

examining the choice between car driver, car passenger and Public Transport. 

7.2.2 Lower Hierarchical Split 

Initially a Public Transport sub-nest was developed b)' anal)'sing a 

maximum of 179 cases from the WBA9 data where the choice of YM/BA was 

between bus and rail. It should be noted that in the data set if a Public 

Transport mode was given as an alternative it was always coded as the BA and 

hence, for this SUb-split, choice set specifications (i) and (Hi) in 7.1.4 are the 

same. 

Following the work in the previous section models were developed with 

LOS attributes only. The results are shown by Table 7.8. Models 1 to 3 

include an ASC for bus which, however, is always insigni ficant at the 95% 

level. Model 4 incorporates alternative specific IVT coefficients which imply 

an in-vehicle time value for train at 109 pence/hour and for bus 125 

pence/hour (and thus is broadly in line with the results of WBM4 given by Table 

7.1). By contrast model 5 has a generic IVT coefficient which implies a Public 

Transport in-vehicle time value of only 95 pence/hour (and thus more in line 

with the Department of Transport value). In models 3 and 6 we exclude the 

total cost coefficient from the lower split as we make a similar assumption to 

that of Ortuzar (l980A) in that cost for bus and rail mar be considered 

common attributes. 

In terms of goodness of fit, as measured by the adjusted rho-bar 

squared, there appears to be little difference between models 1 and 2 and 

between 4 and 5, although models 3 and 6 do seem to be inferior. Our initial 

preference is to make further use of model 4 (WBA9C-4) as all the parameter 

values are signi ficant (including the alternative speci fie IVT parameter values) 

and consistent with previous models. However it should be noted that a log 

likelihood ratio test (based on equation 7.3) would favour the use of a generic 



1 2 3 4 5 6 7 

ASC - Bus 1.313* 0.716* 0.277* 
(1.903) (1.699) (0.675) 

Wait time -0.142 -0.140 -0.146 -0.132 -0.130 -0.140 -0.101 
(-3.430) (-3.413) (-3.476) (-3.025) (-3.247) (-3.430) (-2.463) 

Walk time -0.166 -0.173 -0.182 -0.184 -0.185 -0.189 -0.152 
(-4.640) (-4.868) (-4.684) (-5.221) (-5.269) (-4.964 (-3.864) 

IVT - Bus -0.104* -0.092 
(-1.732) (-3.024) 

M IVT - Train -0.072 -0.080 o:l 
..- (-3.433) (-2.295) 

IVT - Generic -0.105 -0.103 -0.070 -0.089 -0.044 
(-3.465) (-3.361) (-3.375) (-3.976) (-2.513) 

Total Cost -0.054 -0.050 -0.044 -0.044 -0.052 
(-2.810) (-2.660) (-2.490) (-2.508) (-2.479) 

Log likelihood -61.386 -62.025 -60.212 -63.322 -63.538 -60.442 -23.333 

Adjusted Rho-Squared 0.483 0.477 0.447 0.466 0.465 0.445 0.595 

Adjusted Rho-bar Squared 0.465 0.463 0.434 0.451 0.452 0.435 0.576 

% Right 78.4 77.9 76.3 77.5 77.5 76.3 84.0 

Number of observations 179 179 164 179 179 164 87 

TABLE 7.8 RESUL TS OF MODELS WBA9C - LOWER SPLIT MODEL 
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2 IVT parameter (modelS) as 0.432 is less than X 0.05 with one degree of 

freedom (= 3.841). 

Lastly in model 7 of Table 7.8 we have developed a lower split model 

with just 87 observations from the round trip data set, WRM9. This resulted in 

an apparent increase in the goodness of fit, but a disturbing feature is the 

instability of parameter values, for example the IVT -generic value in model 7 

(-0.044) is much lower than in previous models. This might suggest that 

travellers giving round trip information are more likely to be cost savers than 

the total sample population. Moreover it should be noted that the values of 

IVT generic parameters in models 2 and 5 are not within the range implied by 

the alternative specific values in 1 and 4. This instability may be related to 

correlation between IVT and cost. 

An attempt was also made to develop a private transport sub split (and 

hence based on a decision tree structure of the type shown by Figure 3.7(B) 

(ii). However, for a model developed with 584 observations, all the parameter 

values were insignificant at the 95% level, except for total cost, and the 

parameter for car driver's in-vehicle time had the wrong sign. This confirmed 

our a priori preference for a decision tree structure like Figure 3.7(8)0). 

7.2.3 Upper Hierarchical Split 

Having calibrated lower split models we go on to estimate the upper 

level of the hierarchy, initially using the coefficients from WBA9C-4 (Table 

7.8). This involves computing a new variable, the Expected Maximum Utilit)· 

(EMU) of the composite Public Transport choice, calculated as: 

EMU = 1n L exp (U.) • J 
J 

where U. = utility measure of PUblic Transport mode j. 
J 

Equation 7.4 

(see also 3.22) 

An important issue is what should be done with observations where 

there is no Public Transport mode in the choice set. This issue might be seen 

as part of the "trader/non trader" problem (Oal)" 1978). The deletion of 

observations will reduce the accuracy of estimates of attribute-values and bias 

the estimates by speei fieatly deleting individuals for whom unmeasured 
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attributes are important. Dal>, thus argued that there is no justification for 

the exclusion of non traders from the parameter estimation process. As we 

have no information for non traders, the best that we could do was to set the 

EMU value for such observations to an arbitarily large negative number. 

However, not surprisingl>', the resultant model failed to converge after the 

maximum number of iterations. As there were only 31 of these non traders it 

was decided to delete these observations and consequently we developed our 

initial preferred model, as shown by Table 7.9, column 1 (WBA9D-1). 

It can be seen that for this model the EMU parameter is between 0 and 

1 and significantly different from zero and one and hence passes the in-built 

diagnostic test. In addition all the parameters are significant at the 95% level 

except that of IVT, which implies an implausibly low value of in-vehicle time 

of 47 pence/hour. Again this might reflect correlation between IVT and Cost. 

Our goodness of fit statistics imply a reasonable degree of explanation. 

Subsequent modi fications included the development of a total time 

coefficient in place of the OVT and IVT parameters (model 2, Table 7.9). A 

log-likelihood ratio test gives a X2 test statistic of 2.434 which is less than 

X20.05 at 1 degree of freedom (= 3.841) suggesting that the gain of one degree 

of freedom is worth the deterioration in log-likelihood. 

In model 3, Table 7.9 we assume that costs for bus and rail are 

common attributes (as in models 3 and 6 of Table 7.8) and thus Public 

Transport costs are included in the Total Cost variable in the upper split. A 

problem here is which value to use (out of several possible such as the 

minimum, the average or the preferred alternative) for the variable Total Cost 

for the Public Transport alternative. This was calculated as follows: 

(i) For the chosen option if this was known (i.e. in the case of members of 

the lower split). 

(ii) For the option in the choice set, if only one Public Transport 

alternative was given 

(iii) For the first preference probabilit)' (FPP) option, as given by the 

appropriate lower split model, for the limited number of cases where 

both Public Transport modes are given as alternatives. 



1 2 3 4 5 6 

ASC - Car Dri ver 2.742 2.362 2.230 1.630 1.616 2.253 
(5.860) (5.030) (4.997) (3.701) (3.692) (2.552) 

ASC - Car Passenger 0.804 0.380 0.579 -0.012 -0.075 -0.227 
(1.962) (0.921)* (1.384)* (-0.055)* (-0.182)* (-0.256)* 

EMU - Public Transport 0.205 0.276 0.151 0.415 0.436 0.287 
(2.762) (4.258) (2.309) (4.379) (4.864) (3.469) 

OVT - Car Driver and Passenger -0.067 -0.064 -0.058 -0.067 
(-2.698) (-2.597) (-2.296) (-2.857) 

1.0 
IVT - Car Driver and Passenger -O.Oll* -0.022* -0.038 -0.020 ex) 

,-
(-0.743) (-1.492) (-2.595) (-1.372)* 

Total Time - Car Driver and Passenger -0.031 -0.043 
(-2.397) (-3.429) 

Total Cost - Car Driver and Passenger -0.014 -0.014 -0.013 
(-6.252) (-6.255) (-4.144) 

Total Cost - All modes -0.011 -O.01Z -O.OlZ 
(-5.490) (-5.666) (-5.682) 

Log likelihood -199.77 -200.294 -207.068 -198.426 -198.685 -62.418 

Adjusted Rho Squared 0.779 0.777 0.770 0.779 0.779 0.843 

% right 87.8 87.7 87.7 87.7 87.7 92.2 

Number of observations 907 907 907 907 907 429 

TABLE 7.9 RESUL TS OF MODELS WBA9D - UPPER SPLIT MODEL 

OVT = Walk and Wait time 
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However, comparison of model 3's log-likelihood with that of model 1 

indicates that there has not been an improvement in goodness of fit. A more 

consistent approach is to calculate the EMU based on model 6 of Table 7.8 

which excludes cost from the Public Transport sub-split (even though we have 

shown in previous models at this level that the cost coefficient is significantly 

di fferent from zero and hence bus and rail costs should not be considered 

common attributes). This has been done for model 4 of Table 7.9. Comparison 

of this model's log-likelihood with that of model 1 indicates that there is a 

slight increase in goodness of fit. In model 5 a further amendment is made by 

creating a total time variable for car driver and passenger, with a log­

likelihood ratio test showing that the gain of one degree of freedom is again 

worth the deterioration in goodness of fit. 

Lastly, by developing an EMU based on model 7 of Table 7.8, we were 

able to develop an upper split model based on WRM9 data, shown by model 6 of 

Table 7.9. This model, as far as we can tell from our goodness of fit statistics, 

leads to an improvement in the degree of explanation. However, apart from 

the cost coefficients, the instability of the coefficient values for models 1 to 6 

is a cause for concern, with the constant values and the EMU parameter being 

particularly unstable (although to some extent changes in the EMU parameter 

value are explained by the different Public Transport sub-nest specifications 

used). 

It should also be noted that a feature of models 2 to 6 is the 

insigni ficance (at the 95% level) of the ASC for car passenger. One possible 

solution might be to subsume passenger into the car driver main mode but this 

still resulted in an insignificant IVT parameter value, although the implied 

value of in-vehicle time increases to 116 pence per hour. However the log 

likelihood of such a model (still based on 907 observations) is -213.770 which is 

greater than the log-likelihood of models 1 to 5 in Table 7.9, suggesting a 

deterioration in goodness of fit. 

7.2.4 Conclusions 

In this section we have been able to develop a number of single market 

HL models. Our initial preferred model is based on a lower split model given 

b)' WBA9C-4 (Table 7.8) and an upper split model given by WBA9D-l {Table 
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7.9) which results in all parameter values significant at the 95% level (except 

for IVT - Car Driver and Passenger), of the right sign and an apparently high 

degree of goodness of fit, as measured by both the adjusted rho squared and 

percent right measures. Subsequently, we have been able to suggest some 

minor amendments to the initial preferred model, although these are unlikely 

to significantly change the model's predictive abilities (for example Talvitie 

and Kirshner (1978) showed that there is a tendency for different formulations 

of the same model type to give similar forecasts). The models developed in 

this section have, however, been based solei)' on LOS attributes. A major 

improvement would be to incorporate SE variables and this will be done in the 

next section. 

7.3 INCLUSION OF SOCIO-ECONOMIC ATTRIBUTES 

7.3.1 Overview 

The models developed so far have been based primarily on generic LOS 

variables. Desirably, individual utility should depend only on generic variables 

(GVs) because: 

"Individual utility depends on the constellation of physical experiences 
associated with an alternative, and can not depend on labels •• attached to 
alternatives by the planner". (McFadden, 1976). 

However, as we have seen, average utility ma)' depend on Alternative Speci fic 

Variables (ASVs) which have an identi fiable correspondence between choice 

alternatives and represent the influence of unobserved GVs. We thus make the 

distinction between attributes that are inherent in the alternatives themselves 

and attributes that define the unit environment. Thus in discrete choice 

modelling the inclusion of SE variables ma), be justified b)' neoclassical choice 

theory as representing utilit)' function variables that act as constraints on 

utilit)' maximisation (Truong and Hensher, 1980, Hensher and Johnson, 1981 

pages 121 to 128). 

Socio-economic and environmental attributes ma), be entered into a 

model specification in three wars: 

(i) Pure ASVs. These are the result of an interaction between alternative 

speci fie dumm)' variables (ASDV = 1 for particular alternative, = 0 
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otherwise} and an attribute contained in the X and/or S vector set for 

an individual. They may be interpretated as exerting a pure shift 

effect on choice. If there are J alternatives in the choice set, ASVs 

may be specified to a maximum of J-1 alternatives. Demetsky and 

Korf (1979) have shown that care must be taken in choosing the 

alternative to which a variable is specified, as a strong descriptor for 

one mode may appear superfluous when applied to a di fferent mode. 

(iO Interactive (or indirect) ASVs, which influence choice via the 

interactive influence on another variable. For example we can 

develop a cost divided by income variable, with the behavioural 

interpretation being that individuals with different income 

circumstances value cost savings or outlays differently. 

(iH) Market segmentation whereby the population of interest is divided into 

groups on the basis of SE characteristics (Dobson, 1979). This involves 

estimating separate models for each segment. An alternative is to use 

dummy variables to develop segment-specific coefficients (see MVA et 

al. 1986, Appendix 4). 

7.3.2 Effect of Pure ASVs 

It was possible to test the effect ~f two groups of SE variables, namel)' 

car availability/ownership and income. These variables must be defined with 

respect to the dependent variable and thus have some testable causal 

relationship as Table 7.10 attempts to show. In addition it should be 

remembered that SE variables may be entered in either a discrete or 

continuous form. 

Dependent variable 

Bus 
Train 
Public Transport 

Car Driver 
Car Passenger 

Independent variable 
Car ownership/ Income 
availability 

? + 
? 

+ + 
? 

TABLE 7.10 EXPECTED EFFECT OF ASVs 

+ = positive, - = negative, ? = uncertain of effect 
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Initial inclusion of pure ASVs in the upper split model only (as given by 

WBA9D-l) produced signi ficant coefficients of the right sign but led to the 

EMU parameter becoming insignificant and in some cases outside the 

prescribed range. This suggests that an HL structure might be inappropriate 

unless the utility function of the lower nest was amended to include SE 

variables and the EMU recalculated. Although difficult to generalise, this 

work also suggested that carefully chosen discrete SE variables may be 

preferable to continuous variables. 

An example of an HL model incorporating SE variables is given by 

Table 7.11. Model 1 of Table 7.11 gives the lower split model extended to 

incorporate pure income and car ownership ASVs, whilst model 2 gives the 

comparable model for the upper split. Although the EMU value is significant 

and between 0 and 1, it can be seen that in-vehicle time for car driver and 

passenger is of the wrong sign whilst in model 1 the car ownership parameter 

value is insignificant at the 95% level. In terms of the adjusted rho-squared 

and percent right measures it appears that for the upper split inclusion of 

income and car ownership leads to a deterioration in goodness of fit compared 

to WBA9D-l, although there appears to be a slight improvement for the lower 

split, compared to WBA9C-4. 

7.3.3 Inclusion of Indirect ASVs 

Table 7.11 also shows the effects of including indirect ASVs as models 

3 and 4 include a variable Total Cost divided by Income (Cost/Inc). However, 

the parameter value for such a variable is insigni ficant at the 95% level for 

the lower split model (although significant at the 90% leve!), whilst dividing by 

income does not seem to have increased the signi ficance of the cost parameter 

value in the upper split. In terms of goodness of fit it appears that inclusion of 

a cost divided by income variable appears to lead to a slight improvement for 

the upper split and a slight deterioration for the lower split. 

7.3.4 Development of a Market Segmented Approach 

Figure 7.1 shows the different markets for bus and rail between car 

owning and non car owning households for which full SE information was 

available. This shows that the propensity to use rail for the journey to work is 
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1 2 

ASC - Car Passenger -2.037 
(-6.641) 

ASC - Car Driver -2.1S7 
(-S.123) 

EMU - Public Transport 0.242 
(6.116) 

IVT - Train -0.156 
(-2.764) 

IVT - Bus -0.107 
(-2.899) 

IVT - Car Driver and Car Passenger 0.167+ 
(11.809) 

Walk time -0.236 
(-4.747) 

Wait time -0.1S2 
(-3.162) 

Total Cost (2) -0.075 -0.008 
(-3.275) (-4.564) 

Cost/Income (2) 

DVT - Car Driver and Car Passenger -0.077 
(-6.754) 

Income (2) 0.019 0.008 
(2.122) (2.105) 

Car ownership (3) 0.858* -0.S43 
(1.680) (-2.109) 

Number of observations 164 S50 

Log likelihood -49.44 -334.66 

Adjusted Rho-Squared 0.557 0.602 

Adjusted Rho-bar Squared 0.537 0.600 

% right 80.9 79.2 

TABLE 7.11 RESUL TS OF MOOELS WBA9E - SE VARIABLES INCLUDED 

(1) Lower split - Train, Bus; Upper split - Car Driver, Passenger 

(2) Lower split - Train; Upper split - Car Oriver 

(3) Lower Split - No Cars· Bus; Upper split - Two or more cars - Passenger 

3 4 

0.604* 
(1.342) 

2.297 
(4.796) 

0.272 
(3.665) 

-0.109 
(-2.427) 

-0.100 
(-3.276) 

-0.026 
(-1.616) 

-0.210 
(-4.394) 

-0.139 
(-3.134) 

-0.908* -0.492 
(-1.6S8) (-6.142) 

-0.063 
(-2.467) 

164 827 

-56.87 -177.68 

0.490 0.785 

0.474 0.478 

77.8 87.9 
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two times and the propensit)' to use bus is seven times as great for trip makers 

from non car owning households compared to those from car owning 

households. It should be noted that ani}' 15% of trips were b}' individuals from 

non car owning households, suggesting that such individuals may have been 

under represented in the sample. 

TOT AL POPULATION (850) 

Propensity to use rail = 0.10 
Propensity to use bus = 0.18 

-------- ------CAR OWNING H'HOLDS(721) NON CAR OWNING H'HOLDS (129) 

Propensity to use rail = 0.08 Propensity to use rail = 0.16 
Propensity to use bus = 0.08 Propensity to use bus = 0.57 

FIGURE 7.1 MARKET SEGMENTS IN THE CORRIDOR DATA SET 

As Table 7.12 shows we initially developed HL models for car owning 

(CO) and non car owning (NCO) households, with models 1 and 2 being the 

lower split results and models 3 and 4 the upper split results for CO and NCO 

household members respectively. It can be seen that despite the small sample 

sizes all the parameter values in the lower split models are signi ficant at the 

90% level (although two parameter values are insignificant at the 95% level). 

For CO households the upper split model (model 3) produces a significant EMU 

parameter within the relevant range, although the ASC parameter value for 

car passenger and the OVT parameter value are insignificant at the 95% level. 

However, it is evident that for members from NCO households the HL 

structure does not appl)! as model 4 indicates that the EMU parameter value is 

insignificant and "pathological" (j.e. outside the prescribed range) whilst all 

other coefficients are insignificant. This is likely to be because the choice car 

driver is not available to NCO households. 

A number of alternatives might be persued in developing a mode 

choice model for NCO households. 

(i) Ignore the role of car passenger and base models on the binar)' 

bus/train split given by model 2 of Table 7.12. However, almost 27% 
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1 2 J 4 5 6 

ASC - Car Passenger -0.339* 1.381 * -0.844* 
(-0.596) (1.729) H.305) 

ASC - Car (2) 1.597 -0.053* 0.427* 
Driver (2.786) (-0.029) (1.004) 

IVT - Train -0.111 * -0.189 
(-1.785) (-2.154) 

IVT - Bus -0.118 -0.116 
(-2.605) (-2.093) 

IVT - Car Driver (3) -0.064 -0.002* -0.029* -0.007* 
and Passenger (-3.178) (-0.062) (-1.339) (-0.041) 

Walk time -0.191 -0.137 -0.090 -0.0514 
(-2.565) (-2.906) (-2.630) (-2.538) 

Wait time -0.276 -0.190 -0.071 -0.039* 
(-3.997) (-2.906) (-2.335) (-1.553) 

DVT - Car Driver -0.059* -0.040* 
and Passenger (-1.481) (-1.083) 

Total Cost (1) -0.067 -0.064* -0.013 -0.011* 
(-2.196) (-1.822) (-4.176) (-1.075) 

EMP - Public Transport -0.377 -0.042+* 
(4.966) (-1.024) 

Availabilit)' - Passenger -3.012 -3.517 
(-4.643) (5.761) 

Number of observations 97 67 721 129 173 173 

Log likelihood -28.62 -21.53 -126.188 -34.03 -72.73 -77.23 

Adjusted Rho Squared 0.574 0.483 0.803 0.571 0.500 0.469 

Adjusted Rho-bar Squared 0.551 0.441 0.803 0.561 0.491 0.463 

% right 81.9 79.3 90.3 81.9 72.4 70.8 

TABLE 7.12 RESUL T OF MODELS WBA9F - MARKET SEGMENTED APPROACH 

(1) Lower split - Bus and Train: Upper split - Car Driver and Passenger 

(2) In ModelS this is ASC-6us 

(3) In Model 5 this is in-vehicle time - Car Passenger, Bus and Train 
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of trips were made by car passenger (i.e. greater than rail) and 

therefore its exclusion is di fficult to justi fy. 

(ii) Develop a three-way (car passenger, bus and train) MNL model for 

NCO households (there was only one case where a person from a NCO 

household was a car driver). However, initial attempts to develop a 

MNL model produced insignificant parameter value for the ASCs, IVT 

and total cost, with the latter value being of the wrong sign. In part 

this may reflect the difficulty in handling car passenger as 

"Even within the context of the journey to work, the mode "car passenger" is 
never satisfactorily handled" (MVA et al. 1986, p54). 

In order to get round these problems the following amendments were 

made: 

(0 The data set was expanded to include observations with only partial SE 

data and to include observations where no alternative mode was given. 

This expanded the data set to 173 observations. 

(ii) Car passenger was specified as an alternative for all 173 observations; 

(iii) Where car passenger had thus been introduced to the choice set a 

variable Availability-Passenger was set to 1. This may be 

interpretated as an indicator of those households who do not have a 

contact with CO households (and thus we expect this coefficient to be 

negative). 

(iv) Where car passenger had been introduced to the choice set engineering 

times (based on link flow speeds) and costs (fuel costs and parking 

charges divided by occupanc)') were introduced. 

The resultant MNL model is shown by column 5 of Table 7.12 (WBA9F-

5). From this model it can be seen that the only parameters significant at the 

95% level are the out of vehicle times and the Availability-Passenger dummy 

variable, and in particular it should be noted that when cost was introduced its 

parameter value was highly insignificant. Model 6 re-estimates model 5 

without the ASCs but a log-likelihood ratio test gives a l test statistic of 9.0 

which is greater than lo.os at 2 degrees of freedom (= 5.991) 'suggesting the 

gain in 2 degrees of freedom does not compensate for the deterioration in log­

likelihood. 
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7.3.5 Conclusions 

In this section we have shown that introducing SE attributes into an 

HL formulation is not straightforward. Inclusion of car ownership and/or 

income as pure or indirect ASVs can result in significant parameter values (at 

least at the 90% level) but does not appear to lead to large increases in 

goodness of fit. As a result we have developed a segmented market model 

which consists of an HL model for members from CO owning households, based 

on model WBA9F -1 (Table 7.12) for the lower split and WBA9F -3 for the upper 

split, and a MNL model for members from NCO households, based on model 

WBA9F -5. It is evident that such a segmented approach may have advantages 

over the single market model (based on WBA9C-4 and WBA9D-l) in terms of 

the percentage of Public Transport trips correctly predicted. This may be 

calculated as being 61 % for the single market model, whilst for the segmented 

approach it is 62% for members from CO households and 77% for members 

from NCO households (giving 65% overall). 

7.4 SUMMARY 

Using the work of MVA et al. (1986) on the 1981 West Yorkshire 

Corridor data set as a starting point it has been possible to calibrate a series 

of disaggregate mode split models. The log-likelihood ratio test carried out in 

7.1.5 indicates that the HA axiom may be violated and hence an HL structure 

is preferable to a MNL structure. This was confirmed by the fact that when 

HL models were developed the EMU parameter, ~, was signi ficant and within 

the prescribed range. 

Initially a single market HL model was developed, based on a lower 

split formulation given by model WBA9C-4 and an upper split formulation 

given by model WBA9D-1. Such a model did not, however, include SE variables 

and it was found that the most appropriate wa), of including such variables was 

by segmenting the market in terms of car ownership. Thus a market 

segmented approach was adopted, consisting of an HL model for members 

from CO households, based on models WBA9F -1 (for the lower split) and 

WBA9F -3 (for the upper split), and an MNL model for members from NCO 

households based on model WBA9F -5. It is this market segmented model which 

will, in the main, be used for further analysis in the next chapter as, although 

t ; 

I· 
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it has a number of problems, in particular the low significance of certain 

parameter values, it also has a number of advantages. In particular the 

parameter values, at least for CO households, seem plausible as the implied in­

vehicle value of time for private transport users is £2.95 per hour, although for 

Public Transport users it is between £0.99 and £1.06 per hour which seems to 

be consistent with the recommended values of MVA et al. (1986, p169). In 

addition, as we have seen, such a model structure has advantages in terms of 

the number of Public Transport choices it correctly replicates, whilst we shall 

see in 8.3 that a segmented structure has some advantages in terms of 

aggregation. 

In this chapter we have encountered a number of theoretical problems 

(a point which we shall return to in 11.2). In particular we have had problems 

in devising appropriate goodness of fit statistics, particularly when comparing 

models based on different structures and numbers of observations. This point 

will be examined further in 8.1.1. It is also difficult to interpret parameter 

values. Hence in section 8.1.2 we shall attempt to show how elasticit)' 

measures may be derived. Lastly, as was noted in 4.2.4, the data set used was 

of mixed quality and in particular there were problems, for our purposes, due 

to the choice set specification used, incomplete attribute sets and suspected 

correlation between in-vehicle' time and cost variables. Thus the amount of 

research effort that could be spent on the calibration of disaggregate models 

was limited by data constraints, as well as the need to produce forecasts of 

potential new station usage and a subsequently detailed evaluation within a 

three year time period. 

1 ! 

I· 
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CHAPTER EIGHT DISAGGREGATE MODELS (2): FURTHER ISSUES 

8.1 INTRODUCTION 

In this Chapter we examine some of the issues raised by the work in 

the previous chapter. In the rest of this section we shall describe in detail the 

goodness of fit measures that have been used and highlight some problems. We 

shall also examine the problem of obtaining elasticity measures from our 

disaggregate models. We shall then go on to examine problems in applying our 

preferred models. In a second .section we shall examine the issue of 

transferability and will test the segmented market models' spatial 

transferability by making use of information on trip making behaviour for five 

of the six new station areas, provided by the Countywide data set described in 

section 4.2.5. In a third section we shall go on to examine the issue of 

aggregation and will assess the accuracy of the market segmented models' 

predictions of the number of work trips by rail. 

8.1.1 Goodness of Fit Measures 

Problems with determining suitable goodness of fit measures for 

disaggregate choice models estimated using Maximum Likelihood have been 

well documented (see, for example, Stopher, 1975 or Horowitz, 1985B) and 

stem from the fact that a goodness of fit measure comparable to R2 in OLS 

does not exist. However a "pseudo R2" goodness of fit measure, rho-squared, 

has been defined as: 

'" 
2 

p = 1 - r ~il)) * 0 
Equation 8.1 

where 1 *(8) is the maximised value of the model log likelihood and 

1 *(0) is the value of the null log likelihood, typically evaluated such 

that the probability of choosing the ith alternative is exactl)' equal to 

the observed aggregate share in the sample of the ith alternative 

(achieved by the constant only model with i-I ASCs specified). 

I: 
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2 It has, however, been noted that although P behaves correctly at the 

limits (i.e. 0 and 1) it does not have an intuitive interpretation between the 

limits (Hauser, 1978). Moreover: 

"Those unfamiliar with the p2 shouldfe forewarned that its values tend to be 
considerably lower than those of an R index (of regression analysis) and should 
not be judged by the standards for "~ood fit" in ordinary regression analysis. 
For example values of 0.2 to 0.4 for p represent an excellent fit". (McFadden, 
1976). 

Because a p2 -like index can, in principle, be computed relative to any 

null hypothesis it is important to choose an appropriate one. We have followed 

the procedure of MVA et al. and calculated L * (C) as the maximised value of 

the log likelihood of the base model which takes into account both market 

shares and knowledge of the restricted choice set. This is done by specifying a 

total time variable and then excluding choices where total time = O. We thus 

developed our adjusted rho squared measure as: 

2 
P = Equation 8.2 

Equation 8.2 is more powerful than 8.1 as it is comparable between 

models with different data samples (and hence different market shares). 

Equation 8.2 may be further adjusted to take into account degrees of freedom. 

'" 
Q 

1 - L*(8) I: (J -l)-K 
-2 q=l 

q 
P = Equation 8.3 

Q 
L*(c)1 I: (J - 1) 

q=l q 

where J q = the number of alternatives faced by individual q and 

K = the total number of individuals in the model. 

In addition a predicted success measure, such as the First Preference 

Recovery (FPR) or percentage c'orrectl>' predicted or percent right, ma), be 

developed (Gunn and Bates, 1980). This is defined as: 

'I, 
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Equation 8.4 

where P qm denotes the maximum probabili ty of choosing any 1 of the options 

in the case of individuals q. 

This might then be compared to a number of other measures such as 

the Chance Recovery (CR), predicted using the equally likely model or the 

market share recovery rate (MSR) from the null model. However these 

measures should be used with caution as: 

(i) Under certain conditions, these measures can lead to the selection of 

an incorrectly specified model when compared to a correctly speci fied model, 

even when the effects of random sampling errors are negligible (Horowitz, 

1985B). 

(ii) A high value of FPR may lead to model rejection. A model can onl)' 

be accepted as reasonable and informative if the FPR and the expected rate 

(ER = r P where P is the calculated probability associated with the best 
q q q 

option for individual q) are similar and are both larger than eR (Ortuzar, 

1980B, pp36-38). 

(Hi) A test which weights each correct prediction equally will not be 

suitable for circumstances where some options (for example rail) are more 

important than others. 

(iv) It is possible that a model might be good in prediction with respect to 

the estimation sample, while not necessaril)' predicting well the outcome of 

any policy change, defined in terms of movement in one or more of the 

individual variables. Hensher and Bullock (1979) prescribe a before and after 

assessment procedure as the best test of predictive strength. We shall carry 

out a form of such a test, with reference to the polic)' of new station openings, 

in the next chapter. 

In BLOGIT predicted success tables are based on the summation of 

individuals' modal choice probabilities rather than allocating a probabilit)' of 0 

or 1, depending on whether the modelled choice probability is less than a CR 

or MSR type measure or not. Thus each entry (N .. ) in the central matrix of 
1 J 

the table is the probability of individual q selecting alternatives j summed over 

all individuals who actually select i i.e. 
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Equation 8.5 

where A is the set of alternatives out of which individual q chooses and Q. is 
q I 

the set of individuals in the sample who actually choose alternative i. 

Column sums, (predicted counts) are thus calculated as: 

N •. = L [L P (j I A )] 
i£Aq q£Qi q q 

Equation 8.6 

Row sums (observed counts) are calculated as: 

Equation 8.7 

N . .IN •. indicates the proportion of the predicted counts which actually 
11 I 

choose that alternative. This might then be compared with the proportion 

predicted by CR or MSR measures to form a predicted success index, as 

described by Hensher and Johnson (1981, pp 52 to 56). 

From the above discussion it should be clear that the use of the two 

most commonly used goodness of fit measures, rho-squared and predicted 

success tables, should be treated with care. Moreover the above discussion has 

been confined to MNL models, the use of HL models clearly compounds the 

problems. Thus it is apparent that: 

"There are no hard and fast rules governing the choice of "best" model and 
there is a general problem in defining the trade-ofts between goodness of fit 
and simplicity". (Gunn and Bates, 1980). 

In this study, as we are not interested in the mechanics of goodness of 

fit statistics per se, we have attempted to make the best possible use of the 

above conventional measures, as well as likelihood ratios, t-statistics and 

informal tests of parameter value plausibility. 

8.1.2 Elasticity Measures 

Elasticity measures are of great importance in providing planning 
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information. In this sub section we shall derive direct point elasticities for the 

single market HL model (WBA9C-4 and WBA9D-1). Dunne (1984) discusses how 

such an analysis might be extended to producing arc elasticities. 

The derivation of elasticities for an MNL model is relativel), 

straightforward (and in doing so our work will follow that of Lowe, 1981). Let 

the probability that individual n chooses mode i be Pr n(i) and let the value of 

the kth variable for individual n be x. k. Then a direct point elasticity of 
in 

Pr nO) with respect to xink is 

x. k In 
• Pr n Equation 8.9 

We know from definition that: 

and hence: 

aPrn(i) = 
Cl x;nk 

exp (Bk Xl' nk + r B. x. .) 
j,k J 1 nJ 

Equation 8.10 exp(B
k 

X
l
' nk + r 8. x .. }+ E exp(E B.x .) 

j,k J lnJ mfi j J mnJ 

2 Bk exp(E B.x .. )E exp(E B.x .)-8k (expE B.x .. } 
. J 1 nJ m j J mnJ j J 1 nJ 
J 2 Equation 8.11 

(E exp(E B.x .)} 
m j J mnJ 

Equation 8.12 
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Equation 8.13 

Pr n( i } 
E = Bkx,'nk(l-Prn(i}} 
1nk 

Equation 8.14 

In addition it may be shown that the elasticity of Pr (i) with respect to n 
an attribute of mode 1 (i.e. cross elasticity) is 

Equation 8.15 

In order to determine a direct elasticity average probability and 

variables values could be inserted into the micro elasticity value given by 

equation 8.14 (Richards and Ben Akiva, 1975) but such an approach will lead to 

biases (Dunne, 1984) due to aggregation problems (see section 8.3 for further 

details). Alternatively an aggregate elasticity can be formed as weighted 

averages of the individual elasticities given by 8.14, with the weight being the 

probability that an individual would choose the mode in question (Domencich 

and McFadden, 1975). Hence: 

Equation 8.16 

However for HL models calculating an elasticity in a subsequent 

equation for an attribute that appears in a previous equation, we need to 

include an allowance for the previous choice outcomes. A number of sources 

(Hensher and Johnson, 1981, p.93, McFadden, 1979, pp313-316, Williams and 

Senior, 1977C, p.39) give formulae for a variety of di fferent sequential 

structures. It may be shown that if a simple nested structure, as provided by 

the single market HL model is adopted, then the elasticit), of train in the 

lower spli t ma)' be simpl)' calculated as: 

Equation 8.17 
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where Pr (t) = Probability that individual n chooses train in the lower split. 
n 

where 

The elasticity of train in the upper split is then calculated as: 

~ Prn(r) cP Bk xinkPrn(t) (l-Prn(r)) 

L Pr ( r) 
n n 

cP = EMU parameter and 

Equation 8.18 

Prn(r) = Probability that individual n chooses train in the upper split. 

These elasticities were computed through the use of FORTRAN 

programs and gave the results shown by Table 8.1. 

Walk 
Wait 
IVT 
Fare 

Upper split 

-0.101 
-0.058 
-0.087 
-0.130 

lower split Total 

-0.182 -0.283 
-0.092 -0.\50 
-0.140 -0.227 
-0.213 -0.343 

TABLE 8.1 RAIL'S DIRECT AGGREGATE WEIGHTED ELASTICITIES 

It should be remembered that these elasticities were calculated for 

the journey to work only and allowed only for change of mode and hence we 

would expect them to be lower than the elasticities for the ASM for all trips. 

Comparison with 6.2.4 shows this to be the case. 

8.2 TRANSFERABILITY OF DISAGGREGA TE MODELS 

By transferability we mean the usefulness of a model developed to 

describe behaviour in one context to describe behaviour in another context. 

This might involve a spatial, temporal or cultural dimension. We have seen (in 

section 3.3.4) that it has been claimed that disaggregate models have 

advantages over conventional models due to their greater powers of 

transferabilit>'. In this section this claim will be examined firstly by reviewing 

previous empirical studies and secondly b}1 using the market segmented models 

(WBA9F -1, -3 and -5), calibrated for the Corridor data set, to explain mode 

choice for a sub-sample of the Countywide data set. 
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B.2.1 Previous Studies of Transferability 

Empirical evidence on the transferability powers of disaggregate 

models is mixed. Although, due to lack of data, we are unable to explicitly 

study the issue of transferability over time, it may be noted that several 

temporal studies (Hensher and Johnson, 1977, Silman, 1979, Talvitie et aI, 

1980) indicate that disaggregate models offer strong transferability over short 

planning periods. By contrast studies by Train (1978) and Ortuzar et al. (1986) 

note a lack of model stability over time. 

Evidence on transferability over space is similarly inconclusive. 

Atherton and Ben Akiva (1976) found similarity of parameters for models 

developed in Washington D.C., Los Angeles and New Bedford (Mass.) but 

Talvitie and Kirshner (197B) found statistically significant differences in 

studies of Washington D.C., Minneapolis/St. Pauls and San Francisco, as did 

Koppelman and Wilmot (1982) in a study of three sectors in Washington D.C. 

Ou and Vu (1983) review a number of such studies and come to the unstartling 

conclusion that: 

"with proper selection of urban areas the transferability of demand models is 
possible under similar empirical and policy conditions". 

They also show that the coefficients of SE variables are less transferable than 

those for LOS variables. Similarly Harvey (l9B5) notes that in general, even 

for work mode choice, model transferability is difficult to demonstrate, but 

certain variables do consistently appear significant in mode choice estimations 

(although not necessarily with the same or reasonably similar coefficients). 

Aside from the "do-nothing" case there are at least four ways of 

accommodating transferability problems (Atherton and Ben Akiva, 1976): 

(D Adjustment of the ASCs, on the grounds that there is no theoretical 

basis for transferring terms which account for all the dimensions not explicitly 

explained by the model. Koppelman et al. (l985) show that such an approach 

can account for almost one half of the difference between full transfer and 

local estimation. 

(ij) Enrichment by re-estimation of the coefficients with a small 

disaggregate sample (Coslett, 1981). Koppelman et al. (l985) suggests that the 
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amount of data needed for updating is less than one-fifth of that needed for 

model development. 

(iii) Re-estimation of the constant terms and of a scalar to weight all 

other coefficients so that the ratios between them are unchanged (i.e. the 

marginal rate of substitution between attributes is unchanged). Various wa)'s 

of doing this are investigated by Gunn et al. (1985) who recommend scale 

parameters for functional sub-groups of variables. 

(iv) Bayesian updating using original coefficients and the coefficients from 

a small disaggregate sample. Apart from the parameter estimate this 

requires knowledge of the related variance-covariance statistics. 

In terms of simplicity we favour the use of method (i). An interesting 

pragmatic approach to overcoming the problems of transferability was 

developed by the SIGMO study of travel demand in the Amsterdam conurbation 

(Ruhl et al. 1979, Holder and Wood, 1980) which made use of factors that 

balance observed and predicted trips in terms of trip lengths and area to area 

movements. 

8.2.2 Testing the Transferability of the Market Segmented Model 

As described 'in section 4.2.5 in order to validate the market 

segmented model use was made of 343 observations obtained from the 

Countywide West Yorkshire Transportation Study update. These observations 

were work trips between new station catchment areas (prior to new stations 

being opened) and rail served destinations. It was shown in 4.2.5 that this data 

set was deficient in terms of car costs, the availability of alternative modes 

and the times and costs of alternative modes. The modal split for this data 

and the range of alternatives is shown by Table 8.2. 

It can be seen that in the validation data set bus accounts for almost 

44% of work trips, compared to just 18% in the calibration data set. This is 

partly due to the reduced car ownership in the validation data set, with 33% of 

trip makers coming from NCO households compared to just 15% in the 

calibration data set. It may also reflect the greater emphasis on trips to the 

CBDs of Leeds, Bradford and Huddersfield which accounted for 68% of trips. 



Train 
Bus 
Car Driver 
Car Passenger 

Chosen 

10 
150 
125 
58 

206 

% 

(3.4) 
(43.7) 

. (36.4) 
(16.9) 

A vailable but 
not chosen 

o in before situation, 333 in 
193 after situation 
15 

285 

TABLE 8.2 MODAL CHOICE AND AVAILABILITY - V ALIDA liON DA TA SET 

In terms of alternatives bus and car passenger were assumed to be 

available to all trip makers. In the before situation, due to problems dealing 

with mechanised access modes, rail was assumed to be unavailable but in the 

after situation (i.e. new station opened) this mode too will be assumed to be 

available to all trip makers. In the case of car driver it was assumed to be 

only available to driving licence holding members of CO-households, with 89% 

of those with a car available making use of it in the journey to work. 

Car costs and times were calculated as in section 6.2.2 as was in­

vehicle time, wait time and fare for rail and bus, although walk time was 

calculated from the distance from the fine zone centroid to the rail station (or 

the nearest relevant bus stop), assuming a mean walk speed of 5 km/hour 

(Lupton, 1976). 

Given the limited number of observations where rail was the chosen 

mode or an alternative in the before situation and the limited number of 

overall observations we were unable to recalibrate the NCO MNL model (111 

observations) or the CO lower split model (75 observations) but we were able 

to recalibrate the CO upper split model as shown by Table 8.3, model 1 

(TRAN-l). 

Comparison of TRAN-l with WBA9F-3 (Table 7.12) shows that there 

have been significant changes in most parameter values. Moreover, ASC-Car 

Driver, IVT and OVT coefficients have changed signs, whilst the ASC-Car 

Driver, OVT and EMU parameter values are insignificant at the 95% level 

(although the last two values are just signi ficant at the 90% leve!). Given the 

differences between the calibration and validation data sets it is not surprising 

that the market segment model is found to lack transferability. In particular 

in the validation data set the number of CO household members who have car 

passengers available as an alternative has been overstated and the engineering 
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times and costs of car passenger possibly understated compared to the 

calibration data set. As a result the ASC for car passenger is highly negative, 

reflecting the difficulty of even members from CO households to arrange lifts. 

From the above it should be evident that, using the statistical tests prescribed 

by Koppelman and Wilmot (1982), the hypothesis that model WBA9F -3 is 

transferable to the Countywide data set can be rejected. For example the chi­

squared test of restriction is 241.33 compared to X20.05 of 12.592 with 6 

degrees of freedom, as the log-likelihood of the fully restricted model was 

-177.068. 

TRAN-l TRAN-2 

Parameter value (t-stat) Enriched ASC (t-stat) 

ASC - Passenger -4.076 (-3.426) -2.476 (-11.263) 
ASC - Car Dri ver -0.638+ (-0.533)* 1.141 3.706) 
IVT - Car and 

Passenger 0.263+ (4.051) -0.064 
DVT - Car and 

Passenger 0.944+ (1.663)* -0.059 
Cost - Car and 

Passenger -0.103 (-6.105) -0.013 
EMU 0.237 (1.745)* 0.377 

Number of 
observations 232 232 

Log likelihood -56.403 -121.835 
Adjusted Rho 

0.681 Squared 0.312 
% right 91.9 71.3 

TABLE 8.3 RESULTS OF TRANSFERABILITY OF MODEL WBA 9F -3 

+ = wrong sign * = insigni ficant at the 95% level. 

In model 2 of Table 8.3 (TRAN-2) we restrict the time and cost 

parameters to be as in WBA9F -3 and thus enrich the ASCs. As expected the 

ASC for car passenger is still highly negative whilst that for car driver is 

positive with both parameters significant at the 95% level. However, it is 

clear that compared to TRAN-l there has been a marked deterioration in log 

likelihood, whilst the number of choices correctly replicated decreases from 

92 to 71%. However b)' comparing log likelihoods it is clear that TRAN-2 is an 

improvement on both the fully restricted and base (see 8.1.1) models and hence 

will be used in later analysis. 
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8.3 AGGREGA TION OF DISAGGREGA TE FORECASTS 

Aggregation is the process by which individual choice estimates are 

expanded over the population of interest in order to obtain a reliable, unbiased 

forecast of group behaviour (Westin, 1974). A problem arises because, in many 

cases, the function of averages of variables is not the same as the average of 

functions (see, for example, Fawkes and Wardman, 1985). Mathematically we 

can write: 

E (f(x» ~ f(E(x» Equation 8.19 

when f is a non linear function (as is the case for the logit model). 

Aggregation thus becomes a problem in situations where data for a 

complete set of individuals are not available and use has to be made of zonal 

averages. In this section we shall first assess the extent of the aggregation 

problem in previous studies and secondly examine how this problem affects the 

prediction of usage at five new stations. 

8.3.1 Previous work on the Aggregation Problem 

The extent of errors arising from the aggregation problem has been 

well researched. Westin (1974) has shown that elasticities based on a mean 

individual will overestimate the true aggregate elasticity by the ratio E(p) (1-

E(p» to E[p(1-p)] (where p = probability of choosing mode m). For data 

collected in the Glasgow-Edinburgh corridor aggregate elasticities were shown , 
to be overestimated by 28.5% in absolute terms, (Watson, 1975). Similarly 

McFadden and Reid (1975) using San Francisco data showed that aggregate 

elasticities were overestimated by 22% and this could be shown to be 

equivalent to 10
2 
ij+ 1 where O'i/ = 13' AS and 13' = individual parameter,S = 

aggregate parameter and Aij = intrazonal covariance. Further studies b)' 

Koppelman (1976A), Talvitie et al. (1980), Landau (1978) and Reid (19798) have 

found similar, or in some cases higher, errors, and have attempted to compare 

them with other error types, in particular related to transferability and model 

misspecification. 

Koppelman (19768) has suggested a number of alternatives to the 
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"naive" application of disaggregate parameters with aggregate data (see Figure 

8.1). 

(i) The naive aggregate method may be modified to take into account 

choice set availability. For example in the market segment model NCO 

households do not have car driver available as a choice. 

(ii) Enumeration procedures, representing explicit theoretical relations 

between aggregate and disaggregate demand, may be developed. These 

include: 
(a) Complete enumeration which averages the choice probabilities for all 

individuals in the prediction group, thus avoiding the aggregation problem. 

The practicality of this approach is limited by its data intensity. 

(b) Sample (or partial) enumeration averages the choice probability for a 

sample or subset of individuals in the prediction group. This approach may be 

based on at least three types of sampling strategy (Lerman and Manski, 1979): 

random, exogeneous or choice based (as described in section 4.3). Provided 

sampling error is minimised these approaches should act as a good 

approximation to complete enumeration whilst only requiring a fraction of the 

data. 

(c) Pseudo-sample enumeration techniques have been developed that reI)' 

on synthetic household samples constructed by randomly sampling from the 

postulated distribution of LOS and SE data. This approach was also discussed 

in 4.3. 

(iH) Classification procedures, as proposed by Koppelman and Ben Akiva 

(1977), assign members of aggregate groups to identifiable classes and use the 

average variable value to predict aggregate choice shares for each class. The 

segmented market model might be seen as a simple variant of this type of 

approach. 

(iv) Summation or integration procedures mar be used with either a known, 

estimated or assumed distribution (Kanafani, 1983), whereby conditional 

disaggregate choice probability estimates the probability density function for 

the independent variables. 

(v) Statistical differential procedures explain aggregate shares as a 

function of the moments of the distribution. An aggregate function is 

obtained by linearising the disaggregate choice function by use of a Taylor 

series expansion and then taking expectations across aggregate prediction 

groups (Talvitie, 1973). 
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FIGURE 8.1 TAXONOMY OF AGGREGATION PROCEDURES 
(After Koppelmcln, 1976B) 
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It should be noted that the above categories are not exclusive. The 

naive procedure may be seen as a special case of summation or integration 

procedures (the distribution is assumed to be concentrated at a point), 

statistical differential procedures (the series is truncated after the first term) 

or classification procedures (using one class onl}'). 

Total Share Prediction 

Naive Taylor 
series 

Per cent by City by Auto ownership by Utility 
RMS scales 
Error 

40.0 121.0 17.9 21.7 3.1 

No. of cells 17 4 4 

TABLE 8.4 AGGREGATION ERROR BY FIVE METHODS 

Empirical work by Reid (1979B), shown by Table 8.4, indicates that 

classification techniques reduce aggregation error and that under certain 

conditions the statistical differentials procedure can be expected to increase 

aggregation error. It was also shown that error grows substantially with 

aggregate size and that classification. based on the differences of utility scales 

of major choice alternatives gives at least a five times lower error to class 

cell-count ratio than other classification criteria. Dunne (1985) has shown 

that statistical differential and integration (or density function) approaches 

performed well for predictions from a binary logit model but, in a multiple 

choice framework, these approaches are likely to be undependable and 

intractable respectivel}'. These findings confirm the earlier work of 

Koppelman (l976A,B) who also found that aggregation error by the 

incremental prediction procedure is substantially lower than that by the direct 

procedure for all aggregation methods and for all policy changes. As a result 

for situations where enumeration procedures are not possible, due to lack of 

data, use will be made of an incremental approach. This will be described in 

9.2.3. 

Lastly, it should be noted that disaggregate parameters might be used 

in developing aggregate mode split models as occured with the GENMOD set 

of models in Amsterdam (Le Clercq, 1980) or the work of Hartle)' and Ortuzar 

(1979) in West Yorkshire. Such an approach again illustrates how differences 
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between disaggregate and aggregate approaches must not be overstressed 

(Wootton, 1980). 

8.3.2 Disaggregate Predictions of the Number of Work Trips by Rail 

In order to estimate demand at five new stations use was made of the 

updated market segmented approach based on TRAN-2 (Table 8.3), WBA9F-1 

and WBA9F -5 (Table 7.12). This approach was used in conjunction with the 

validation data set created from the Countywide data, as described in 4.2.5, 

which consisted of 249 observations (excluding Bramley-Gamble Hill). Rail 

was assumed to be available to all individuals. We were thus able to adopt a 

sample enumeration approach to aggregation. Predictions were produced by 

applying the HL model for CO households and the MNL model for NCO 

households by analysing the predicted success tables produced by BLOGIT runs, 

with the parameters restricted to the relevant values. The results are shown 

by Table 8.5. For the la cases where rail was chosen in the before situation a 

sub routine was developed to calculate the probability of using a new station 

(P
NS

) as: 

Equation 8.20 

where UOS = utility of travelling via existing station (calculated by using 

WBA9F -1 for co households, WBA9F -5 for NCO households) 

UNS = utility of travelling via new station. 

Table 8.5 shows that the predicted rail share of the journey to work 

market to rail served destinations by mechanised modes varied from 14% at 

Crossflatts to 22% at Bramley. Using information from the 10% Journey To 

Work Tables from the 1981 Census it was possible to calculate the number of 

work journeys to all destinations originating within 800 m of a new station 

(excluding motor bike, pedal cycle, walk and other means). In order to 

estimate the number of rail work trips originating within 800 m a global 

weighting factor of 0.226 was applied which takes into account 

(a) those work trips to a destination not served by rail 

(b) non home based work trips 

(c) return trips 

This factor was derived directly from the sampling procedure used. 



Mode Split Rail's No. of mechanised Total predicted Actual number 
Modal share work trips within number of rail of rail work 

Station Before After 800 m (to work only) work trips trips 

Deighton CP 4 4.4 0.1439 1090 43 39 
CD 3 3.0 
B 34 27.7 
T 0 5.9 

Crossflatts CP 6 3.6 0.1338 1070 76 78 
CD 20 19.4 
B 2 2.0 
T 8 11.0* 

Slaithwaite CP 18 11.7 0.1528 780 52 50 
CD 31 27.2 N 

B 21 20.4 -' 
w 

T 0 10.7 

Bramley CP 1 1.4 0.2190 2350 145 156 
CD 12 11.7 
B 8 3.3 
T 0 4.6 

Saltaire CP 11 8.8 0.1987 1170 84 139 
CD 36 29.7 
B 36 29.7 
B 32 26.4 
T 2 16.1 

RMSE 25.2 
AD(%) 16.0 

TABLE 8.5 DISAGGREGA TE PREDICTIONS OF THE JOURNEY TO WORK FOR FIVE NEW STATIONS 

* of these 6 continued to be made via Singley 

CP = Car Passenger, CD = Car Driver, B = Bus, T = Train 
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In order to predict the total number of work trips use was made of the 

information on the proportion of trips originating within 800 m collected by 

market research. Clearly in most instances such information will not be 

available and the weighting factors adopted may introduce a greater degree of 

error. 

Despite the small sample size and the caveat(s) given above it can be 

seen that for four out of five stations the method works very well, with overall 

predictions being around:!::. 16% (with a RMSE of 25). However, much of the 

overall error is caused by Saltaire where predicted work trip demand is only 

60% of actual demand. This is, in part, likely to be due to the model's inability 

to include work trips attracted to Saltaire from other destinations. Overall, it 

can thus be seen that there is a tendency to underestimate the number of trips 

(in contrast to the aggregate approach) which may also, especially in the long 

run, be related to the inability to take into account generated trips. This 

suggests that our disaggreg~te approach, based only on a mode split model, 

may only be appropriate for short term applications. If we wished to analyse 

behaviour in the longer term .our disaggregate approach would need to include 

trip generation and distribution stages. 

A disaggregate approach gives additional information on: 

(i) Previous mode. From the results given by Table 8.5 it was possible to 

derive information on the previous mode used, as shown by Table 8.6. This 

shows that although former bus users are the main group our disaggregate 

method overstates abstraction from private transport compared to our market 

research. 

Number of new 
stations users 

41.3 of which 

Rail 

4.0(9.7%) 

Bus Car Driver Car Passenger 

17 .2(41.6%) 11.0(26.6%) 9.1(22.0%) 

TABLE 8.6 PREVIOUS MODE USED - FIVE NEW STATIONS 
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(H) Time savings. Individual switchers were initially identified by 

allocating users to rail if the choice probability of rail was greater than the 

choice probability of any other mode. This is equivalent to the Chance 

Recovery rate (CR). As Table 8.7 shows this only allowed us to identify a 

small number of switchers. As an alternative switchers were identi fied if the 

choice probability of rail was greater than the market share (0.224 for NCO 

households, 0.140 for CO households). This is equivalent to the Market Share 

Recovery rate (MSR). As Table 8.7 shows this came within one of the absolute 

number of switchers, as given by Table 8.5. 

No of. Rail's Mean Previous Mode Time 
Observations Utilit}' Mean Utili ty Savings 

(minutes) 
CR 

NCO households 9 -1.574 -2.458 30.48 
CO households 7 -2.888 -3.870 15.34 

MSR 
NCO households 22 -1.705 -1.974 9.27 
CO households 18 -3.033 -3.666 9.89 

TABLE 8.7 TIME SAVINGS IMPLIED BY THE MARKET SEGMENTED 
MODEL - FIVE NEW STATIONS 

Examination of the changes in utilit}' shows that, applying the relevant 

IVT parameters (-0.029 for NCO and -0.064 for CO households) and noting that 

the NCO model does not include a cost parameter, the CR method indicates a 

mean generalised time saving for all users of 23.86 minutes. By contrast the 

MSR method indicates a mean generalised time saving of only 9.56 minutes. 

This is because the MSR method includes observations which have lower 

probabilities of choosing rail (compared to the CR method) and hence the 

di fferences in utility between rail and the previous mode are less marked. 

8.4 CONCLUSIONS 

In this chapter we have examined some of the problems of applying 

disaggregate· HL and MNL models. It has been shown that conventional 

goodness of fit statistics must be interpreted with care and that precise 

comparisons of models with different numbers of observations, different 
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structures and different choice sets are difficult. It has also been shown that 

direct point elasticities can be derived from an HL formulation and some 

results have been presented. We have also shown how our disaggregate mode 

split models may be affected by problems of transferability and aggregation. 

The possible magnitude of such problems and the large number of potential 

corrections have been noted from the literature. In applying the market 

segmented model to the 1981 Countywide data set we found that our model 

lacked spatial transferability and was thus updated by enriching the ASCs of 

the upper split model for CO households (model TRAN-Z, Table 8.3). The 

updated market segmented model was then used to forecast the number of 

work trips to and from a new station, with aggregation being based on a 

sample enumeration approach, although in the next chapter we shall see that 

such an approach can not always be used. Our validation results show that the 

updated market segmented model is accurate in what it sets out to do (predict 

work trips by rail within a given area) but this is still a long way from 

providing a forecast of total station usage. In the next chapter we shall 

attempt to redress this fact. It should be noted that our results suggest that 

the updated market segmented model, calibrated on 1981 data, has some 

powers of temporal transferability as it makes reasonably accurate predictions 

of the number of work trips made by rail in 1983 (1984 for Saltaire). 
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PART FOUR : EVALUATION 

CHAPTER NINE DEMAND FORECASTS 

9.1 INTRODUCTION 

This chapter will attempt to make Use of the models developed in 

previous chapters in order to predict usage at potential station sites in West 

Yorkshire, as well as the six new stations already opened. These results will 

then act as input to our final analytical chapter in which new stations are 

evaluated in financial and social terms. 

In the rest of this section we shall determine how potential station 

sites might be identified. In the next section we shall produce forecasts of 

usage at potential sites by using three methods; an aggregate approach and 

two disaggregate approaches (in fact a hybrid of aggregate and disaggregate 

models) based on sample enumeration and naive aggregation techniques 

respectively. In the following section the accuracy of these techniques, along 

with the simple trip rate model presented in 5.5.1 and the PTE regression 

model, will be assessed and the relative merits of each approach analysed. Wc 

shall then go on to look at the important issue of changes in demand at new 

stations over time. 

It again should be stressed that this research attempts to make the 

most efficient use of existing data sources, even though these data sets may 

themselves be biased. Moreover, the emphasis of this work is on the practical 

rather than the theoretical. Our aim in this chapter is to develop relatively 

cheap and simple methods of accurately forecasting usage at new stations, 

which are, after all, relatively cheap and simple investments. 

9.1.1 Identification of Potential Sites 

In Section 2.2.3 we noted that a number of previous studies had put 

forward a wide range of potential new station sites in West Yorkshire but wc 

were unable to identify a common rationale for site selection except for cases 

where the sit.es were self explanatory or were chosen due to political and/or 

consumer pressure. In this sub-section we shall attempt to develop a more 
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scientific approach based on a "quasi-logical" search procedure designed to 

identify potential new station sites, in addition to the six stations opened 

between 1982 and 1984. This procedure consisted of the following st.ages: 

(j) Exclude track not financially supported by the PTE under section 20 of 

the 1968 Transport Act or where further support seemed unlikely (for 

example Springwood Junction to Denby Dale, Altofts Junction to 

Leeds North Junction). After discussions with North Yorkshire County 

Council and WYPTE this was relaxed for the sections beyond Keighley 

and Knottingley stations. 

(ii) Exclude track within 1 mile (~1.6 km) of an existing station. 

(iii) Exclude track where engineering constraints would make the cost of a 

station prohibitive (for example the Bramhope, Morley and Wyke 

tunnels). 

(iv) Exclude track passing through non built up areas. This was initially 

defined as less than 1000 population within 800 m, although in 11.4 this 

definition will be updated. 

As Figure 9.1 shows this resulted in the identification of 29 sites of 

which onc (Leeds Marsh Lane/Parish Church) may be excluded because its 

central area location would mean it was a trip attractor rather than a 

generator, whilst it would also be of a different design and cost compared to 

other new stations. Thus 28 potential sites were identi fied for further 

analysis. 

9.2 PREDICTING DEMAND AT POTENTIAL STATIONS 

9.2.1 Aggregate Approach 

These forecasts were based on the ASM all-trips model given by 

Equation 6.8. Altogether for the 28 potential stations 41 flows were 

examined. The approach used was similar to the validation procedure of 

section 6.4.1. In particular it should be noted that: 

co In order to produce total weekday usage results, modelled % flows 

were weighted by factors that were derived from information on 

destination choice at nearby existing stations with a similar level of 

service. 
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KEY 

• existing station • new station opened 1982-84 

section within 1 mile of existing station 

section not financially supported by the PTE, or support 
likely to be withdrawn 

44+ section alongside non built up area 

tEE section affected by engineering constraints 

Potential stations: 
1. Armley 2. Beeston 3. Bowling 4. Burley 5. Cottingley 6. 
East Ardsley 7. East Garforth 8. East Knottingley 9. 
Frizinghall 10. Gamble Hill 11. Hawksworth 12. Hemsworth 13. 
Kirkstall 14. Laisterdyke 15. Lightcliffe 16. low Moor 17. 
luddendenfoot 18. Milnsbridge 19. Newlay 20. Osmondthorpe 21. 
Outwood 22. Salter"Hebble 23. Sandal 24. Stanningley 25. 
Steeton 26. Utley 27. Wortley 28. Wrenthorpe 

~~~~~~~~~~~==~~----------__ .J ~GURE 9.1 IDENTIFICATION OF POTENTIAL NEW STATION SITES IN WEST YORKSHIRE 
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(ii) Some "a priori" information on characteristics of new station usage is 

required, particularly with regard to access distance and access 

modes, in order to determine access walk time. Excepting special 

cases (for example Hemsworth and Steeton where mechanised access 

modes arc more likely to be used), we have had to make use of mean 

data from the new stations that have already been opened. 

The results of this forecasting approach are given in column 1 of Table 

9.1. In addition this approach has been used, at the request of BR Eastern 

region, to model potential usage at Crosshills and Cononley, in North 

Yorkshire, whilst at the request of WYPTE it was used to examine the effect 

of the rerouteing of the Leeds-Goole service. Further afield Hockenhull (1984) 

has used the aggregate model to assess patronage at five sites around 

Leicester (South Wigston, Blaby, East Goscote, S~ ton and Sileby), whilst 

Alderson (1984) applied the model to Dunston (Tyne and Wear). 

In a similar manner it is possible to produce forecasts of the number of 

non-work trips on a weekday by applying the aggregate NWM (non-work model) 

given by column 3 of Table 6.11. These results are listed in Table 9.1, column 

2. It should be noted that because the all-trips model was calibrated with 1981 

data" and the NWM was calibrated with 1984 data the number of work trips can 

not be determined by subtracting column 2 from column 1 of Table 9.1. 

However it can be seen that for all but two sites the number of all-trips (1981) 

exceeds the number of non-work trips (1984). 

9.2.2 Disaggregate Approach - Sample Enumeration Method 

We have seen in section 8.3.2 how the West Yorkshire Transportation 

Study update (Countywide Survey) was used to produce predictions of the 

number of work trips at five out of the six new stations that have already been 

opened. However only three out of the 58 survey areas covered coincided with 

potential station catchment areas; these were Bramley - Gamble Hill, 

Osmondthorpe and Wrenthorpe and involved 151 work trips to/from rail served 

destinations. It should be noted that at Wrenthorpe we have strong reason to 

believe the sample is biased, as no members from NCO households arc 

included. 
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l'gJrEg:lte ag::rorll '~" Pfp:ca:h 
1 2 3 4 5 

All trip; (Rmk) Nn w:xk Effiple NU \e rret::h:rl 
trip; en.rreratim \\OlX trir:s all trip; (Rmk) 

371 1 134 264 398 3 
370 2 172 419 260 432 2 
358 3 1()) 60 166 14= 
305 4 99 170 269 8 
293 5 142 363 350 492 1 
288 6 126 110 236 10 
236 7 116 180 296 6 
235 8 52 80 132 18 
222 9 129 152 281 7 
193 10= 98 68 166 14= 
193 10= 58 133 48 1()) 20= 
192 12 89 158 288 11 
191 13 45 52 130 19 
190 14 66 160 226 12 
188 15 116 266 382 4 
186 16 42 34 76 27 
185 17 61 176 237 9 
182 18 75 256 331 5 
161 19 72 34 1()) 20= 
134 20 39 42 81 25= 
132 21 96 82 178 13 
125 22 38 126 164 16 
119 23 70 74 154 17 
115 24 50 36 86 23 
112 25 55 36 89 22 
103 26 47 34 81 25= 
66 27 66 18 84 24 
47 28 53 8 61 28 

FORECASTS OF AVERAGE WEEKDAY USAGE 
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As in section 8.3.2 the updated market segmented model was used to 

determine the number of work trips from within 800 m, as shown by Table 9.2 

(which is comparable to Table 8.5). The total number of work trips was 

derived by applying the same weighting factor (based on the proportion of 

work trips originating within 800 m) as used for Bramley. This figure may then 

be added to the total number of non-work trips predicted by the aggregate 

model in order to produce a total usage figure, which is given by column 3 of 

Table 9.1. 

It may be seen from Table 9.3 (which is comparable to Table 8.6) that 

the vast majority (94%) of people using these three potential sites arc 

predicted to be abstracted from bus. If the results of Table 8.6 and 9.3 are put 

together it can be seen that 67.7% of new station users are predicted to be 

abstracted from bus, 4.9% from rail, 14.1% from Car Driver and 13.3% from 

Car Passenger. This is broadly in line with the findings of our market research 

and those of other studies. 

9.2.3 Disaggregate Approach - Naive Method 

For 25 out of the 28 potential stations a source of disaggregate data 

did not exIst. However, we have seen in section 4.2.3 that the 1981 Census 

Special Workplace Statistics - Section C provides aggregate information on 

journey to work flows. 

It was proposed to use this data in conjunction with the incremental 

logit (IU model, as used by Kumar (1980) in a study of the effects of an 

extension of the Shaker-Green line in Cleveland (Ohio). This might be 

expressed as 

pi 
PT exp(SIT-S

T
) 

Equation 9.1 = T L PM . exp(S 'M-SM) 
m 

where pi 
T = proportion choosing train in after situation 

PT = proportion choosing train in before situation 

SI 
T = utility of train in after situation 

ST = utility of train in before situation 



Mode split Rail's No. of mechanised Total predicted 
modal share work trips within number of rail 

Before After 800 m trips 

Gamble Hill 
CP 19 16.8 0.302 3260 277 
CD 22 22.6 
B 53 26.2 
T 0 28.4 

Osmondthorpe 
CP 2 1.8 0.250 2400 191 
CD 7 6.5 
B 19 12.7 
T 0 7.0 

N 
N 

Wrenthorpe w 
CP 5 3.3 0.173 1350 75 
CD 16 17.7 
B 8 3.0 
T 0 5.0 

TABLE 9.2 DISAGGREGA TE PREDICTIONS OF THE JOURNEY TO WORK FOR THREE POTENTIAL SITES 

Previous mode 

Number of 
New Station Users Rail Bus Car Driver Car Passenger 

40.4 of which o 38.1 (94.3%) 0.5 (1.2%) 1.8 (4.5%) 

TABLE 9.3 PREVIOUS MODE USED - THREE POTENTIAL SITES 
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any mode in choice set (Train, Bus, Car Driver, Car 

Passenger ). 

However, as far as our work is concerned, there are at least two 

problems: 

(i) Equation 9.1 is suitable for a MNL model but not an HL model. 

(iO In the case of new stations PT is likely to equal O. 

In order to get round these problems we have adapted the work of 

Koppelman (1983) who developed the Extended Incremental Logit (ElL) model. 

For simple HL models of the type developed in Chapter Seven this would take 

the form: 

pi = 
PT 

PpT {exp(SINT-SXT)+exp{S'XT-SXT)} <f> 

PpT {exp(S'NT-SXT)+exp(S'XT-SXT)}$t{l-PT} 
Equation 9.2 

where P'PT (P PT) = Proportion choosing Public Transport in the after 

(before) situation 

and 

S'(S) = 
XT = 

utility measure in the after (before) situation 

old Public Transport mode (bus), NT = new Public 

Transport mode (rail). 

<f> = EMU parameter 

The lower split shares would then be 

Equation 9.3 

P 'XT F:quation 9.4 

As, in most cases, we would assume no change in the utility of the 

existing Public Transport mode, exp(S'XT-SXT) simplifies to 1. 
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For completeness private transport's share in the after situation may 

be defined as: 

Equation 9.5 

which is equivalent to 

1 - P I PT 
P = 1 - P'PT 
M 1 - PpT 

Equation 9.6 

The derivation of a model of this form is given by Appendix 3. The 

approach given by equations 9.2 to 9.6 needs to be modified in cases where rail 

has a significant market share in the before situation (PNT > 0), as Appendix 3 

shows. 

The ElL approach has advantages in that it reduces the data 

requirements of the disaggregate approach as we only need (in the case of P
NT 

= 0): 

(i) Information on the modal shares PM and PpT (= PXT). This is provided 

by the Census sws. 
(in The utilities SXT and S'NT" Use was made of engineering times and 

costs, consistent with the conventions used in 5.5.2 (where we 

estimated times and costs of the previous mode used by new station 

users), 6.2.2 (where we estimated times and costs as part of our 

aggregate approach) and 8.2.2 (where we added times and costs to the 

1981 Count)'wide Survey in order to form a validation data set). 

Details of the resultant data set are given by Table 9.4. 

A further problem was encountered in that although car ownership 

information was available for each zone 'in the SWS data set, it was not 

available for individual flows. A way round this might be to use the 

microsimulation techniques discussed in section 4.3. This would involve 

allocating the probability of each particular trip being made by a CO or NCO 
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Column No 

Line 1 
(i) Origin code (ORIC) 
(iO Destination code (DEST) 
(iii) Proportion of non car owners choosing bus (NCOBUS) 
(iv) Bus access time, calculated as rail access time divided by number of competing bus stop pairs (BACC) 
(v) Bus egress time, calculated as rail egress time divided by number of competing bus stop pairs (BEGG) 
(vi) Bus wait time, calculated as a function of service frequency, as in section 2.1. Includes interchange 

calculated as 1/2 service interval, where relevant (BWT) 
(vii) Bus journey time, from published timetables (BIVT) 
(viii) Bus fare, derived from regional fares scale (BCOST) 

Line 2 
(j) Proportion of non car owners choosing rail via an existing station (NCOTR) 
(ii) Train access time, calculated as distance from new station zone centroid to existing station by proportion 

using each access mode by mean modal speeds (TRACC) 
(iii) Train egress time, calculated as distance to destination zone centroid from destination station by 

proportion using each egress mode by mean modal speeds (TREGG) 
(iv) Train wait time, calculated as a function of service frequency as in section 5.5.2. Maximum value set to 

15 minutes (excluding interchange) (TRWT) 
(v) Train Journey time, from published timetables (TRIVT) 
(vi) Train fare, from regional fares scale (TRCOST) 

Line 3 
(i) New station access time, calculated as distance from new station zone centroid to new station by proportion 

estimated to use each access mode by mean modal speeds. Assume 90% of passengera walk, 10% use mechanised 

1 - 3 
5 - 7 
9 - 12 

14 - 17 
19 - 22 

24 - 27 
29 - 31 
33 - 35 

9 - 12 

14 '- 17 

19 - 22 

24 - 27 
29 - 31 
33 - 3S 

access modes (NSACC) 14 - 17 
(ii) New station egress time, calculated as distance to destination zone centroid (NSEGG) 19 - 22 
(lii) New station wait time, calculated as a function of service frequency (NSWT) 24 - 27 
(iv) New station Journey time, estimated from published timetables (NSlVT) 29 - 31 
(v) New station fare, estimated from regional farea scale (NSCOST) 33 - 35 
(vi) Number of Journeys to work by members of non car owning households within catchment zone. SWS zonal 

flows (obtained via SASPAC) (NCOJTW) 37 • 39 

Lines 1, 2 and 3 are then repeated for car owning households as follows: 

Line 4 
(i) COBUS Proportion of car owners choosing bus 
(ii) BACC2 
(iii) NEGG2 
(iv) BWT2 
(v) BIVTZ 
(vi) BCOSTZ 

Line 5 
(i) COTR Proportion of car owners choosing train via an existing station 
(ii) TRACC2 N.B. Access modal split adjusted so as to reflect higher uptake of Private Transport 
(ili) TREGG2 
(iv) TRWTZ 
(v) TRIVT2 
(vi) TRCOST 2 

Line 6 
(j) NSACC2 Again access time modal split adjusted so as to give better uptake of mechanised modea (30%) 
(il) NSEGG2 
(iii) NSWTZ 
(iv) NSIVT2 
(v) NSCOST2 
(vi) COJTW Number of Journeys to work by members living within new atation catchment zone. Again adjusted 

so as to be compatible with Census .JTW flows. 

For single market approach data set is as lines 1, 2 and 3 except: 
(i) NCOBUS becomes the proportion of ail trip makers using bus 
(ii) NCOTR becomes the proportion of all trip makers using rail via an existing atation 
(ili) NSACC assume same access modai split as for aggregate model 
(iv) NCOJTW becomes number of journeys to work within new station catchment zone 

TABLE 9.4 NAIVE METHOD DATA SET 

9·12 
14·17 
19·22 
24·27 
29·31 
33·3S 

9 - 12 
14·17 
19·22 
24· Z1 
29 - 31 
33·35 

14 - 17 
19·22 
24·27 
29 - 31 
33·35 

37 - 39 
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household through the use of a random number generator. If this random 

number was above (or below) a predetermined level this trip would be speci fied 

to a CO household. However, in order to develop such an approach 

information is required on the propensity of members from CO households to 

use different modes (which may be determined from the Corridor data set) and 

the propensity to make work trips of different lengths (which is not readily 

available). A crude attempt was made to synthesise CO and NCO trips but 

this led to an unacceptable increase in measurement error, mainly due to the 

fact that it seemed likely that we were overestimating the propensity of 

members from NCO households to make work trips by mechanised modes (as 

this propensity was assumed to be the same as for CO households). This would 

lead to an upward bias in our forecasts. As a result the market segmented 

model could not be used, and use was made of the single market model (based 

on models WBA9C-4 and WBA9D-l). 

Using the ElL, PINT was calculated for 94 flows and then the total 

number of journeys to work from each new station i was calculated as: 

T. =~ PINT. T .. 
1 J IJ 

Equation 9.7 

The production of a total station usage figure requires knowledge of: 

(i) The ratio of journeys from work by rail to journeys to work. We have 

assumed this equals 1 (i.e. demand is symmetricaI). 

(ij) The extent of new station catchment areas. This has normally been 

defined as being 800 m in radius and where possible coincides with SWS zonal 

boundaries. In order to produce a total station usage figure use has been made 

of the proportion of travellers originating within 800 m of a station, collected 

by our market research. Similarly, market research was used to define 

destination station catchment areas. 

(iii) The number of non-work trips at each station. This was provided by 

the aggregate non-work model. 

In column 4 of Table 9.1 the numbers of work trips estimated by this 

naive approach arc given. By and large these figures arc less than the total 

number of trips predicted by the aggregate model, although there are four 

exceptions. 

!t 
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Columns 2 and 4 of Table 9.1 have been added so as to produce a 

"disaggregatell estimate of the total number of trips, shown by column 5 of 

Table 9.1. It should be noted that using this approach fails to explicitly model 

education trips. Our market research shows that such trips are likely to be 

less than 9% of weekly usage for most flows, although at certain sites, for 

example Frizinghall, education trips may be expected to be more important. 

The most reliable estimates of travel by schoolchildren might be supplied by 

Local Education Authorities. 

Despite this caveat, the forecasts in column 5 of Table 9.1 can still be 

compared with the aggregate fore~asts in column 1. It can be shown that the 

mean value of the "disaggregate" forecasts is 202.4 trips, which is slightly 

higher than that of the aggregate forecasts (196.1 trips). However this masks 

a considerable degree of variation as a RMSE measure of the difference 

between the two forecasts gives a figure of 85.5 trips. It can be shown that 

58.6% of this deviation was due to the IIdisaggregate" forecast being greater 

than the comparable aggregate forecast. In terms of ranking there are only 

two sites which are given the same rank by both methods, whilst there are 

some major differences, with the largest difference being of 13 places. 

Overall the mean absolute difference in rankings is 4.92. 

9.3 COMPARISON OF THE FORECASTING APPROACHES USED 

9.3.1 Comparison of the Disaggregate Forecasts 

For up to eight sites at least three disaggregate approaches may be 

compared, as shown by Table 9.5. 

i) Use of the disaggregate data provided by the Countywidc survey in 

order to develop a sample enumeration approach (Column A). 

ii) The use of the ElL to develop a naive approach based on zonal 

engineering times and costs, as discussed in the previous section (Column B). 

iii) The use of the ElL to develop a naive approach based on zonal times 

and costs derived from the household data provided by the Countywide survey, 

which is a combination of engineering and reported data (column C). 

The model used in these comparisons was the segmented market 



A B C 
D 

Full choice set Incremental Logit (IL) "Actual" 
Sample enumeration 

Naive- Naive-
Engineering zonal Reported/Engineered 
data zonal data 

Deighton 0.144 0.343 0.185 0.131 
Crossflatts 0.139 0.297 0.156 0.137 
Slai thwai te 0.153 0.121 0.142 0.147 
Saltaire 0.199 0.212 0.201 0.329 
Bramley 0.219 0.383 0.209 0.236 N 

N 
\.0 

RMSE 0.059 0.148 0.064 
Absolute deviation 0.171 0.686 0.239 

Gamble Hill 0.302 0.282 0.314 
Wrenthorpe 0.173 0.126 0.193 
Osmondthorpe 0.250 0.521 0.225 

Weighted MEan 0.207 0.273 0.215 

TABLE 9.5 MARKET SHARE OF MECHANISED WORK JOURNEYS TO/FROM 800 m OF NEW STATIONS 



230 

HL/MNL model, for columns A and C and the single market HL model for 

column B. The "actual" market share figure was derived from our market 

research estimates of the number of rail work trips originating within 800 m of 

a new station divided by the number of total work trips originating within 800 

m (from the Census) weighted by 0.226 (see section 8.3.2), and is given b)' 

column D. 

Comparisons of columns A and C illustrate the effect of using 

aggregate data with a disaggregate model. As expected (see section 8.3.1) this 

results in a tendency to overpredict new station usage, although the relative 

increase in market share is only 4%. However compared to "actual" shares the 

AD measure has increased by 7 percentage points. This is in line with the 

findings of Talvitie et al. (1980) but less than that in many other studies 

(West in, 1974, McFadden and Reid, 1975, Reid, 1979). 

The market shares in model B involve a number of changes in 

particular with regards to the data set used, the model formulation used and 

the aggregation procedure adopted (in particular the zonal system used is 

slightly different). Compared to column A this results in a relative increase of 

overall market share of 31.9% (a 27.0% increase compared to column C). The 

increase in error with respect to column C, as measured by the AD measure, is 

equivalent to 44.7%, which in the main may be attributed to measurement 

error. This suggests that for column B around 25% of error might be 

specification error, 65% might be measurement error and 10% might be 

aggregation error. 

9.3.2 Comparison of Aggregate and DiS8ggregote Forecasts 

The accuracy of up to five forecasting methods may be tested for the 

six new stations alread)' opened. 

(i) The trip rate model outlined by Table 5.27. In applying this model it 

was assumed that data would be available for the five stations other than the 

one being evaluated. In reali ty, this is not the case, except for the last station 

built (Saltaire). Moreover, this approach is based on information collected for 

existing new stations (and there is evidence that at least ini tiaU)', ceteris 

paribus, the level of demand at new stations is di fferent from that at old 

stations). 
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ii) The aggregate all trips model given by Equation 6.8. This model has 

already been tested in Table 6.13. 

(iii) The market segmented HL/MNL model of work trips, aggregated using 

the sample enumeration approach, combined with the aggregate model of non 

work trips. Data is, however, only available for five out of the six new 

stations. 

(iv) The single market HL model of work trips, aggregated using a naive 

approach based on the IL, again combined with the aggregate model of non­

work trips. 

(v) PTE forecasts which were based on a simple regression model that 

included the number of households within BOO m and the number of weekday 

trains. 

These five approaches are compared by Table 9.6. It can be seen that 

the forecasts of the trip rate model are within!. 42% of initial usage with a 

RMSE of around 71 trips. The caveats noted above should, however, be taken 

into account. In addition, it should be noted that this method fails to replicate 

the correct ranking of new stations and in this respect performs worse than 

the other approaches (see Table 9.7). 

Of the four remaining approaches the most accurate, at least ini tially, 

is the market segmented HL/MNL approach. This method may be shown to 

give predictions on average around 34% above the initial usage with an RMSE 

of around 79 trips. It should be noted, though, that the work model alone was 

within!. 16% of initial work trips, whilst the non work model gave predictions, 

on average, 67% greater than initial non work usage. Given the weekda>' 

purpose breakdown in Table 5.13 this suggests the non-work model contributes 

77% of the forecasting error of this approach. 

By contrast the single market HL model gives predictions some 54% 

above initial usage, with a RMSE of around 97 trips. Most of this deterioration 

of accurac), might be attributed to the zonal data used. It can thus be seen 

that this approach is only slightly more accurate than the aggregate all-trips 

model which gave predictions some 63% above initial usage, with a RMSE of 

around 108 trips. 

With the exception of the trip rate model (for three sites) and the 

,,' '11 
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B C 2 3 4 5 

D.i.s:r:.Br6Jlte er h}trid arparll 
SD::n1 N::JJ. 'frip rate JlgJr6}it:e M:u:irt Sin:Jle PlE 
y:m- 1985 rrcd:;.l rrcx:hl S3jtBltal 1'TaI:kE.t forecast 
~ ~ rn:::d=.l naEl 

- s:nple -rei\e 
aureratim 

Fitzwill.ian 1.61 1.95 1.39 1.31 1.84 2.25 

cei.ghtm 2.03 2.11 1.76 2.72 1.28 1.98 4.60 

Q:03sfJatts 1.57 1.83 0.00 2.32 1.48 2.03 3.33 

Slaitlwrite 0.78 1.31 0.67 1.22 1.05 0.92 1.54 

&anlEy 1.04 1.07 1.47 1.35 1.71 1.75 3.54 

S3ltaire 1.34 0.58 1.49 0.99 1.11 2.56 

IM:E - Initial ~ 71.3 108.3 78.6 96.9 335.8 
- fe:ad }S3I" ~ (63.7) (84.7) (77.1 ) (291.8) 
- N::JJ. 1985 ~ (48.8) (86.3) (71.7) (275.9) 

ID - Initial ~ 0.422 0.630 0.343 0.540 1.936 
- fe:ad j63!" ~ (0.363) (0.373) (0.312) (1.392) ,.1 

- N::JJ. 1985 ~ (0.211 ) (0.331) (0.238) (1.015) 

TABLE 9.6 FDROCASTED WEEKDAY USAGE AT NEW STATIONS 
(All figures (except RMSEs and ADs) divided by initial usage) 

Initial 'frip rate J'gJrEgIt:e ~ Sin:Jle PlE 
~ rrcd:;.l rro.:l::!l SEgtB1t:al rtnItet fcrernst 

Fi t;zwil.lian 6 4 6 5 6 

cei.ghtxn 5 2 4 5 4 3= 

crcssflatts 4 5 3 3 3 3= 

Slaitl-wllte 3 6 5 4 6 5 

acmlEy 2 2 1 

S;Utaire 3 2 2 2 

N:s o::alOe:± 0 3 0 

2: I F-A I 12 4 4 8 7 

TABLE 9.7 AcruAL AND FDROCASTED RANKIN:; OF SIX NEW STATIONS 
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market segmented model (for one site), the forecasting methods discussed 

above all overpredict initial usage. They may, however, be seen as an 

improvement to the simple PTE forecasts which overpredicted usage by around 

193%, with a RMSE of 336 trips. In the light of this experience the PTE have 

scaled down their forecasts. If the appropriate factor is used from Table 9.6 (= 

0.341) it can be shown that such an approach still results in an AD of around 

25%, with a RMSE of 41 trips, with initial usage being seriously 

underestimated at some sites. Such an approach clearly lacks a theoretical 

basis and should only be used when no other forecasting approach is available. 

The fact that our models tend to overpredict initial usage may be due 

to the fact that new station demand builds up over time, as will be shown in 

section 9.4. In Table 9.6 later usage figures, derived from the November 1984 

and 1985 PTS are presented. Compared to the November 1984 usage figures 

the accuracy of the ASM all trips model and the two hybrid approaches is 

broadly comparable, although compared to the November 1985 figures it is 

apparent that the ASM all trips model has some advantages. It is noticeable 

that the unadjusted PTE model still overpredicts usage by over 100%. It 

should be noted that our forecasts have not been adjusted to take Into account 

reductions in real fares over the period 1983-85 which, with the introduction 

of Metrocard and the various off-peak schemes, are non trivial. The ASM all­

trips forecasts will be most sensitive to such price reductions, whilst it should 

be noted that neither the non-work model used in both "disaggregate" 

approaches nor the MNL model for NCO households used in the market 

segmented approach include a cost parameter. Clearly a trip rate model can 

not take account of such changes, unless it was recalibrated. The effect of 

Metrocard on predicted patronage will be examined further in 10.3.4. Despite 

this it is interesting to note that by November 1985 the "disaggregate" 

approaches underpredict usage at four sites. This may, in part, reflect the 

inability of our disaggrcgate mode split modes to take into account the effect 

of generated work trips. 

9.3.3 Comparison of Aggregate and Disaggregate Models 

We are now in a position to make some comparisons between the 

aggregate and disaggregate methods that wc have used. However it should be 

noted that: 

.. , 
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(i) We are comparing different model formulations. The approaches used 

are based on different dependent and independent variables, different internal 

specifications and different over~ll structure. In particular the disaggregate 

approach is based on logit models of mode choice which, as a closed function, 

can only consider abstracted trips. We hypothesise that, at least in the short 

run, there are unlikely to be any generated work trips (this is confirmed by our 

market research). The aggregate model might be seen as dealing with trip 

generation, distribution and modal split simultaneously and is, to an extent, 

unbounded. The forecasts of such a model might be seen as being more 

indicative of a longer term equilibrium. 

(iO The various methods used were based on different data sets; 

a) The sample enumeration method was based on the West Yorkshire 

Transportation Study update which involved household interviews. The times 

and costs of the preferred mode were reported, but those of the alternatives 

were based on engineering data. 

b) The naive method is based on zonal engineering data concerning Public 

Transport times and costs and Census data regarding existing journey to work 

patterns. 

c) The aggregate approach was based on Census data regarding origin and 

destination zonal characteristics and on zonal engineering data concerning 

Private and Public Transport times and costs. 

Hence we are comparing specific models rather than methods and arc 

unable to generalise to the same extent as previous studies (Watson, 1975, 

Hartgen et al. 1975). Nonetheless, the following comments might be made: 

(i) A purely disaggregate approach is highly accurate in what it does. For 

example Table 8.5 shows that this method's forecasts of work trips were on 

average within 16% of the actual figure (and if Saltaire, which may be 

considered a special case, is excluded this figure falls to less than 6%). This is 

similar to the level of accuracy achieved by Harata and Ohta (1986) in a study 

of the application of disaggregate nested logit models to railway station and 

access mode choice in Greater Tokyo. 

(ij) However the disaggregate models we have developed arc limited in 

their extent. They can only predict the number of work trips by rail 

originating within a pre-defined area (which mayor may not coincide with the 

r ' 
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station catchment area). If time had permitted, and the data had been readil)' 

available, the disaggregate approach might have included a model of non-work 

trips as well as generation and distribution stages. 

(Hi) By contrast the aggregate approach appears to be inaccurate, giving 

predictions 54% above initial usage. If however patronage growth over time 

occurs, and in the next section we have evidence that over five years new 

station patronage may grow by as much as 75%, then under this assumption the 

predictions of the aggregate approach would be within '!. 26% of the actual 

usage (although the RMSE will have only fallen to 71 trips). 

(iv) However the aggregate models we have developed are more 

comprehensive than our disaggregate models. In order for the "disaggregate" 

approach to produce a total station usage figure we require information on the 

areal extent of catchment areas for work travellers and an estimate of the 

number of non-work trips. Such aggregation procedures have led to an 

increase in forecasting error, as measured by the AD, of between 214 and 

338%. This first figure refers to the results of the sample enumeration 

technique which is limited to instances where household interview data is 

available, but, as such data is limited, the more inaccurate naive method 

(given by the second figure) will normally have to be used, unless fresh data 

can be collected. As a result the "disaggregate" approach ma)' only be 14% 

less inaccurate in predicting first year station usage than the aggregate 

approach, whilst if real patronage growth exists then the aggregate approach 

may even be more accurate. 

Cv) It is often claimed that a disaggregate approach is less data intensive 

than an aggregate approach (Spear, 1976, Hartgen et al. 1975). However, from 

our experience, in order to calibrate and validate a disaggregate model some 

1294 observations were required, whilst the aggregate model required only 110 

cases, although each case contains at least 25 observations. Moreover, the 

aggregate data is generally easier to collect and in this case already existed. 

Thus, aside from the need for greater expertise, the "disaggregate" approach 

involved at least treble the research effort compared to the aggregate 

approach. 

(vi) A disaggregate approach makes available a potentially wider range of 

behavioural parameters, and in particular is able to assess in more detail the 

effect of out of vehicle time, as can be seen from Table 9.8. 

" I1I 



Price 
In vehicle time 
Wait 
Walk 
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Aggregate - all trips 

-0.825 
-0.418 

{ -0.600 

TABLE 9.8 COMPARISON OF ELASTICITIF.:S 

Disaggregate - single 
market work trips only 

-0.343 
-0.227 
-0.150 
-0.283 

As we have already noted, the elasticities implied by the disaggregate 

model arc lower than those implied by the aggregate model as they refer to 

work trips only, which previous research (Kemp, 1973) and "a priori" reasoning 

have shown to be relatively inelastic. In addition a disaggregate approach 

allows us to calculate a value of time. However, it is interesting that the 

implied behavioural non-work (i.e. commuting and leisure trips) values of in­

vehicle time arc in most cases significantly higher than those being used in 

current practice (MV A et aI, 1986 pp17 4-5). 

(vii) Lastly, we have seen that a disaggregate approach provides important 

information on abstraction from previous modes and, if a sample enumeration 

approach is used, on the extent of time savings to new station users (sec 

section 8.3.2). However, information on destination choice is limited (and may 

be better 'reproduced by the aggregate approach) whilst, as wc have already 

noted, our disaggregatc approach is unable to take into account the effect of 

generated trips. 

9.4 DEMAND GROWTH OVER TIME 

To an extent our analysis so far has been static in that changes in 

patronage over time at new stations has not been considered in detail. Past 

evidence for this in West Yorkshire is not conclusive. For example between 

1974 and 1979 patronage at New Pudsey grew by 228% but patronage at 

Baildon fell by 23%. Time-series information on patronage growth at recent 

new or resited stations is limited, but Table 9.9 shows information collected 

for eight sites in Merseyside, South Yorkshire and the West Midlands. This 

Table shows that only onc site (Chapeltown) exhibits continual absolute 

growth. However, we need to take into account exogeneous factors and t.his 

has been done crudely by finding the difference of the percentage change in 

station usage and the percentage change in system usage. This shows that five 

I" '11 



Year 1 2 3 4 5 6 

A B A B A B A B A B A B 

Garston1 2089 0 2766 14 3059 35 3565 62 3855 71 3601 49 

Cressington1 867 0 1030 1 1070 12 1280 30 1155 19 2295 142 

Aigburth1 1160 0 1499 11 1852 51 2665 112 1993 58 3104 145 

St. Michaels1 1417 0 1448 -16 1373 -12 1620 -4 1556 -4 1919 12 

Five Ways2 7401 0 6997 6 8957 35 7356 20 

Universitr2 15201 0 12087 -8 12714 -2 10384 -11 

Longbridge2 13893 0 10144 -15 11086 ~6 9210 -13 N 
w 
'-J 

Chapel town3 2028 0 3109 24 3305 15 3453 22 

Notes 

1 reopened 1978. Figures refer to total joining/alighting per average weekday. 1983 figure (year 6) affected by extension of 
service to Hunts Cross. Source: Merseyside PTE 

2 opened 1979. Figures refer to total joining per week. Source: West Midlands PTE. Market Research Unit. "Annual Statistics 
Report. 1982-3. Rail Supplement". April, 1984 

3 resited 1981. Figures refer to total joining/alighting per week. From 1983 onwards passengers using rerouted Huddersfield-
Sheffield trains excluded. 

TABLE 9.9 CHANGES IN DEMAND AT EIGHT STATIONS 

A = Absolute usage figure. 

B = Percentage growth of station patronage minus percentage growth of system patronage. 
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of the eight sites have exhibited positive relative growth over the survey 

period. The exceptions are provided by St. Michacls, University and 

Longbridge all of which may have been affected by decreased employment 

opportunities within their catchment areas. It is interesting to note that over 

five years the stations on the Garston branch exhibited real patronage growth 

of around 47%. 

There is thus some evidence for the PTE's hypothesis that new station 

demand will grow by around 10% pa for up to five years after opening, but 

such evidence is not overwhelming. It was thus decided to investigate the 

effect of patronage growth at the six new stations already opened in West 

Yorkshire, as BR has carried out up to 31 counts covering, in the case of 

Fitzwilliam, a maximum period of 33 months. An overall pattern of growth is 

indicated by a simple regression using all the count data available (T able 

9.10A). This suggests that patronage growth is around 2% per month on a 

weekday and 1.6% on a Saturday. The goodness of fit of such a regression is, 

however, Iow. 

In order to improve the goodness of fit of such a regression the counts 

were combined into indices for three monthly periods. This greatly reduces 

the number of observations and emphasises the role of those stations that have 

been opened the longest. In addition a dummy variable (PROMO) was 

introduced for the first quarter in order to demonstrate the effect of 

promotional activity. Although only significant, at the 95% level, on a 

Saturday, the value of this dummy suggested that promotional activity boosted 

patronage by around 20%, as shown by Table 9.10B. This Table also indicates 

that weekday patronage was growing by around 2.6% per month (1.8% on 

Saturdays). 

These results will, however, be affected by exogeneous factors, in 

particular the numerous fare changes during the period 1982-4. In order to 

take into account the effect of external factors indices were adjusted so as to 

take into account the system wide trend (based on total number of passengers 

on local services) and a measure of seasonal variation (based on Bellamy, 1978, 

and information provided by WYPTF). The results of such an adjustment arc 

given by Table 9.10C. The adjustments suggest that, compared to 9.10B, the 

weekday patronage growth has declined to 2.1% per month (1.3% on 

Saturdays). This implies additive patronage growth of around 24% per annum. 
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Intercept Time DW R2 

Weekday 89.036 2.1741 1.648 0.333 
(10.080) (3.672) No. of observations = 28 

Saturdays 87.019 1.606 1.212 0.219 
(8.335) (2.484) No. of observations = 23 

(A) 

Promo 

Weekday 73.270 7.6932 19.696 2.003 0.842 
(7.287) (4.506) (1.373) No. of obs. = 6 

Saturday 80.603 5.490 19.055 2.709 0.891 
(14.159) (5.680) (2.347) No. of obs. = 6 

(B) 

Weekday -17.328 6.2932 11.855 2.101 0.810 
(-1.835) (3.924) (0.880) 

Saturday -11.284 4.094 10.021 2.273 0.877 
(-2.426) (5.182) (1.510) 

(C) 

TABLE 9.10 PATRONAGE CHANGE AT SIX NEW STATIONS 

1 Monthly period 

2 Three monthly period 

DW = Durbin Watson statistic. 
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9.5 CONCLUSIONS 

In this Chapter the forecasting accuracy of up to five modelling 

approaches has been assessed for the six new stations that have already been 

opened in West Yorkshire. Based an the absolute deviation from initial usage 

these approaches may be ranked in order of decreasing accuracy as: 

1. Market segmented disaggregate model with aggregate non-work model 

(NWM). 

z. Trip rate model 

3. Single market disaggregate model with aggregate NWM. 

4. All-trips ASM 

5. PTE Regression Model. 

Thus the market segmented approach was applied to five out of the six 

existing new stations, but due to lack of data could only be applied to three of 

the potential sites. Therefore for one of the existing new stations 

(Fitzwilliam) and 25 of the potential sites use was made of the single market 

approach based on zonal engineering times and costs and a naive aggregation 

procedure based an the use of ElL models (which was shown to greatly increase 

inaccuracy). It will be the demand forecasts from these models that will be 

used as the main input to the evaluation framework outlined in the next 

Chapter. 

Our results show a trip rate model can provide reasonably accurate 

forecasts of initial usage at minimal research cost. However, such an 

approach does not provide information on destination choice or previous mode 

used which is needed to determine gross and net revenue. In addition, as we 

have already shown, such a model is not responsive to policy changes. 

It was noted that the advantages of the "disaggregate" (or more 

strictly "hybrid") approaches over the aggregate approach further diminish if 

there is patronage growth over time, due to the former's limited capacity to 

incorporate generated trips. Evidence of real demand growth over time at 

new stations is not conclusive but it was shown that it may be reasonably 

expected to witness growth over t.he first five years of between 0 and 75% 

overall. 
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CHAPTER TEN EVALUATION RESULTS 

10.1 INTRODUCTION 

Having developed a full range of forecasts for existing and potential 

new stations in West Yorkshire, we are now in a position to put into practice 

the evaluation framework outlined in 3.4. This chapter will consist of three 

main sections. In the next section we will examine the main financial costs 

and benefits that affect new stations, whilst in the following section we will 

identify the main social costs and benefits, including re-analysis of the market 

research data presented in 5.5.2 in order to assess the extent of benefits to 

new station users. In the last main section we will consider a number of costs 

and benefits that have proved difficult to measure, although these will be 

evaluated for selected sites only. 

The next two sections will include at least three sub-sections: 

(i) "Actual" evaluation of the six new stations already opened, based on 

the usage data collected by BR and from our own market research. 

(ii) "Modelled" evaluation of the six new stations, based on the demand 

forecast information provided by the updated market segmented 

approach, except for Fitzwilliam where the single market approach 

had to be used (sce Table 9.6). 

(Hi) "Modelled" evaluation of the 28 potential station sites, based on the 

single market approach's demand forecasts (see Table 9.1), except for 

Gamble Hill, Osmondthorpe and Wrenthorpc, where the market 

segmented approach could be used (Table 9.2). 

As described in 3.4.5, in presenting costs and benefits emphasis will be 

placed on using NPV measures, based on discount rates of 5, 7 and 10%, 

project life of 15 and 30 years and high and low growth rate assumptions. In 

addition, in order to make simple comparisons, use will be made of FYRR 

measures (sce 3.4.4 for definitions). 
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10.2 FINANCIAL COST -BENEFIT ANALYSIS 

10.2.1 Actual Financial Costs and Benefits at Six New Stations 

For the six new stations that have already been opened in West 

Yorkshire, the following financial costs and benefits (to the PTE and BR taken 

together) may be taken into account: 

(i) Capital cost of construction. Outturn costs were provided by WYPTE 

(1984B) and are shown in column 1 of Table 10.1. 

(iO Recurrent costs of maintenance and administration. Based on 

experience at existing local stations this was calculated by the PTE, at 1984 

claim prices, to be, on average, £1700 per station per annum, as shown by 

Column 2 of Table 10.1. As the new stations selected were those which could 

be accommodated within existing timetables there was no identifiable effect 

on train service expenses. However the recurrent cost figure did include a 

notional amount to cover increased fuel and braking costs due to the additional 

stop. 

(iii) Gross revenue. This was calculated by multiplying mean fare paid 

(from our market research) by patronage (from the PTS). No account was 

taken of Sunday traffic and in order to take into account holidays only SO 

weeks (= 300 days) were considered. This is shown in column 3 of Table 10.1. 

(iv) Net revenue. This was calculated as gross revenue times the sum of 

the proportion that was generated and was abstracted from private transport 

(from our market research). 

(v) Existing revenue lost. The addition of a new station will lead to a 

time penalty estimated by the PTE as two minutes (Cottham, 1985), although 

examination of BR timetables before and after new stations are opened 

suggests that on average the penalty is only one minute. The PTE argue that 

passengers are unlikely to react to such a small change (or are unlikely to 

perceive the change) and hence existing revenue lost is zero. Thus following 

the approach adopted b)' the PTE in columns 5 and 6 of Table 10.1, we have 

assumed existing revenue lost is zero. 

However, ignoring the impact of time penalties is inconsistent when, 

as we shall see in section 10.3, time penalties are evaluated as a social cost. 

In order to determine existing revenue lost the number of passengers on trains 



1 2 3 4 5 6 7 8 9 10 

Capital Recurrent Gross Abstracted Balance FYRR FYRR- Existing Balance FYRR 
Cost costs revenue revenue (3-2-4) PTE revenue 5-8 

lost 

Bramler 124500 1700 37988 29176 7112 0.057 0.302 3279 3833 0.031 

Crossflatts 80000 2200 41199 25670 13329 0.167 0.273 2275 11054 0.138 

Deighton 77000 1500 33286 21952 9834 0.128 0.214 2153 7681 0.100 

Fitzwilliam 86000 1500 22946 11877 9569 0.111 0.122 809 8760 0.102 

Saltaire 118000 1700 40731 27790 11241 0.095 NA 2826 8415 0.071 

Slai thwai te 106000 1700 19634 8196 9938 0.094 0.222 480 9458 0.089 

TOTAL 591500 10300 195784 124661 61023 0.103 0.232 11882 49201 0.083 

TABLE 10.1 "ACTUAL" FINANCIAL FYRR FOR SIX NEW STATIONS (1984 PRICES) 

N 
-+=-
W 

3 4 5 6 9 10 

Bramley 30616 22130 6786 0.055 3507 0.027 

Crossflatts 29362 11978 15184 0.190 12909 0.161 

Deighton 13926 8132 4294 0.056 2141 0.028 

Fitzwilliam 20521 13372 5649 0.066 4840 0.056 

Saltaire 42377 18685 21992 0.186 19166 0.162 

Slaithwaite 22234 5774 14760 0.139 14280 0.135 

TOTAL 159036 80071 68665 0.116 56843 0.096 

TABLE 10.2 "MODELLED" FINANCIAL FYRR FOR SIX NEW STATIONS (1984 PRICES) 
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prior to stopping at a new station was estimated from the OD data derived by 

the probability method (sce section 4.2.1) updated and converted into 

passenger miles using data from "Transportation Trends" (WYMCC, 1985). 

Given the average speed of a service (from the BR Timetable) this could be 

converted into a mean in-vehicle time per passenger figure. The effect of an 

increase of one minute in journey time was estimated by applying the journey 

time elasticity of the aggregate all-trips model (-0.418). The number of 

passenger miles lost can then be converted into a total revenue lost figure by 

applying the mileage related farescale. The results of taking into account 

existing revenue lost are shown by columns Band 9 of Table 10.1. It should be 

noted that the effect of this revenue loss to the PTE is reduced by the fact 

that, assuming switchers are the same as the total train using population, 60% 

of travellers are likely to switch to bus (from the 1984 County Council survey). 

From Table 10.1 it can be seen that our estimates of net financial 

benefits as measured by a FYRR figure are less than half those of the PTE. 

The main reason for this is that the PTE assessed generated traffic as all new 

trips whilst in our study a stricter definition of generated trips as all new trips 

that could be attributed to the new station was used, thus excluding trips 

generated by exogeneous factors such as changes in employment or residence. 

Further differences are due to the fact that the PTE used a system wide mean 

fare estimates. Comparison of columns 5 and 6 with Band 9 shows that the 

addition of six new stops decreased eXisting revenue by £11,822 pa causing a 

decrease in net benefits of 19% and an absolute decrease in the overall FYRR 

of 2%. 

In developing NPV figures for the six new stations two assumptions 

concerning demand growth over time were tested. 

(i) No growth. This assumes that patronage remains stable at the initial 

usage figure. 

(ij) High growth. Following the findings of 9.4 this assumes that initial 

usage increases additively by 24% per annum up to the fifth year and 

then reaches stability. 

Findings from other areas (such as the Garston branch in Merseyside) 

suggests that in reality demand growth will be somewhere between these two 

figures. 
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The results of such an analysis are given by Table 10.3. From this 

Table it can be seen that, assuming a project life of 30 years, the total new 

station package's NPV is positive for all assumpt.ions except no growth and 

10% interest rate (although even this is positive if the European Regional 

Development Fund (ERDF) grant for Saltaire is deducted from the costs). 

However, the NPV for Bramley is negative for all three no growth assumptions 

whilst it is also negative for Saltaire (if we exclude the ERDF grant) and 

Slaithwaite under the no growth and 10% interest rate assumptions. 

These results can be compared with those of the PTE as we have not 

included estimates of revenue lost, from existing passengers. It can be seen 

that the PTE's estimate of an NPV for five stations (Saltaire was excluded) 

(£1,272,000) is only slightly higher than our estimate for the same five stations 

assuming high growth (£1,094,195 i.e. a difference of 16%) but is much higher 

than the value given by our no growth assumption (£308,365 i.e. a difference of 

312%). 

When a project life of 15 years is considered, the total station 

package's NPV is again generally positive except for at the 7 and 10% levels 

under the no growth assumption. The NPVs for Bramley, Slaithwaite and 

Saltaire arc negative under all three no growth assumptions, whilst Bramley 

has a negative NPV even under the high growth assumption, given a 10% 

interest rate. This suggests that our results are more sensitive to changes in 

assumptions concerning project life and interest rate than arc those of the 

PTE. 

10.2.2 Modelled Financial Costs and Benefits at Six New Stations 

A modelled evaluation of the six new stations was based on the 

forecasts provided by the "disaggregate" market segmented approach, except 

at Fitzwilliam where the single market model had to be used. Because wc had 

only been able to model weekday demand, Saturday usage was assumed to be 

the same as that on an average weekday, even though in reality for the six 

stations overall it was initially 8.8% higher, although there was considerable 

variation from station to station. 

In order to assess gross revenue usc was made of the destination 



5% 7% 10% PTE 

High Growth No Growth High Growth No Growth High Growth No Growth 

Fitzwilliam 164523 61100 113280 32742 61932 4207 80000 

Deighton 256366 80184 187457 49883 118481 19391 186000 

Crossflatts 336340 124901 249649 85400 162962 45652 257000 

Slai thwai te 219103 46789 151048 17332 83023 -12309 265000 

Saltaire 202375 46702 136341 14951 70268 -16999 NA 

* (238090) (82416) (171389) (49998) (104358) (17091) 

Bramley 117863 -4609 67420 -27721 16975 -50978 484000 

TOTAL 1296570 355067 905195 172587 513641 -11036 1271000 

* (1332285) (390780) (940243) (207634) (547731) (23054) 

(A) 30 YEARS PROJECT LIFE 
N 
~ 
en 

Fitzwilliam 76959 13324 55385 1154 29998 -13217 

Deighton 138675 29133 109643 16129 75560 772 

Crossflatts 187872 58351 151487 41400 108818 21382 

Slaithwaite 102440 -2847 73914 -15485 40477 -30410 

Saltaire 89447 -6792 61676 -20417 29048 -36508 

* (125161) (28923) (96723) (14629) (63175) (-2417) 

Bramler 31501 -43548 10321 -53467 -14520 -65180 

TOTAL 626894 47621 462426 -30686 269417 -123161 

* (662608) (83336) (497473) (4360) (303508) (-89070) 

(B) 15 YEARS PROJECT LIFE 

TABLE 10.3 FINANCIAL NPV FOR SIX NEW STATIONS (1984 PRICES) 

* ERDF grant of £37500 for Saltaire included as a windfall gain 
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choices implied by the forecasting models, combined with the 1984 fare scale. 

Using evidence from the County Council's 1984 rail survey, it was assumed 

that 52% of travellers made use of season tickets or saverstrips, 43% used 

ordinary tickets, 3% used Day Rover and 2% used staff/privilege tickets. In 

addition, using our own market research, it was assumed that 18% of travellers 

made use of half price travel. It was also assumed that, on a weekday, all 

work journeys were made during the peak and all non-work journeys were made 

during the off-peak. This resulted, on average, in 44% of trips being 

forecasted in the off-peak. Journeys to other destinations (non-work journeys 

to non-modelled destinations) were assumed to cost the system wide mean fare 

(60 pence). The modelled gross revenue is shown by column J of Table 10.2. 

There is a suggetion that we have underestimated revenue in that the total 

gross revenue is only 0.812 that of Table 10.1. 

For journeys to/from work the percentage of trips abstracted from 

other modes can be modelled directly, but as with destination choice this ma), 

be inaccurate due to the small samples used. To determine the percentage of 

non-work journeys abstracted and generated we had to rely on our market 

research which suggested that 40% of non-work trips were abstracted from 

Public Transport, 20% were abstracted from car and 40% were generated. 

This allowed us to produce an abstracted revenue figure shown by column 5 of 

Table 10.2. 

Comparing the FYRR given by Table 10.2, column 6 to that of Table 

10.1 it can be seen that it is higher in absolute terms by 13%. Although the 

results at Bramley in Table 10.2 are broad I)' similar to those in Table 10.1, 

there are big differences for the other sites, particularly Deighton and 

Saltaire, and the absolute deviation between the "actual" and modelled FYRRs 

is 42.6% (RMSE = 0.055). 

10.2.3 Modelled Financial Costs and Benefits at 28 Potential Sites 

The 28 potential sites identified in 9.1.1 were evaluated. For three of 

these sites (Osmondthorpe, Gamble Hill and Wrenthorpe) use was made of the 

market segmented model's prediction of the number of work journeys, whilst 

for the remaining 25 sites use was made of the single market model. 



Osmondthorpe 

Gamble Hill 

Wrenthorpe 

Steeton 

Utley 

Newlay 

Laisterdyke 

Stannlngley 

Armley 

frizinghal1 

Bowling 

Low Moor 

Luddendenfoot 

Lightcliffe 

Salter Hebble 

Wortley 

Cottingley 

Milnsbridge 

Beeston 

East ArdsJey 

Outwood 

Sandal 

Hemsworth 

Burley 

Hawksworth 

E. Garforth 

E.Knottingley 

Kirkstall 

1 

Capital 
costs 

(£) 

100000 

100000 

130000* 

100000 

120000 

120000 

150000 

120000 

100000 

100000 

90000 

60000 

120000 

60000 

50000 

120000 

100000 

150000 

150000 

130000 

120000 

100000 

100000 

100000 

150000 

100000 

100000 

120000 

234 

Recurrent Mean Gross 
costs fare revenue 

(£) 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1500 

1500 

1700 

1500 

1500 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

1700 

(£) 

0.400 

0.390 

0.418 

0.700 

0.659 

0.392 

0.337 

0.358 

0.338 

0.379 

0.286 

0.343 

0.443 

0.332 

0.427 

0.318 

0.386 

0.426 

0.371 

0.440 

0.354 

0.426 

0.581 

0.291 

0.399 

0.509 

0.613 

0.309 

(£) 

59040 

50544 

13292 

18690 

16014 

16783 

17996 

30179 

40357 

25294 

28301 

16877 

8107 

10558 

21265 

12593 

27445 

19681 

25154 

10692 

8071 

16614 

14990 

23484 

28429 

58331 

15448 

27439 

248 

5 

Net 
revenue 

e£) 

14424 

15116 

4514 

7770 

6920 

7178 

6470 

10095 

10241 

6934 

4959 

3705 

4386 

4681 

8839 

3530 

5674 

7023 

5342 

4224 

2973 

4984 

6100 

5936 

10534 

16339 

9269 

7694 

6 

Balance 
(5-2) 

(£) 

12724 

13416 

2814 

6070 

5220 

5478 

4770 

8395 

8541 

5234 

3259 

2305 

2686 

3181 

7339 

1830 

3974 

5323 

3642 

2524 

1273 

3284 

4400 

4236 

8834 

14639 

7569 

5994 

7 

FYRR 

0.127 

0.134 

0.022 

0.061 

0.044 

0.046 

0.032 

0.070 

0.OB5 

0.052 

0.036 

0.038 

0.022 

0.053 

0.147 

0.015 

0.040 

0.035 

0.024 

0.019 

0.011 

o.o:n 

0.044 

0.042 

0.059 

0.146 

0.076 

0.050 

TABLE 10.4 fiNANCIAL COSTS AND BENEFITS AT 28 POTENTIAL SITES (1984 PRICES) 

8 

EXisting 
revenue 
lost 

(£) 

79BO 

3410 

llBB 

1560 

1560 

4416 

3047 

3324 

3410 

1B72 

2208 

220B 

2160 

2208 

2160 

1920 

1920 

602 

llB8 

1188 

1188 

873 

821 

4464 

439Z 

4620 

200 

4416 

• Assumes PTE responsible for 30% subway provision. If this becomes 100% capital cost increases to £1BO,OOO. 

9 

Balance 
(6-8) 

(£) 

4744 

10006 

1626 

4510 

3660 

1062 

1723 

507l 

51H 

3362 

1051 

97 

526 

973 

5179 

·90 

2054 

4721 

2454 

13)6 

85 

2411 

3579 

·228 

4442 

10019 

7281 

1578 

10 

FYRR 

0.047 

0.100 

0.013 

0.045 

0.031 

0.009 

0.011 

0.042 

0.051 

0.034 

0.012 

0.002 

0.004 

0.016 

0.104 

·0.001 

0.021 

0.031 

0.016 

0.010 

0.001 

0.024 

0.036 

-0.002 

0.027 

0.100 

0.07) 

o.on 
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Data on construction costs for certain sites were provided by the PTE 

(1984A). Where such costs did not exist, following consultations with BR and 

the PTE, an average cost of £100,000 for a double platform station was 

assumed, rising to £150,000 where there were local access difficulties (for 

example if the site is located in a cutting) and falling to £60,000 for a single 

platform station. Recurrent costs were assumed to be £1,700 per annum for 

double platform stations (£1,500 for single platform stations). These costs arc 

shown by column 1 and 2 of Table 10.4. 

Estimates of gross revenues and net revenues were made as in the 

previous section, by utilising information supplied by the models on destination 

choice and abstraction (shown by columns 4 and 5 of Table 10.4), whilst 

existing revenue lost (column 8 of Table 10.4) was calculated as in 10.2.1. 

From column 7 of Table 10.4 it can be seen that, using a FYRR 

measure comparable to that of the PTE only seven stations have a rate of 7% 

or more (12 have a rate of 5% or more). However, if existing revenUD lost is 

taken into account then only four stations have a FYRR (column 10, Tablc 

10.4) of 7% or more, with this figure only increasing to five if a 5% rate is 

used. 

The data presented in Table 10.4 can be converted into NPVs as before 

although the definitions of the growth assumptions are modi fied: 

(i) High initial usage. Predicted patronage achievDd by year 1 and 

sustained throughout the project life. 

(ij) Low initial usage. Patronage grows additively by 24% pa to achieve 

predicted patronage in year 5 which is then sustained throughout the 

project life. 

Table 10.5 shows the financial NPVs assuming a project life of .30 

years. Although at the 5% interest rate and assuming high growth seven sites 

give positive returns, only four of these (Osmondthorpe, Gamble Hill, Salter 

Hebble and East Garforth) arc insensitive to further changes. 

In the last column of Table 10.5 wc relax the assumpt ion that a single 

Public Transport authority (i.e. the PTE) is responsible for financing both bus 

and rail and heneD switches of revenue from bus to rail can not be considered 

as a net financial gain. This might be ju~ti fied for at least two scenarios: 
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5% 7% 10% 

High growth Low Growth High Growth Low Growth High Growth Low Growth Different 
Financial 
Scenario 

Osmondthorpe 92803 78925 55635 42257 5545 18233 451414 

Gamble Hill 106238 91510 66480 52282 13008 26472 496486 

Wrenthorpe -86741 -91141 -95080 -99321 -107494 -103472 -7972 

Steeton -6688 -14259 -24762 -31975 -49401 -42778 12697 

Utley -39755 -46497 -55244 -61724 -76954 -70790 ·55588 

Newlay -35789 -42782 -52022 -58764 -74751 -68358 -71868 

Laisterdyke -76672 -82976 -90807 -96844 ·110796 ·105032 -39471 

Stanningley 9053 -783 -15825 -25308 -49852 -40860 89113 

Armley 31295 21318 5986 -3634 -28606 -19484 345956 

f rizinghaIl . -19540 -26297 -35051 -41565 -56836 -50659 188220 

Bowling -36826 -41657 -47077 -51735 -61809 -57392 225675 

Low Moor -26104 -29713 -32638 -36118 -42514 -39214 83487 

Luddendenfoot -43437 -47710 -64420 -68540 -98585 -94678 ·113727 

Lightcliffe -11100 -15660 -20256 -24923 -34182 ·30013 -18049 

Salter Hebble 62819 54206 41070 32767 11311 19184 150689 

Wortley -91868 -95308 -97290 -100607 ·105893 -102748 ·32822 

Cottingley -38909 -44438 -50685 -56016 -67591 ·62537 212755 

Milnsbridge -6817 -75013 -83945 -90542 -106075 -99819 -90781 

Beeston -94012 -99218 -104805 -109824 -120425 -115666 H5622 

East Ardsley -91199 -95314 ·98679 -102646 -109968 -106206 ·45527 

Outwood -100430 -103327 ·104202 -106995 -110647 -107999 ·74650 

Sandal -49516 -54372 -59248 -63929 -73481 -69041 51420 

Hemsworth -32360 -38304 -45400 -51129 -63954 -58521 61366 

Burley -34881 -40665 -47435 -53011 -65354 -60067 52020 

Hawksworth -14198 -24462 -40377 -50272 -76104 ·66721 23403 

East Garforth 125039 109119 81656 66309 23448 30001 95524 

East Knottingley 16355 7323 -6076 -14782 ·36903 ·26047 76477 

KirkstaJl -27856 -35354 -45620 -52047 ·70348 ·63494 30559 

NUMBERS 
POSITIVE 7 6 5 4 4 4 19 

TABLE 10.5 FINANCIAL NPVs fOR 28 POTENTIAL SITES - 30 YEARS PROJECT LIFE (1984 PRICES) 

1 See text _ based on 5% interest rate and high growth assumption 

.. 
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(i) Onc operator might finance rail services (i.e. BR) whilst another 

operator(s) might finance bus. This situation currently exists in most 

Shire counties. Net financial gain to BR should then include 

abstracted bus revenue. 

(iO Following bus deregulation in October 1986 around 71% of West 

Yorkshire's pre-deregulation bus network was operated as a 

commercial service. Abstraction of revenue from these commercial 

services to a social service (rail) might be considered by the PT A as a 

net financial gain. Most of the potential new station catchment areas 

studied are served by commercial bus services for most parts of the 

day, although an exception is provided by East Garforth. Of course 

bus deregulation is likely to have other effects, especially due to 

changes in bus networks, frequency and fare, which, however, we have 

not had time to investigate. 

From the last column in Table 10.5 it can be seen that changing the 

financial organisation assumption results in 19 of the sites returning a positive 

NPV (compared to seven under previous assumptions and assuming a 5% 

interest rate and high growth), even though the effect of lost revenue from 

existing passengers has been taken into account. 

The effects of assuming a 15 year project life were also tested. At 

the 5% and 7% interest rates Osmondthorpe, Gamble Hill, Salter Hebble and 

East Garforth continue to return positive NPVs. However at the 10% interest 

rate, even assuming high growth, Osmondthorpe's NPV becomes negative as do 

the NPVs for the other three sites assuming a low growth rate. Changing the 

assumptions concerning financial organisation results in 11 sites returning 

positive NPVs at the 5% interest rate and high growth assumption. Compared 

to a 30 year project life the NPVs of eight sites have become negative (Burley, 

Hawksworth, Hemsworth, Kirkstall, Milnsbridge, Sandal, 5tanningley and 

Steeton). It should be noted that throughout the above we have assumed that 

there is existing spare capacity to carry the additional traffic. 

10.3 SOCIAL COST -BENEFIT ANALYSIS 

10.3.1 Determination of Benefit to New Station Users from Market Research 

In section 5.5.2 it was shown how the data collected by our market 
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research could be expanded so as to allow estimation of benefit to new station 

users. As generalised time savings are expected to be the main social benefit 

"in our analysis we shall attempt to evaluate them in this section. It is likely 

that different evaluation measures will give different results and because of 

this at least five benefit measures were tested. These are shown by Table 10.6 

and include: 

A. Calculating the differences between standard Department of 

Transport generalised cost measures for each individual new station user and 

then determining the mean difference. To determine the mean benefit use 

was made of the rule of half for those trips that were generated, whilst those 

trips that were abstracted were considered to be existing travellers and their 

benefit was given a weighting of one. Thus: 

B. = ~ {B(2l1Wk + 2l1Wt + lIIVT + lICO/VOT + lIPA/VOT)} /nEquatlon 10.1 
1 n 

= r{B(GCp - GCr)} In 
n 

where B. 
1 

wt 

CO 

PA 

= 

= 

= 
= 

mean benefit measure at station i, Wk = Walk time (minutes), 

Wait time (minutes), IVT = In Vehicle Time (minutes). 

Public Transport fare or car operating cost (pence) 

Parking cost (pence), VOT = Department of Transport Valuo 

of time (pence per minute), n = number of observations 

GCp = Generalised time of previous mode, 

GCr = Generalised time of rail, and 

B = 1 if trip abstracted, 0.5 if generated. 

A problem with this measure was apparent in that a large percentage 

of travellers (29.8% of those surveyed) were accrueing negative benefits. This 

might be due to: " 

(i) Measurement error, in particular use of Bus IVT from published 

timetables may have understated actual IVT, particularly in the peak. 

(in Specification error, as the generalised cost formulation has failed to 

take into account a number of attributes that may be perceived as being 

important, for example convenience, comfort and reliability. 

(ill) Variability of the value of time. 
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A B C 0 E 

(i) (ii) 

Saltaire (W) 6.08 21.93 25.55 12.66 4.10 14.81 

5altaire (5) 9.10 16.37 18.45 8.32 2.40 7.68 

Bramley (W) 6.11 11.30 12.33 5.05 0.46 3.62 

Bramley (S) 2.68 9.27 16.95 2.41 -1.82 1.21 

Slaithwaite (W) 3.39 14.57 13.04 7.25 3.78 13.40 

Slaithwaite (S) "8.44 16.75 55.50 9.53 7.52 11.54 

Crossflatts (H) 1.07 15.81 15.72 0.80 -1.57 6.75 

Crossflatts (W) 8.72 16.14 18.36 9.45 5.29 8.17 

Crossflatts (5) .:.1.03 16.83 32.98 6.72 2.54 8.76 

Deighton (S) 20.33 24.11 36.96 21.84 14.13 19.10 

Deighton (W) 15.05 23.67 25.13 12.17 6.04 8.64 

Fitzwilliam (W) 37.88 60.04 49.86 41.05 32.43 35.85 

Fitzwilliam (S) 34.15 50.23 66.93 24.76 18.54 26.59 

Weighted 
Mean Weekday 8.62 20.31 21.07 10.34 4.74 10.96 

Weighted 
Mean Saturday 9.81 19.00 33.68 9.99 5.23 10.15 

Mean All 9.10 19.73 26.14 10.20 4.94 10.63 

TABLE 10.6 GENERALISED TIME SAVINGS (IN MINUTES) FOR NEW STATION 

USERS 

W = Weekday 5 = Saturday H = Holiday (See text for further explanation) 
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Explanations (i) and (in above imply adding a fixed term to the mean 

benefits (or scaling up the generalised costs proportionately) hence in 

BO) ignoring the negative benefits might be a minimum adjustment to 

make i.e. 

B. = {E BA (GCp - GCr)} /z 
1 n 

Equation 10.2 

where A = 1 if GCp - GCr > 0, = 0 otherwise 

z = number of observations where A = 1. 

or 

BCiO alternatively it might be argued that a constant term should be added 

to all observations so that the entire distribution shifts to the right. This 

constant term might be the mean negative benefit at each station i.e. 

N. = 0: B (5 (GCp - GCr)} /y 
1 n 

where 0 = 1 if GCp - GCr < 0, = 0 otherwise 

y = number of observations where 0 = 1 

and thus mean benefit may be calculated as 

B. = {r B (GCp - GCr) } In 
1 n 

+ I N.I 
1 

C. Method A might be reworked in aggregate as 

-
B. = B (GCp - GCr) 

1 

Equation 10.3 

Equation 10.4 

Equation 10.5 

This type of approach should be used where only aggregate data, 

particularly concerning the proportions abstracted and generated, arc 

available. 

D. A fourth approach might be to make use of the disaggregate 

parameters from the models developed in Chapter Seven. In order to keep the 

analysis simple, use was made of the MNL model given by column 1 of Table 

7.7. It should be noted that although the out of vehicle time parameters arc 

roughly double those of in-vehicle time, this formulation implies a much higher 
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value of in-vehicle time (£2.72 per hour) than previously used. Although 

unmeasured attributes are taken into account by the ASCs, these ASCs were 

calibrated with data on all trip makers and not just those who choose rail. As 

a result the inclusion of the ASCs is unlikely to eradicate the problem of 

negative benefits. 

E. A possible way of updating ASCs has been put forward by Anas (1982, 

page 148). 

a. * = a. - In (H./H.) 
1 1 1 1 

Equation 10.6 

where a. * = unbiased ASC, a. = biased ASC 
. 1 I f\ = proportion choosing alternative i in the sample (market share) 

Hi = proportion choosing alternative i in the total population. 

(A recent study in the West Midlands (WMCC, 1984) uses a slightly 

different variation of this formula). 

Equation 10.6 was thus used with the data in Table 10.7 to modify the 

ASCs of the disaggregate model as shown by Table 10.8 (it should be noted 

that train is maintained as the base alternative i.e. ASC-Train = 0). The 

disaggregate utility function of Table 7.7, column 1 was thus modified to 

include these ASCs and rerun with the new station users data set. 

The results of the five benefit measures arc shown by Table 10.6 

(although it should be noted that the value of time used in D and E is 3.3 times 

greater than that used in A, B and C). In terms of generalised time saved in 

minutes the highest benefits are given by method B, with method BCiO 
(inclusion of constant term based on the mean negative benefit) giving a 

slightly higher benefit, especially on Saturdays, than B(i) (exclusion of negative 

benefits). The second highest benefits, in terms of time savings, arc given by 

method E, which demonstrates the effect of modifying ASCs. Comparison 

with method 0 suggests that "unmeasured attributes" account for around 6.22 

minutes of benefits on a weekday (5.85 minutes on a Saturday). The third 

highest benefits are given by method e, as aggregated data seems to result in 

an increase in overall benefits of 12% compared to method A. The lowest 

generalised time savings are given by method 0, as they arc around half those 

in A, C and Eo This is due to the higher value of time used and the use of 



User popn (1) 

(H.) 
1 

Bus 0.53 

Train 0.28 

Car Driver 0.13 

Car Passenger 0.06 

Numbers 197 

TABLE 10.7 MODAL SHARES 

Notes 

256 

Sample popn (2) 

(Hi) 

0.18 

0.09 

0.56 

0.17 

952 

Sample popn (3) 

0.46 

0.01 

0.40 

0.13 

2768 

(1) Weekday work travellers recorded in surveys 1982-84. Generated trips 
excluded 

(2) 1981 Corridor Study 

(3) Journey to work travellers living within 800m of a station and travelling to a 
rail served destination (From the 1981 Census, Special Workplace Statistics) 

"Biased" "Unbiased" 

ASC - Bus 0.448 0.393 

ASC - Car Driver 1.B24 -0.771 

ASC - Car Passenger -0.092 -2.678 

TABLE 10.B ADJUSTED AL TERNA TIVE SPECIFIC CONSTANTS 

See text for explanation 



257 

ASCs that have not been calibrated for the user population. 

It should be noted that the mean generalised time savings of A, C and 

E are broadly consistent with the results determined, with different data, by 

the market share recovery rate method shown by Table 8.7. Given this our 

preference is to use the values implied by method A, although acknowledging 

that these values may be an underestimate. As a result we shall also make use 

of methods B(iO and E in later analysis, as they both consistently give positive 

returns. 

It should be noted that the total level of benefit (for all five measures) 

is much less than the mean net social benefit given by the PTE which was 

calculated as being equivalent to around 54 minutes per new station user (at 

April, 1985 Department of Transport VOT) (Cottham, 1985). This included a 

time penalty of two minutes for each passenger on the train prior to the new 

station. We were unable to ascertain precisely how the PTE calculated these 

time savings, but possible causes for the discrepancy might include that, 

compared to our study, the PTE underestimated out of vehicle time for rail 

travellers or may have overestimated car operating costs. 

10.3.2 Actual Social Costs and Benefits at Six New Stations 

In our analysis of social costs and benefits wc shall include the 

following. 

(i) Capital and recurrent costs, defined as before. 

(ij) Operator's surplus, which for the six new stations is given by column 8 

of Table 10.1 (i.e. gross revenue minus revenue abstracted from other 

Public Transport operators, revenue lost from existing Public 

Transport users switching to private modes or not travelling). 

(Hi) Time savings to new station users. Initially we used the estimates 

gi ven by column A of Table 10.6, to calculate the value of generalised 

time savings per annum at each station. This is shown by Column B of 

Table 10.9. In order to test the sensitivity of the results to time 

saving estimates, two other methods were tested: 

(a) Inclusion of a constant term equivalent to the mean negative 

benefit at each station (method BO j) Table 10.6). This is shown 

by Column C of Table 10.9. 
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A B C 0 E F G H 

Financial Time Time Time Time Time Balance Balance Balance 
balance1 savings2 savings3 savings4 losses5 losses6 (A+B-E) (A+C-E) (A.D-E) 

Bramley 3833 4930 11448 9377 10442 34040 -1679 48)9 -208'0 

(-O.OD) (0.0)9) (-0.167) 

Cross fI a tt s 11054 3692 10506 13599 7162 23347 7584 14)98 n06 

(0.095) (0.180) (0.016) 

Oeighton 7681 6407 10975 14234 3842 12526 10246 14814 9)89 

(O.DJ) (0.192) (0.122) 

ritzwilliam 8760 12195 17638 36344 2181 7111 18774 24217 379)) 

(0.218) (0.282) (0.441) 

Saltaire 8415 6889 25641 46846 8952 29184 6352 2SlO4 26077 

(0.054) (0.213) (0.221) 

Slalthwaite 9458 2578 12780 24425 1058 3450 10978 21180 )04" 

(0.104) (0.200) (0.287) 

TOTAL 49201 36691 88988 144815 33637 109658 52255 104552 84358 

(0.08:)) (0.177) (0.14) 

!ABLE 10.9 "ACTUAL" SOCIAL FYRR FOR SIX NEW ST A lIONS (1984 PRICES) (FYRR In brackets) 

1 Bued ~ column 9, Table 10.1 2 Method A, Table 10.6 3 Method BW) 4 Method E 5 

hour Olsaggregate VOT - 272 pence per hour 
Oept of Transport VCT • 8).' pence per 

A B C 0 E G H 

8ramley 3507 14728 5786 4965 10442 7793 ·1149 .1970 

(0.062) (-0.009) (.0.016) 

CrolSflatts 12909 4681 11588 7774 7162 10428 In)5 In21 

(0.130) (0.217) (0.169) 

Oeighton 2141 10248 9607 4033 3842 8~47 7906 2H2 

(0.110) (0.10) (0.0'0) 

Fitzwilliam 4840 N/A 10790 15802 2181 N/A 1)449 17741 

(0.lS6) (0.206) 

Saltaire 19166 21554 16819 10943 8952 )1760 270}) 21H7 

(0.269) (0.229) (0.179) 

Slaithwaite 14280 4254 7790 2104 1058 17476 21012 lS}26 

(0.165) (0.198) (0.145) 

TOTAL 56843 55465 62380 44901 33637 76012 85586 68107 

(0.150) (0.145) (O.IU) 

TABLE 10.10 "MODELLED" SOCIAL FYRR FOR SIX NEW STATIONS (1984 PRICES) 
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(b) The use of disaggrcgate parameters, including ASCs updated to 

take into account the effect of "unmeasurable" attributes 

(method E of Table 10.6). This is shown by Column 0 of Table 

10.9. 

(iv) Time losses to existing users. Assuming a one minute penalty and 

given the information on passengers on the train prior to a new station 

(already used in the calculation of existing revenue lost) this can be 

easily calculated. Column E of Table 10.9 assumes a value of time of 

63.3 pence per hour, whilst Column F assumes a value of time of 

£2.72 per hour. 

Column G of Table 10.9 shows the FYRR, given the time savings 

estimated from method A of Table 10.6, for all six stations. It can be seen 

that although the new station package overall exceeds a 7% return, the returns 

of Saltaire and Bramley are below 7%. If method B(iO of Table 10.6 Is used 

then the net social benefits almost double, as shown by column H of Table 

10.9, although the return at Bramley is still below 7%. If method F: of Table 

10.6 is used then column I of Table 10.9 suggests that, compared to Column G, 

net social benefits increase by over 60%, although the returns at Bramley and 

also Crossflatts arc below 7%. These results clearly illustrate that our results 

are sensitive to the type of benefit measure used, although the effect on 

policy implications is rather less drastic. For all three measures the value of 

net social benefits is considerably less than the £352,000 per annum estimated 

by the PTE (Cottham, 1985, Appendix pviii). 

Using the same assumptions as in 10.2.1 the information in Table 10.9 

can easily be converted into NPVs, as Table 10.11 shows. This table shows 

that, assuming a 30 year project life, all stations give positive returns under 

the high growth assumpt.ion, although Bramley and Saltaire consistently give 

negative returns under the low growth assumption and arc joined by 

Slaithwaite and Crossflatts when there is a 10% interest rate. Overall the new 

station package returns a positive NPV except under the no growth assumption 

at a 10% interest rate. 

Assuming a 15 year project life it can be seen that ()ramley 

consistently produces a negative NPV, as does Saltaire under the low growth 

assumption at all three interest rates, whilst Slaithwaite and Crossflatts give 
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5% 7% 10% 

High No High No High No 
Growth Growth Growth Growth Growth Growth 

Fitzwilliam 419354 202604 315505 146967 211488 90982 

Deighton 367027 89915 274101 57737 181171 25358 

Crossflatts 299133 36586 218063 14110 137161 -8506 

Slaithwaite 432799 91297 170649 29303 97133 -3415 

Saltaire 210459 -28454 140605 -45717 70866 -63087 

* (246174) (7620) (175653) (-10670) (104976) (-28997) 

Bramley 57147 -139749 16328 -136809 -24259 -133849 

TOTAL. 1,785,919 252,181 1,135,251 65,591 673580 -92517 

* (1,821,634) (287,895) (1,170,299) (100,638) (707,670) (-58427) 

(A) 30 YEARS PROJECT LIFE 

FitzwiUiam 241994 108869 198239 84992 146807 56797 

Deighton 207941 35703 168917 21894 123153 5587 

Crossflatts 159590 -1280 125800 -10925 86270 -22315 

Slaithwaite 118003 6996 87199 -6497 51104 -23409 

Saltaire 90221 -57538 61108 -64946 27036 -7)694 

* (125935) (-21823) (96155) (-29900) (61127) (-39603) 

Bramley -13772 -134796 -30561 -133535 -50121 -132045 

TOTAL * 803,977 -42,046 610,702 -109,467 384,249 -189,079 . 

(839,691) (-6,331) (645,749) (-74,421) (418,340) (-154,988) 

(B) 15 YEARS PROJECT LIFE 

TABLE 10.11 SOCIAL NPV FOR SIX NEW STATIONS (1984 PRICES) 

• ERDF grant of £37500 for Saltalre included as windfall gain 
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negative NPVs assuming low growth at the 7% and 10% interest rates. Overall 

it can be seen that the new station package consistently gives positive NPVs 

under the high growth assumption and negati ve returns under the low growth 

assumption, although the mid point between the two values is always positive. 

These results again show that our evaluation method is sensitive to values 

concerning project life, interest rate and demand growth over time. 

10.3.3 Modelled Social Costs and Benefits at Six New Stations 

In assessing the time losses to existing users the same procedure as in 

the previous section was used, as shown by Column E of Table 10.10. However 

assessment of time savings to new station users is much more problematic. A 

number of different approaches were tested and these are shown in Table 

10.10. 

(i) Firstly time savings may be assessed directly from the disaggregate 

model provided a sample enumeration approach is adopted. As column B of 

Table 10.10 shows this can be done for five of the six new stations. However 

we have had to assume that the extent of time savings for work and non-work 

journeys are the same (which is likely to be unrealistic given differences in 

destination choice, congestion, fare and service levels), whilst for generated 

journeys the rule of half was applied. For Fitzwilliam (and 25 of the 28 

potential sites) disaggregate data on times and costs do not exist, and hence 

the sample enumeration technique can not be used. Estimation of time savings 

from the incremental logit approach is complicated by the use of zonal data 

(as for many zonal pairs rail does not have a generalised cost advantage over 

bus) and the lack of times and costs for private transport. An evaluation 

measure might, however, be based on changes in the composite Public 

Transport utility. 

Column G of Table 10.10 shows the effect of using the disaggregate 

model's estimate of time savings, as compared to Column G of Table 10.9 it 

can be seen that the FYRR of all stations, except Deighton, increases. This 

suggests that time savings for work/peak journeys arc greater than for non­

work/off-peak journeys. Moreover, compared to the actual FYRR figures of 

Table 10.9, our modelled results are only within.:!: 88.7% (as measured by our 

AD figure). 
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(ii) An alternative approach might make use of the model's predictions of 

the proportions abstracted from bus, train and private transport and the 

proportion generated, combined with zonal information on modal times and 

costs (as used with the naive IL model and with the aggregate models) for each 

destination choice. Again, however, for many zonal pairs the generalised cost 

of travelling via the new station was higher than the generalised cost of other 

modes. This was because, due to the coarseness of the zoning systems used, 

walk time for rail was much greater than walk time for bus, although it is 

clear that this variable will exhibit a great degree of intra-zonal variation. 

From our market research for example, it can be shown that overall walk time 

for rail travellers is only estimated to be 14.9% higher than the walk time of 

the best alternative mode (although there is considerable variation between 

stations and between days of the week). Assuming such a relationship exists 

across all new stations it was possible to calculate the time savings due to a 

new station with respect to each mode (it should be noted that for zonal pairs 

with good road links, for example dominantly motorway, these savings were 

still negative). The rule of half was again applied for generated journeys and 

the annual value of all time savings is given by column C of Table 10.10, with 

the resultant FYRRs given by column H. Again it can be seen that, except at 

Deighton and Fitzwilliam, there is a tendency to overestimate returns 

compared to column G of Table 10.9, although the results do tend to be in line 

with the adjusted results given by columns H and I of Table 10.9. Overall, 

again using our AD measure, it may be shown that the modelled FYRRs differ 

from the "actual" returns by around 71.9%. 

(Hi) A third, and final, approach was based on our market research, which 

suggested that a relationship existed between time savings to new station 

users and the generalised cost of Public Transport (in most cases bus) prior to 

the new station opening. This relationship was confirmed by a simple 

regression based on 13 observations and shown by Table 10.12. 

This simple relationship suggests that the benefits of a new station arc 

related to the level of accessibility of eXisting Public Transport and has 

advantages in that it can be simply applied to potential sites. The main 

disadvantage of such an approach is that it assumes a constant relationship 

between the generalised cost of travelling via a new station and the 

generalised cost of existing Public Transport, although it is likely that rail will 
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have a relative advantage in some corridors (due to road conditions, rail speed 

and service levels) compared to others. Nonetheless, the annual value of time 

savings implied by such an approach are shown by Column E of Table 10.10 

with the resultant FYRRs given by Column I. It can be seen that although 

compared to column G of Table 10.9 there is still a tendency to overestimate 

returns, overall "actual" and modelled FYRRs differ by only about 52.7%, as 

measured by the AD measure, representing a deterioration of onl)' 10% 

compared to the modelled financial FYRR given in 10.2.2. This suggests that 

this approach may be helpful in providing a "sketch-planning" estimate of the 

level of benefits and thus is used in the next section to estimate possible time 

savings at 28 sites. 

2 -2 Intercept Public Transport R R 
Generalised Cost 

Disaggregate parameters -18.797 0.418 
(based on the single market model) 

(-4.177) (6.240) 

0.780 0.760 

Aggregate parameters -17.060 0.349 0.685 0.656 

(-2.253) (4.893) 

TABLE 10.12 THE RELATIONSHIP BETWEEN TIME SAVINGS AND PUBLIC 
TRANSPORT GENERALISED COST IN THE BEFORE 
SITUA TION (t-statistics in brackets). 

10.3.4 Modelled Social Costs and Benefits at 28 Potential Sites 

Using the approach given by (Hi) above, it was possible to estimate 

time savings to new station users and time losses suffered b)' existing users at 

the 28 potential sites, and a social FYRR may then be derived (Table 10.12). 

It can be seen that there are nine sites where the social FYRR exceeds 7%, 

whilst there are also seven sites with negative social FYRRs, being 

concentrated in the inner city areas. 

The information presented in Table 10.13 can be used to develop NPVs 

by using the same procedure as in 10.2.3. Table 10.14 shows the results for a 

}O )'ear project life, whilst similar results were also produced for a 15 )'ear 

project life. Again it was apparent that our results are sensitive to 

assumptions concerning project life, discount rates and demand growth. Hence 
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Time Time Balance (FYRR) 
savings increases 

Osmondthorpe 19473 12941 11277 (0.113) 

Gamble Hill 19943 12847 17102 (0.171) 

Wrenthorpe 11827 2624 10829 (0.079) 

Steeton 
. 16159 4850 15819 (0.158) 

Utley 13542 4850 12352 (0.103) 

Newlay 8356 12885 -3464 (-0.029) 

Laisterdyke 3204 11479 -6552 (-0.044) 

Stanningley 8679 12523 1227 (0.010) 

Armley 5551 12847 -2165 . (-0.022) 

Frizinghall 5256 5318 3300 (0.033) 

Bowling 8114 6761 2404 (0.027) 

Low Moor 7205 6761 541 (0.009) 

Luddendenfoot 3464 5893 -1903 (-0.016) 

Lightcliffe 5058 6761 -730 (-0.012) 

Salter Hebble 1538 5906 811 (0.016) 

Wortley 726 4568 -3932 (-0.033) 

Cottingley 6994 4568 4480 (0.045) 

Milnsbridge 6692 1570 9843 (0.066) 

Beeston 9611 2624 9441 (0.063) 

East Ardsley 6959 2624 5671 (0.044) 

Outwood 2820 2624 281 (0.022) 

Sandal 9499 2373 9537 (0.095) 

Hemsworth 9846 2262 11163 (0.112) 

Burley 1120 8919 -9027 (-0.080) 

Hawksworth 8657 8896 4203 (0.028) 

East Garforth 36718 7440 39297 (0.393) 

East Knottingley 4860 562 11566 (0.116) 

Kirkstall 7560 12849 -3711 (-0.031) 

TABLE 10.13 SOCIAL FYRRS FOR 28 POTENTIAL SITES (1984 PRICES) 
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at the 5% interest rate, assuming high growth and a 30 year project life, 10 

sites return positive NPVs, whilst at the other extreme assuming low growth, a 

15 year project life and a 10% interest rate only one site (East Garforth) 

returns a positive NPV. 

In order to be consistent with the PTE and because we suspect 

estimation of time savings based on method A of Table 10.6 to be under 

estimated, our preferred results may be those of the high growth, 30 year 

project life and 5% interest rate assumption. This would suggest that the 

following sites have potential for development. 

(i) In the Leeds District: East Garforth, Gamble Hill and Osmondthorpe. 

(ii) In the Wakefield District: East Knottingley, Hemsworth and/or Sandal 

and Wrenthorpe. 

(iii) In the Bradford District: Steeton and/or Utley 

(iv) In the Kirklees District: Milnsbridge. 

(N.B. None of the three sites evaluated in Calderdale gave a positive social 

return). 

It should be noted that all work in this Chapter, so far, has been based 

on 1984 fare levels. However in January 1985 a major change took place in 

that Metrocard was extended to rail, effectively ensuring for regular 

travellers a maximum fare of 50 pence for journeys made within West 

Yorkshire. This clearly has had a dramatic effect on usage. Using the 

elasticity from our disaggregate approach we have calculated that Metrocard 

will have led to a 6.4% increase in overall rail patronage in West Yorkshire. 

This is likely to be an underestimate as we have been unable to measure the 

effect on non-work trips. In addition it should be noted that for certain flows 

the changes in fare are non marginal and thus our elasticity measures will be 

inappropriate. (Indeed Dunne (1984) has suggested that the use of disaggregate 

point elasticities is only justifiable where the relative change is 5% or less). 

The last column of Table 10.14 illustrates the impact of Metrocard on 

the social NPVs of 28 sites, given high growth and a 5% interest rate. (It is 

clear that given an elasticity of less than unity the financial effect will be 

negative). All stations incur an increase in patronage of between 1 and 10%, 

although it should be noted that the majority of forecasted trips were short 

distanced and unlikely to be affected by Metrocard. Metrocard increases the 
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5% 7% 10% 

High growth Low Growth High Growth Low Growth High Growth Low Growth Metrocard1 

Osmondthorpe 70544 37961 37667 5997 4582 25451 78630 

Gamble Hill 162901 126740 112220 79228 61220 29991 160657 

Wrenthorpe 36470 20546 4378 -10972 -27915 -42471 40190 

Steeton 143178 119863 96303 73823 49125 28109 151095 

Utley 69882 49943 33527 14056 -3556 -21784 81642 

Newlay -173296 -188431 -163021 -177611 -147682 -166518 -176124 

Laisterdyke -250720 -260147 -231302 -240349 -211763 -220382 -257053 

Stamingley -101137 -119430 -104773 -122408 -108532 -125155 -106379 

Armley -136801 -152818 -130215 -145048 -122954 -130719 -140567 

f'rizinghall -49271 -61148 -59050 -70501 -68891 -79749 -50776 

Bowling -49970 -62707 -57687 -69967 -65452 -77097 -49723 

Low Moor -53221 -63851 -54528 -64775 -55843 -65561 ·53912 

Luddendenfoot -75679 ·83328 ·97207 ·104579 -137938 ·144914 -IH251 

li<1'tcli "e -71222 ·80711 ·68787 -78207 -66882 ·75557 ·72882 

Salter Hebble -37533 -47646 ·39936 -49685 ·42355 ·51599 ·431U 

Wortley ·180444 -184592 -168791 -172790 -157066 -160858 -162150 

Cottingley -31131 -43474 -44406 -56306 -57767 -69050 ·30331 

Milnsbridge 1313 ·12050 ·27656 -40739 -57209 ·69426 1943 

Bee.ton -4867 -19347 ·32845 -46892 -60999 ·74319 ·2930 

Ea.t Ardllley -42822 -53717 ·59628 -70132 ·76539 ·86500 ·40500 

Outwood -115679 -121324 -116511 -121954 -117350 -122510 -IH926 

Sandal 46608 JZ479 16345 4632 -10094 ·22995 51620 

Hemsworth 71604 56066 36522 23445 5233 -8970 76431 

Burley ·223394 -230270 -199607 -206236 -175669 ·181955 -22:>240 

H_kaworth -65388 -104087 -97843 -115870 -110317 -127471 ·86019 

C .. t Garforth 504095 452398 387638 337802 270450 223192 537562 

Caal Knottingley 77999 64231 43684 30413 9155 -3430 17569 

V.irk.tall -225HB -237175 -205063 -216435 -164620 -195404 -180905 

tAJMOERS 
10 9 9 8 6 

PO~lTIVe: 
4 10 

TMILE 10.14 SOCIAL NPVs FOR 28 POTENTIAL SITES - 30 YEARS PROJECT LIFE (1984 PRICES) 

1 ~% interest rate, high growth 

.. 
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total benefits to new station users, but causes a slight decrease in net revenue. 

Conversely existing revenue lost due to increased journey time will decrease 

slightly but the number of "existing" passengers experiencing time losses will 

increase. It can be seen that, to some extent, these changes cancel out, as 

comparing the first and last columns of Table 10.14 no station's NPV changes 

sign. In addition for 13 stations the NPV increases but for 15 it decreases. 

Thus, according to our analysis, Metrocard has little effect on the social NPV 

of new stations. 

10.4 FURTHER EVALUATION ISSUES 

In this section we shall relax some of the assumptions that have been 

made so far in this Chapter and we shall also attempt to take into account a 

number of additional variables. It should be stressed that the results in this 

section are meant to be illustrative rather than definitive. 

10.4.1 Financial Arrangements 

In 10.2 our main concern was the financial effect on the operators of 

both bus and rail, although in the last column of Tables 10.5 this was relaxed, 

sa as to look at the effect on the profitability of rail alone. Another scenario 

might be to look at the effect on the finances of WYPTE, which is only 

allocated the revenue attributable to passenger mileage on supported sections. 

Our market research shows that, overall, only 80.5% of revenue will be 

allocated to the PTE, with the rest going to BR and adjacent authorities that 

support rail services (e.g. Greater Manchester, South Yorkshire). Table 10.15 

shows that the effect of reallocating revenue reduces the financial benefit to 

the PTE. Typically the FYRR to the PTE is reduced by to 2 to 3 percentage 

points, whilst the other Public Transport operators receive a windfall gain 

(assuming stopping time penalties of one minute have little effect on revenue). 

However, the information in Table 10.15 was obtained from our own market 

research and may be subject to sampling error; for example we suspect that 

Manchester bound journeys from Slaithwaite have been under represented and 

that seasonal variation has not been fully taken into account (a survey at 

Crossflatts suggested that contributory revenue is higher during holiday 

periods). 
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Gross 1 Gross2 FYRR3 FYRR2 

revenue revenue 

Fitzwilliam 22946 16797 0.111 0.074 

Deighton 33286 25131 0.128 0.092 

Crossflatts 41199 37773 0.167 0.150 

Slaithwaite 19634 19375 0.094 0.090 

Bramley 37988 26623 0.057 0.036 

Saltaire 40731 31858 0.095 0.079 

TOTAL 195784 157557 0.103 0.079 

TABLE 10.15 FINANCIAL BENEFIT TO THE PTE (1984 Prices) 

1 As column 3, Table 10.1 

2 Only revenue on supported sections allocated to the PTE 

3 As column 6, Table 10.1 

Section Miles Section 20 FYRR FYRR FYRR 
Cost (£000 pa) i 2 3 

Knottingley to 1 24 0.076 -0.161 0.126 
Knottingley East 

Keighley to 1.2 65 0.044 -0.499 0.072 
Utley 

Utley to 1.9 103 0.061 -0.971 0.119 
Steeton 

TABLE 10.16 EFFECT OF EXTENSIONS OF SECTION 20 PAYMENTS (1984 
Prices) 

1 PTE responsible for construction costs, no extension to Section 20 payments. 

2 PTE responsible for construction costs, Section 20 payments extended 

3 BR responsible for construction costs. 
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Three out of the 11 sites favoured in 10.3.3 (East Knottingley, Stecton 

and Utley), are on sections of line not subject to financial support by the PTE 

under Section 20 of the 1968 Transport Act. Although this is only a transfer 

payment it can have a dramatic effect on financial returns to the PTE and 

hence it is desirable to estimate t.he costs of such extensions. This was 

crudely done by estimating the total cost per mile of the relevant services 

(from the PTE, 1979, updated to 1984 prices, although real costs arc likely to 

have risen since) and calculating the cost of extending supported mileage as 

the ratio of extended mileage over eXisting mileage times existing cost. This 

method clearly fails to take into account the effect of indivisibilities as, for 

example, the extensions to Steeton and East Knottingley would include level 

crossings. As a result the costs in Table 10.16 might be seen as 

underestimates. However this Table clearly shows that extensions to Section 

20 payments lead to the financial ret.urn to the PTE becoming highly negative. 

The last column of Table 10.16 shows that if one operator was responsible for 

financing rail and others for financing other Public Transport then (excluding 

the effect of revenue lost from existing passengers) all three sites exhibit 

returns in excess of 7%. This suggests that if different financial arrangements 

were adopted for these boundary stations, benefits for both the PTE and BR 

may result. 

10.4.2 Operating Arrangements 

(D Rail Operating Costs. Previously wc have assumed that there were no 

significant increases in rail operating costs other than those included in the 

recurrent cost figure. Suppose it was decided to open four stations on the 

Leeds-Bradford line (at Laisterdyke, Stanningley, Gamble Hill and Armley) as 

examination of column 6, Table 10.4 shows that this would give a financial 

FYRR to the PTE of 7.4%. However, this would inevitably lead to increases in 

operating costs because: 

(D Examination of train working diagrams shows that although the mean 

turn round time is 21 minutes for Leeds-Bradford workings, the minimum tUrn 

round time is only 3 minutes, which could no longer be achieved if four more 

stops were introduced. 

(ij) Given existing pricing policies the Leeds-Bradford service Is already 

overcrowded during peak periods and would be unable to accommodate the 

extra 400 or so commuters that we predict would want to use the service. 
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Thus if four more stations were opened on the Leeds-Bradford line it is 

likely that the service would need to be upgraded. One way this might be done 

would be to introduce a new two car unit on the line, operating a shuttle 

service between 0700 and 1800 hours Monday to Saturday thus allowing 

frequency to be increased from every 20 to every 15 minutes. This would 

require rescheduling of other services which we assume can be done at 

minimal costs. Given daily train mileage of around 220 miles the additional 

costs might be as in Table 10.17. Increases in net PTE revenue were estimated 

using a service elasticity of 0.26 as used in the METS model (Department of 

Transport, 1984), although this may be on the low side (Nash and Whiteing, 

1984). Despite such revenue increases it can be seen from Table 10.18 that 

upgrading the Leeds-Bradford rail service, on its own, results in a negative 

FYRR to the PTE. 

(in Bus Operating Costs. 

Upgrading a rail service might be accompanied, in a regulated Public 

Transport market, by downgrading the competing bus service, which in this 

case study would be the service 72 (Leeds Central Bus Station to Bradford 

Interchange). At the time of our study this service operated for most of the 

day on 15 minute headways, timetabled journey time was 48 minutes which, 

along with a 10 minute turn round time, meant that the service accounted' for 

eight buses most of the day. If we suppose that the service is reduced to half 

hourly intervals this would allow for the withdrawal of four buses. The 

Bradford Bus Study (Travers, Morgan and Partners, 1974) estimated the cost of 

all day one man operated double decker bus operation as (updated to 1984 

prices) £44,537 pa (again though we suspect that real costs may have increased 

during the intervening period). If the costs of bus withdrawal arc taken into 

account Table 10.18 shows that our improvement package may achieve a 

financial FYRR to the PTE of 17%, although we have assumed that all revenue 

from the withdrawn bus services has switched either to the remaining bus 

service, replacement rail services or alternative bus services, which may be 

over optimistic. The social implications of this kind of improvement package 

arc wide ranging but arc, unfortunately, beyond the scope of this study. 

In the case of certain stations the introduction of bus feeders might be 

desirable, for example at Hemsworth and Steeton. Costs from the Peat, 

Marwick, Mitchell (1975) study of seven potential bus feeders in West 



Capital Cost of Unit (Class 141) 
Time related maintenance pa 
Mileage related maintenance pa 
Fuel pa 
Cleaning etc. pa 
Crew pa 

Total Operating Expenses pa 
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Price (£) 

365180 
13853 
22858 
13839 

5145 
48542 

104237 

TABLE 10.17 POSSIBLE COSTS OF UPGRADING LEEDS-BRADFORD SERVICE 

Based on Figures given by the PTE (1981) 

Stations opened, rail service 
unchanged 
Stations opened, rail service1 

upgraded 
Stations opened, rail service1 
Upgraded, bus service down­
graded 

Net 
Financial 
Benefit 

35122 

-38.667 

139481 

Capital 
Cost 

470000 

835180 

835180 

FYRR 

0.074 

-0.046 

0.167 

TABLE 10.18 POSSIBLE FINANCIAL EFFECTS OF UPGRADING THE LEEDS­
BRADFORD SERVICE 

1 Service elasticity of 0.26 assumed 

Previous Net Existing Time Time New 
Balance1 revenue revenue savings gains balance 

cost 

Laisterd)'ke -6552 5915 1030 2929 3840 2274 
Stanningley 1227 9229 1117 7934 4208 10138 
Gamble Hill 17102 13812 1204 18232 4535 26312 
Armley -2165 9362 1204 5075 4535 8698 

TOTAL 9612 47422 

(FYRR) (0.020) (0.101) 

TABLE 10.19 EFFECT OF CHANGES IN STOPPING PATTERNS 

1 from last column of Table 10.4 
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Yorkshire indicate that, at 1984 prices, supplying a bus feeder would involve 

capital costs of around £28,000 and operating costs per route mile of about 

£8,000 pa. It should, though,be noted that bus deregulation resulting from the 

1985 Transport Act seems likely to seriously reduce the prospects of bus and 

rail integration (Kilvington, 1985). 

(ii) Changes in stopping patterns 

So far we have assumed that all local passenger trains stop at new 

stations. This assumption was relaxed for the four potential stations on the 

Leeds-Bradford line by assuming the Caldervale trains (to Halifax and beyond) 

did not stop at these stations. This reduces service frequency from three to 

two trains an hour, leading to a decrease in patronage at affected stations of 

8.7% (assuming a service elasticity of 0.26) and a subsequent loss of gross 

revenue. However, as around two-thirds of passengers already travelling on 

this line used the Caldervale trains, there were large reductions in eXisting 

revenue lost and time increases suffered by existing passengers due to the 

additional four stops. As a result Table 10.19 shows that, for the four stations, 

changes in stopping patterns may increase the overall social FYRR from 2 to 

10%. It should, though, be noted that the Leeds-Bradford service was the only 

service in West Yorkshire, with the possible exception of the Airedale 

services, where frequencies were high enough to allow experimentation with 

stopping patterns. 

10.4.3 Extending the Cost-Benefit Equation 

In this sub-section we shall attempt to extend our benefit measure by 
-

considering a number of additional variables: 

(i) Time savings due to reduced congestion 

In a number of social cost benefit studies of railways the reduction in 

road congestion has provided the main benefits. For example Foster's (1974) 

study of two suburban lines in Greater Manchester showed that road 

congestion costs accounted for 60 to 65% of gross benefits. However, wc 

would argue that the effect of reduced congestion is likely to be of a lower 

magnitude for new stations as abstraction from car is limited. Indeed market 

research indicates that the six new stations have led to a reduction of only 78 

car driver trips per day. 
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Where there is a congested junction such small reductions in car usage 

might still lead to substantial benefits. To examine this effect we studied the 

potential effect of East Garforth and Osmondthorpe stations on congestion in 

the York Road Corridor and in particular at the Woodpecker junction, which 

has been identified by WYTCONSUL T (1977 A) as being severely congested in 

the peak. By making crude assumptions about route assignment and departure 

time our forecasts indicate that these two new stations might lead to a 

reduction of up to 26 cars passing through Woodpecker junction in the peak 

hour. 

Since the withdrawal of the Appendix J method (Cmnd 3686, 1968) in 

1977 there has been no standard method for evaluating congestion effects at 

saturated junctions. A possible approach is given by the series of equations 

presented by Akcelik (1981) and shown by Appendix 4. Data for these 

equations were provided from the Urban Congestion Monitoring project (May 

et al. 1983) and are also presented in Appendix 4). This method estimates that 

such a small reduction in peak hour flow would lead to 1394 driver minutes of 

time savings. Assuming car occupancy of 1.35 (from the 1981 WYTS) and a 

symmetrical congestion pattern (which is unlikely given the particular layout 

of this junction) this would result in savings of 62.7 hours per weekday, which 

given a value of time of 83.3 pence per hour, might imply a saving of £13,057 

per annum, although we have taken no account of rerouteing, change in 

destination and time of travel due to the reduced congestion. 

osmondthorpe} 
East Garforth 

Net revenue 

30763 

Time saving to new 
station users 

56191 

Time saving Gross 
to road users benefit 

13057 100011 

TABLE 10.20 POSSIBLE SCALE OF TIME SAVINGS FOR ROAD USFRS 

Table 10.20 shows that at these two sites reduction in road congestion 

accounts for almost 13% of gross benefits. Other possible congested junctions 

where new stations might reduce delay include Armley Gyratory (for stations 

on the Leeds-Bradford line) and Fox Corner (for stations west of Shipley on the 

Airedale line). However, it is clear that even in the extreme cases of 

Osmondthorpe and East Garforth time savings to road users, although 
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significant, form a much smaller proportion of gross benefits than many other 

social cost-benefit studies of passenger railways. Thus for most sites we ma)' 

be justified in omitting such benefits from detailed analysis. This conclusion is 

compounded by the problems in accurately measuring time savings to road 

users. 

(ii) Accident savings 

In road investment schemes accident costs typically form 20% of 

benefits, although in Foster's (1974) study of Manchester suburban railways 

they only formed 1.5 to 2% of gross benefits. Again we might argue that 

because the level of abstraction by new stations from private transport is 

limited accident reductions will only be of a small scale. 

For example Gregg (1983) estimated that there were 2 fatalities per 

109 passenger km for rail compared to 10.1 for car and 3.65 for bus and coach. 

Clearly there will be little change when, due to the six new stations only an 

estimated 794,850 passenger km are abstracted from car and 3,187,BOO 

passenger km from bus per annum. In addition examination of "Transport 

Statistics: Great Britain" (Department of Transport, 1983) indicates that 

there are around 975 non fatal casualties per 109 passenger km for road travel 

(with the rate for private car being some 2.5 times greater than for bus) 

compared to 136 per 109 passenger km for rail travel. Using such rates and 

the values used by COBA (Department of Transport, 1981) we were able to 

estimate accident savings due to the six new stations as being worth around 

£19,784 pa. From Table 10.21 it can be seen that these savings, although small 

in absolute terms, represent between 11 and 16% of gross benefits for the new 

stations that have already been opened. 

Net Time savings Accident 
Revenue to new station savings 

users 

71123 366911 19784 

889882 

TABLE 10.21 POSSIBLE ACCIDENT SAVINGS 

1column B, Table 10.9 2 column C, Table 10.9 

Gross 
benefits 

127594 

179895 
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(Hi) Fuel savings 

It can be shown, for example from Department of Energy (1976) 

statistics, that rail is an energy efficient form of transport. In the case of 

new stations the main saving will be due to abstraction from car drivers. 

Given that around 23,350 car driver trips per annum are abstracted by the six 

new stations, the mean trip length is 21 km and average fuel consumption is 44 

km per gallon then the annual petrol saving is 11,144 gallons. If we assume 

that the market price reflects the opportuni t)' cost then this effect will 

already have been taken into account by the assessment of car operating cost 

savings in 10.3.1. As we were unable to show that the opportunity cost is 

significantly higher than the market price, we must conclude that the value of 

fuel savings is minimal. We have assumed that the additional fuel costs due to 

stopping trains have been included in the recurrent cost figure. 

(iv) Changes in Taxation 

It has been argued, for example by Gwilliam and Mackie (1975, p203) 

that where there is substantial generated traffic a non resource correction 

should be made in order to take into account the tax benefit issue. Thus we 

shall take into account changes in petrol tax (estimated at 55% of pump price) 

and we shall estimate losses in indirect taxation as 15% of the net change in 

Public Transport revenue. In total this is estimated as £20,103 per annum for 

the six new stations. 

10.4.4 Effect of Extending the Cost-Benefit Equation 

Given points (i) to (iv) above we can estimate an extended benefit 

measure as: 

B = VI + V 2 + F + A + F5 + 51 + 52 + fj T - C Equation 10.7 

where VI = New station user time savings, 

= Existing rail user time savings 

= 

= 

V2 
F 

F5 

= Road user time savings, A = Accident savings, 

= Fuel savings, 51 = Revenue gained due to new station, 

S2 = Revenue lost due to increased journey time 

fj T = Change in indirect taxation and C = recurrent costs. 

366911 - 33637 + 8058
2 

+ 19784 + 0 + 71123 - 11882 - 20103.10500 

59534 
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1 column B, Table 10.9 2 Estimated for Bramley, Crossflatts and Saltaire 

only 

It can thus be shown that by extending our benefit equation we get a 

FYRR for the six new stations of 0.101 compared to 0.088 from column G 

Table 10.9. This suggests that if we extend our benefit algorithm to include F, 

A and 6 T the net benefit of new stations increases by around 15%. This is a 

significant proportion but, due to lack of reliable data, we were unable to 

extend the benefit algorithm for the 28 potential sites. These results indicate 

that using our social NPV measure may well underestimate total benefits. 

10.4.5 Other External Effects 

(0 Environmental Effects 

The main adverse environmental effect of introducing an additional 

stop to a rail service will be in terms of additional noise due to stopping and 

starting. Other effects might include increased vibration, fumes, dust/dirt and 

visual intrusion. It should be noted that the effect of visual intrusion has been 

minimised by choice of site and building materials but has still caused public 

concern. For example residents at East Garforth complained that a new 

station would allow passengers to look into their homes. Disbenefits due to 

noise may be greatest for those living close to the new station, but research by 

Fields and Walker (1980) showed that rail noise causes less annoyance to 

people living within 100 metres of a station than to other people living close to 

a railway line because: 

a) the "convenience factor" of the station outweighs the environmental 

disadvantage, and, 

b) the "convenience factor" influences the perception of the 

environmental disadvantage of rail. 

The main environmental benefit is likel>' to be the reduction in road 

noise and pollution due to abstraction from car drivers. Most of this benefit is 

likel>' to accrue away from the new station site, although road traffic (and the 

accompanying environmental disbenefits) might increase at new station sites 

where park and ride or kiss and ride are extensively used. 

As the number of car drivers who have switched to train is limited it is 
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debateable whether any environmental benefits will be perceived. As we also 

have doubts whether any environmental disbenefits will be perceived we must 

conclude that environmental changes due to new stations are highly marginal 

in magnitude and effect, although they arc likely to be positive. 

(ii) Secondary and Tertiary Effects 

Our evaluation framework has concentrated on studying primary 

effects, i.e. changes in travel patterns. In section 2.3.2 it was shown that even 

for major rail investments, such as those in Glasgow and Tyne and Wear, 

secondary effects (i.e. changes in accessibility) and tertiary effects (i.o. 

changes in land use) arc limited and the benefits of such effects should not be 

over stressed (Dodgson, 1984). Moreover, due to the small scale of the new 

station investment programme we would expect secondary and tertiary effects 

to be even more limited. It might also be argued that much of the benefit of 

improved accessibility has already been taken into account by estimating the 

time savings accrueing to new station users. In addition tertiary effects might 

be merely a redistribution of benefits; a relative increase in house prices near 

to a new station might be accompanied by a relative decrease in another (non 

rail served) area. 

For the new stations that have been already opened the following 

specific comments might be made concerning secondary and tertiary effects: 

a) In terms of accessibility. 

The new station at Fitzwilliam greatly improved Public Transport accessibility 

to Leeds, particularly for work and shopping and resulted in large benefits for 

new station users. Evidence from the PTS on/off counts suggests that 

Deighton and Saltaire have attracted small numbers of work journeys and this 

may be due to improved accessibility to ICI Dalton Green and SALTS mills 

respectively. It should be noted that our disaggregate mode split models have 

not fully taken into account such attracted work journeys and may explain why 

such models undcrpredict usage compared to our aggregate all-trips model. 

b) In terms of land use. 

There arc unlikely to be any commercial and/ or industrial developments. For 

example retail facilities in the new station catchment zones are of a low order 

and arc unlikely to be affected by improved rail access to high order centres. 
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There may, of course, be changes in destination choice amongst higher order 

centres due to the introduction of a rail link e.g. shopping journeys to Leeds 

from Fitzwilliam replacing those to Barnsley. The most likely effects will be 

in terms of residential land use but none arc currently apparent. Such effects 

arc likely to take a long time to develop and are likely to take the form of 

increased house prices and/or private residential development similar to that 

which has taken place close to Baildon, Burley in Wharfedale, Garforth and 

Horsforth stations in recent years (although not necessarily because of the 

railway). However, private residential development is unlikely to occur at 

Saltaire (due to the conservation area status) or at Bramley, Deighton and 

Fitzwilliam (where much of the existing housing is in public ownership) whilst 

developments at Crossflatts and Slaithwaite may be limited by green belt 

policy. Hence it seems evident that tertiary effects have been, and will bc, 

limited. 

Similar comments might be made for the 28 potential sites: 

a) In terms of accessibility. 

WYTCONSUL T (1977 A) identified a number of areas with problems in terms of 

accessibility to work, education, shopping, health and welfare facilities. Table 

10.22 shows that 12 of our potential new station catchment areas were 

identified as having problems for at least onc of the five variables. 

Purpose 

Work Sandal, East Garforth, Wrenthorpe. 

Education: Hawksworth, Beeston, East Garforth, Sandal, Gamble Hill, 

Luddendenfoot, East Knottingley, Low Moor. 

Shopping Bowling, East Knottingley, Gamble Hill, Sandal, Low Moor, Fast 

Garforth, Hemsworth 

Health East Knottingley, Gamble Hill, Hemsworth, Osmondthorpe 

Welfare Bowling, East Garforth, Low Moor. 

TABLE 10.22 AREAS WITH ACCESSIBILITY PROBLFMS (in descending order 

of magnitude) Source: WYTCONSULT, 1977A. 

A new station is most likely to reduce accessibility problems to work 

and high order shopping cent.res. It is less likely to improve accessibility to 
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education, health and welfare where the problems are normally in terms of low 

order provision. 

In addition it might be noted that Gamble Hill, Salter Hebble and 

Steeton could serve hospitals, Frizinghall would attract traffic from Bradford 

Grammar School, whilst Armley, Beeston, Bowling, Cottingley, East 

Knottingley, Laisterdyke, Low Moor, Luddendenfoot, Outwood, Stanningley 

and Wortley serve industrial areas of varying size and traffic potential. Also 

Beeston or Cottingley might double up as serving Elland Road football ground 

(although this would involve additional access time compared to a site outside 

the ground). 

b) In terms of land use. 

Again we would expect our potential stations to have little effect, although 

stations at, for example, East Garforth and Wrenthorpe might Increase 

residential development pressure there whilst stations at, for example, Gamble 

Hill and Osmondthorpe might reduce the number of vacant council properties. 

Certain sites might be related to development projects, although as an efect 

rather than a cause. Thus Low Moor might be related to the proposed West 

Yorkshire Transport Museum and the Spen Valley railway (Thornhill on the 

Huddersfield to Wakefield line is another potential site related to this project 

which we have not evaluated due to uncertainties regarding the service's 

future). Similarly, Kirkstall station could be related to developments around 

the Abbey, which include a proposed Brewery Museum and light railway. 

Stanningley, or a resited New Pudsey, could be related to a proposed major 

out-of-town shopping centre development. Lastly, a new station at Leeds 

Parish Church, (which because of its special nature we have not evaluated) 

might be linked to the proposed market redevelopment and revamped Central 

Bus Station. This is the onc site that might have some development effects of 

its own. 

10.5 CONCLUSIONS 

In this Chapter we have carried out actual and modelled financial and 

social evaluation of the six new stations already opened in West Yorkshire. 

This work has shown that in addition to usage forecasts, data is also required 

on the mean fare paid, previous mode used and the generalised time savings 
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(for which a number of measures might be used) for new station users as well 

the number of passengers on trains prior to reaching the new station. It was 

shown that, for a number of reasons (in particular due to different definitions 

of what constitutes a generated trip and di fferent calculations of time savings 

to new station users), our actual financial and social evaluation results tended 

to be lower than those of the PTE. These data requirements ensure that any 

modelled evaluation will have broad confidence limits as it was shown that the 

modelled financial FYRRs deviate from the "actual" FYRRs by 43%, whilst for 

social FYRRs the respective figure is at least 53%. 

We have also been able to model the financial and social returns for 28 

potential situations. In terms of financial NPVs, it was shown that if net 

revenue to Public Transport operators was considered only a maximum of 

seven sites give positive returns, but if net revenue to the rail operator onl)' 

was considered this figure increases to 19. In terms of social NPVs our 

preferred measure (5% interest rate, 30 year project li fe, high growth rate _ 

given by the first column of Table 10.13), resulted in 10 sites giving positive 

values. The policy implications of these findings are discussed in more detail 

in section 11.4. 

It was noted that our findings were sensitive to the assumptions made 

concerning project life, interest rates and demand growth over time. Our 

results were also sensitive to changes in rail or bus operating costs and 

changes in stopping patterns. It was also shown that if the cost-benefit 

equation was extended to include time savings to road users, accident 

reductions and changes in indirect taxation then first year net benefits for the 

six new stations already opened might increase by around 15% indicating that 

the case for new stations has been strengthened. 

Lastly, it should be noted that although we were unable to explicitly 

measure environmental, secondary and tertiary effects it is suspected that 

these will be minimal, although likely to be positive. 
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CHAPTER ELEVEN CONCLUSIONS 

11.1 INTRODUCTION 

This Chapter constitutes the last stage of our research framework, 

whereby this study's aims, methods and results arc brought together to form 

conclusions at a number of levels. In the next section some theoretical 

findings, particularly from our modelling work, will be summarised. In a third 

section we shall examine the empirical findings of this research, with respect 

to the results of our market research, forecasting methods and evaluation 

framework. In a fourth section the policy implications of these findings will be 

discussed and the goals and objectives of the West Yorkshire new station 

programme rc-examined. Lastly, prior to drawing our final conclusions, wc 

shall, in line with convention, make some recommendations for further 

research. 

11.2 Tt-EORETICAL FINDINGS 

Two main approaches have been developed to produce forecasts of new 

station usage: 

{i) Aggregate Simultaneous Models (ASMs) based on zonal data. 

(iO Disaggregate approaches (DAs) based primarily on mode split models 

for the journey to work, calibrated using individual (and household) 

data. 

Trip rate and regression models, previously used to forecast usage at 

new local rail stations (sce 3.2), may be seen as simple applications of an ASM­

type approach, whilst in 3.3 it was demonstrated how both the ASM and DA 

represented theoretical improvements over such simple approaches. In the 

rest of this section some aspects of the ASM and DA, as developed, will be 

compared. 

11.2.1 Aggregate Appraoch 

The ASM for all trips that was used in further analysis was the double 

log model given by Equation 6.8. The main advantage of the AS M, compared 
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to the DA, was its relative simplicity. Given access to good quality rail OD 

data (which this study did not have) and Census data (via SASPAC) such a 

model can easily be calibrated. Moreover, from a practitioner's viewpoint, the 

data needed is more likely to be available or more easily acquired than that 

required by a DA. In addition our study found that the development of an ASM 

required less than a third of the research effort devoted to developing a OA, 

quite apart from the less demanding requirements in terms of knowledge and 

experience. 

11.2.2 Oisaggregate Approach - Some Advantages 

Two main DAs were developed and used in further analysis 

(0 The Market Segmented model. F or members from car owning 

households this was based on an HL model of mode choice for work 

journeys, given by model WBA9F -1 for the lower split and initially by 

WBA9F -3 for the upper split (see Table 7.12), although the ASCs for 

the upper split model were subsequently enriched (see model TRAN-2, 

Table 8.3). For members from non-car owning households an MNL 

model was found to be appropriate, as given by WBA9F -5, Table 7.12. 

This approach was used to produce forecasts for five of the six new 

stations already opened but was used for only three of the 28 potential 

sites. 

(H) The Single Market model. This was based on an HL model of mode 

choice for work journeys, with the lower split model given by WBA9C-

4 (Table 7.8) and the upper split model given by WBA9D-l (Table 7.9). 

Using aggregate data, based on the Census Special Workplace 

Statistics, this approach could produce forecasts for all existing and 

potential new stations. 

In order to produce total station usage figures both sets of models 

were used in conjunction with an aggregate non-work model (NWM), given b)' 

column 3 of Table 6.11. Thus our approach to forecasting total station usage 

should more correctly be referred to as hybrid rather than disaggregate. 

Nonetheless, we shall continue to use the acron)'m DA to refer to this 

approach. 

The main advantage of the DA relates to the firm behavioural basis of 

the work mode split models (although the ASM also has links with utilit)' 



283 

theory). This allowed us to determine the parameter values of each mode's 

utility function, whereas the ASM had used a generalised cost formulation 

based on existing values, as determined by the Deprtment of Transport. It 

should be noted that the DA did not always give valuations in line with those 

of the Department of Transport. The DA's behavioural basis also meant that it 

was able to provide information on abstraction from existing modes for work 

journeys as well as benefit measures for new station users. 

Our main theoretical finding in calibrating mode split models was to 

show that, given our data on mode choice between car driver, car passenger, 

bus and train, a MNl model structure is inappropriate as the HA axiom is 

violated because bus and train are not perceived as independent alternatives. 

It was thus shown that an Hl model structure was more appropriate 

particularly as the value of the Expected Maximum Utility (EMU) parameter 

(<p) was significant and within the prescribed range. 

11.2.3 Disaggregate Approach - Some Disadvantages 

Despite the above much of our work in Chapters Seven and Eight has 

shown that logit modelling in general, and hierarchical logit modelling in 

particular, is something of a "minefield". While calibrating disaggregate mode 

split models a number of problems emerged: 

(i) As shown in 8.1.1, there are problems in developing appropriate 

goodness of fit measures. It was evident that the rho-squared 

measure, even if it was adjusted to take into account restricted choice 

sets, does not possess the intuitive qualities of R2 in OlS. As a result 

it was difficult to compare directly the goodness of fit of disaggregate 

mode split models with the ASM, although, based on informal tests, we 

have reason to believe that the disaggregate models, as developed, arc 

superior in this respect. 

(ii) It was evident that the adoption of an HL structure increases the 

complexity of interpreting parameter values and in determining 

elasticity values (see 8.1.2). Moreover, wc have seen that the 

inclusion of socio-economic variables may lead to further 

complications due to the number of ways such variables can enter the 

utility function and an apparent need to keep the utility functions in 
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the upper and lower nests consistent. Market segmentation, for 

example on the basis of car ownership, adds yet further complications, 

although it has some theoretical and practical advantages. 

(Hi) The use of HL models means that a potentially large number of 

decision tree structures can be tested as Sobel (1980) has 

demonstrated and Figure 3.7 illustrates. Furthermore, common 

attributes need to be determined for alternatives in the lower nest(s). 

Ortuzar (19808) argued that, for bus and rail in West Yorkshire, fare 

may be considered a common attribute. However, we have found the 

parameter value of fare in the lower split to be significant and of a 

plausible magnitude, whilst the assumption of no common attributes 

simpli fies model structure. 

(iv) Table 7.7 has shown that the parameter values of logit models are 

sensitive to choice set specification. It has been shown that such 

problems are, in part, related to data availability and quality as in an 

ideal situation (from the modeller's view point) all individual's would 

have all the relevant choices available to them. 

(v) It has been noted that certain parameter values, in particular cost, are 

unstable. This might be due to specification error, although there are 

indications that this is more likely to be due to measurement error 

caused by deficiencies in the data set used. In particular we suspect 

that time and cost attributes may be correlated. 

Points (iv) and Cv) indicate that the practical extent of our 

disaggregate modelling calibration stage was limited by data availabllit)' 

(provided by the Corridor data set described in 4.2.4) and quality, particularly 

if it is remembered that previous users of the Corridor data set had formed 

"an overall impression that the data was very variable in quality and coverage" 

(MVA, 1984). 

The problems with the disaggregate mode split models in the 

calibration stage were further compounded in the validation (section 8.2) and 

prediction (section 9.2) stages. It was shown that, although such models ma)' 

possess a certain degree of temporal transferability between 1981 and 1984 (in 

marked contrast to the ASM) we were unable to demonstrate that these 

models were spatially transferable. Again it was suspected that this lack of 

transferabilit)' may be partly related to deficiencies in the data set used 
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(provided by the Countywide data set described in 4.2.5), especially as we were 

forced to make assumptions about choice set specification and had to combine 

reported and engineering data. 

In section 8.3 we noted the effect of the aggregation problem and in 

9.3.1 we were able to show how the naive use of disaggregate parameters with 

aggregate data led to errors in line with those detected by the literature. 

Thus the use of a sample enumeration technique to produce aggregate 

forecasts was preferred. However for 25 of our 28 potential new station sites 

data at a suitably disaggregated level were not available and, moreover, we 

were unable to apply a market segmented approach. We were thus restricted 

to modifying the Extended Incremental Logit (F:IL) model of Koppelman (1983) 

so as to be consistent with our single market model and thus make use of 

aggregate data. This approach was seen to greatly increase inaccuracy, 

although this was mainly due to the use of engineering data but we were still 

able to show that these models may be useful in assessing planning priorities. 

11.3 EMPIRICAL FINDINGS 

This section will consist of three sub-sections, covering the empirical 

findings of our market research, statistical modelling and evaluation 

framework. 

11.3.1 Findings from Market Research 

The results of our market research exercise have been discussed in 

detail in Chapter Five. Some of the main findings are listed below: 

(i) As Figures 5.3 to 5.8 showed, new station catchment areas arc clearly 

defined and highly localised, with Table 5.18 showing that 63% of first year 

weekday usage originated within a straight line distance of 800m from the 

station (67% on Saturdays). As Table 5.19 shows, the catchments arc localised 

because walk is the dominant access mode, accounting for 83% of users on a 

weekday (86% on a Saturday). Two sub groups were identified: 

(a) Urban sites (Bramley, Deighton and Saltaire) where the mean access 

distance is between 400 and 750 metres and walk accounts for between 

80 to 100% of travellers' access mode. 
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(b) Semi-urban or rural sites (Crossflatts, Fitzwilliam and Slaithwaite) 

where the mean access distance tends to be higher (in excess of 750 

metres) with between 15 and 45% of users making use of mechanised 

access modes. 

As Figure 5.2 shows there is evidence that destination catchment 

areas are similarly well defined and concentrated. In addition it was apparent 

that trips were short distanced and local in nature, with 90% being made to 

destinations within West Yorkshire. 

(in Important information has been produced on the proportion of 

travellers abstracted from other modes and the proportion generated. 

Generated trips were strictly defined as trips generated due to the new 

station. Trips that were generated due to exogeneous reasons were redefined 

as being abstracted from existing modes in the same proportions as for all non 

generated trips On contrast to the PTE who defined such trips as being 

generated). The results of our approach were given by Table 5.16. Although 

there are a number of differences between new station sites and days of the 

week, it was estimated that 56% of first year weekly (Monday to Saturday) 

demand was abstracted from bus, 13% from train, 16% from car and only 13% 

generated. Abstraction from existing Public Transport was thus much greater 

than that anticipated by the PTE following the Airedale and Wharfedale 

surveys in 1978. Our results showed, at least in the short term, that generated 

trips were almost entirely restricted to non-work journeys made either during 

off-peak periods on weekdays or on Saturdays. 

(Hi) Leading on from this point, it was evident that there were marked 

differences between weekday and Saturday usage with work being the main 

purpose for the former (55%) and shopping for the latter (63%), whilst it was 

also noticeable that the propensity t.o make long distance trips, party sizo and 

the number of accompanied children were greater on a Saturday (and during 

school holidays) than on a weekday. 

(iv) As has already been noted there were important differences between 

station users. In particular, as Table 5.23 indicated, users at Crossflatts were 

typical of the traditional view of rail commuters (i.e. dominant.1y in white 

collar occupations with high car ownership rates) whilst at the other extreme 
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usage at Deighton was typified by members of households with low car 

ownership, low economic activity rates and an emphasis on blue collar 

occupations. 

(v) As Table 5.24 showed our second year surveys indicated that up to 75% 

of weekly travellers would have used the new station one year ago, although 

16% were abstracted from bus and 8% generated. The second year surveys 

also indicated that there has been some overall growth in patronage and that 

the people for whom travelling via a new station provides the most marginal 

benefits are those who live on the edge of new station catchment areas. 

11.3.2 Findings from Statistical Modelling 

A comparison of the elasticities implied by the ASM all-trips and the 

single market disaggregate mode split model was given by Table 9.8, whilst the 

values of time implied by the disaggregate models were discussed in Chapter 

Seven. Important results have been found for the EMU parameter (<p) which, 

depending on model formulation, may take a value of between 0.15 and 0.44 

(see Table 7.9). The parameter <p might be interpret at cd as an index of 

similarity, with values positive but close to zero indicating that higher nest 

decisions are not very dependent on lower nest decisions (i.e. bus and train are 

perceived to be similar), whilst values closer to one imply a virtually 

simultaneous structure, akin to the MNL (i.e. bus and train are perceived to be 

independent). It is interesting to note that the value of <p determined by the 

single market model (0.205) is lower than the values determined by Ortuzar 

(1980A) and Matzoros (1982) who found values for the Garforth corridor of 

0.329 and 0.360 respectively, whilst Sobel (1980) found a value of 0.4 in 

applications with Dutch data. 

Our main empirical findings with regards to the statistical models 

developed were related to the examination of their forecasting accuracy, as 

summarised by Table 9.6. Table 8.5 showed that a market segmented 

disaggregat.e mode split model can be highly accurate in what it does, but this 

was, from the point of view of estimating new station demand, limited as we 

were only able to predict the proportion of work journeys to rail served 

destinations within pro-defined new station catchment areas. In order to 

produce an estimate of total station usage, knowledge was required of other 
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journey purposes and origin distance breakdowns at new stations. This was 

provided by the aggregate NWM and market research respectively. As a result 

of this process the forecasting inaccuracy of the market segmented approach, 

as measured by the Absolute Deviation (AD) measure, more than doubles so 

that forecasts are only within ± 34% of actual first year usage. Moreover, the 

market segment model can only be applied to five existing sites. If a single 

market approach, based on aggregate, engineering data used in conjunction 

with the ElL, is used to forecast usage at the six existing new stations, 

inaccuracy, as measured by the AD, increases further to ± 54%. This is only 

slightly better than the results from the all-trips ASM (AD = + 63%). All three 

modelling approaches can, however, be shown to be superior to the PTE's 

initial regression model where the AD = + 193%, but only the market segment 

approach is more accurate than the trip rate model (AD = ± 42%). This 

suggests that although a trip rate approach lacks a theoretical basis, is 

unlikely to be transferable and fails to replicate rankings correctly, it may 

provide the easiest and cheapest way of determining possible usage for one­

off, low cost new stations (Preston and Nash, 1986). 

It should be noted that, given patronage growth over time, the 

accuracy of the DAs compared to the ASM diminishes. Indeed a tendency for 

the DAs to underpredict 'usage in subsequent years (following patronage 

growth) is apparent and is related to problems with incorporating long term 

generated work trips and difficulties in measuring education trips and 

attracted work trips. In section 9.4 it was noted that evidence for patronage 

growth at new stations is not completely consistent, partly due to the 

difficulty of excluding exogeneous factors. However, analysis of trends in 

West Yorkshire's new station patronage suggests that real growth of around 

75% over the first five years might be expected, although evidence from 

elsewhere suggests that this ought to be considered as an upper limit. 

11.3.3 Findings from the Evaluation Framework 

In Chapter Ten we developed financial and social FYRRs and NPVs for 

the six new stations that have been opened and for 28 potential sites. It was 

shown that the NPV results were sensitive to assumptions concerning interest 

rates, project life and patronage growth. Moreover, it was implicit in our 

comparison of forecasting approaches that evaluation results will be sensitive 



289 

to the t.ype of model estimates used. This is explicitly illustrated by Table 

11.1 for financial FYRRs. As measured by the AD, the evaluation provided by 

the ASM is the most accurate, although this makes use of information from 

our market research on the average proportion of users abstracted from other 

Public Transport modes, hence introducing a degree of circularity into the 

evaluation process. Use of the DA to determine financial FYRRs leads to an 

increase in inaccuracy of almost 20 percentage points, as measured by the AD, 

although such an approach has advantages in that, at least for work journeys, 

estimates of net revenue are supplied by the modelling process. Use of the 

trip rate model leads to a further increase in inaccuracy of around 20 

percentage points. This indicates that the use of a system wide mean fare is 

inappropriate. Table 11.1 indicates that the results of our evaluation 

framework have very broad confidence limits due to inaccuracies inherent in 

the usage forecasts and difficulties in determining net revenue from these 

forecasts. Furthermore when determining social costs and benefits, as shown 

in section 10.3.1, there were problems in measuring the extent of benefits 

accrueing to new station users, with it being apparent that a number of 

unmeasured attributes, such as comfort, should have been taken into account. 

Such difficulties are further illustrated by comparing the ranking of 

new stations. For example onc new station site is ranked bottom (or near the 

bottom) in terms of initial usage and forecasted usage, but is ranked in the 

middle in terms of financial returns and at the top in terms of social returns. 

This illustrates that in evaluating new stations, gaining information on total 

usage is only the beginning, information is also required on the fare paid, the 

previous mode used and the generalised cost of the previous mode vis-a-vis 

rail. 

At the request of the PTE our evaluation results were based on a 5% 

interest rate and a 30 year project li fe and hence represent our most 

optimistic estimates. Some of our main results are summarised by Table 11.2 

and are as follows: 

(j) The package of six new stations already opened return positive 

financial and social NPVs under both the high growth and no growth 

assumptions. The results of the financial NPV under the high growth 

assumption for six stations arc similar to the results for five stations 
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"Actual" Modelled 

DA ASM Trip Rate 
(1) (2) (3) Model (4) 

Bramley 5.7 5.5 7.5 13.6 

Crossflatts 16.7 19.0 16.6 3.9 

Deighton 12.8 5.6 14.4 9.1 

Fitzwilliam 11.1 6.6 5.7 4.8 

Saltaire 9.5 18.6 14.6 5.5 

Slaithwaite 9.4 13.9 7.5 3.0 

TOTAL 10.3 11.6 10.8 6.9 

RMSE 5.5 3.3 7.5 

AD 0.43 0.24 0.63 

TABLE 11.1 COMPARISON OF "ACTUAL" AND "MODELLED" FINANCIAL 
FYRRs (EXPRESSED AS PERCENTAGES, 1984 PRICES) 

(1) Column 6, Table 10.1. 

(2) Column 6, Table 10.2. 

(3) Usage forecasts from Table 9.6. Mean fare based on modelled destinations 
(assuming 39% of weekday traffic off peak). Net revenue estimated as 
31 % of gross revenue. 

(4) Usage forecasts from Table 9.6. Average fare paid 60 pence. Net revenue 
estimated as 31% of gross revenue. 
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Financial Social 

High Low/No High Low/No 
growth growth growth growth 

6 opened stations 1296570 355067 1785919 252187 
(PTE estimate 1272000) 

28 potential stations -582450 -782849 -723359 -1164296 
(Net rev. to rail 2433791) 

10 possible openings 57204 -32709 1184594 950177 
(Net rev. to rail 1272605) 

TABLE 11.2 SUMMAR Y OF NPV RESULTS (1984 prices, 5% interest rate, 
30 year project life). ERDF grant at Saltaire excluded. 
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produced by WYPTE (1984), although our social NPVs are lower than 

those produced by the PTE. 

(ii) A package of a further 28 new stations would result in negative 

financial and social returns under most assumptions. If, however, a 

financial evaluation was based on net revenue to the rail operator 

rather than net revenue to Public Transport operators then this 

package may return a positive financial NPV, although paradoxically 

society as a whole would still suffer a loss, mainly due to the time 

penalties incurred by existing users. 

(Hi) If out of these 28 potential sites, a subset of 10 stations (as listed in 

10.:5.4) were opened then positive social NPVs would be achieved, 

although the financial NPV would only be positive to a global Public 

Transport operator under the high growth assumption. It is noticeable 

that the returns from this package are lower than the returns for the 

six new stations already opened. 

Lastly, it should be noted that our evaluation results may be sensitive 

to assumptions concerning the definition and extent of the benefit algorithm. 

In sections 10.4.1 and 10.4.2 it was shown how changes in rail or bus operating 

costs or procedures (especially stopp~ng patterns) and changes in financial 

arrangements (including consideration of net revenue to the rail operator only 

rather than Public Transport operators as a whole) affected our results, 

although it was noted that the introduction of Metrocard (in January 1985) 

seemed to have little effect on our social evaluation results. Furthermore, it 

was shown, in 10.4.:5, that attempts to take into account reductions in road 

congestion and accidents as well as changes in indirect taxation led to a 

significant increase (around 15%) in net social benefits for the six new stations 

already opened, although these effects will be reduced where abstraction from 

car is limited and there is spare road capacity. 

11.4 POLICY IMPLICATIONS 

Despite the caveats given above the results of our evaluation 

framework have a number of policy implications. Firstly, it ma), be considered 

that the opening of six new stations in West Yorkshire between 1982 and 1984 

has been a success in both financial and social terms, although there is 

evidence that Bramley consistentl)' performs worse than the other stations. 
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This success has been achieved despite the fact that initial patronage and also 

benefits (in particular net revenue and benefits to new station users) do not 

appear to have been as high as the PTE had hoped. This success is however 

insufficient to radically improve the finances of the local rail network (which 

had been seen by some observers (for example Sully, 1981) as being an 

objective of the programme) as financial benefits of between £0.3m and £1.3m 

over a 30 year period are limited compared to a system wide operating deficit 

of £8.66m per annum in 1984/5 (WVPTE, 1985). The new station programme 

may be seen as being more consistent with a policy of maximising passenger 

mileage within a budget constraint. By November 1985 the six new stations 

had led to an additional 1300 trips per average weekday on the local rail 

system, whilst around 34,000 people living within one km of a new station had 

gained access to the rail system (representing around 1.7% of the County's 

population). 

Secondly, our results suggest that there are a number of sites that 

represent good investments as measured by the social NPVs given by Table 

10.13 and may be seen as being consistent with a policy of maximising social 

benefits within a budget constraint. These sites are, in descending order of 

priority: 

1. . East Garforth 

2. Gamble Hill 

3. Steeton 

4. East Knottingley 

5. Hemsworth 

6. Osmondthorpe 

7. Utley 

8. Sandal 

9. Wrenthorpe 

10. Milnsbridge 

Of these sites three (Steeton, E:ast Knottingley and Utley) arc affected by 

problems related to Section 20 payments (discussed in 10.4.1) whilst two sites 

(Utley and Wrenthorpe) give negative financial NPVs even on a net revenue to 

the rail operator basis (T able 10.5). The PTE: have plans to open F:ast Garforth 

and Frizinghall stations (with the latter not being in our list partly duo to 

problellls in assessing the level of school traffic related to Bradford Grammar 

School) in the near future. 
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Thirdly, our results allow us to refine the search procedure discussed 

in 9.1.1. In most circumstances we would exclude sections of the passenger 

rail network that are within about onc mile (~1.6 km) of an existing station, 

sections in non built up areas and sections affected by engineering and/or 

operational difficulties. The definition of what constitutes a built up area 

might be determined by considering a number of different scenarios: 

(i) A single platform station costing £60,000, with recurrent costs of 

£1,500 pa. In order for a financial NPV to the rail operator to be 

positive this would require net revenue to BR of £6,339 pa 

(H) A double platform station costing £100,000 with recurrent costs of 

£1,700 pa. In order for a financial NPV to be positive this would 

require net revenue to BR of around £9,675 pa. 

(Hi) A double platform station costing £150,000 (due to problems with 

access etc.), with recurrent costs of £1,700 pa. For a positive 

financial NPV this would require net revenue to BR of around £13,798 

pa. 

For each of these scenarios a low fare (30 pence - typical of inner city 

sites), a medium fare (60 pence - which is the West Yorkshire average fare) 

and a high fare (£1 - typical of sites on the periphery of the West Yorkshire 

network) were considered. In order to determine daily patronage' required it 

was assumed, from our own market research, that only 13.4% of revenue was 

abstracted from existing BR services. No consideration was made of the 

effect of a one minute time penalty on existing revenue. From Table 11.3 it 

can be seen that between 25 and 177 weekday ons and offs arc required in 

order to break even. For a typical West Yorkshire station (capital cost 

£100,000, mean fare 60 pence) this figure would be 63. The population within 

800 metres of a station that would be required in order to achieve the break 

even number of ons/offs is also shown by Table 11.3. This was calculated by 

assuming 63% of usage originates within 800 metres of a station and that the 

mean weekday trip rate in the 0 to 800 m band was 20.17 per thousand 

population (from Table 5.27). The figurcs in Table 11.3 suggest a minimum 

definition of a built-up area might be based on a population of 800 within 800 

metres of a railway line. For a typical West Yorkshire station this figure 

might be close to 2000 population. These results assume that the dominant 

access mode is walk and may be lower where feeder bus, kiss and ride or park 

and ride are extensively used (and hence catchment areas arc largcr). 
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Mean Scenario Number of weekday Population within 
fare (pence) ani off s required 800 m required 

(to nearest 50) 

30 1 81 2550 
2 125 3900 
3 177 5550 

1 41 1300 
60 2 63 1950 

3 89 2800 

1 25 800 
100 2 38 1200 

3 54 1700 

TABLE 11.3 SOME EVALUATION GUIDELINES Scenarios 1: Capital cost 
£60,000 2: Capital cost £100,000 3: Capital cost £150,000. Assumes 7% interest 
rate, 30 year project li fe and population determined by the trip rate model (no 
growth assumed). 
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This method is obviously based on a crude approach. Our results have 

shown that patronage will be higher, the larger the existing number of 

commuters to nearby rail served towns from the new station area. In addition 

it is evident that social benefits will be increased if roads and bus services are 

poor and the train prior to reaching a new station is lightly loaded. 

11.5 RECOMMENDA nONS FOR FURTHER RESEARCH 

It is inevitable that any research will leave a number of questions 

unanswered as well as answering others. These might include: 

(i) Could our forecasting methods be further improved? For example the 

trip rate model might be segmented to take into account car ownership or 

social class, whilst the ASM might be recalibrated given more reliable OD 

data, preferably disaggregated by journey purpose, as well as more reliable 

measures of the attraction of destinations and the generalised cost of modes. 

However, as we saw in Chapter Seven, it was with the DA that 

potential refinements are most obvious. In particular we would wish to model 

journey purposes other than work and to develop generation and distribution 

stages. Such a model system would, however, be very data intensive and it is 

debateable whether the increased forecasting accuracy compared to simpler 

approaches would compensate for the increased research effort. In addition it 

might also be worthwhile to make use of other software rather than BLOGIT, 

particularly if HL models could be estimated directly and it was possible to 

test other functional forms, for example multinomial probit if taste variation 

is believed to exist. Furthermore in section 3.2.4 it was shown that it would 

be interesting to develop a disaggregate forecasting approach based on stated, 

rather than revealed, preference data, although this could only be achieved by 

major new survey work. An opportunity to develop such an approach might be 

provided by a research contract with Leicestershire County Council to 

evaluate the effect of reopening the Leicester to Burton rail line to passenger 

traffic. 

Lastly, as was shown in section 9.4, the lack of detailed time-series 

information has made the assessment of patronage change over time difficult. 

Demand at new stations ought to continue being monitored so that a 

longitudinal data set might be developed and suitable analyses undertaken. 
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(ii) Could the evaluation framework be improved? Aside from making use 

of more reliable forecasts, the main way in which our evaluation framework 

might be improved would be to extend the benefit algorithm so as to include 

the effects of changes in road congestion, accident rates and indirect taxation 

for all stations. This would require reliable predictions of the journeys 

abstracted from car, as well as detailed information on road traffic flows and 

saturated junctions in order to assess congestion effects. 

(Hi) Could our methods be applied to other areas? To an extent this has 

been done in that trip rate models have been used to assess sites in Derbyshire 

and the Selby and Ryedale districts of North Yorkshire, whilst the ASM has 

been used in Tyne and Wear, Leicestershire and the Craven district of North 

Yorkshire. However, further tests of the spatial transferability of all our 

forecasting approaches would provide useful insights. 

(iv) To what extent are our findings affected by recent changes in policy? 

In section 1.4.1 two Acts of Parliament were seen as having particularly 

important implications: 

(a) The Local Government Act, 1985. This included the replacement of 

the PTA with a Joint Board of District Councils, in which it would be 

permissible for Districts to opt out (which would have serious implications 

were this to happen, although this currently seems unlikely in West Yorkshire) 

and the separation of responsibility for Public Transport and for highways and 

traffic management (which might restrict the amount of integration between 

public and private transport). However, more important effects may be 

caused by: 

(b) The 1985 Transport Act. As we have seen in 10.4.1 this legislation has 

important implications in terms of the financing of Public Transport. In 

addition the abolition of road service licensing for stage carriage bus services 

is likely to lead to competition between bus and rail, if the experience of the 

1980 Act on express coaches (Kilvington and Cross, 1986, Douglas, 1985) and 

commuter coaches (Dyer et al. 1985) is anything to go by. In addition 

theoretical work by Evans (1986) has indicated that, particularly in terms of 

frequency, bus competition will be most intense on urban and short inter-urban 

corridors. As West Yorkshire's passenger railways mainly serve short inter 

urban routes it seems likely that rail usage will decrease, particularly if 

competition between the former NBC and PTF bus fleets were to emerge. 
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Rail usage is also likely to be reduced by the reduction in integration with bus 

(Kilvington, 1985). Rail's response to competition might include predatory 

pricing, exploitation of advantages of speed (which would have implications for 

stopping patterns) and comfort and improved marketing (in particular to 

exploit the uncertainties that bus users might face due to changing bus 

services). In addition it should be noted that, in contrast to most bus services, 

rail services in West Yorkshire remain under the control of the restructured 

PTE/PTA and this may have important, and possibly unexpected, implications 

in terms of policy and objectives compared to commercial bus services. 

Further to these two pieces of legislation, reduced Central 

Government support for Public Transport expenditure in West Yorkshire could 

mean the withdrawal of up to four passenger rail services (WYPTE, 1986). 

Given such important policy changes it would clearly be of interest to 

determine their effects on both the existing new stations and on potential new 

stations. From our previous financial analysis it does appear that in certain 

cases, somewhat perversely, the 1985 Transport Act might strengthen the case 

for new stations, particularly in metropolitan areas. 

11.6 FINAL CONCLUSIONS 

If we re-examine the research aims presented in section 1.2 it can be 

seen that we have: 

(i) established the volume and characteristics of patronage at six existing 

and 28 potential new station sites. 

(ii) established the extent to which traffic is generated and abstracted 

through our market research. 

(jii) measured the costs and benefits of new stations to new station users, 

rail and bus operators and the public at large. It has been shown that 

the West Yorkshire new station programme may be considered a 

success in both financial and social terms and up to 10 further sites 

have been identi fied as worthy of development. 

(iv) made brief studies (in section 10.4.4) of the limited effects on 

accessibility to jobs, shopping and other facilities (although the main 

way these effects were taken into account were through changes in 

user's generalised cost). 
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In terms of our subsidiary aims our main conclusions relate to analysis 

of the trade-off between complexity and accuracy in evaluating new local rail 

stations. Our findings are as follows: 

(i) The simplest approach we have developed is the trip rate model, which 

performs reasonably accurately in terms of replicating initial usage, 

but less well in producing revenue forecasts and assessing changes in 

patronage over time. Such an approach may be adequate for 

evaluating low cost, onc-off stations particularly if trip rate 

information at similar nearby stations is available. 

(ii) Our next simplest approach was provided by the ASM. Although this 

does not replicate first year patronage very well, it performs more 

accurately where patronage growth occurs. Such an approach might 

be suitable for evaluating packages of new stations, including the 

introduction of new services, particularly if calibrated for nearby 

existing services. 

(Hi) Our most complex approach was the DA. Although our disaggregate 

mode split models were accurate in what they did, due to resource 

constraints this was limited to forecasting journey to work shares 

within predefined areas. In applying these models to produce total 

station usage forecasts use had to be made of an aggregate NWM and, 

in some cases, aggregate time and cost data. Thus our DA was not, in 

application, totally disaggregate by any means, and this may explain, 

particularly when examining post first year usage, why the expected 

gains in accuracy did not materialise. Given the complexity of 

disaggregate modelling approaches it is apparent that their main role 

is in evaluating major projects in large conurbations (hence their 

application in Amsterdam, San Francisco and Santiago, for example), 

although we have illustrated how the F.:IL may be used to assess the 

impact of a much more modest project on journey to work flows. 

Thus in searching for the most appropriate technique for evaluating 

new local rail stations wc must conclude that the increased complexity 

(especially in terms of information requirements) of the DA does not appear 

to be compensated by similar increases in accuracy and hence a simpler 

approach, as provided by the ASM, may be more appropriate. 
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APPENDIX 1 NEW STATION SURVEY FORM 

EVALUATION OF NEW LOCAL RAILWAY STATIONS PROJECT 
NEW STATION SURVEY 3 

Form number Accompanied by I J 
Station name Weather 

Date & time 

1. WHERE ARE YOU GOING TO ? Could you please give: 
a) The name of the railway station 

b) The full address of the place where you will finish this 
journey including: Street number (or name of shop, factory etc) 

Street 

Town 

2. HOW WILL YOU GET THERE FROM THE STATION WHERE YOU LEAVE THE 
THE TRAIN? Will it be: 
On Foot L As Car "" __ ---11 Driver 
By BuS 

By Taxi 

Other 

I 

As Car 
Passenger 

if YES 
where 
is car 
parked? 

in station 
car park 
elsewhere 

.---.... if YES 
L-.._...J1 will the 

driver also NO 
arrive by train? 

did not 
park 
YES 

3. WHAT IS THE MAIN PURPOSE OF YOUR JOURNEY? Is it: 
To or from work I Visiting friends 

To or from school/college 

On Firm's Business 

Shopping 

~--II Entertainment 

~ __ ...J) On Personal Business 

L-.._...JI Other/multi-purpose 

4. HOW WILL YOU RETURN FROM (Insert information from Question 1 
b» ? 

Sa) EXCLUDING TODAY, HOW MANY TIMES IN THE PAST FOUR WEEKS HAVE .. 11 

YOU BEEN TO (Insert information from Question Ib» ? Was it: 
. r 

None Once 2-4 
times 

5-10 
times 

11-15 
times 

[ 
More than 
IS times 
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5b) HOW MANY OF THESE JOURNEYS TO (Insert information from 
Question Ib» INVOLVED TRAVEL FROM THIS STATION ? W~S it: 

( I ----) 
None of About a About a About All of 
them quarter half threequarters them 

5c). HOW ELSE DID YOU GET TO (Insert information from Question 1 
Ib» ? 

6. HOW MANY TIMES A MONTH DID YOU GO TO (Insert information 
from Question Ib» BEFORE THIS STATION WAS OPENED? Was it: 

L I I I l ___ ---' 
None Once 2-4 5-10 

Go to Question. times times 
8a) or 8b) Go to Question 7 then 

11-15 
times 

go to 8a) or 

More than 
15 times 
8b) 

(See Interviewer's Note 8) 
7. HOW DID YOU GET TO (Insert information from Question lb» 
BEFORE THIS STATION WAS OPENED? Was it: 
As Car Driver By Taxi 

As Car passe~ger 

By BUS 

By Motorcycle, 
Moped or Scooter 
If Bus please 
give details of 

Other service name 
and number 

8a) I NOTICE THAT YOU ARE TRAVELLING LESS/MORE OFTEN TO (Insert 
information from Question lb» THAN BEFORE THIS STATION WAS 
OPENED~ IS THIS DUE TO THE OPENING OF THIS STATION OR DUE TO SOME 
OTHER REASON ? 
Opening of I Other reasons 
Station (specify) 
Bb) WHICH OF THE FOLLOWING REASONS WOULD YOU SAY WAS MOST 
IMPORTANT IN YOUR DECISION TO TRAVEL BY TRAIN TODAY? Was it: 
Speed of Journey Low Cost 

Service Reliability Nearness of Station 

Comfort Other/details 

9. WHERE HAVE YOU COME FROM TO GET TO THIS STATION ? Please 
give the full address of the place where you started this journey 
including: Street number (or name of shop, factory etc) 

Street 

Town 
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10. HOW DID YOU GET TO THIS STATION? Was it: 
On Foot As Car if YES in station 

car park 
elsewhere By Motorcycle, 

Moped or 
Scooter 
By Bus 

Other 

Or iver I where is 

L------' As Car 
Passenger 

car 
parked? 

I ~f YES 
~---'" 1S the 

did not 
park 
YES 

driver also NO 
getting on the train ? 

[ 

11. WHAT TICKET WILL YOU (AND ANY CHILDREN TRAVELLING WITH YOU) 
USE TO TRAVEL ON THIS TRAIN? Will it be: 
Ordinary Single British Rail 
(or Return) Fare J Senior Citizen Card 
Off Peak Single I British Rail Under 24/ 
(or Return) Fare " Student Card 
Child's Fare I MetroPass/Permit 

Multirider/Season Ticket I Other ______________________ __ 

12. HOW MANY CARS AND VANS ARE AVAILABLE FOR USE BY YOUR 
HOUSEHOLD? Are there: 
None L--~I One Two or more 

Were any of them available to 
you for this journey ? 

YES 

13. HOW MANY PEOPLE, INCLUDING YOURSELF, ARE IN YOUR 
? Are there: 

1 [ 2 ____ 1 3 4 5 6+ 

NO 

HOUSEHOLD 

14. HOW MANY ARE THERE IN EACH OF THE FOLLOWING CATEGORIES ? 
How many are: 
A Full-time Employed C Part-time Employed 

B Full-time Students/ 0 Fully Retired 
Schoolchildren 

E Children of Pre-School 
Age 

F Other (unless already mentioned) 
e.g. Housewife,Unemployed etc 

15. I SEE THERE ARE (Insert information from Question 14) 
EMPLOYED PEOPLE IN YOUR HOUSEHOLD. CAN YOU TELL ME WHAT TIIEY DO ? 
1. 3. 

2." 4. 

THANK YOU FOR YOUR HELP 

M No. of accom- 0 
panied children 

1 2 3+ 
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CASENO 

XOl 
X02 

X03 
X04 
X05 

X06 

X07 
X08 

X09' 

XlO 
xlI 
x12 

Xl3 

X14 

XIS 
X16 
x17 

X18 
X19 
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APPENDIX 2 CODING INVENTORY 

Variable Label and Code 
PASSENGERNO As X02 for' originating station 

then form number code. 
TIME Use 24 hour cLock. 
DESTINATION STATION Use 2 digit-local code 

DESTINATION TOWN Use 6 column Post Code 
DESTINATION STREET " 
EGRESS MODE 
On Foot 01 
Bus 02 
Car Passenger 03 
JOURNEY PURPOSE 
Work 01 
Education 02 
Shopping 03 
Leisure 04 
RETURN MODE As X05. 
REGULARITY 

Car Driver .04 
Tax i 05 
Other 09 

Personal Business 
Firm's Business 
Visiting Friends 
Other 

05 
06 
07 
09 

None 01 
02 
03 
RAIL 
01 
02 

S - 10 Times 04 
Once 
2 - 4 Times 
PROPORTION BY 
None 
Quarter 

ALTERNATIVE MODE As 
PREVIOUS REGULARITY 
PREVIOU~ MODE 
Bus 02 
Car Passenger 03 
Car Driver 04 

REASON FOR CHANGE 
New Station 01 
Employment 02 
Residence 03 
ATTITUDE TO RAIL 

11 - 15 Times 05 
More than 15 Times 06 

Half 03 
Three Quarters 04 
All 05 

X05. 
As X08. 

Taxi 
Train 
Motorcycle 
Other 

Personal 
Other Rail 
Other 

05 
06 
07 
09 

04 
05 
09 

Speed 01 Safety 
Cost 02 Comfort 

05 
06 
07 
09 

Reliability 03 Convenience 
Nearness 04 Other 
ORIGIN TOWN As X03, X04 
ORIGIN ADDRESS " 
ORIGIN DISTANCE Straight line distance from 
origin to station in 10s of metres. 
ACCESS MODE As XOS. 
PARKING 
Station Car 
Park 

01 

Elsewhere 02 
Did not park 03 

Passenger ~ Driver 04 
on Train 
Passenger- Driver 05 
not. on t.rain 

Columns 
1 - 4 

5 - 8 
10 - 11 

12 - i4 
15 - 17 
18 - 19 

20 - 21 

22 - 23 
24 - 25 

26 - 27 

28 - 29 
30 - 31 
32 - 33 

34 - 35 

36 - 37 

38 - 40 
41 - 43 
44 - 46 

47 - 48 
49 - 50 
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X20 TICKET PRICE Revenue in Pounds and Pence. 51 - 54 
X21 TICKET TYPE 55 - 56 

Ordinary 01 B.R.Senior Citizen 06 
Off Peak 02 ,~ul ti-Rider 07 
Child 03 Family 08 
t-letropass 04 Conference 09 
B.R. Under 24 05 Day Rover 11 
Privilege 12 Duty Pass 15 

X22 CAR OWNERSHIP 57 - 58 
None 00 Two 02 
One 01 etc. 

X23 CAR AVAILABILITY 59 - 50 
Unavailable 01 Available 02 

X24 HOUSEHOLD SIZE As X22. 61 - 62 
X2S FT EMPLOYED 63 - 64 
X26 F'r .STUDENT 65 - 66 
X27 PT EMPLOYED 67 - 68 
X2B RETIRED 6~ - 70 
X29 PRESCHOOL CHILDREN 71 - 72 
X30 OTHER 73 - 74 
Xli OCCUPATION 75 - 76 

Unskilled Manual 01 Professional 04 
Skilled Manual 02 Managerial 05 
Clerical 03 Other 09 

X32 SEX 77 - 78 
Female 01 Male 02 

X33 ACCOt-tPANIED CHILDREN As X22. 79 - BO 
X34 PARTY SIZE .. 1 - 2 
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APPENDIX 3 DERIVATION OF THE EXTENDED INCREMENTAL LOGIT MODEL 
(ElL) WITH A HIERARCHICAL STRUCTURE 

The upper split of a hierarchical model, for our purposes, might be 
expressed as: 

Equation 1 

where PT = probability of choosing Public Transport 

UpT = utilit)1 measure of Public Transport, 

UCD = utility measure of Car Driver and 

U
CP 

= utility measure of Car Passenger. 

Changes to Equation 1 could be expressed incrementally as follows: 

pi 
T 

Equation 2 

where PiT = probability of choosing Public Transport in after situation. 

If we divide through by I: exp Ua , Equation 2 can be shown to be 
equivalent to: cl. 

pi 
T 

where 

to: 

P CD = probabili t)' of choosing Car Dri ver and 

P CP = probability of choosing Car Passenger. 

Assuming no change in Private Transport utilities Equation J simplifies 



as: 

hence: 

pi 
T 
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Equation 4 

Prior to a new station opening we can represent Public Transport utility 

Equation 5 

In the after situation we have two Public Transport modes available and 

U'PT = <P In (exp U'NT + exp U'XT) Equation 6 

Substituting Equations 5 and 6 into 4 and rearranging gives: 

Equation 7 

This can be shown to be equivalent to Equation 8: 

Equation 8 

where ~UXT = UI
XT - UXT (in our case norm all)' equals 0) and 

~UNT = UINT - Uxr 
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This approach would need to be modified for situations where both rail 

and bus are available in the before situation. 

Where rail has a significant market share in the before situation (P
NT 

> 

0) then Equation 7 may be rewritten as 

Equation 9 

which simpli ties to 

Equation 10 
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APPENDIX 4 FORMULAE FOR THE CALCULATIONS OF JUNCTION DELAY 

FOR OVERSA TU RA TED LINKS 

where 

D = 
q = 
c = 
v = 
y = 
and 

flo 

where 

flo = 
Q = 
Tf = 

x = 
x = 0 

o = qc (1- v)2 + No x 
2{1-y) I I 

Delay in vehicle hours per hour 

Flow in vehicles per second 

Cycle time in seconds 

Green time ratio (g/c) 

Flow rate (Flow/Saturation Flow (q/s) 

= QT f (Z + rz2 + 12 (x - xo) 

= zero 

Average overflow queue 

Capacity, in vehicles per hour 

GTf 
x>x o 

otherwise 

(1) 

(2) 

Flow period i.e. the time in hours during which an average arrival 

(demand) flow rate q persists 

Degree of saturation (q/Q) 

Degree of saturation below which the average overflow queue is 

approximately 0 (given by Xo = 0.67 + sg/600 where s = saturation flow in 

vehicles per second and g = effective green time in seconds. 

z = 1 - x (3) 

d = D/q 

where 

d = delay in seconds. 

For the Woodpecker junction (0800 - 0900 hours): 
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q :::: 0.437 (before) 0.403 (after) 

c :::: 110 

v :::: 0.364 

x :::: 0.924 (before) 0.909 (after) 

Q = 1702 

x = 0.702 and hence: 
o 

o :::: (from 1» 131.82 (before) 108.20 (after) 

aspo= (from (2» 4.26 (before) 3.40 (after) 

thus d = 301.65 (before) 247.60 (after) 

N.B. Peak hour flow (from Urban Congestion Monitoring project) = 1573 (before) 

1547 (after) 
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