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Abstract

This thesis describes the first Text Analytics approach to predicting Causes of
Death (CoD) from Verbal Autopsies (VA). VA is an alternative technique
recommended by the World Health Organisation for ascertaining CoD in low
and middle-income countries (LMIC). CoD information is vitally important in
the provision of healthcare. CoD information from VA can be obtained via two
main approaches: manual, also referred to as the physician-review and
automatic. The automatic-based approach is an active research area due to
its efficiency and cost effectiveness over the manual approach. VA contains
both closed responses and open narrative text. However, the open narrative
text has been ignored by the state-of-art automatic approaches and this
remains a challenge and an important research issue. We hypothesise that it
is feasible to predict CoD from the narratives of VA. We further contend that
an automatic approach that could utilise the information contained in both
narrative and closed response text of VA could lead to an improved prediction
accuracy of CoD.

This research has been formulated as a Text Classification problem, which
employs Corpus and Computational Linguistics, Natural Language
Processing and Machine Learning techniques to automatically classify VA
documents according to CoD. Firstly, the research uses a VA corpus built from
a sample collection of over 11,400 VA documents collected during a 10 year
period in Ghana, West Africa. About 80 per cent of these documents have
been annotated with CoD by medical experts. Secondly, we design
experiments to identify Machine Learning techniques (algorithm, feature
representation scheme, and feature reduction strategy) suitable for classifying
VA open narratives (VAModel1). Thirdly, we propose novel methods of
extracting features to build a model that predicts CoD from VA narratives using
the annotated VA corpus as training and testing set. Furthermore, we develop
two additional models: only closed responses based (VAModel2); and a hybrid
of closed and open narrative based model (VAModel3).

Our VAModel1 performs reasonably better than our baseline model,
suggesting the feasibility of predicting the CoD from the VA open narratives.
Overall, VAModel3 performance was observed to achieve better performance
than VAModel1 but not significantly better than VAModel2. Also, in terms of
reliability, VAModel1 obtained a moderate agreement (kappa score = 0.4)
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when compared with the gold standard— medical experts (average annotation
agreement between medical experts, kappa score= 0.64). Furthermore, an
acceptable agreement was obtained for VAModel2 (kappa score =0.71) and
VAModel3 (kappa score =0.75), suggesting the reliability if these two models
is better than medical experts. Also, a detailed analysis suggested that
combining information from narratives and closed responses leads to an
increase in performance for some CoD categories whereas information
obtained from the closed responses part is enough for other CoD categories.

Our research provides an alternative automatic approach to predicting CoD
from VA, which is essential for LMIC. Therefore, further research into various
aspects of the modelling process could improve the current performance of
automatically predicting CoD from VAs.
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Chapter 1

Introduction

“As long as you live, keep learning how to live” Lucius Annaeus Seneca

1.1 What is Verbal Autopsy?

Not all deaths that occur annually are medically certified with a Cause of Death
(CoD). It is estimated that about 67 percent of the 57 million deaths that occur
annually are not medically certified due to weak or negligible death registration
systems, and more deaths occurring outside the environments of the health
system in low income countries (World Health Organization, 2004).
Information about CoD is a means to revealing preventable illness; developing
health interventions; and researching for treatment of diseases (Kahn et al.,
2000). However, in low income countries there is pressure to find cost
effective but still accurate CoD information and the Verbal Autopsy technique
is frequently employed to do this (World Health Organization, 2004).

The Verbal Autopsy (VA) is a well-established technique employed in a large
number of low income countries, where it is generally followed as standard
procedure. It involves interviewing individuals (such as relatives or caregivers)
who were close to the deceased, and if possible, those who cared for the
individual around the time of death, in order to collect information on any
medical history, signs and symptoms and other events that may have led to
the individual’'s death. The interviews are captured on a standard
questionnaire document that is then sent for analysis by physicians who agree
on CoD. It is worth noting that the VA interviews are mostly carried out in the
local languages of the countries in which they are employed, then translated
and transcribed onto the VA document into the official language for physicians
to review. To ensure standardisation in the review process, a classification
system based on the World Health Organisation (WHO) International
Classification of Diseases (ICD) coding standards is employed in carrying out
the exercise.

The paramount use of VA is to serve as an enabling tool to identify patterns
of CoDs at the community or population level in the countries where VAs are
predominantly employed (World Health Organization, 2012).



1.2 Rationale and Motivation of Research

Accurate information on causes of death is an essential part of evidence-
based health policy formulation, planning and evaluation. It is also based on
this information that research on treatments can be prioritised. However, this
possibility exists only in places where death registration systems are perfect.
VA has been developed to ensure countries with a poor death registration
system are also able to contribute to the evidence-based practice which has
recently attracted attention from the research community. The research is
meant to explore how the processes involved in obtaining death information
from VA could be standardized and improved in terms of accuracy and
efficiency, with less resources considering the problems characterizing low
income developed countries (Soleman et al., 2006). The research efforts can
be broadly categorized in three themes:

e VA data collection tools (closed responses versus open-narrative
sections of the questionnaire);

e Development of expert algorithms to guide physicians in reviewing VA
data collected and assigning the underlying CoD;

e Research into the development of automatic algorithms to predict CoD
from VA (Murray et al., 2007).

Presently, there is mixed evidence regarding the best data collection approach
to use. The practice thus far has been the use of a closed response and open
narrative text to elicit VA information for analysis and CoD determination. This
agreement was reached by the WHO in consultation with experts and
researchers in VA (Soleman et al., 2006). Furthermore, several studies
conducted by various researchers point to the fact that information derived
from the open narrative text has contributed to the overall CoD prediction by
physician review when validated against a computer algorithm (Freeman et
al., 2005). This open narrative text information is not taken into account by the
current automatic approaches (Byass et al., 2010, King et al., 2010), and this
has resulted in their criticisms and non-acceptance (Gajalakshmi and Peto,
2006).

Research into automatic approaches to predicting CoD is well advanced.
Validation studies have demonstrated the feasibility of adapting automatic



approaches to CoD prediction with promising results when compared with the
manual approaches such as the physician review (Byass et al., 2010, King et
al., 2010). However, the level of accuracy of these automatic approaches
needs to be improved in order to be able to compete favourably against the
manual method.

Additionally, there is currently a knowledge deficit about the potential
usefulness of the information contained in the open narrative part of VA in
computational modelling. The reason for this shortfall is partly due to the
difficulty involved in obtaining the open narrative text in a machine readable
format and also the lack of methods and algorithms developed for extracting
the information embedded in the open narrative text, which this research
attempts to address. The knowledge to be obtained in this research will
potentially enrich the ongoing discussion regarding the justification of
collecting VA information in both closed responses and open narrative text
formats (Soleman et al., 2006).

1.3 Research Aims and Objectives
The aims and objectives of this research can be summarised as follows:

1.3.1 Aims

e To determine the feasibility of automatically predicting CoD from VA
open narrative text.

e To determine the extent to which information derived from the narrative
improves on the accuracy of prediction over methods based on closed
responses only.

1.3.2 Objectives

e To build a corpus of VA open narrative text to serve as a resource for
research.

e To investigate Machine Learning methods and techniques suitable for
the VA domain.

e To investigate the features and methods of extraction suitable for
predicting CoD from VA open narrative text.

e To disseminate these findings through journal publications and
conference proceedings.



1.4 Novelty, Originality and Contributions

1.4.1

1.4.2

Resource and Tools

This research has built the first ever corpus of VA open narrative text
to be used as a resource for language research.

A software tool which was developed and used in transcribing the VA
corpus has been made available to VA researchers and it is currently
being used by the London School of Hygiene and Tropical Medicine as
well as The Centre for Global Health Research at the University of
Toronto, Canada.

Methods

This research has established suitable methods of collecting and
transcribing the VA open narrative text.

The research has developed novel methods for predicting CoD from
VA open narrative text.

This research carried out a comparative study of Machine Learning
approaches and has identified a suitable approach to analysing and
predicting CoD from VAs.



1.4.3 Impact

The impact of this research is observed in two domains:

Natural Language Processing (NLP) and Machine Learning Research
Community

This research applied a combination of Corpus and Computational Linguistics,
Natural Language Processing (NLP) and Machine Learning approaches to
automatic analysis and predicting CoD from VA open narrative text. This is
the first research to employ that approach in this area. The feasibility of this
approach has been established with promising results, and formed the basis
for further NLP and Machine Learning research within the context of VAs. For
example, in Chapter Seven we discuss well-established NLP methods
employed in extracting novel lexical and phrasal feature patterns from VA text
for classification. Furthermore, in Chapter Five we evaluate the performance
of current state-of-the-art Part-of-Speech (PoS) taggers on the VA dataset,
which suggests additional work required to improve on their performance. This
is a potential area for NLP researchers with particular focus on PoS taggers.

Verbal Autopsy Research Community

Although it is established within the VA research community that the open
narratives of VA are useful to medical experts during the manual process of
analysing and determining CoD, little is known about the feasibility of
employing an automatic approach to predicting CoD from these narratives of
VA. This gap in knowledge has resulted in limited use of the narratives despite
the fact that both closed responses and open narratives text are collected. We
demonstrate in Chapter Seven the feasibility of automatically predicting from
the open narratives. Furthermore in Chapter Nine we evaluate the usefulness
of information from both closed and narratives from the perspective of
automatic approaches and what these findings mean to VA researchers and
practitioners.

1.5 Scope of the Research

Although the corpus built for the research comprises of data collected from
both adult women and infant death, the experiments and the results presented
are based on the infant corpus. However the generalisability of our methods
in theory should be applied to the adult women sub-corpus. Future work will



explore this in detail once the corpus has been made publicly available,
something which is currently in process.

1.6 Thesis Outline
The rest of the thesis is organised as follows:

Chapter Two is comprised of a survey of the VA field. A brief overview of the
field is given, which describes the processes involved in gathering VA
information; the places of use; and the various levels of users of this
information. The Chapter also presents a literature review conducted on the
various automatic approaches that currently exist in carrying out analysis and
predicting the CoD from VA, which informs the formulation of our research.
Finally, Chapter Two concludes by giving an overview of our approach to
analysis and how this differs from the existing approaches to analysis and
predicting causes of death from VA data.

Chapter Three is concerned with the approaches to Text Classification. The
processes and methods employed in carrying out the Text Classification tasks
are explored. We particularly focus on the feature engineering process and
the various automatic techniques available for extracting and representing
features for classification of textual data. The Chapter concludes with a survey
of the applications of Text Classification methods within the biomedical
domain since this research is situated within the biomedical domain.

Chapter Four explores the various Machine Learning algorithms employed in
performing the classification tasks. Furthermore, the Chapter discusses the
evaluation metrics that are employed in determining the performance of a
given Machine Learning method. We then identify the overlaps between the
evaluation metrics employed in the Machine Learning and biomedical
domains. The Chapter concludes by looking into some of the issues that tend
to affect performance of Machine Learning algorithms in the context of Text
Classification.

In Chapter Five, the focus is on data collection and our VA corpus. This
Chapter starts by describing the surveillance system in Ghana which provided
the source for the VA data and the Data Management System employed to
deal with the inherent complexities involved in managing data emanating from



a relatively large population. It then proceeds to describe the methods
employed in building the open narrative text corpus for this research. The
Chapter further describes principles and strategies employed in managing the
complexities associated with the cause of death classification schemes
employed in this research.

In Chapter Six we conduct and consider a Corpus Linguistics study of our VA
corpus by analysing the content, discussing the language issues and the
computational challenges associated with the corpus in the context of
Machine Learning algorithms for Text Classification.

Chapter Seven reports on the initial experiments carried out to identify the
appropriate automatic techniques suitable for the problem under investigation.
In this Chapter we propose an approach called ‘locally-semi-automatic' as a
feature reduction strategy to identify keywords, referred to in this thesis as
Discriminative Word Units (DWU) for Text Classification of a noisy text. Finally
a recommendation is made based on the experiments, which is subsequently
employed in the methods that are discussed in the next Chapter.

Chapter Eight is concerned with the engineering of the feature space of VA
open narrative text. It describes the methods and experiments carried out to
extract features within the VA textual documents in order to achieve optimum
classification accuracy. The Chapter concludes by conducting a comparative
analysis to identify the novel features for predicting causes of death from VAs.

Chapter Nine extends the discussions to include findings from experiments
that considered the closed response part of the Verbal Autopsies and other
domain knowledge information that were not taken into account in the
experiments described in Chapter Seven and Eight.

Chapter Ten provides a summary of the work carried out in this research. It
highlights the major findings, those being an alternative approach to the
existing automatic approaches for finding CoD from VA. The limitations of this
research are also discussed. The Chapter concludes by outlining a road map
of future work that could be explored in order to enhance the performance
accuracy achieved by the prediction model.



Chapter 2

Research Background

"Necessity is the mother of invention”, Plato

2.1 Introduction

Considering the importance of cause of death information discussed in
Chapter One, the drive to develop innovative ways to gather this information
is strong. In this Chapter we look into the historical perspective of VA as one
solution for capturing cause of death information and how it has evolved to
date. The methods of analysis employed, and how the cause of death
information is obtained from VA will also be explored. Finally, we describe our
proposed approach for analysing and predicting cause of death from VA

2.2 Historical Perspective on Verbal Autopsy

The idea of VA has been around since before the beginning of the 19th
century, when rigorous death registration systems were not in existence in
most European countries. For example, in the 17th century English doctors
employed the principles of VA: persons were designated to visit homes of
deceased people to elicit information about the nature of their deaths
(Garenne and Fauveau, 2006). More recently, European countries such as
Sweden and Ukraine have employed VA as a means of ascertaining causes
of death. In Sweden, cases of maternal deaths among migrants to Sweden
were identified through VAs (Elebro et al. 2007). In Ukraine, VA was employed
to understand and explore the circumstance that led to the death of individuals
with diabetes (Telishevka et al. 2001). Most developed countries employ
reliable methods of determining causes of death. Countries in Africa and Asia
started to adopt the VA approach during the 1950s and 60s due to a lack of
the comprehensive health service structures needed to support more modern
methods. A systematic approach, instituted by physicians in India who
conducted interviews to determine the cause of death, became known by the
term Verbal Autopsy and this has now become the term most widely used for
this method (Garenne and Fauveau, 2006).

In 1956 the concept of VA as information captured through "lay reporting" of
health data was introduced through a publication by Dr Yves Biraud (World
Health Organisation, 2012). This encouraged the World Health Organisation



(WHO) to formally support the use of lay reporting of health information by
non-medical professionals in the 1970s. The idea was developed further and
led to the establishment of a standard form known as the "lay reporting form"
in 1975. The late 70s and early 80s saw the introduction of wide scale use of
Verbal Autopsies in the form of different questionnaires and their use in
different settings and surveys (World Health Organisation, 2012).

The coverage and research interest has deepened in recent years and
resulted in the active research and development of various aspects of the VA
process. Since 2007, the WHO has played a leadership role and worked with
VA researchers and practitioners to standardise the VA data collection tools
and reporting.

2.3 The Verbal Autopsy Questionnaire.

Figure 2.1 and 2.2 show samples of a section of a VA questionnaire, with a
completely filled sample found in Appendix B. Chapter One established that
VA data included closed responses and open narrative, and Figure 2.1 shows
the closed questions that are carefully designed, based on WHO knowledge
of expected symptoms during pregnancy. The value 7 represents yes; 2
represents no; and 8 represents Not Known (NK) response. Figure 2.2 also
shows an example of an open narrative text response to an interview
describing events during the pregnancy of a mother who lost the child, as
captured by the interviewer.
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PARITY

6.1, Pregnancy

6.1.1. Maame no wo nkwadaa dodod sin, si wokan wdn a dwo twene ka ho a, ansa na drewo akwadaa yi?

TNone [2.0ne | 3.Two 4. Three | 5. Four 6. Five or more 8. NK
6.1.2 Na maame no awd nteted paned no nyinaa bi ansa na dreduru ne mpanin fie so @Yes 2. No 8. NK

VACCINATEFULL

6.1.3. Nteted oaneéd no dodod sen na 1.One | 2.Two | 3. Three | 4. Four

5. Five or mare @\I & || MKochBosE

VPN cssimmmessinassisissesnimia i

6.1.4. Maame no wod asesene pancd no bi wd ayinsin wei mu?..........ooivvnniennens 1. Yes I@No 8. NK Fuaei
6.1.5. Asensene panee dodoo sen na wowDD no saa anyinsen no mu? — e
[00=NONE, 88 = NK, ASK TO SEE ANY MEDICAL RECORDS, YELLOW CARD]........... O O

6.1.6. Efirii se yewoo wo, wow23 asensene paree sen ansa na worenyinsen wanyinsen no? ARG
[00 = NONE, 88 = NK, ASK TO SEE ANY MEDICAL RECORDS, YELLOW CARD]............ % 8

6.1.7. Mpre dodod sen na éde n'anyinsen no ko> ayaresabea maa wahweg anyinsen no?. ane

[ 00 = NONE, 88=NK, ASK TO SEE ANTENATAL CARE RECORD, EXCLUDE ILLNESS] O O

6.1.8. Saa ayinsin wei mu no, wo nyaa mogya borosod? ... l.Yes [(DNo [8.NK Glliaist
6.1.8.1. Wei sii baya bosome miensa a dtwatod ansa na wore wo? F Yes |2.No 8. NK @NA LATEPREGEP
6.1.9. Abere ana woyim no, mogya tuu wo baberee firi W'ase?.....ovuvervmessssnsnssrensenes | 1. YES @No 8. NK G
6.1.9.1.Wei sii wo bosome nsia edi kan wd ayinsin no mu anaa? ........... 1.Yes |2 No 8. NK @ NA EARLYVAGBLEED
6.1.9.2. Wei sii wd bosome mneinsa dtwatod w ayinsan nomu znaa?..... | 1.Yes |2.No |8 NK @NA BLEEDIMTHS
6.1.10. Wo bere a na wo yim no mu no, nsuo bi guu wo firi w'ase pan anapanpanwé | 1. Yes @No 8. NK VAGDISC
1T L R A T I s
6.1.10.1.Wei sii wo bosome miensa dtwatod wé ayinsén no mu anaa? 1.Yes [2.Ne |8 NK @NA BISCHARGE
(LSt 3 TONCHS). . cccrrassomsimmsssmssnsrisssstiiuissssisnsistinsssbussstsssuappassssessssss
6.1.11. Wé wayinsdn mu no, adu bere bia na w’aniso ya wo wisiwisi?...cooooerenrrennss | 1. YeS @No 8. NK BLURVIS

Figure 2.1 closed questions: pregnancy section of VA questionnaire
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Figure 2.2 open narrative text response: pregnancy section of VA
questionnaire as captured by interviewer.
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2.4 Levels of Users of Verbal Autopsy information

Byass et al (2007) classifies 5 groups of users of the information derived from
VA data.

2.4.1 National and International Bodies

The information required from VA by this group of users is the global and
national cause-specific mortality estimates. This information should be in a
standardised format, which is usually obtained using the ICD coding system.
This allows standard comparability of mortality estimates over time from
different sources and places, using complex models.

2.4.2 Local Public Health Managers

This group of users needs information on the rankings of causes of death in
order to monitor trends over time and evaluate any public health interventions.
Relatively simple models are employed to obtain the required information.

2.4.3 Epidemiologists and Health Services Researchers

This group of users needs VA information to analyse mortality patterns in
order to understand a given context. This is usually done with reference to
specific populations, which is achieved through consistent approaches to
analysing VAs to determine cause of death.

2.4.4 Institutional Managers and Clinical Auditors

This group takes interest in monitoring trends of cause of death within
institutions and healthcare systems for management purposes. This level of
cause of death is usually obtained through physician certification and medical
record reviews.

2.4.5 Medical and Legal Practitioners

Cause of death information is required for this group of users to carry out post
event consequence assessment of the death, which is usually done at the
individual level.
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The above group of users have further demonstrated the importance of VA
CoD information. It is therefore imperative to explore methods that can
accurately and efficient generate this information to assist these users in
carrying out their responsibilities as required.

2.5 The Verbal Autopsy Process

Relative/Comm | Trained member | Physician / Physician /
unity member/ of surveillance Computer Computer
member of team
surveillance
team (field staff)
Death
Identified
Interview
» conducted
Analysis
carried out
CoD
determined

Figure 2.3 swim lane diagram showing the Verbal Autopsy process

Figure 2.3 shows a swim lane diagram that demonstrates the VA process. It
begins when a death is reported in the community. This is done mostly through
a relative of the deceased, a community member who heard about the death
in the community or a member of the surveillance team or field staff who
normally resides in the community. Once the death is discovered through
some form of surveillance system or a relative reporting the death to an
institution of interest, such at the local health authority or a research institution
interested in causes of death, an interview is conducted. This would be done
by someone trained by that institution to record the history of events that led
to the death. The interviewee is typically a relative who was close to the
deceased. The interview is conducted using a locally adapted version of the
WHO designed VA questionnaire. The analysis phase occurs when the
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information obtained from the questionnaire is analysed using various
approaches (see next section) and then CoD is determined. Aggregated
statistical analysis can then be carried out to establish mortality trends such
as Cause Specific Mortality Fractions (CSMF) in the population.

2.6 Approaches to Verbal Autopsy Analysis.

Approaches to VA analysis and CoD determination from VA can be classified
into three main categories (King and Lu, 2008). The first approach is the
physician review. This is where physicians manually review the VA data and
assign the CoD. The second approach is the use of an expert algorithm, which
involves using a consensus of physicians' judgments to construct algorithms
such as a decision tree to serve as a guide for determining CoD, and the third
involves the use of automated methods to determine the CoD (Byass et al.,
2006).

Typically, information gathered using VAs are captured on paper using
standard questionnaires which are then passed to physicians who review
them to determine the most likely cause of death (Byass et al., 2006). This
approach is referred to as a Physician Certified VA (PCVA). The standard
practice of PCVA worldwide has been the use of a minimum of two physicians
to give two or more independent assessments of each VA, even though there
is some evidence to suggest that one physician may be enough for this
process (Joshi et al., 2009). The PCVA approach is characterised by several
limitations: high cost; inter-physician reliability; repeatability; and time
consumption (Byass et al., 2010). The cost of manual review and assignment
of cause of death to VA documents has not been formally evaluated. However,
this exercise may be equated to assigning International Classification of
Diseases (ICD) codes to clinical documents, the manual coding of which had
an estimated cost of approximately $25 billion per year in the United States
alone (Lang, 2007). The problem is compounded where there are shortages
of medical personnel, as is generally the case in places where VAs are used.

Consequently, there has been a growing interest in research surrounding the
use of automatic approaches to classify causes of death (King et al., 2010,
Byass et al., 2010). Having conducted a systematic search of the literature of
databases such as PubMed and Google scholar with the keywords Verbal
Autopsy and manual review of abstracts to initially determine the relevance
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after a thorough review was carried out, the next section briefly discusses the
current state-of-the-art automatic approaches to VA analysis.

2.7 The State-of-the-art Automatic Approaches

Automatic approaches to the determination of CoD have been an active area
of research since Quigley et al. (1996) explored automatic approaches to CoD
determination in VA. Their study involved the use of logistic regression to
predict CoD. It was a validation study that aimed to compare the performance
in terms of accuracy between the expert systems approach and their statistical
approach. They used data from 295 children who had died in health facilities.
The relatives of these children were identified and interviewed using a VA
questionnaire based on a predefined set of closed questions. The CoD of
these children were known from the health facility. The symptoms data, which
has categorical responses for Yes and No, and the confirmed CoD were used
to train a logistic regression algorithm that could then be used to predict CoD
in the community. The basic assumptions made in the study were that the
symptoms collected within the community should have the sensitivity and the
specificity required to determine the CoD. Also, both hospital and community
had the same CoD predictive features and therefore could be treated as one.
Although their results showed a promising 71% accuracy for selected
diseases, their assumptions may not hold practically as argued by King and
Lu (2008). Hospital data may not be available in most settings where VAs are
employed. Furthermore, the VAs were dependent on the ability of the
respondent to recall symptoms which may not have had the same sensitivity
and specificity required by the method compared to hospital data obtained
through clinical diagnosis or examination.

King and Lu, (2008) proposed another automatic method, which was built on
the previously discussed approach(Quigley et al., 1996) by dropping the
assumptions discussed above. King and Lu argued that the possibility existed
to use hospital CoD data to predict CoD in the community, provided the
systems in both populations were the same. They validated their model using
data collected from China and Tanzania. The Tanzania dataset had 1261
records from the hospital and from the community, 51 symptoms of closed
questions of categorical responses of Yes or No and 13 CoDs. Even though
both datasets had medically certified CoDs, the community CoDs were
removed from the dataset and were used to validate the results of their model.
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The China dataset had 2822 records from the hospital where CoDs were
known. The hospital data was used to train the model to predict the CoD from
the community data. Although they claimed to have better performance in
estimating the CoDs this was not clearly reported in terms of the performance
accuracy achieved. They however argued that their approach was good in
estimating CSMF at the population level. Again, the assumption of this
approach would be difficult to meet in practical terms; the assumption was
based on the availability of accurate death information from the health facility,
which is not readily available in the setting where VA is mostly employed.

Recent developments have seen a shift from the use of hospital data in
developing VA prediction models to the use of community data for both
modelling and evaluation of VA models (Fottrell et al., 2007; Byass et al.,
2006). The approach was recently validated against the physician review and
it is reported to have comparable performance (Byass et al., 2010). The
validation study involved VA data collected in South Africa containing 6153
cases. The CoD of these had already been determined using physician
review. The probabilistic model is based on Bayes’ theorem as expressed in
the equation below, and had a software implementation called interVA (Fottrell
et al., 2007, Byass et al., 2006).

P(i| c) x P(c)
P(c| i) =

P(@i| c)xP(c) + P(i| 'c) x P(lc)

where: ¢ = cause of death; j = presence of a given symptom; P(lc)
= probability of not ¢

Through this equation the probability of each symptom (i1...in) and each
possible cause of death (c1...cm) for all deaths for a given population can be
determined. This means, for any given case, the probability of cm-1, given the
symptom i, is initially the value found among all deaths in a given population
(prior-probability), which is estimated by human experts. For example, if ¢ is
death from Malaria, and i is Fever, then the probability of dying from Malaria
given Fever can be related to the probability of those who actually die from
Malaria whilst either having or not having Fever. The probabilities of the
symptoms are computed in order to predict the probable CoD. Only the
symptoms with responses yes are considered in this model. The results
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obtained from the study demonstrated good performance. The model was
reported to have achieved 83.3% as opposed to 88.2% achieved by the
physician approach for the top-10 diseases. The problem however with this
approach is the over reliance on medical experts for the estimates of the prior-
probabilities(Fottrell et al., 2007, Byass et al., 2006). The medical experts may
rely on their knowledge of the prevalence of diseases and symptoms and
other assumptions that may not hold in the context of the underlying data,
which could cause unrealistic and inaccurate predictions of the model. For
example, in malaria endemic settings, malaria symptoms that tend to overlap
with other causes may be overestimated for Malaria. An ideal approach would
be to have a data driven based method that does not rely on estimates
introduced outside the data. The approach being proposed in this thesis differs
from the interVA approach because it is data driven.

Another probabilistic approach proposed by Murray et al.(2007) was a hybrid
that combined the two methods discussed above. This approach is known as
the Symptom Pattern method. It uses data from both the hospital and VA.
From the hospital data, the properties of each symptom are determined by
computing the probability of responding 'yes' to each symptom given the true
CoD. Unlike the previously described method by Byass et al (2006), which
uses CoD obtained from VA, this method tended to depend on CoD obtained
from hospitals to estimate the probabilities of symptoms contained in the
hospital data, which would then be applied to VA data obtained from the same
population of interest in order to satisfy the assumption by King and Lu (2008)
discussed above. They reported that using this as an input to estimate the
CoD at the individual level looked promising using a dataset obtained from
China. Their model correctly predicted 83% of the cases compared to 66%
achieved by physician review. However, this approach is heavily dependent
on the availability of hospital data to estimate rates of symptoms values in
populations to serve as input into the model, which again is impractical in most
settings where VA is practiced.

Another automatic approach is the clustering-based method of prediction of
CoD. Bailly-Bechet et al.,(2009) in their experiment applied a hierarchical
clustering algorithm to a 2039 record VA dataset, where the individual CoD
were known. The dataset had 47 either yes, no, or do not know responses to
symptoms from closed questions. However, data with do not know responses
were eliminated from the data set before clustering. The result of this was not



17

reported but the authors argued that this framework could be useful for active
learning where further investigation is needed to determine CoD.

James et al. (2011) have recently proposed another automatic method known
as the Tariff method as mentioned earlier. The Tariff method strives to identify
signs and symptoms in the VA data that are significantly indicative of a given
cause of death. This is based on a score which is assigned to each symptom
based on the response pattern observed in the VA data. These scores are
then added up for each CoD. The CoD which obtains the highest score is
predicted as the CoD for that case. This is then validated against the PHMRC
dataset, which contains about 12535 VAs collected from four countries
(Murray et al., 2011). The Tariff method is reported to have achieved an
accuracy of 44.5% in adults, 39% in children, and 23.9% in neonatal infants.
The advantage of this approach as argued by James at al. (2011) is the
transparent nature of the process of assigning scores in the decision making
process of determining the CoD. Unlike the other automatic approaches,
which are considered "black box", this method is considered to be transparent
and allows physicians to observe the scores assigned to symptoms of a given
cause of death. However, the process of assigning scores to the symptoms
by physicians could still be compromised due to the manual process involved,
which could also lead to inaccuracy in estimation as a result of overestimating
or misunderstanding a given symptom. For example, high Malaria endemic
settings could result in overestimating the scores being assigned to Malaria
related symptoms and consequently inaccurate prediction.

Flaxman et al. (2011) have also proposed Random Forest (Breiman, 2001) as
another automatic approach to predicting CoD from VA. The method is based
on a Decision Tree which is generated from the root node of the tree by
random resampling of the training dataset. At each node, the algorithm selects
a random subset of signs and symptoms to consider branching on, and then
branches on the one that best distinguishes between the causes of death
relevant to that node. This process creates a pair of causes of death, and
generates 100 decision trees of pairs of causes of death. Subsequently a
“pairwise coupling”, a voted, ranked and normalised algorithm is employed to
determine the probable cause of death. This method is also based on the
closed response part of VA and was validated against the PHMRC dataset,
which contains about 12535 VAs collected from four countries (Murray et al.,
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2011). They argue that their approach performed competitively when
validated against the physician review.

Flaxman et al. (2013), have recently proposed another automatic method
based on the Ensemble concept in Machine Learning, which seeks to combine
some of the previously discussed methods: the Simplified Symptom Pattern
(Murray et al., 2007); Random Forest methods, developed by Flaxman et al.
(2011); and Tariff methods. Each of these methods is made to assign a
possible CoD after which a voting process is carried out to determine the
majority vote, which is then considered to be the "true" CoD for a given case.
A validation study of the Ensemble method was carried out using data created
by the Population Health Metrics Research Consortium (PHMRC). The results
suggested this approach tended to be superior to the individual methods, with
individual disagreement between methods at 16% and overall unanimous
agreement among the three methods at approximately 47%.

Table 2.1 provides a summary of the current state-of-the-art automatic
approaches described above with data sources used. As the table
demonstrates a variety of methods have been explored using a variety of data
sources as described above. A typical VA contains both closed responses and
open narrative information. However, as was established from the survey on
the automatic approaches published so far discussed above, all the
approaches focused on only the closed response part of the VA. The
information contained in the open narrative is ignored by the automatic
approaches. Meanwhile, the traditional approaches such as the physician
review and expert algorithms have access and make use of both the closed
responses and information contained in the open narrative (Soleman et al.,
2005). It is therefore imperative to explore automatic methods that can make
use of all available information in order to have a better basis for validation
and performance comparisons between traditional and automatic
approaches.
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Table 2.1 Summary of state-of-art automatic approaches to Verbal Autopsy analysis

Authors

Method

Input data

Quigley et al. (1996)

Logistic regression

Closed response part based on hospital data and tested on WHO VA based questionnaire.

King and Lu, (2008)

Probabilistic

Close response part based on simulated hospital data and test on data collected using WHO

questionnaire.

(Fottrell et al., 2007; Byass et

al., 2006)

Probabilistic (InterVA)

Closed response part based on WHO VA questionnaire only

Murray et al.(2007)

Probabilistic (Symptom Pattern)

Closed response part of a combination of hospital and VA data PHMRC dataset and

questionnaire

Bailly-Bechet et al.(2009)

Clustering

Closed response part with data using WHO VA questionnaire

James et al. (2011)

Symptom scoring and ranking (Tariff)

Closed response part of VA based on PHMRC dataset and questionnaire

Flaxman et al. (2011)

Random Forest

closed response part of VA based on PHMRC dataset and questionnaire

Flaxman et al. (2013)

Ensemble - combined Symptom Pattern (Murray
et al.(2007), Tariff (James et al. (2011) and

Random Forest (Flaxman et al. (2011)

Closed response part of VA based on PHMRC dataset and questionnaire
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2.8 Our Approach

Our research is motivated by the belief that an automatic approach that is able
to take advantage of information contained in both closed responses and the
open narrative should result in a robust and relatively better performing
approach. The research has been formulated as a Text Classification problem
and we seek to classify the VA according to CoD categories. We have
employed Corpus and Computational Linguistics (CL), Natural Language
Processing and Machine Learning approaches to identify various features
which can be used to classify the VA documents. These approaches are
deeply rooted in the sub-disciplines of Artificial Intelligence and are briefly
described below.

2.8.1 Corpus and Computational Linguistics

Corpus Linguistics as described by Wallis and Nelson (2001), is the study of
language as expressed in samples of the language. This is achieved through
the analysis of the samples with the main aim of obtaining linguistic
knowledge. For example Corpus Linguistics allows grammatical analysis of
words in a text, classifying these words by assigning grammatical labels (verb,
noun) to them, referred to as Part of Speech Tagging. These can then be used
to construct dictionaries and thesauri by lexicographers (Church and Hanks,
1990).

Computational Linguistics is considered to be a sub-field of Artificial
Intelligence, and tends to extend the work of Corpus Linguistics via the
application of the understanding of linguistics phenomena and knowledge
gained through Corpus Linguistics to develop automatic models. These
models can use either a statistical or rule-based approach, which may involve
specialised knowledge from other disciplines such as Linguistics,
Mathematics and Computer Science.

2.8.2 Natural Language Processing

Natural Language Processing (NLP) is also considered an Atrtificial
Intelligence approach which is mainly concerned with the creation of systems
that allow computers to process natural language in order to facilitate human-
computer interactions. NLP as a discipline has been around since the 1950s
and its evolution has been discussed by Bates (1995). Bates demonstrated
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the shift in paradigm from an intuition based approach to an increased
emphasis on a corpus-based one, which creates an avenue for the
combination of NLP with corpus-based methods to language modelling.

2.8.3 Machine Learning

Samuel (2000) defines Machine Learning as an Artificial Intelligence discipline
which aims to equip computers with the ability to learn without being
programmed. In other words, a computer is considered to have learning
capability if the computer is able to learn from experience (E), which is
normally, based on previous data, obtained from the domain of interest
(training data) with respect to some task (T7), and some performance measure
(P), if its P on T improves with E captured from the training set. Machine
Learning is driven by learning algorithms which are mathematical functions
with a set of parameters (Pereira et al., 2009).

There are numerous factors that determine the choice of Machine Learning
algorithms, and this includes the task being performed. The task is
categorized in Machine Learning terms as: Supervised Learning (Witten and
Frank, 2005) , Unsupervised Learning (Kotsiantis et al., 2007), and Semi-
supervised Learning (Bilenko et al., 2004). The method of learning being
employed in this research is supervised learning, which allows the algorithm
to learn from examples provided by human experts in the form of training
examples. Supervised learning algorithms would be capable of learning from
the VA data obtained through application of Corpus and Computational
Linguistics and NLP techniques in order to predict CoD from VA. The next
Chapter discusses classification-based learning applied to biomedical text.

2.9 Summary

This Chapter started by providing a brief historical perspective on VAs.
Various groups of users of VA information were identified and the kind of VA
information required by those groups of users was also discussed. A brief
overview of the entire VA process was also given, which consequently
demonstrated the context in which this research is situated in the overall
process.
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The Chapter also conducted a survey of the automatic approaches to
determining CoD from VA published in the literature to date. The survey
identified issues related to each of the various approaches. Models that rely
on hospital data for model development were identified to be problematic
since the settings where VAs are employed may not have hospital data readily
available. Also, over reliance on the hospital data for signs and symptoms as
proxy for modelling demanded accurate signs and symptoms information from
the VA which could be problematic to obtain in VA settings since VA is based
on the memory recall of the respondent and not clinical or diagnostic
information. Thus, the most pragmatic approach for developing automated
methods for VA was the use of VA data which some of the existing methods
have begun to explore. However, these methods' tendencies to rely on
manual approaches to determine the prior probabilities of the models, as
observed from the survey, can also be problematic. For example, inaccurate
estimates could lead to inaccurate predictions. Also, as observed from the
survey the existing approaches have not explored the open narratives part of
the VA data, and this served as a motivation for our research.

An overview of the methods being proposed in this thesis has been described.
A clear distinction was drawn and a justification was given to demonstrate how
the approach being proposed in this thesis differs significantly from existing
approaches.
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Chapter 3

Classification of Text: The Biomedical Domain

"Everything you can imagine is real", Pablo Picasso

3.1 Introduction

Chapter Two briefly summarised the rationale for using supervised learning
as the approach to be employed in this research. Machine Learning algorithms
have the capability to learn from data prepared by human experts. This
approach to learning falls into two categories: regression and classification.
The difference between these two supervised learning approaches is based
on how the problem is formulated. The regression approach is concerned with
a learning algorithm predicting a numeric continuous value as an output. The
classification-based learning on the other hand is concerned with a learning
algorithm predicting a categorical output, which suits the task of predicting
causes of death from VA being explored in this thesis. This research is
therefore formulated as a Text Classification problem.

Text Classification tends to depend on information obtained from the
documents being classified. In this Chapter we explore the process of Text
Classification and the techniques that are employed in the classification
process. We then further survey the biomedical domain to identify related
research works that have successfully applied these techniques.

3.2 Text Classification Process Overview

Text Classification (TC) by definition is an automated process of assigning
textual documents to a set of predefined categories (Sebastiani, 2002). This
process has seen unprecedented growth in interest and research due to the
abundance of documents available in textual format. The process is cross-
disciplinary in nature, as it encompasses several subfields under the umbrella
of Computer Science: Natural Language Processing (NLP), Machine
Learning, Pattern Recognition, and statistical theories (Mitchell, 1997), which
are augmented by Corpus and Computational Linguistics as explained in
Chapter two.
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Formally, TC could be described as a task of assigning a categorical value Cv
to each pair of {dj, ci} € D x C, where D represents the textual documents from
a given domain D = {dj,...,dz} and C= {c1,...,cm} represents the set of
predefined categories that a given document d; could belong to. The value Cv
is determined by a function, F for {d;, ci}, to suggest that the document d
should be assigned either c1 category, otherwise dj should be assigned
another member of the set of categories C. F(x) could either be determined by
hand crafted rules or a Machine Learning algorithm. Additionally, to classify a
document into a given category ci, given D with a set of unique features F of
D, each document di € D, has to be represented as a vector Vdi = {v1,v2,...viFi},
where |F| is the length of the vector with its s™ dimension Vdis containing a
quantified information gs, g € F that best describes di (Jurafsky et al., 2000).
The quantification of the feature information is based on representation
schemes, which are discussed later in this Chapter. The features could be
derived from the content of the di obtained through tokenisation by dividing
text of the di into contiguous characters words, phrases, or symbols that are
contextually meaningful based on the problem or targeted application.

There has been a continued effort by the research community towards the aim
of improving the performance accuracy of Machine Learning classification
algorithms by exploring various subfields. This is due to the fact that numerous
factors tend to determine the performance of a given algorithm, and these
include: the data and domain; Machine Learning algorithm; and the features
and their representation schemes employed in the process of building a
classifier for a classification task (Jurafsky and Martin, 2000).The next Chapter
will discuss some of the techniques employed in developing a classifier.
However, as shown in Figure 3.1, prior to the application of a given algorithm
there is the feature engineering phase.
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Figure 3.1 Text Classification process flow

The figure shows the process flow of a typical Text Classification process
pipeline. A textual document goes through the feature engineering phase
when the document is pre-processed, and features are extracted and
represented in a suitable format for an algorithm, which is also referred to as
the classification function f(x), to be applied. After this the document is
assigned a given category based on the features extracted from the document
and the pattern the algorithm was able to learn from those features, based on
what it has been able to learn during training as described above. The feature
engineering phase is discussed in detail in the next section.

3.3 Feature Engineering for Machine Learning

The aim of identifying appropriate features for a classification task is to
achieve both computational efficiency and accuracy. This stage of the process
has been an active area of research in its own right. It is considered a critical
stage of the process and has resulted in a sub-discipline within the Text
Classification research community known as Feature Engineering (Scott and
Matwin, 1999). For example, reducing the features could lead to reduction in
the feature space, which could result in high efficiency, but not necessarily
lead to high accuracy. This is due to the fact that relevant features might not
have been considered. Some of the features considered during Text
Classification are discussed. As Figure 3.1 demonstrates, feature engineering
encompasses two sub-processes: Feature pre-processing and extraction, and
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feature representation for Machine Learning. We discuss these sub-
processes in turn.

3.3.1 Feature Pre-processing and Extraction

This section discusses some of the feature extraction approaches employed
in Computational Linguistics in general, including Text Classification available
in the literature. However the features discussed here are not exhaustive as
there are other features employed in various tasks such as automatic genre
identification (Sriurai et al 2010).

The Bag of Words approach

The Bag-of-words (BoW) is a common approach to modelling features and is
regarded as being the baseline for evaluating Text Classification systems
(Scott and Matwin, 1999, Sebastiani, 2002, Lamontagne et al., 2006, Moschitti
and Basili, 2004). With this approach, each distinct word in the document is
considered as a feature of that document. It must be pointed out here that the
definition of what constitutes a word or term varies with respect to the
application or domain of interest. This is a major decision that must be taken
into account with this approach, and it makes up part of the pre-processing
stage. Despite its popularity in the literature and the success stories about the
BoW approach (Lewis, 1992), it has been noted to have various issues: the
BoW approach does not make use of all available information in the original
document, including the order of the words in the sentence. In other words,
BoW by its very nature cannot take syntactic structure of a document into
account. Another problem with this approach is its inability to recognise
synonyms of a single word, consequently resulting in increased sparseness
of the feature space (Wang and Domeniconi, 2008).

Phrase-based approach

The phrase-based approach seeks to select the phrases from content that
best describe the document. This means words are expressed together to give
contextual meaning, as they may not make sense contextually when
considered individually. For example the words health and worker have their
individual meaning, but will not make sense in this context until combined to
form the phrase health worker,” which gives information that describes the
occupation of an individual. This is based on the assumption that they contain
useful information about the documents. The process therefore attempts to
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employ lexical and information retrieval techniques to extract phrases from the
textual document that are most likely to describe it, and present them together
as features of the document (Witten et al. 1999). Several linguistic techniques
have been developed to identify phrases in the literature. Etzioni et al.( 2005)
for example employed a rule-based approach implementation using regular
expressions, which is based on Part-of-Speech (PoS) tags obtained from the
Brill tagger(Brill, 1995). Biber and Barbieri (2007) also proposed the use of
lexical bundles to identify phrases and multi-words found in university spoken
and written registries.

Ontology-based approach

Another approach to feature engineering for Text Classification is the use of
some form of ontology resource. This enables relationships between terms
and phrases to be captured (Agrawal and Kakde, 2013). As also pointed out
by Spasic et al.(2005), ontologies tend to provide a mechanism that allows the
appropriate sense of a word to be identified in a given text. This, again, is to
overcome the problem of the BoW approach which tends to ignore the
semantic relationships between words in a document. For example bleed has
a relation is a with symptom. The identification of these relations can be
achieved through the use of a knowledge base and resources such as
ontologies or a thesaurus for the given domain. Furthermore, a corpus
annotated with semantic relationships between concepts is another resource,
for example the work carried out by Roberts et al (2009), which focused on
producing an annotated corpus for the clinical domain.

Research carried out by several groups suggests improvements in
performance when ontologies such as WordNet (Miller, 1995) are applied to
capture the semantic relationships between words in the document for
classification. For example, a recent experiment carried out by Wang and
Domeniconi (2008) was reported to have achieved higher performance over
BoW when they applied Wikipedia as a resource to extract relationships
between words in a document. The difficulty with this approach however is the
process of constructing the ontology, which is mostly manual and a time
consuming process. There is also an issue about coverage as new words
appear which makes it possible and useful only in domain settings with limited
and controlled vocabulary.
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3.3.2 Feature Value Representation

Feature value representation, also referred to as Term Weighting is a
technique that allows some form of value or weight to be associated with the
terms found in the document in order for a vector to be constructed. This is
then presented to Machine Learning classifiers as earlier described. It is a
technique proposed by Salton and Buckley (1988) to represent documents as
vectors, popularly employed in information retrieval and more recently applied
to Text Classification. As already indicated, a feature of a document could
either be a word or a phrase in any other form used to identify the content of
the document. Regardless of the scheme of representation, each feature must
be associated with a value or weight, which indicates the importance of the
feature in terms of its contribution to the classification. As argued by Leopold
and Kindermann (2002) the weighting strategy employed has bigger
implications for the accuracy of classification than the choice of learning
algorithm employed in the classification process. There are numerous term
weighting schemes proposed in the literature by various researchers(Liu et
al., 2009, Lan et al., 2009, Lan et al., 2005). However, these weighting
schemes are variants of the three basic and standard schemes as
summarised below:

Table 2.1 Term weighting schemes

Scheme Description

Binary | Boolean logic representation; 1 = present, 0 = not present

TF Frequency count of terms found in a given document

DF Frequency count of documents that contain a given term.

As noted by Jurafsky et al.(2000), the approach employed in assigning
weights to tokens has an impact on the performance of the intended system
in terms of precision and recall. This is due to the fact that the majority of
classification algorithms apply a ‘strength of evidence’ policy during weight
assessment and therefore binary values are not indicative enough of a token
or a term in a given document. All weighting strategies are centred on two
basic statistical principles as noted by Sebastiani (2002):

e the indicator of the importance of a term in a document, which is
the frequency that term occurs in a given document (TF) and ;
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e the more documents (DF) a term appears in, the less the term
serves to semantically differentiate the documents.

With the exception of the binary approach, which represents feature
occurrence as ‘1’ and non-occurrence as ‘0O’, the other two approaches
suggest weights based on frequency counts of either the feature or the
documents containing the feature, based on the above mentioned basic
statistical principles. While these schemes are sometimes employed as stand-
alone, they are also sometimes mathematically combined. For example, the
DF and TF are mostly combined by the product of the TF and the inverse of
DF (iDF) to form another widely used scheme known as TFiDF (Salton and
Buckley, 1988). The idea for this combination is that the higher the frequency
of a term in a given document, the more it is a representative of its content.
Also, the more documents a term occurs in, the less powerful it is in
discriminating between a given set of documents (Wu et al., 2008). Recent
advancement in research in this subfield has seen more sophisticated
approaches; a combination of feature selection algorithms such as information
gain, Chi-square, gain ratio and odd ratios with TF and DF have been explored
(Lan et al., 2009, Liu et al.,, 2009). This has led to categorisation of term
weighting schemes into supervised and unsupervised methods due to the
process employed in estimating the values (Lan et al., 2005). Furthermore,
DF or TF is sometimes combined with a normalisation factor. For example a
normalised factor of document length takes into account terms of the same
frequency in different documents to ensure features found in both short and
long documents are treated with equal importance(Debole and Sebastiani,
2003).

3.4 Related Work: Biomedical Text Classification

The classification of biomedical documents has been witnessing a high rate
of growth in research in the applications of Text Classification
technology(Pakhomov et al., 2008, Pakhomov et al., 2007, Cohen and Hersh,
2005, Cohen, 2006). Cohen (2006) for example employed Chi-square as a
statistical technique to extract features for a Support Vector Machine algorithm
classifying genomes in biomedical text. Similarly, Pakhomov et al.(2008)
employed various Text Classification based approaches to developing
predictive models that identified patients with risk of heart failure from clinical
notes obtained from Electronic Health Records.
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The studies mentioned above have mainly explored data originating from the
formal environmental settings of the biomedical domain, where use of
language has been standardized with limited vocabulary. However, limited
research has explored informal settings where there are no specific rules but
rather colloquial language has been predominantly used. Nikfarjam and
Gonzalez (2011) and Leaman et al.(2010) are among the few researchers
who have explored colloquial text within the biomedical domain. For example,
Nikfarjam and Gonzalez (2011) employed Computational Linguistics
approaches for automatically classifying whether users experienced adverse
reactions to a given drug. Using data generated from DailyStrength
(www.dailystrength.org), they employed association rules to extract patterns
of colloquial expressions that correlated with adverse reactions. Their work
was largely motivated by works in the area of automatic analysis and
classification of sentiments and opinions, which have mostly been expressed
in colloquial text (Gamon, 2004, Oberlander and Nowson, 2006, Turney, 2002,
Pang and Lee, 2005). Pang and Lee (2004) for example, employed
Computational Linguistics approaches to determine whether a sentiment
expressed about a movie was positive, negative or neutral. Using various
lexical and statistical features derived from a sample of movie review text, they
demonstrated the possibility of using this approach with comparable results to
the one obtained by humans.

The above evidence suggests an emerging interest in research focused on
automatic classification of colloquial text in general and specifically text from
the biomedical domain. However, these efforts have not been extended to VA
open narrative text, which is considered a rather unusual subtype of the
biomedical genre as argued by Danso et al.(2013a).

3.5 Summary

This Chapter explored the processes and techniques employed in the
classification of text in general. It described the processes involved and the
logical principles that underpin Text Classification. The Chapter further
provided a detailed description of how features are extracted and represented
in order to harness the powers of a Machine Learning algorithm to learn
patterns from these features. The Chapter concluded by conducting a survey
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into the applications of text classification within the biomedical domain and
how these are related to classification of VA text.

The principle and techniques reviewed have successfully been applied to
biomedical text from both formal and informal settings. However, these
techniques have not been applied to VA, which is also considered a type of
biomedical text obtained from an informal setting. This research is the first to
explore how these techniques could be applied to VA as text originating from
a different setting and application domain.
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Chapter 4

Machine Learning Methods For Classification

"I'd rather learn from one bird how to sing than to teach ten thousand stars how not to

dance" E.E. Cummings

4.1 Introduction

In Chapter Two we provided a definition of Machine Learning, whereby a
computer algorithm can be said to have learned once it is demonstrated that
the algorithm it uses has improved in its performance of a given task over a
period of time through experience (Mitchell, 1997).We also made an attempt
to formalise this definition. Numerous Machine Learning algorithms have been
employed to tackle various classification problems (Kotsiantis et al., 2006). In
Chapter Three we provided an overview of the Text Classification process,
and the stage where a Machine Learning algorithm is employed. As Figure
3.1 suggested the selection and creation of a Machine Learning model is the
next step once the document representation scheme is finalised.

In this Chapter we will discuss some of the Machine Learning algorithms that
have successfully been employed in carrying out classification tasks: Naive
Bayes, Support Vector Machines, and Decision Trees. These algorithms
could be classified into the three main families: probabilistic or generative,
linear or discriminative and rule-based or decision trees (Reeves and Quigley,
1997). Additionally, some variants of these algorithms have previously been
employed in predicting causes of death from the closed responses part of VA
as previously discussed in Chapter Three. Our motivation is also based on the
philosophy and the underlying assumptions employed, which vary between
algorithms. In view of this, it seems natural to review these algorithms and
apply them in our work to observe how they perform on the open narrative text
and a combination of that and the closed response part of VAs.

4.2 Machine Learning Algorithms for Classification
4.2.1 Support Vector Machine

The Support Vector Machine (SVM) classification algorithm is one of the
newer supervised Machine Learning techniques found in the literature, and
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has proven to be robust in dealing with noisy and sparse datasets. As a result,
it has been the preferred technique to be applied to classification problems
(Kotsiantis et al., 2006). SVM was originally proposed by Vapnik (1999) to
deal with classification problems, and the principles under which SVM
operates could be described as a hybrid of linear and non-linear, based on the
Structural Risk Minimisation principle (Vapnik, 1999). The SVM formula is as
defined below in equation (2):

mlnCZ[ costy (6729) 4+ (1 - y®)costy (T2 ] 202

Where:

C is a parameter for the complexity factor to be tuned based on the
characteristics of the underlying data and domain of interest; y is the category
label, where y(positive) = 1; or y(negative) = 0; x is the input vector or feature
input; n =number of features ; m= number of examples in training set; costo is
a similarity function for determining the category (y) given instance (i) wheny
=0 and is cost1 when y = 1; 67=transformed feature vector, which is the inner
product of the support vectors. Support vectors are derived vectors obtained
from the input vector, x.

During learning, SVM employs a technique of ‘maximal-margin-hyper-plane’
as part of the similarity function, such as cosine similarity measure (Charikar,
2002), to determine the decision boundary that separates category y=
1(positive) from category y = O(negative) as shown in Figure 4.1



34

Large margins

>

Figure 4.1 graphical representation of SVM learning algorithm showing red
as category y (positive data points) and green as category y (negative
data points)

The 'large margins' shows the hyper-plane that provides the maximum
distance that linearly separates the categories. However, where this cannot
be achieved because non-linearity exists, SVM has the ability to adapt by
employing ‘kernels’ as part of similarity functions and is able to map the non-
linearity that exists between category labels and feature space. The resulting
hyper-plane established in the feature space by this kernel provides a direct
mapping to the non-linearity structure that exists within the feature space
(Kotsiantis et al., 2006). Despite its competencies discussed above, SVM
tends to be computationally expensive by virtue of the kernel technique it
employs during learning. This, however, can be minimized during SVM model
training and evaluation since the kernel is a parameter that can be adjusted
depending on performance, which eventually reduces computational cost.

Despite the success in the application of SVM to various problems, there has
been continued research with the aim of improving its performance. This has
resulted in variants of SVM. An example is the Sequential Minimisation
Optimisation (SMO) algorithm developed by Platt (1999). SMO is considered
to be faster and relatively easier to implement compared to the original SVM.
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However, Keerthi et al.(2001) identified some deficiencies and proposed
improvements to the SMO algorithm, which aim to address the problem of
inefficiency in computing a threshold value that otherwise tends to prolong the
internal computational process.

It is worth noting that SVM was originally designed for binary classification
tasks, where one category represents data with positive examples (y=1) and
the other represents negative examples (y=0) as described in the above
equations. However, for a multi-class classification task, one-vs-all strategy is
employed, where the cost function is optimised for each of K classes (Rifkin
and Klautau, 2004), which is well suited for the classification problem under
investigation and thus is applied in this research.

4.2.2 Naive Bayes

Naive Bayes (NB) is a generative-based algorithm which is considered to be
relatively simple, it being based on probability models derived from the
Bayesian theorem (Jiang et al., 2007). This classification technique analyses
the relationship between each feature and the category for each instance to
derive a conditional probability for the relationship between the feature values
and the category. The conceptual framework for NB is based on joint
probabilities of features and categories to estimate the probabilities of a given
document belonging to a given category.

Like other probabilistic approaches, NB made the strong assumption about
the data as demonstrated in Figure 4.2. This figure shows the process of
learning, where NB assumes that all features of the training set examples are
independent of each other given the context of the category, making it suitable
for classification tasks with large number of features such as a Text
Classification (McCallum and Nigam, 1998).
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Figure 4.2 graphical representation of Naive Bayes

It then posits a probabilistic model that embodies this assumption to estimate
the parameters obtained from the training set to build a generative model
during the learning process. NB has also proven to be robust to noise and
missing data as it has the ability of generating relatively accurate models
without having any impact on the final outcome (Witten and Frank, 2005). Its
relative simplicity is also an indication of why it tends to be more efficient than
the majority of the classification techniques found in the literature (Amor et al.,
2004).

4.2.3 Decision Trees

Decision Trees (DT) belong to the rule-based family of Machine Learning
algorithms, which have been successfully applied to different domains
(Sebastiani, 2002). Despite the fact that it can be regarded as a relatively old
technique, DT has stood the test of time. For example, DT has recently been
employed as a Machine Learning technique to develop classification models
that automatically classify pancreatic cancer data (Ge and Wong, 2008). DT
based algorithms ‘learn’ from training examples by classifying instances and
sorting them based on feature values. Each node in a DT represents a feature
of an instance to be classified, and each branch represents a value that the
node can include in making a decision. Figure 4.3 below shows an illustration
of how DT works within the feature space.
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Figure 4.3 graphical representation of Decision Tree

The algorithm starts the process at a root node of the tree. This root node is
established by finding the feature that best divides the feature space based
on the feature values, and there are numerous approaches to identifying the
best feature (Kotsiantis et al., 2006). Due to the approach DT uses to search
for a solution within the problem space, efficiency tends to be an issue,
especially when dealing with large datasets. This has resulted in research
attempts into how this could be improved. Nevertheless, DT is characterised
by its relatively transparent outputs, which are easy to be read and understood
by humans. DT has been shown to have superior performance over other
techniques with regard to some specific domains with datasets that have
discrete/categorical data feature values (Anthony, 2005).
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4.3 Validation Methods

Validation is the process of determining the performance accuracy of a
Machine Learning algorithm after learning from a training set. There are
various methods employed in carrying out validation and in this section we will
discuss some of those methods.

4.3.1 Hold-out.

The hold-out method, which is also known as test sample estimation, is based
on a split of the data into two mutually exclusive sub-sets called the training
set and the test set. This division, which is usually 75% training set, is used
for training the learning algorithm with the remaining 25% test set used for
testing and estimating the performance of the algorithm (Kohavi, 1995). This
method is computationally less expensive compared to the K-fold cross
validation. There are however drawbacks associated with this method. As
Kohavi (1995) points out, the accuracy of the estimation could be problematic.
For example, the more examples that are retained for the test set the higher
the bias of the performance estimator. On the contrary, the fewer the test
cases the wider the confidence interval for the accuracy of the performance
estimator. The holdout method also tends to underutilise (about 25% unused)
the data, which could then instead have been used as part of the training.

4.3.2 K- fold Cross-validation

Cross validation is a well-established method of estimating performance of a
Machine Learning algorithm. The nature of the procedure involved has
resulted in another name known as the rotation estimate (Kohavi, 1995). It
involves randomly splitting the training data into K-mutually exclusive subsets,
where folds refers to the subsets and K is the number. The learning algorithm
is trained and tested K times in turn for each fold and the overall accuracy is
estimated. The formulae employed in the calculation will be discussed later.
The choice of the value for K depends on the dataset. However, K= 10 has
been found to be a good number of folds, which corresponds to 90% training
and 10% testing (Pereira et al., 2009).

The problem, however, with the K-fold cross validation is that it does not take
into account category distribution, which could be problematic for skewed or
imbalanced datasets, where some classes are rare. To address this problem



39

stratified cross validation has been introduced. This enables each stratified
fold to contain approximately an equal proportion of category labels in the
dataset (Kohavi, 1995).

K-fold cross validation tends to be useful when there is limited labelled training
data. The averages obtained from the rounds of training and testing tend to
provide good estimates for algorithm performance on an unseen or new
dataset. Furthermore, K-fold cross validation has also been found to be robust
to the variance and bias problems (described in Section 4.5) that tend to be
associated with training data (Kohavi, 1995). The drawback, however, is that
this could be relatively computationally expensive compared to other methods
(Burman, 1989).

4.4 Evaluation metrics

The performance of Machine Learning algorithms can be measured by various
approaches; the most common metrics being precision and recall. Figure 4.4
shows a contingency table used in estimating these performance measures
(Lewis and Jones, 1996). The Figure provides a framework for evaluating the
performance of a classification algorithm. It shows a matrix for determining the
number of the classification distributions between a classifier and an expert
judgment, which is referred to as the gold-standard or ground truth. These
evaluation metrics being discussed will therefore make reference to this
Figure.
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Expert Judgement
Yes No

Yes True Positive (TP) False Positive (FP)

Classification Algorithm No False Negative (FN) | True Negative (TN)

Figure 4.4 contingency table for classifier evaluation

4.4.1 Overall Accuracy

The overall accuracy of an algorithm can be determined based on the values
obtained from figure 4.4 as expressed in an equation as:

TP + TN
TP + TN + FP + FN

Accuracy =

4.4.2 Precision and Recall

Precision is a measure of the success rate of assignment of all documents
correctly classified based on the categories assigned by the domain expert,
which in this instance is the CoD certified by the physicians. This is expressed
in an equation as:

TP
TP+FP

Precision (Pr) =

Recall is the measure of success rate assignment of all documents that were
supposed to have been assigned correctly by the algorithm based on the
domain expert. This is expressed in an equation as:

TP

Recall (Re) = TPIFN

4.4.3 Single measure: F-measure

Apart from these basic methods for measuring the performance of learning
algorithms, other approaches such as F-Measure have been proposed
(Lewis, 1992). F-measure was said to have been introduced with the aim of
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having a single score to evaluate algorithm performance. This can be
expressed in an equation as:

2*Pr *Re

Pr + Re

F-measure: =

Other metrics are based on category similarity and distance measures
proposed by Sun and Lim (2001).

4.4.4 Misclassification Measure

Another method used to evaluate the performance of a Machine Learning
algorithm is the misclassification rate. One metric used to determine the rate
of misclassification is the False Positive Rate (FPR) (Fawcett, 2006). This is
expressed in an equation as:

FP
FP +TN

False Positive Rate (FPR) =

4.4.5 Macro and Micro Averaging

It must be noted that Figure 4.4, the equations and the evaluation metrics
described above are for two-classification problems. To be able to evaluate
the performance of a classifier for a multi-class classification problem, the
above performance measures must be computed for each category (Sokolova
and Lapalme, 2009). Macro and Micro averaging measures are useful for
multi-class evaluations where the classes number more than two. Micro-
average is said to assign equal importance to each document whereas the
Macro-average assigns equal weight to each category (Ci.... Ck) (Sun and
Lim, 2001) . These are expressed mathematically in equations as:

Micro-average:

k. (TP)
[Precision(Pr]) = S22
i=1
k
K (TP
Recall (Re") = SEL)

k., (TP +FNp
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Macro-average:

%(=1 (Pr;)
k
Z%<=1 (Re;)
k

Precision (Pr¥) =

Recall(ReX) =

Where, k= number of classes

F-measure can then be computed for both macro and micro-averages based
on the equation above. Similarly, overall average accuracy and
misclassification rates can also be computed. These evaluation metrics will
be employed to measure the performance of Machine Learning algorithms to
be explored for the prediction of cause of death from VAs in this thesis.

4.5 Issues Associated with Machine Learning Based Approaches

The characteristics of data for developing supervised Machine Learning
models tend to present various challenges for learning algorithms. We will
discuss some of these challenges in this section.

4.5.1 Imbalance and Sparseness

Data is said to be imbalanced when there is an unequal distribution of labelled
data among categories resulting in there being more instances for some
categories and fewer instances for others. Classification algorithms tend to
function based on the principle of Occam's razor, which means that the
simplest hypothesis that best describes the data is to be generated and
represented as a generalisation of the sample data (Akbani et al., 2004).
Consequently, this results in most standard classification algorithms
overestimating the majority category and underestimating the minority classes
(Chawla et al., 2004). In response, various strategies have been proposed to
solve the imbalance problem in Machine Learning at both algorithm and data
levels. The data level suggestions deal with random oversampling of the
minority classes and under-sampling of the majority category. At the
algorithmic level, cost sensitive learning strategies include making
adjustments to the cost associated with the various classes to compensate for
the imbalance; making probability estimates at the tree leaf (for decision tree
algorithms); and adjusting decision boundary thresholds (Chawla et al., 2004).
These costs and adjustments can however be difficult to determine and are
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dependent on the business case, which is the driving factor that will determine
the trade-off between correct classification and miss-classification of
documents. For example, the cost of misclassifying a VA document must be
known and factored into the modelling process. This makes the data level
approach a relatively easy strategy to implement. However, there are issues
with either the under-sampling or oversampling of the data level based
approaches. Under-sampling can lead to potential important information loss,
whereas oversampling can lead to over fitting (Li et al., 2009). Notwithstanding
the problems associated with the cost sensitive learning approach,
comparative studies have demonstrated that it tends to outperform the data
level approach (Japkowicz and Stephen, 2002).

Data sparseness is used to describe a situation where a document
represented as a vector for Machine Learning contains few actual feature
values and almost all the remaining features are empty (Joachims, 1998). The
natural consequence of this phenomenon is learning from a high dimensional
space, which can be an expensive process and also lead to inaccurate results
(Chawla et al., 2004). An approach which has been proposed and remains an
active research area is feature selection, a process which aims to select
features that are indicative of the various categories.

The phenomena of data imbalance and sparseness have been noted as a
major problem in Text Classification, which has led to the concept of the curse
of dimensionality. This is discussed in detail in section 4.7. and has been a
focus for research (Han et al., 2006, Nigam et al., 2000). For example, Zheng
et al. (2004) demonstrated the ineffectiveness of employing some existing
approaches to feature selection on imbalanced data and proposed a
framework that tends to combine features selected from both positive and
negative categories.

4.5.2 Sources and Effects of Noise

Noise is considered in the context of Machine Learning as any form of defect
which tends to decrease the quality of data, and thereby affects the learning
process of Machine Learning algorithms. This, in turn, results in performance
problems and inaccurate predictions (Atla et al., 2011).
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There are two main sources of noise found in data: noise originating from
features and noise from category labels in training data (Weiss, 1995).These
two types of noise have different behaviours and impacts on the learning
algorithm. Feature noise has the tendency to corrupt examples in the training
set. For example, consider a feature vector that contains a binary
representation {11111}. Assuming the representation changes to {10011} as
a result of feature noise such as missing data or corrupted feature values , the
feature noise would correspond to about 40% of the changes to the original
representation, which would thus have the tendency to change the prediction
or learning outcome of the classifier. This type of noise tends to cause
examples in the majority category to over shadow the examples in the minority
category, which can lead to feature overlaps and consequently cause higher
misclassification rates.

Category label noise refers to errors occurring in labelling or annotation of
training data. This could be problematic, especially in supervised classification
tasks where models are developed based on the category labels under the
assumption that they are accurate and well defined. However, as pointed out
by Hand (2006) these errors do occur. Noise originating from category labels
does not necessarily lead to misclassification. The tendency of
misclassification is high if the noise is in a category that is particularly high,
leading to the algorithm learning and attributing the learned example to a
wrong category (Weiss, 1995).

4.5.3 The Effect of Bias and Variance

Bias and Variance are two concepts that are used to describe two related
phenomena, and a combination of these two phenomena tends to play a key
role in the performance of a learning algorithm. Bias is a term used to describe
the systematic errors that are generated by a learning algorithm. Variance
describes random behaviour of the learning algorithm that occurs as a result
of random variations and noise in the training data (Kong and Dietterich,
1995). In other words, Variance can be used to determine the sensitivity of an
algorithm to the training set. An algorithm is considered less sensitive to
variance if it is more stable to variations in training data. Bias on the contrary
determines on average how close an algorithm is able to estimate from the
"initial hypothesis" set by the algorithm to a "true hypothesis" as found in the
training data in order to obtain a generalisable model (Friedman, 1997).
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A good solution to having a better performing algorithm is to have both
Variance and bias as low as possible. However, as indicated, because bias is
related to the underlying design principles of the algorithm, it is important to
take into account the selection of an algorithm for a given task. For example,
Naive-Bayes has been noted to have the ability to handle datasets that are
characterised with a high degree of bias associated with them (Friedman,
1997), while the Support Vector Machine is an example of a relatively low bias
or unbiased algorithm (Valentini and Dietterich, 2004). In contrast, because
Variance is associated with the degree of variations found in the training data,
one possible solution which has been proposed is increasing the size of the
training examples (Friedman, 1997). The concept of Ensemble Learning has
been proposed as a possible approach to reducing bias and variance in
Machine Learning (Valentini and Dietterich, 2004). Ensemble-based learning
encompasses the concept of combining algorithms to allow various
hypotheses to be generated for the various individual algorithms based on
their properties and configurations. A voting process is subsequently
employed to determine the best hypothesis and generalisability capabilities
for the training data.

4.6 The Curse of High Dimensionality

Data sparseness potentially leads to high dimensionality. The curse of
dimensionality is a term introduced to suggest the importance of filtering as
part of the modelling process(Bellman, 1957) and has subsequently been
explored in the literature (Kuo and Sloan, 2005). Filtering is part of the pre-
processing stage, where features that have no use in differentiating between
documents are ignored or eliminated. This could be commonly used words
that run through all documents and have no statistically significant or
discriminative powers to distinguish been documents. Examples include
function words like articles a, conjunctions and, and prepositions in. The main
purpose of this is not only to increase system performance such as speed of
processing by reducing the space required by the application and the
processing resources needed, but also performance accuracy of the
algorithm. This view is supported by an experiment performed by Lewis and
Jones (1996), which suggested that a dataset with high dimensionality tended
to have a negative impact on the performance.
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Apart from the stop words, various approaches have also been developed to
help to evaluate and obtain information in terms of the contribution of each
word or term in a document. This includes information gain (IG), Chi-square
(x?) and others as noted by both Hotho et al. (2005) and Forman (2003). A
number of feature reduction methods and their effects on performance are
explored and discussed in Chapter Seven of this thesis.

4.7 Summary

This Chapter explored the landscape of Machine Learning methods for
carrying out classification tasks. It began with a description of the theoretical
and the philosophical underpinnings that differentiate some selected Machine
Learning algorithms employed in classification. We then further surveyed the
various evaluation metrics available to evaluate the performance of a given
algorithm. It was noted that consideration must be given to multi-class and
imbalanced data during performance evaluation. For example, macro-
average should be the preferred choice of measure when dealing with
imbalanced data since this tends to account for differences in category
distribution better than micro-average. The Chapter further looked at some of
the issues associated with Machine Learning based approaches and how
those issues tend to impact on performance. The issues were general and
applicable to every domain and will thus be taken into account during model
development for cause of death prediction in VAs.
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Chapter 5

Surveillance Data Management and The Verbal Autopsy
Corpus

"Maybe stories are just data with soul", Brene Brown
5.1 Introduction

In Chapter One, we indicated the need for a robust registration or surveillance
system in order to be able to identify deaths and eventually the cause of the
deaths. However, a robust surveillance system also requires robust data
management to ensure the smooth running of the surveillance system. In this
Chapter, we will describe the data management system deployed that
supported such a surveillance system and enabled the identification of deaths
for VA to be conducted. We will then further describe the methods employed
in building the semantically annotated corpus of VA documents that were used
for this thesis.

It must be noted that some of activities described in this Chapter were carried
out during data collection as part of the large-scale epidemiological study
known as the ObaapaVitA study (Kirkwood et al., 2010; Edmond et al., 2008;
Hurt et al., 2013;Kirkwood et al., 2013). Briefly, the ObaapaVita study was led
by Professor Betty Kirkwood of the London School of Hygiene and Tropical
Medicine. It was a 10-year multi-million pound project jointly funded by the
United Kingdom Department for International Development (DfID-UK), and
United State Agency for International Development (USAID) to evaluate the
effect of weekly supplementation of vitamin A to women of child-bearing age
(15 - 45 years) on maternal mortality. This led to the establishment of a
surveillance system which was used from December 2000, which facilitated
the conducting of follow-on large scale epidemiological studies including the
NewHints study (Kirkwood et al.,2013). Figure 5.1 shows a map of the area
covered by the surveillance system which constituted seven contiguous
districts, covering an area of over 240,000 Km? predominantly rural land within
the Brong-Ahafo region of Ghana.
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Figure 5.1 map of Ghana showing the seven districts from which the corpus
was generated. Adapted from the original source obtained from the
Geography Department, University of Ghana

Prior to the commencement of this PhD the author was a key member of the
ObaapaVitA study team. The author was instrumental in all activities and was
also responsible for some, especially those specific to this research, which
are discussed further in this Chapter.

The Chapter concludes by carrying out analysis of the cause of death as
obtained from the annotation process and proposes three re-grouping
schemes that would be employed when carrying out our experiments. The
rationale and the effects for the re-groupings are also discussed. To
differentiate between the original label, all causes of death that are derived
from our proposed scheme are underscored (_) as part of the labelling.
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Figure 5.1 process flow of the ObaapaVitA surveillance system
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5.2 Data Management

Figure 5.1 shows an outline of the process flow of the surveillance system
deployed in Ghana which enabled the VA corpus used in this thesis to be
captured.

The basic flow of activities illustrated in Figure 5.1 is summarised briefly.
Routine visits were made to participants of the study for data to be collected.
The data, which included events that had occurred concerning the study
participants (including deaths) at the time of visit were processed and stored
in a database. A list of deaths was then generated from the database which
triggered the VA corpus collection process to begin. Interviewers planned
visits according to the list generated from the database indicating which
address to visit. An Interviewer travelled to the address and identified an
appropriate respondent according to the protocol, which suggested a close
friend, relative or other caregiver of the deceased, deemed capable of
providing accurate information. The interview was conducted and a
questionnaire filled in. The Interviewer then decided to move to another
address for another VA interview or get back to the office. Quality control
checks (e.g. no missing information) were performed on the questionnaires by
office-based personnel and then they were forwarded for data entry in
batches. Any issues such as missing or incomplete information identified at
this stage would need to be resolved by the field team before forms were sent
to the data processing department for processing.

The above process involved over 200,000 participants (women), and required
an efficient and custom made Data Management System (DMS) to effectively
manage the inherent complexities. The primary function of a DMS is to
facilitate core tasks which are performed by a user: data quality control
(cleaning, inconsistency and validation checks); store, retrieve and update
data (Dodd, 1969). However, the design of any DMS is mainly driven by the
functional and non-functional requirements imposed on the system by the
users (Glinz, 2007). For example, a DMS developed for retrieval of information
may require an efficient indexing algorithm to support that process. However,
an updating process for example may not require the same level of complexity
in design. The DMS developed for the surveillance system mentioned above
required functionalities similar to an information retrieval system: it required
an efficient retrieval of data for report generation; to support ad-hoc query
requests; and also support batch processing of weekly updates and storage.
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A detailed description of the DMS system can be found in the manual created
by the author with input from the DMS team, which can be found in appendix
B.

5.3 Building the Verbal Autopsy Corpus
5.3.1 Corpus Source and Sampling

This corpus was obtained from the surveillance system described above. The
sample contained all stillbirths and deaths in infants to the age of 12 months,
which is referred to in this thesis as the infant sub-corpus. Additionally, it also
contains text about the cause of all deaths in adult women between the age
of 15 and 45, which is referred to in this thesis as the women sub-corpus. The
corpus contains a total of approximately 2.5 million words in 11,741
documents. Table 5.1 shows the breakdown of the corpus into the two sub
corpuses.

Table 5.1 Basic statistics of the Verbal Autopsy corpus

Sub corpus Number of Number of Cause of | Number of words
documents Death Categories

Infant 8,212 23 1.5 million

Women 3,529 43 1 million

The infant sub-corpus contains 8212 documents which is 1.5 million words
with 23 categories. The women sub-corpus also contains 3529 documents
accounting for 1million words of the total corpus with 43 causes of death
categories.

5.3.2 The Interview Questionnaire

This is a standard questionnaire originally developed by the WHO and
adapted by Edmond et al (2008) to collect the VA data as part of a study which
aimed to validate its diagnostic accuracy within the study area shown in Figure
5.2. Edmond is a physician and domain expert, and was responsible for the
adaptation and ensuring that all relevant details and symptoms of diseases
were captured. The author of this thesis was responsible for the management
and quality control of the data capture. The questionnaire includes
identification, closed response and open narrative text sections.
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Identification
This part of the questionnaire contained basic contact details of the deceased:
Identification number; house number; name of subject; and date of birth.

Closed response part

The closed questions have in total over 200 variables for the infants and just
over 270 for the women questionnaire. These variables are questions to elicit
the presence of specific symptoms during the final iliness. This information is
often accompanied by a box for recording the length of time that the deceased
experienced those symptoms. For example question number 6.1.8 in the
Figure 2.1, asking a mother whether she had high blood pressure during the
pregnancy. Where questions are not applicable, a double line is drawn
through those questions and 99 is entered into the databases as the response
value to differentiate it from missing information.

Open narrative text part

The purpose of the open narrative text is to enrich the data collected in the
closed response as both the open narrative text and closed responses are
used by physicians when attempting to determine the cause of death. As
Figure 2.2 shows, the open narrative text part gives an interpretation of the
narration of the event from the respondent by the data collector. It is important
to emphasise that the narrative text captured is an interpretation of the
interview, which is conducted in a local language (Twi) and the interviewer in
turn interprets and summarises into English. This process is in parallel with
the process of recording answers onto the paper questionnaire, with both
being done in the course of the interview by the interviewer. It is therefore
important that the information captured gives a true account of what transpired
at the interview to enable accurate diagnosis to subsequently be carried out
by physicians. Any inaccuracy in the interview process may result in an
inaccurate diagnosis and the wrong cause of death being assigned. This
therefore requires a high level of skills and experience in conducting
interviews of this nature.

One notable difference between the women and the infant sub corpora that is
worth pointing out here is that the structure of the questionnaire used for the
infants was different from that used for the women. The narrative text part of
the infant questionnaire had clearly defined sections that asked for specific
information as shown in Appendix B. The women questionnaire however did
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not have sections but had blank pages that required the interviewer to hand-
write during the interview. It is also important to note that the VA
questionnaires were designed based on the most standard methods available
at the time of the design. The adult women questionnaire was based on a
validated instrument for adult deaths by Chandramohan et al.(1994) and an
instrument for maternal deaths developed for a previous study by Campbell
and Gipson (1993).

5.3.3 The Selection and Interview Process

As indicated, the corpus was generated as part of field trials, where routine
visits were made to participants of the study for data to be collected. The data,
which included events that occurred concerning the study participants
(including deaths) at the time of visit were processed and stored in a database.
A list of infant and adult female deaths was generated from the database to
indicate which interviews needed to be conducted. This list was shared among
a group of interviewers who had been trained to conduct VA interviews.

An earlier study suggested that a period between one and 12 months after
death is recommended to elicit reliable information from respondents
(Soleman et al., 2006). Although it is probably better to conduct the interview
as soon as possible after the death to avoid recall difficulties, the researchers
also have to respect the family’s need to grieve and a minimum of six weeks
was therefore set before conducting the interview.
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Background of the interviewers

The interviewers recruited for the VA information collection were people who
had completed high school, spoke the local language as well as English, and
had attained fieldwork supervisory status with no medical training. These
people were recruited and provided with basic training on how to administer
the VA questionnaire. For example, interviewers were given specific training
on how to probe in order to elicit the information relevant to enable physicians
to arrive at the possible cause of death. There was a mixture of both male and
female interviewers and this did not seem to influence the data collection
process.

The training of interviewers was carried out jointly by the lead author of
Edmond et al (2008), Professor Karen Edmond and the author of this thesis.
The training covered both questionnaire administration and the quality control
procedures. This was to ensure data collectors understood both the
questionnaire administration and the potential problems that could arise as a
result of poor quality data.

5.3.4 The Annotation Process

For this research, annotation is defined as the process of reviewing the VA
document and assigning a cause of death to it. We employed methods similar
to the one described by Pestian et al. (2007) as a democratic principle
approach to creating the final cause of death code for each VA document. The
annotation process was jointly managed by the author and Karen Edmond
(Edmond et al, 2008). | was responsible for the management, quality
assurance processes and storage of the annotations assigned by the
physicians. To achieve this, custom made software was developed to
automatically identify differentials between annotations of a given VA
document by two independent annotators as described above. Karen was
responsible for the coordination of the activities of the process. The infant sub-
corpus annotation scheme was adapted from the Neonatal and Intra-uterine
Death classification to Etiology - NICE (Winbo et al., 1998) and the WHO
Neonatal Child Health Epidemiological Reference Group- CHERG (Lawn et
al., 2006). The ICD-10 (1992) classification scheme was adopted for the
women sub-corpus. However emphasis was placed on the expected public
health importance of the causes of death within the context of low-resource
settings. Thus, where specific cause of death could not be determined due to
insufficient information, the period in which the death occurred was assigned
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as the death outcome, referred to as Time-of-Death, which was a broad
classification scheme that allowed deaths to be categorised. This was driven
by the fact that having information about the period in which deaths occur is
vitally important and more reliable than being without any information within
the context of VA. It is also particularly useful for epidemiological studies
(Quigley, 2005).

A coding sheet was generated with ID details of each death for use by the
physicians during their review. The coding sheets and VA document were
duplicated and a set passed to two different physicians. Each physician
independently reviewed the VA document and recorded their judgement as to
the most likely cause of death on the coding sheet. The sets of documents
were returned and the coding sheets input into a database where a
comparison between the two assigned causes of death was made using
custom made software. An agreed code was assigned when the two
physicians agreed. Otherwise, the process was repeated with a third
physician. When there was an agreement between any two of the three
assigned causes of death, then that was accepted; but when there was no
agreement, a meeting was held between the physicians involved with the aim
of an agreement being reached. In the event where there was still no
agreement, the cause of death was assigned as Unexplained or Cause
Unknown or Not Ascertained cause of death.

Alternative annotation process management models were explored to
determine which would be least resource intensive without compromising on
quality. The first model tried was that where annotators were given basic
training in the annotation task; then they were given the completed
questionnaires to review and produce the annotations at their own time and
preferred location. In a second model, employed later, annotators were
assembled at a central location to carry out the annotations.
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Background of annotators.

Medically trained professionals were employed to carry out the annotations.
The minimum qualification required to as an annotator is must have completed
medical school and one year post qualification experience in a hospital. To
ensure high quality annotation and a high level of agreement, all annotators
were trained using standard annotation guidelines developed by the project
management team and led by paediatricians for the infants and maternal
health experts for the women.

As indicated earlier, the annotation approaches employed in this project also
had options which could have eased the logistics burden imposed on the
management of the process. One of the key challenges associated with the
first approach was the difficulty in coordinating the activities to ensure that the
processes were conducted in a timely manner. The second model however
was relatively less difficult with regard to the coordination of activities. It was
however logistically intensive and expensive in terms of the organisation. One
approach that could possibly overcome these challenges is the adaptation of
emerging annotation and text analytics tools such as GATE (Bontcheva et al.,
2010). These tools offer the flexibility to allow annotators to work from any
location and coordination can also be carried out with ease. It however
requires an Internet connection, which has only recently become available in
the developing world.

5.3.5 Corpus Transcription

We define transcription as the process of converting the written open narrative
text into machine readable format. As seen from Figure 2.2 which
demonstrates VA open narrative information captured the VA questionnaire
requiring transcription. This process was planned and carried out by the
author of this thesis. The author was responsible for all the activities described
in this process.

Having recognized the need to transcribe the open narratives text into a
machine-readable format, various options were explored to ensure the
feasibility of its implementation, its usability and a justification for the chosen
platform. A tailor made software tool was designed for this activity. The
software had inbuilt spellchecking functionality that allowed typographical
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errors to be corrected. The next section of this Chapter gives a detailed
description of the software.

The software

| fimiWelcome '

WELCOME TO THE

VERBAL AUTOPSY NARATIVES ENTRY SYSTEM

Adult

Data Entry
|’

Figure 5.3 A ‘welcome’ screen of the system-the ‘gateway’ to all parts of the
system.

The transcription software for capturingVA corpus data has been developed
on Microsoft Access 2007 platform and has the following functionalities. It has
a 2-tier architecture, having a flat front-end with basic business rules and a
back-end used in storing the data. The system has three main modules; Data
Entry, Supervision and Quality Control and Security. Functionalities available
to each of these modules are discussed below.
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Data Entry

Infant VPM Naratives Entry You logged on as:

KDD0255/01
KIWOMA WONDE
KDDD2535/01C]

Pregnancy:

Find Record
Next Record
Previous
Record

Labour:

Baby:

AfterDelivery:

IncidentToChildDeath:

Figure 5.4 data entry screen of the transcription software

Figure 5.4 shows the data entry form on the main screen used for entering the
narratives text. It populates the form with details of the individuals
automatically from the database. The user is then given the option to locate
an individual using the ‘find record’ button and specifying the ID of the
individual for the system to retrieve from the database. This user can save a
record after entry by clicking on ‘Save record’ button.
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Supervision Module

Infant Data Verification

batchiggas Formno: Womanid: KOL0020/01 InfantiD: KOLOD20/01C1 | womnam AKOSUA MARY M

Pregnancy: |During pregnancy | was sick and went to
Holy Family Hospital and was admitted for AfterDelivery:  dews
three days. That item | was having some
rashes locally known as 'opt’, This sickness
attacked me twice and | was admitted twice
at the Holy family hospital.

Labour: doss

IncidentToChildDeath:  ends

Baby: when

el el el lnlel leie uin

Figure 5.5 supervision module showing text to be verified

Figure 5.5 is the Supervision module which offers the opportunity for
corrections to be made to the already entered narrative data. This is the next
step after data entry. It has all the functionalities of the data entry screen in
addition to data manipulating functionalities. Examples include delete,
duplicate finder, and add new record buttons that are not present on the basic
data entry screen.

Spell-checking

One of the requirements of the system is to have a spell-check functionality.
This is an essential requirement, as misspelling could create potential parsing
problems, which in turn could lead to the introduction of potential errors. The
effect of this can be enormous as a study conducted by Ruch et al. (2003)
demonstrated that 4% of misspellings of words translates into a 10% error at
the sentence level.
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Figure 5.6 spell-checker

Figure 6.6 shows the spell-check functionality implemented, as part of the
software identifying misspellings of words finds hospital in the pregnancy
section of infant screen and offers suggestions of an appropriate spelling to
the user. This functionality is used at the verification stage where Supervisors
use it to verify or check on spelling errors the occurred during data entry. It
must be noted that the spell-checker adapted for software is based on the
generic one implemented as part of a general purpose word-processing
application, and was therefore efficient in handling English words. However
this meant that any VA specific words used had to be accepted by the user,
which in this case meant the Supervisor had to update the dictionary.
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Quality control and data security

10/02/2011

Figure 5.7 quality control and data security screen

Figure 5.7 shows the screen shot and the functionalities available for Quality
Control and Data Security. This is the final stage of the process where a
sample of the processed data is generated and cross-checked against the
original forms. This is to ensure that the verification did not miss any errors
created during data entry. A backup of the entire database is performed after
verification has been completed on the samples using the backup
functionality. The ‘generate sample’ checks for records which have been
processed within a specified period (supposed to be after verification stage as
per the procedure) and generates 10% of these records to be checked.
Corrections can then be made to the original data where necessary by using
the Edit button. Finally, the backup button allows a complete backup of the
entire database to be performed to avoid tables being corrupted or any
unforeseen eventualities.



62

The method employed in transcribing the corpus was one among several
approaches that could have been explored, for example Optical Character
Recognition or voice-to-text generation. Another approach could have been
to electronically capture the corpus at the point of the interview by use of
portable devices. With hindsight these approaches could have been more cost
effective but the operational difficulties of the environment were challenging
and a paper data collection approach with data entry clerks transcribing the
results was a pragmatic choice.

5.3.6 Processing and storage

The software tool used for the transcription stored the corpus in a Microsoft
Access database. This format was not directly usable for corpus analysis
although the corpus is now available in a digital format. Also, the cause of
death codes assigned by the physician were stored in a separate database
and there was the need to have all this information stored a single file. The
two separate databases were linked together using the unique identifier, which
was assigned at the point of registering the study participant. The resulting
database was then exported and encoded into an XML format as that format
allows all the individual files to be stored as a single file. An example of this is
shown in Figure 5.8.
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<Cleaned_InfantVA_InfantVA_CoD>
<infantid>
KA017/1/08C1
</infantid>
<Pregnancy>
I made eleven consecutive antenatal check-ups at birth xxx hospital and xxx maternity home respectively. | received two tetanus
injections during the pregnancy and these, were the problems encountered : - painless bleeding at the initial stage of 2-3 months old
(which | had drugs from xxx hospital for treatment), reported to have an anaemia at the age of 4 months old with headache/dizziness at
the same time which, | had drugs and was advised to eat green vegetables. Besides these problems | had malaria (at the age of 3
months), severe abdominal pains (6 months old) restlessness after meals of fatal movement at the left rib side at my seventh month. My
pregnancy ended, at 11 months old at prince of peace maternity home through normal birth.
</Pregnancy>
<Labour>
Labour started around 6:00am and gave birth around 1:00pm but had water (green in colour with no bad scent) breathing during labour.
Problems had during labour were: - lower abdominal pains and the umbilical cord which came out before the child followed
</Labour>
<Baby>
At birth, the child was an average in size with no malformation, but was having difficulty in breathing with blood flowing through the
nose.
</Baby>
<AfterDelivery>
At birth the blood flowing the nose was cleared, and artificial air was poured into the nose to assist him to breath well.
</AfterDelivery>
<IncidentToChildDeath>
Child was having difficult breathing at birth and blood flowing through the nose as well. After clearing the blood from the nose an artificial
air was pumped into the nose to assist him to breath well. The breathing rate was very fast and was abnormal. Even the breathing rate
was very fast but at times, the breathing could stop for some time before it could come out again and the problems continued up to
12:00pm (mid-day) and finally died at the maternity home. Another symptoms detected on the child was the physical colour changed
into green at birth.
</IncidentToChildDeath>
<CoD>
Neonatal-other causes
</CoD>

<Cleaned_InfantVA_InfantVA_CoD>

Figure 5.8 XML tags mapping to various sections of infant VA document with cause of death information merged
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5.3.7 Anonymisation

As with other clinical data and text in particular, the identity of subjects in a VA
must be kept anonymous. However, due to time constraints on the project a
detailed anonymisation could not be done on the open narrative free text,
which included occasional named entity mentions such as persons and
places. A complete anonymisation will be carried out before making the
corpus publicly available. Nevertheless, partial anonymisation was carried
out. To achieve this, basic details of all subjects were stored in a separate
database and references were made to all documents using an ID which was
allocated during the registration phase. The basic details database was
obscured and was only accessible to the data collectors and trial management
team. The challenge however was to find ways to deal with the named entity
mentions and references made to individual details in the text. This challenge
required careful handling since removing all the mentions and references in
the text could lead to loss of potentially useful information. It was however
found that the sensitive information, which required anonymisation found in
the free text, could not mean much without the individual details. Even though
there were occasional mentions of names of relatives these named entities
could not be traced without additional information such as the location and
address details which had already been removed. Pestian et al. (2007) made
a similar observation in a corpus of clinical text, which was built for the
development and evaluation of a multi-label classification shared task.

5.3.8 Ethical approval

Ethical approval was obtained from the relevant ethical committees to carry
out the field studies and also this research. Consent was sought from the
participants of the studies to use their data for research purposes. This
however does not cover making the data publicly available and ethical
approval for this purpose is therefore required.
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5.4 Analysis of cause of death annotations

As previously mentioned the annotation scheme for infant sub-corpus adapted
the Neonatal and Intrauterine Death classification to Etiology - NICE (Winbo
et al. 1998) and the WHO Neonatal Child Health Epidemiological Reference -
CHERG (Lawn et al., 2006). The women sub-corpus also adapted the ICD-
10(1999) classification scheme.

Antepartum stillbirth, unexplained

Birth asphyxia

Unexplained

Infection

Intrapartum stillbirth, obstetric complications
Intrapartum stillbirth, unexplained

Other Infections

other

Prematurity

Pneumonia

EHHI

Malaria
Antepartum stillbirth, maternal disease

Diarrhoea

Cause of Death

Antepartum Stillbirth, other causes

cause unknown

Antepartum stillbirth, maternal haemorrhage
Intrapartum stillbirth, maternal haemorrhage

Not ascertained

S=SSEEE

Antepartum stillbirth, congenital abnormalities
Intrapartum stillbirth, congenital abnormalities
Intrapartum stillbirth, other causes

Measles

00 20 40 60 80 10.0 12.0 140 16.0 18.0
% of Distribution

Figure 5.9 cause of death distribution among infants as annotated by
physicians.

As seen from Figure 5.9 Uncertain is the most common category,
encompassing over 20 per cent of the VAs that make up the women sub
corpus. Antepartum stillbirth, unexplained is the leading cause of death in the
infant sub-corpus, covering over 15 per cent. Note that the infant sub-corpus
also has separate cause of death categories Antepartum stillbirth, other
causes; Unexplained; Other; cause unknown; Not ascertained.
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uncertain
HIV/AIDS

cardiovascular disease

intestine infection (include typhoid)
tuberclosis

injuries

meningitis

other anaemia

infection or septicaemia, cause unknown
cancer other than breast cancer
disgestive disease(includeing liver disease
malaria

no respondent

pregnancy related, cause not known
hepatitis

postpartum haemorrhage

haemolytic anaemia(mainly sickle cell disease)
renal disease

Breast cancer

respiratory infection{not TB)

death within 24hrs of symptoms

diabetes

hypertensive disease of pregnancy

other postpartum sepsis

epilepsy

induced abortion

Cause of Death

acute abdomen

other early pregnancy loss{eg,etopic)
instaneous death

unattended death

respiratory disease

antepartum haemorrhage
septicaemia from cellulitis
septicaemia from abscess

abortion, unknown either induced or spontaneous
uterine rupture

other obstructed labour

other infection

other illness

sepsis after caesarean section
tetanus

spontaneous abortion

rabies

mental illness

obstetric haemorrhage, timing unknown
chickenpox

amniotic fluid embolism
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Figure 5.10 cause of death distribution among women as annotated by
physicians

Figure 5.10 shows a rather different distribution of cause of death in the
women sub-corpus. Two categories, uncertain and HIV/AIDS stand out as
most significant, each being the cause of over 21% of deaths; then there is a
long tail of other specific medical conditions, most of which are not found in
the infants sub-corpus. The vague categories such as Unexplained, other,
cause unknown, and Not ascertained do not feature in the women sub-corpus;
we assume these are covered by the uncertain category. There are even rare
cases of just one instance each such as obstetric haemorrhage, timing
unknown; chickenpox; and amniotic fluid embolism found in the women sub-
corpus. To a Computational Linguist without medical training, the groupings
may not be clear with regards to how to distinguish between all categories and
thus require special attention by language researchers when carrying out
computational modelling.
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This annotation scheme employed has a hierarchical structure, which is
illustrated in Figure 5.11. The classification scheme takes into account
reported medical symptoms and the time in which the death occurred.

Infant VA CoD classification

!
Y ! ¥

Stillbirths Meonatal deaths Post Neanatal deaths

I
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Artepartum Stilbirth Intrapartum Stillkirth —.| Congenital Abnarmality -.| Diarrhoes
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Figure 5.11 schematic diagram showing the hierarchy of causes of infant
deaths adapted from Edmond et al. (2008)
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As seen from Figure 5.11 Congenital Abnormality for example may be
classified as either Antepartum or Intra-partum depending on whether the
death occurred before the labour or during labour as explained by Edmond et
al. (2008). Such groupings according to stage of delivery do not feature in the
women sub-corpus cause of death annotations except for three causes of
death involving haemorrhage at childbirth: postpartum haemorrhage,
antepartum haemorrhage, obstetric haemorrhage, timing unknown.

5.5 Cause of Death Regrouping.

In Chapter Four it was discussed that Machine Learning algorithms tend to
employ the Occam's Razor based principles, which were also demonstrated
by Forman (2003) as showing that having a balanced text is a key requirement
in Machine Learning tasks. This implies that a sample drawn from any domain
of interest must give a balanced representation of that domain. For example,
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in language research, one might aim to give a balanced representation of text
type: written versus spoken. Similarly, within Text Classification, an important
issue to consider is the semantic categories or genre types. Within the context
of VA, one of the semantic categories which required balanced representation
was the cause of death. However, the original cause of death showed
imbalanced distribution, which depicted the situation in the real world within
the population where the data was obtained. We discussed the effect of
imbalanced training data on the performance of a Machine Learning algorithm
and some of the strategies found in the literature that are employed in
mitigating those effects: oversampling and undersampling of training data,
and cost sensitive learning. The former was referred to as a data level and the
latter was also known as an algorithmic level strategy (Chawla et al., 2004).
Considering the fact that some causes of death could not be assigned a
definite cause of death label due to insufficient information available to the
physicians during annotation, it is imperative to explore strategies to deal with
these issues. We therefore propose a scheme to deal with these issues based
on the principle of hierarchical groupings.

The principle of hierarchical groupings of category labels is not new to
Computational Linguistics. This principle has been proposed as a means of
dealing with ambiguity in word Part-of-Speech (PoS) categorisation by many
language researchers, e.g. Knowles and Zuraidah Mohd (2003). Atwell et
al.(1994) proposed this principle in Machine Learning research on
unsupervised learning of word-clusters. It can be inferred from this that the
deciding factor of any categorisation scheme for automatic systems is the
usefulness of the scheme within the context of the intended application, which
includes a cause of death classification scheme (Quigley, 2005) as discussed.
This has resulted in various PoS-tagging schemes for English language, for
example. The International Corpus of English (ICE) is an example of a corpus
with multiple-level tag set (Greenbaum and Nelson, 1996); a PoS-tag consists
of a broad category (e.g. noun) and a set of finer-grained subcategories (e.g.
common singular noun). Drawing inspiration from the ICE tagging scheme,
the semantic categories of the VA documents demonstrated in Figure 5.12
could have multiple categories: Time-of-Death and Type-of-Death. Figure
5.12 shows a proposed scheme to classify VA documents based on their
content and the cause of death hierarchy.



69

Tune of Death

[ )

Document A [Antepartum stillbirth, congenital abnormality)

p A
'

Type of Death

Figure 5.12 scheme to re-classify VA document based on hierarchy

The scheme as shown in this figure may enable documents to be classified at
two levels: Time-of-Death - Antepartum stillbirth or Type-of-Death -
Antepartum stillbirth, congenital abnormality. Having these levels of
classification has an advantage for Machine Learning approaches to
automatic classification. This is because the accuracy of Machine Learning
models tends to increase with increase in number of training examples (Banko
and Brill, 2001). In situations where there are rare cases of specific examples
of cause of death in the training corpus, it may be reasonable to have a VA
document classified at a higher level (Time-of-Death) than the fine grained
level (Type-of-Death).

Based on the above proposed scheme we re-grouped the Original-groupings
into three different groupings: Groupings1, Groupings2 and Groupings3.
Groupings1 was derived based on the hierarchy shown in Figure 5.11.
Groupings2 and Groupings3 were created in reaction to consultation and
advice received from Professor Betty Kirkwood and other public health experts
from the London School of Hygiene and Tropical medicine. These groupings
are discussed in turns.

5.5.1 Cause of Death Groupings1

Table 5.3a and 5.3b show the Time-of-Death and Type-of-Death categories
for the proposed Groupings1 respectively. The Time-of-Death has five
categories: Intrapartum_stillbirth, concerned with all deaths that occurred
during delivery. Antepartum_stillbirth are deaths that occurred before delivery.
Non_stillbirth_unknown_cause are all the deaths that could not be determined
by the physicians. Neonatal are all deaths that occurred within 28 days of life
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and PostNeonatal are all deaths that occurred after 28 days. The Type-of-
Death level has 16 categories:

Table 5.3a Proposed mapping of Time-of-Death categories for Groupings1

Original grouping Time-of-Death

Intrapartum stillbirth, other causes

Intrapartum stillbirth, congenital
abnormalities

Intrapartum stillbirth, unexplained
Intrapartum stillbirth, maternal
haemorrhage

Intrapartum stillbirth, obstetric
complications

Intrapartum_stillbirth

Antepartum Stillbirth, other causes

Antepartum stillbirth, congenital .
abnormalities Antepartum_stillbirth

Antepartum stillbirth, maternal
haemorrhage

Antepartum stillbirth, unexplained
Antepartum stillbirth, maternal disease

cause unknown
Unexplained
Not ascertained Non_stillbirth_unknown_cause

Birth asphyxia
Infection
Pneumonia Neonatal
Prematurity
Other

Other Infections PostNeonatal

Measles

Diarrhoea

Malaria
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Table 5.3b Proposed mapping of Type-of-Death categories for Groupings1

Original grouping Type-of-Death
Antepartum Stillbirth, other Stillbirth_other_causes
causes
Intrapartum stillbirth, other
causes
Antepartum stillbirth,
congenital abnormalities Stillbirth_congenital_abnormalities
Intrapartum stillbirth,
congenital abnormalities
Antepartum stillbirth,
unexplained . .
Antepartum stillbirth, Stlllblrth_unexplaln
unexplained
Intrapartum stillbirth,
unexplained
Antepartum stillbirth,
maternal haemorrhage
Intrapartum stillbirth, maternal | Stillbirth_maternal_haemorrhage
haemorrhage

Intrapartum stillbirth, obstetric | Stillbirth_obstetric_complications
complications
Antepartum stillbirth, Stillbirth_maternal_disease
maternal disease
Cause unknown

Unexplained

Not ascertained Non_stillbirth_unknown_cause
Birth asphyxia Birth_asphyxia

Infection Neonatal_infection

Pneumonia Pneumonia

Prematurity Prematurity

other Neonatal other causes

Other Infections PostNeonatal_other_infections
Measles Measles

Diarrhoea Diarrhoea

Malaria Malaria

We decided to keep the Non_stillbirth_unknown_cause category in this
grouping due to the fact that negative examples tend to be useful to Machine
Learning algorithms in order to discover the decision boundaries during
learning for prediction (Hospedales et al., 2013). Thus, it was done under the
hypothesis that keeping these causes of death together as one category might
improve the algorithm's ability to distinguish between categories.
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5.5.2 Cause of Death Groupings2

Table 5.4a and 5.4b show Time-of-Death and Type-of-Death level
categories for Groupings2 respectively.

Table 5.4a Proposed mapping of Time-of-Death categories for Groupings2

Original grouping Time-of-Death

Intrapartum stillbirth, other causes

Intrapartum stillbirth, congenital Intrapartum_stillbirth
abnormalities
Intrapartum stillbirth, unexplained

Intrapartum stillbirth, maternal
haemorrhage

Intrapartum stillbirth, obstetric
complications

Antepartum Stillbirth, other causes

Antepartum stillbirth, congenital Antepartum_stillbirth
abnormalities -
Antepartum stillbirth, maternal
haemorrhage

Antepartum stillbirth, unexplained

Antepartum stillbirth, maternal disease

Birth asphyxia

Infection
Neonatal

Pneumonia

Prematurity
Other
Other Infections

Measles
PostNeonatal

Diarrhoea

Malaria
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Table 5.4b Proposed mapping of Type-of-Death categories for Groupings2

Original grouping Type-of-Death

Intrapartum stillbirth, other causes | Stillbirth_other_causes

Intrapartum stillbirth, congenital Stillbirth_congenital_abnormalities
abnormalities

Antepartum stillbirth, unexplained

Intrapartum stillbirth, unexplained Stillbirth_unexplain

Antepartum stillbirth, maternal

haemorrhage
Intrapartum stillbirth, maternal Stillbirth_maternal_haemorrhage
haemorrhage
Intrapartum stillbirth, obstetric Stillbirth_obstetric_complications

complications

Antepartum Stillbirth, other causes | Stillbirth_other _causes

Antepartum stillbirth, congenital Stillbirth_congenital_abnormalities
abnormalities

Antepartum stillbirth, maternal Stillbirth_maternal_haemorrhage
haemorrhage

Antepartum stillbirth, maternal Stillbirth_maternal_disease
disease

Birth asphyxia Birth_asphyxia

Infection Neonatal_infection

Pneumonia Pneumonia

Prematurity Prematurity

other Neonatal_other_causes

Other Infections PostNeonatal_other_infections
Measles Measles

Diarrhoea Diarrhoea

Malaria Malaria

Table 5.4a and 5.4b show the difference between Groupings1 and
Groupings2 with the removal of the Non_stillbirth_unknown_cause category.
As discussed in Chapter Four that noise from categories could potentially
cause performance of a Machine Learning algorithm to deteriorate, and thus
the removal was done to explore the effect of removing this category from the
training set which could be a potential source of noise.



74

5.5.3 Cause of Death Groupings3

Table 5.5a and 5.5b show Time-of-Death and Type-of-Death level categories
for Groupings3 respectively. Time-of-Death consists of three categories:
Stillbirth, Neonatal and PostNeonatal. The Type-of-Death moreover has a
total of 10 categories.

Table 5.5a Proposed mapping of Time-of-Death categories for Groupings3

Original grouping Time-of-Death
Intrapartum stillbirth, other causes

Intrapartum stillbirth, congenital
abnormalities Stillbirth
Intrapartum stillbirth, unexplained

Intrapartum stillbirth, maternal
haemorrhage

Intrapartum stillbirth, obstetric
complications

Antepartum Stillbirth, other causes

Antepartum stillbirth, congenital
abnormalities

Antepartum stillbirth, maternal
haemorrhage

Antepartum stillbirth, unexplained

Antepartum stillbirth, maternal disease
Birth asphyxia

Infection

Pneumonia

Prematurity

Other

Other Infections PostNeonatal
Measles
Diarrhoea
Malaria

Neonatal
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Table 5.5b Proposed mapping of Type-of-Death categories for Groupings3

Original grouping Type-of-Death
Intrapartum stillbirth, other
causes
Intrapartum stillbirth, congenital
abnormalities

Intrapartum stillbirth,
unexplained Intrapartum_stillbirth

Intrapartum stillbirth, maternal
haemorrhage

Intrapartum stillbirth, obstetric
complications

Intrapartum stillbirth, obstetric
complications

Antepartum stillbirth, maternal
haemorrhage

Antepartum stillbirth,
unexplained

Antepartum Stillbirth, other
causes Antepartum_stillbirth
Antepartum stillbirth, congenital
abnormalities

Antepartum stillbirth, maternal

haemorrhage

Antepartum stillbirth,

unexplained

Antepartum stillbirth, maternal

disease

Birth asphyxia Birth_asphyxia

Infection Neonatal_infection
Pneumonia Pneumonia

Prematurity Prematurity

other Neonatal other causes
Other Infections

Measles PostNeonatal_other_infections
Diarrhoea Diarrhoea

Malaria Malaria

As the Tables 5.5a and 5.5b show, all Stillbirth related deaths were grouped
together for the Time-of-Death but were split into Intrapartum_stillbirth and
Antepartum_stillbirth for Type-of-Death. It is also notable Measles and
Other _infections have been combined to become
PostNeonatal_other_infections as one of the Type-of-Death categories since
they are all infection.
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5.6 Summary

This Chapter described a system employed to effectively manage the
surveillance system which covered an area of over 240,000Km? of seven
districts in rural Ghana. This facilitated the process of identifying deaths of
adult women and children within a population of over 200,000. The methods
employed as part of the data management strategies to effectively and
efficiently manage the inherent complexities of the surveillance system were
described.

Furthermore, we described in this Chapter the methods employed in building
an annotated corpus which is suitable for the development of automatic
methods for the analysis of VA and other language research. The methods
employed in collecting and building the corpus have also been presented and
include quality measures taken during the annotation process to ensure good
quality annotation was obtained.

Finally, we analysed the cause of death annotations obtained from the corpus
and proposed three different classification schemes based on a set of
principles and expert advice which will subsequently form the basis of our
experiments.
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Chapter 6

Analysis of the Verbal Autopsy Corpus

6.1 Introduction

McEnery and Wilson (1996) described a modern corpus as a collection of text
which has several characteristics: machine readability; representative
samples; a finite size; and being a standard of reference for the language of
the domain of which it represents. The attributes are expanded further to cover
the storage format of the annotated corpus; and to define annotation levels.
These attributes have been found to have effect on the use of corpora beyond
their original purpose of creation (Cohen et al., 2005).

In Chapter Five we described the corpus building process and we
demonstrated that the corpus had been encoded in a format readable by
machines as required. In this Chapter we analyse the corpus to demonstrate
that the VA corpus has the general characteristics of a modern corpus as
described above.

6.2 Choice of format and encoding standards

There are several choices available as to the format and standards in which
a corpus can be processed and stored. However, the overriding principle
should be to allow users the flexibility and the freedom to manipulate and
access annotation information. A survey conducted by Cohen et al. (2005) on
corpora formats suggested that none of the non-XML formats met
recoverability criteria. In other words, a corpus encoded in any format other
than XML can pose difficulties mapping between the annotations and the
original text. XML encoding was also the recommended strategy as it enabled
standoff storage, where the annotations were stored separately from the
original text (Leech, 1993). The advent of various software tools and standard
libraries in the application programming interfaces of standard programming
languages such as Java and Python has made both inline and stand-off
annotation with XML a more convenient encoding approach. This justified the
decision to encode the VA corpus in an XML format with inline annotation
where both annotation and original text were stored in a single file as shown
in Figure 5.8. We opted for the inline strategy as it was much a convenient for
our task.
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6.3 Difference between Infant and Women sub-corpora

Figures 6.1 and 6.2 show a wide spread of the length of the documents which
make up the corpus.
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Figure 6.1 Distribution of document size of the infant sub corpus
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Figure 6.2 distribution of document size of the women sub corpus

Figure 6.1 indicates a spread of the infant sub-corpus, ranging between 15
and 550 words, with an average of 182. Similarly, Figure 6.2 also gives an
indication of the spread of document length, ranging between 33 and 2200
words, with an average of 630 words. As already pointed out that the women
questionnaire contained more questions than the infant one, and so it is not
surprising to see from the Figures that the women document length was
greater. Variation in document length plays a key role in computational
methods and this characteristic is worth noting. For example, in document
classification, it is important to consider normalisation during feature
representation, which takes into account the length of the document (Leopold
and Kindermann, 2002).

The infant and women log-likelihood comparison: Table 6.1 shows a log-
likelihood key-word comparison between the infant and women sub corpora.
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Table 6.1 Log-likelihood key-word comparison between Infant and Women
sub corpora

Infant Adult

Log-likelihood Word Word Log-likelihood
18457.747 i she 19381.94
5003.486 baby her 4813.075
2824.311 my deceased 3800.457
2426.954 child complaining 3110.407
1946.707 birth complained 2451.803
1939.428 labour hospital 1264.405
1554.711 delivered admitted 1198.602
1508.423 pregnancy sent 1109.615
1475.825 delivery later 932.191
1288.805 he years 926.846
1173.189 me for 883.649
906.209 during died 880.077
849.069 any complain 737.514
779.007 when became 728.608
738.985 normal admission 677.243
727.43 born heart 404.027
628.19 him typhoid 267.469
589.087 did hypertension 120.225
548.812 immediately accident 118.613
538.709 average cancer 110.498

The table further demonstrates some of the similarities and differences that
exist between the two sub corpora. As observed from the table, there were
similarities in the use of pronouns, which tended to feature prominently in both
corpora. For example, / was the most frequent word in the infant sub-corpus
whereas she appeared as the most frequent word in the women sub-corpus.
This suggests a true reflection of what pertains in the discourse during VA
interview. The 'I"appearing as the most frequent word in the infant sub corpus
also suggests that the mother of the child was the one who mostly gave
account of what led to the death of the child. This narrative began with the
events that surrounded pregnancy. In contrast, the most frequent word in the
women sub corpus she refers to the deceased, suggesting the relative giving
the account was not as directly involved in events leading to the death.
Observing the top 100 words from both corpora further differences can be
established. Notably labour, delivery, and baby are all words that described
the infant corpus, while in contrast words such as complained, accident,
hypertension and cancer were words that frequently occurred in the women
sub corpus.

6.4 The Verbal Autopsy corpus and Zipf’'s law

The VA corpus word frequency distribution was assessed against Zipf's law,
also known as a Power-law distribution, which was found to occur in a range
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of phenomena including words in human language (Newman, 2005). Zipf's
law establishes the relationship between the frequencies of words and the
rank in which they occur in the list (Manning et al., 1999), where rank number
1 represents the most frequent word in the corpus. This can be expressed
mathematically as: R * F = C, where R is the rank of a given word, and F is
the frequency of that word and C is an approximately constant value which
depends on the size the corpus being examined. Using Python scripts, all the
text was extracted from the XML file into a plain text file. A natural language
analysis toolkit called AntConc (Anthony, 2005) was applied to the entire plain
text file to generate word frequencies and their ranks. The output of this was
used to plot a graph in Figure 6.3, which shows Zipfian word distribution in the
VA corpus transformed on a logarithm scale.
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Figure 6.1 word frequency distribution of the VA corpus on log scale

As can be seen the graph has a negative slope, which suggests the word
distribution phenomenon expected from Zipf's law. The proportion of words
with higher ranks but very low frequency has implications for lexical modelling,
as one would have to deal with this high level of lexical sparseness. This
characteristic is tested later in this Chapter.
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6.5 Sparseness and Lexical Diversity

Another property that is exhibited in most natural language text, as a side-
effect of Zipf's law is the issue of sparseness (Goweder and De Roeck, 2001).
A corpus is said to be sparse if many of the words in the corpus are uncommon
or unknown. It can also mean that some word-combinations or ngrams are
rare in the corpus (Jurafsky and Martin, 2008). The figures shown above
suggest a high level of sparseness and imbalance in the vocabulary and also
in the cause of death categories, which could be problematic when trying to
apply Machine Learning: classifiers work best when features of the data and
classification categories are reasonably frequent and balanced (Lakeland and
Knott, 2004).

An assessment was carried out using the word type-token ratio to ascertain
the lexical variability that existed in the VA corpus (Youmans, 1991). The word
type-token ratio is defined as the number of distinct words in a given text
divided by the length of the text, and should have a value between one and
zero. A ratio approaching one is a high ratio, which means that each word
occurs only once in the text, and therefore the text is lexically sparse.
Conversely, if the type-token ratio is a small fraction close to 0, then the text
has low sparseness, which implies that there are a few words repeated many
times in the text, which should result in a closed vocabulary text. To test this,
we applied the experiment originally carried out by Yahya (1989) to observe
the behaviour of word occurrence patterns in Arabic with respect to English,
further adopted by Goweder and De Roeck (2001). For this experiment, we
compared the type-token ratio of samples from our corpus with figures based
on equivalent-sized samples from the Brown corpus (Francis and Kucera,
1979). Some argue that the type-token ratio experiment should exclude stop-
words (Graesser et al., 2004). However, as pointed out by Forman (2003),
stop-words could be domain specific since what is considered a stop-word in
one domain could be relevant in another domain. For example the word
during, which is regarded as a function word but also forms part of an
expression during labour could be the discriminative word that could predict a
document belonging to Intra-partum as opposed to Ante-partum category. The
experiment was therefore carried out with all the words.
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Table 6.2 Type token ratio derived from the infant sub-corpus

Length of | VA corpus | VA corpus Brown corpus Brown
text distinct word ratio distinct words corpus
words word ratio
100 63 0.63 69 0.69
200 109 0.54 124 0.62
400 177 0.44 165 0.41
800 279 0.38 328 0.41
1,600 398 0.24 621 0.38
3,200 596 0.18 871 0.27
6,400 839 0.13 1,361 0.21

In Table 6.2 the word type-token ratio revealed an interesting characteristic of
the VA corpus. It can be observed from the table that the majority of the values
for the ratios were lower compared to the corresponding values found in the
Brown corpus, which supports the intuition that the VA corpus has a relatively
closed vocabulary since the Brown corpus comprised of a variety of genres
and more general text. This view seems to hold as the sample text length
increases. For example the text length of 6,400 had ratios of 0.13 and 0.21 for
VA and the Brown corpus respectively, which suggests that the Brown corpus
tends to be sparser or contains more uncommon words than the VA corpus.
However, it could also be observed that there is still a significant amount of
vocabulary variability in the VA corpus samples due to a variety of reason
such as spelling issues; use of nonstandard and variety of ways of expressing
concepts as outlined in table 6.3.
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6.6 Linguistic Complexity of the Verbal Autopsy Language

The quality of the text introduces challenges for automated Text Analyses.
Table 6.3 is a summary of the issues identified in VA text with instances of
spelling errors and non-standard forms of expressing medical concepts. For
example the expression "/ visited xxx hospital on Tuesday and was given one
bottle of water.” is describing a saline drip that was given to the child when the
child was sent to the health facility for treatment. These expressions are a
potential source of noise and data sparseness. The consequence of these
results are varying degree of noise and variance, which has a further adverse
impact on the performance of Machine Learning algorithms as discussed in
Chapter Four.
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Table 6.3 Catalogue of types of issues in Verbal Autopsy open narrative text

Type of issue

Example

Grammar and spelling errors.

“Before labour waters, which look clear and without bad
scent”

“... she fell sick, which lauted for three days..”

Colloquial forms in expressing concepts

Baby came out
Baby landed Delivery
Gave birth

Use of local terms to describe medical conditions

Asram, Anidane

Non-standard expressions of medical concepts

“I visited xxx hospital on Tuesday and was given one bottle of
water. .."

Abbreviations and acronyms

TBA = Traditional Birth Attendant
ANC = Antenatal care .

Inappropriate use of punctuation marks

“‘Any time, she breaths, you see a hole”
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6.6.1 Performance of Part of Speech Taggers on VA Text

PoS tagging is a standard annotation added to corpora, and the accuracy of
the PoS tagging is important to achieving reliable analyses. However,
accuracy of PoS tagging is dependent on the quality of the text. We examined
this issue by assessing the accuracy of standard PoS-taggers, from the
Natural Language Tool Kit - NLTK (Loper and Bird, 2002). To achieve this,
three PoS tagging algorithms were trained with a standard PoS-tagged
English corpus, the Brown corpus (Francis and Kucera, 1979), available as
part of the NLTK. These were subsequently used to tag a 2000 words sample
randomly generated from the corpus.

The three PoS tagging algorithms employed were: Hidden Markov Model-
HMM (Huang, 2009); Trigram and Tags - TnT tagger (Brants, 2000); and Brill
Transformational-Based Learning algorithm (Brill, 1992). Even though these
are considered state-of-the-art and widely used, their underlying assumptions
and approaches to tagging differ. The HMM and TnT are stochastic-based
algorithms which tend to use similar approaches to tagging, as both analyse
the sequential history of word—tag pairings in a given ‘sentence’ using Markov
Model principles (Ghahramani, 2001). However, the TnT tagging approach
differs from HMM based on the features it employs. For example, unlike HMM,
orthographical features such as capitalisation are taken into account by the
TnT algorithm. Moreover, the Brill tagger, is an example of Transformational-
Based Learning (TBL) algorithm. Like a stochastic tagger, it begins by pairing
words with their most frequent tag observed from the corpus. It then applies
rules derived from the corpus to correct the output of the stochastic tagger.
Due to this process requirement, a unigram algorithm was also employed as
a base.

The outputs of the taggers were inspected by a PoS-tagging expert (Atwell),
see Atwell et al. (1994) and incorrectly tagged words were marked.
Percentage accuracies of the taggers were then calculated as percentage of
the number of correctly tagged words out of the total number (2000).
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The output of each of the three PoS taggers was very similar with no
significant difference in the results observed. The average performance
accuracy obtained for each of the PoS-taggers on the VA corpus was 83 per
cent. This result was much lower and a significant departure from the
performance of PoS taggers on general “well-formed” English text, which is
generally reported as about 96-97 per cent (Brants, 2000).

6.7 The effect of annotation

The VA corpus lacks linguistic or syntactic annotations; the Cause of Death
classification of each VA is a medical semantic annotation. The findings of a
survey suggested that a significant number of biomedical corpora tends to
have no linguistic annotations (Cohen et al., 2005). This does not rule out the
need for linguistically annotated corpora since this information could increase
their usefulness, as evidenced by the popularity of some corpora over others
within the biomedical domain. The GENIA corpus (Kim et al., 2003) for
example has been employed in numerous tasks outside its original purpose
in which it was built. GENIA has linguistic annotations in addition to semantic
annotations.

Given that our VA corpus lacked other linguistic and syntactic level
annotations, we carried out an experiment to identify potential keywords that
best described our semantic annotations. The experiment considered our
proposed Groupings1 discussed in Chapter Five. This experiment in other
words could be described as feature extraction, which is well-established
technique in computational modelling (Worzel et al., 2007). The underlying
hypothesis of the experiment was that there were words which should be
specific to a particular cause of death category. These words could be the
symptoms mentioned in the text. This experiment was meant to illustrate the
feasibility of using corpus based methods to analyse and identify keywords in
a text that could correlate with a given cause of death category. The
experiment focused on the most common cause of death categories of infant
VAs. The method employed in this experiment is fully described in Chapter
Seven of the thesis. Table 6.4 shows a sample output obtained from the
method.
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Table 6.4 Log-likelihood results obtained from Time-of-Death categories for Groupings1

Intra-partum Stillbirth Antepartum Stillbirth Neonatal PostNeonatal Non_Stillbirth
Unknown cause

Word LLH Word LLH word LLH Word LLH Word LLH
dead 410.6 dead 485.0 weak 2409 | he 138.3 bed 77.4
still 277.9 i 386.5 cry 195.6 | healthy 107.6 him 58.5
[ 246.6 womb 269.9 breathing | 188.3 | sent 95.0 adwoa 57.3
out 143.7 movement 205.9 could 121.5 | diarrhoea 86.2 healthy 55.6
coming 95.0 stillbirth 191.9 died 119.5 | bought 73.3 any 54.7
stillbirth 91.9 macerated 189.6 breath 110.6 | hot 73.3 problem 36.2
came 80.4 still 176.7 incubator | 108.3 | him 71.7 kandege 34.6
already 77.9 already 153.2 machine 103.9 | coughing 71.6 wake 34.0
deliver 63.0 my 109.3 oxygen 99.3 her 66.5 slept 33.5
operation 55.5 moving 108.7 minutes 88.4 she 63.7 without 33.5
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Table 6.4 shows the top ten words obtained from the experiment based on
Groupings1 Time-of-Death categories. As seen from the table, the
experimental result supported the hypothesis. All the top ranked words could
intuitively be associated to the cause of death categories. For example it was
not surprising to see that dead, already, coming and stillbirth appeared as the
top ranked words for Intra-partum stillbirth but did not appear in the Non
Stillbirth Unknown Cause category. Dead could be an indication of a baby not
born alive and coming could be an indication of Intra-partum, suggesting that
the baby died during delivery. Similarly, words such as cry, breathing,
incubator, and oxygen were strong indicators for Neonatal death, suggesting
the baby was born alive because it cried, but died later after it was kept in an
incubator. These words however, did not appear in the Intra-partum stillbirth
or Antepartum stillbirth categories.

6.8 Discussion

We have also demonstrated from our analysis the feasibility of employing
corpus based approaches in the analysis of this corpus by identifying
keywords associated with a given cause of death category. The experiment
focused on the infant sub-corpus and on the high level of cause of death

grouping.

The comparison of the lexical diversity between the VA and the Brown corpora
was based on convenience since the type-token ratio for the Brown corpus
was already available to compare with. This may not be the most appropriate
comparison considering the content of the Brown corpus is general English
text. It could be interesting to compare these results with a corpus from the
biomedical domain. That however does not invalidate the findings about the
lexical diversity of the VA corpus using the type-token ratio between zero and
one as the reference range.

Several factors could account for the low performance of the PoS taggers.
One possible factor was the language used in the VA reports. As table 6.2
demonstrated, the grammatical structures found in the VA text differ from
those found in standard English text such as news. For example, "before
labour waters, which look clear and without bad scent broke" was a typical
sentence in the VA narratives. This example clearly showed the grammatical
problems present in the text required to be handled by the PoS tagger. Other
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factors included: wrong use of punctuation; and unknown words. For example
intravenous was not found in the training corpus and therefore resulted in a
wrong PoS tag of plural noun being assigned by the PoS tagger as the default
tag for words ending with -s. This further demonstrated the complexity of the
language used in VA corpus. This raises questions about the robustness of
PoS taggers developed and evaluated using standard English corpora such
as Brown, LOB (Johansson et al., 1986), or Wall Street Journal (Paul and
Baker, 1992) corpora. The performance suggested the need for a re-training
of the state-of-the-art PoS algorithms with more appropriate corpora, such as
the GENIA corpus, which contains a mixture of general news corpus plus
biomedical domain corpus to assess their ability to deal with a wider range of
text with various degrees of language challenges such as the VA text. Our
experiment was conducted using the Brown corpus to train the PoS tagger,
and potentially accuracy could have been improved if we had obtained a VA
corpus annotated with PoS tags to serve as a training set for the PoS tagging
process. This may be a useful approach for the re-evaluation and adaption of
PoS taggers for VAs.

The high level of imbalance found in the cause of death distribution might be
partly due to the methods employed in collecting the samples that form the
content of this corpus. The approach adopted was natural as this process
replicated a real word scenario. The rare cases could be a reflection of what
pertained in the population in which the data was collected. One option, based
on background information, might be to target populations with high incidence
rates of the rarer cases in order to maximise the chances of identifying these
rare categories to make up for the numbers towards achieving a balanced
corpus. This could be part of the preparatory phase of the corpus process
collection process.

The hierarchical classification scheme proposed may be described as a
radical way of dealing with the skewedness found in the corpus. However, this
approach may also be helpful to potential users once a clue can be given
regarding the category of a specific VA document. For example having
information that a child was born alive but died later facilitates the investigation
process when compared with having no information at all.
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Considering the fact that over 40 countries employ VA as an alternative
approach to determining cause of death, this corpus creates a new dimension
to language research within the biomedical domain. This new area of research
could be useful to these countries. A future work could be to draw experiences
from this project to build a corpus of multilingual content covering a range of
countries that use VAs.

6.9 Summary

In this Chapter, an analysis of the VA corpus was conducted using various
formal methods to describe and evaluate the corpus suitability for language
research. The characteristics associated with the corpus were also described
and their potential impacts on Machine Learning experiments were discussed.
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Chapter 7

An exploration of the problem space of the Verbal Autopsy
open narratives text

7.1 Introduction

This Chapter explores the open narrative of the VA text. We start by
establishing a baseline, which allows performance obtained from further
experiments to be computed and contextualised. We also carry out
experiments on various aspects of the Text Classification processes in order
to identify suitable methods for classification of VA text. The experiments
involved the evaluation of various feature value representation schemes and
Machine Learning algorithms. Unlike the baseline simple majority experiment
which considers only the distribution of the categories in the corpus, the
experiments to identify the best performing methods mentioned considered
the unigram feature, which is a set of unique words found in our corpus.

Additionally, in Chapter Four we discussed issues with datasets that result in
high dimensionality within the context of Machine Learning. Furthermore, in
Chapter Six we demonstrated the possibility of high dimensionality associated
with the VA corpus as a result of a variety of issues associated with the text.
In this Chapter we propose a method named locally-semi-automatic approach
as a strategy to address these problems. We examined the performance of
this approach compared to some of the existing approaches. The experiments
carried out in this Chapter are based on Groupings1 cause of death
categories.

It must be noted that the experiments described in this Chapter and the
remaining thesis are based on only the infant sub-corpus. The rationale for
this is that since the infant sub-corpus had a bigger sample as demonstrated
in table 5.1 and also relatively smaller number of cause of death categories
compared to the women sub-corpus, it was prudent to carry out the
experiments on the infant sub-corpus as a proof of concept. Therefore, the
hypothesis is that our approach should be generalisable when applied to the
women sub-corpus. However, this is not tested in this thesis due to time
constraint and recommended as a future work.
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7.2 Pre-processing

During pre-processing, the text was converted to lower case and tokenised by
whitespaces. All punctuation was also removed. Even though stop-words are
removed during the pre-processing stage in most NLP tasks under the pretext
that they are not informative and subsequently non discriminative, this
removal still has led to mixed and inconclusive results in the past (Riloff,
1995). Also, Forman (2003) argues that stop-words tend to be domain
specific, so the stop-words were therefore not removed from the dataset
prepared from the corpus for this experiment.

7.3 Baseline

We employed a simple majority algorithm and applied it to the various
Groupings of Time-of-Death and Type-of-Death categories as baseline
algorithm. This algorithm predicts only the majority category of a given dataset
(Witten and Frank, 2005). This was important in determining the best
performing algorithm in relation to the simple majority algorithm. Thus, the
expectation is that the selected algorithms and the models to be developed
are expected to outperform the baseline algorithm.

7.4 Feature Value Representation Schemes and Algorithm
Selection

In Chapter Four, we discussed some selected Machine Learning algorithms
employed in classification tasks. These are: Naive Bayes, Random Forest and
Support Vector Machine (SVM). The selection of these algorithms was
justified as having been previously successfully applied to similar tasks and
domain: The underlying principles of Naive Bayes were employed by Byass
et al (2006) to develop the InterVA as an automatic approach to analysis of
VA based on the closed response part. Flaxman et al (2011) also employed
Random Forest to develop an automatic approach to analysis of the closed
response part of VA. SVM has also been successfully used in similar tasks
and in domains in general (Cohen, 2006). However, this is the first research
to apply SVM to the VA domain. The objective of this experiment was to
investigate which of these algorithms would be suitable for classifying cause
of death from VA open narrative text. Additionally, the feature value
representation scheme investigations carried out in this thesis considered the
standard term weighting schemes: Binary; Term Frequency, TFiDF; and
Normalised Term Frequency, which are normalised by the length of the VA
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document due to the varying length of the VA documents (Danso et al.,
2013a).

7.5 Curse of Dimensionality: The Cure

This section describes methods employed to solve the problem of the high
dimensionality observed in the corpus as already discussed in Chapter Six.
We implemented methods referred to as /locally-semi-automatic and
compared it with two standard approaches: String matching and Information
Gain. The output of this experiment forms the basis for subsequent
experiments described in this thesis. Since the objective of this experiment
was to determine the most discriminative terms among the word unigrams,
the output of this procedure will be referred to as Discriminative Word Units
(DWU).
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7.5.1 Our Locally-Semi-Automatic Approach

AnnotaEed Corpus
v

Identify categories

Split corpus into categories

v

Tokenise

A 4

Generate frequency list for each

\ 4

Generate frequency list for the

entire corpus

Generate likelihood scores based

\4

on log-likelihood estimation metric

Rank list for each category
v

Determine various thresholds based on

Figure 7.1 the locally-semi-automatic approach to feature reduction

The figure shows the procedure of the proposed method as described below:

As seen from the figure, the method requires a corpus annotated with
some categories of interest.

The second stage is to identify these categories.

The next stage is to divide the corpus into separate files according to
the identified categories.

Each of the sub-corpora and the entire corpus are separately tokenised
by whitespaces.

A frequency of occurrence list is generated for each tokenised file. A
log-likelihood score is calculated for each sub-corpus (category) using
the entire corpus frequency list as a reference corpus to determine the
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key-words associated with each category. This must be repeated in
turn for the number of categories.

VI.  The next step is to rank the likelihood list generated for each category
by the likelihood score as shown in table 6.3 in Chapter Six.

To facilitate the determination of the keywords for each category, we
employed the log-likelihood estimation metrics (Rayson and Garside, 2000)
due to its superiority to other metrics as pointed out by Dunning (1993),
which has been implemented as part of the AntConc software (Anthony,
2004). Various thresholds (top 10, 25, 50, 100, 150, 200, 250, 300, 350, and
all words) were selected based on the rankings generated for each category
and combined for the experiment.

7.5.2 String Matching Using Medical Lexicon

This approach explored the possibility of extracting medical terms mentioned
in the VA open narrative text. This was based on an assumption that the
medical terms used in describing the symptoms of deaths should be enough
for a Machine Learning algorithm to learn and predict from. Reading samples
of VA open narrative text suggested the medical terms used in describing the
symptoms were simple and non-technical compared to the terms used in the
clinical or biomedical settings. The medical terms found in the corpus could
be described as medical terms used in everyday language - similar to those
found in an online "kids" medical dictionary. From the findings a list of the
terms was compiled from the online "kids" medical dictionary into a lexicon of
lay medical terms. The compiled lexicon contained 522 unique medical terms.
A string matching look-up algorithm was employed to extract mentions in the
VA text used in describing cause of death. Only fully-matched terms were
retrieved, and these were employed as features for classification.

7.5.3 Feature Selection by Information Gain

Information-gain-based approach is a global supervised feature selection
method that can be used to select features based on the Information Gained
metric as described in Forman (2003). This algorithm has an implementation
available in WEKA (Witten and Frank, 2005) and remains one of the standard
and popular feature reduction methods employed as a pre-processing step for
the classification task (Witten and Frank, 2005). We employed this in our
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experiments in order to determine how it performs against our proposed
method.

7.6 Experimental Setup

Separate datasets of unigrams were prepared based on the feature value
representations under investigation: Binary, Term Frequency; Normalised
Term Frequency, expressed as the Term Frequency divided by the total
number of terms found in the given document (document length); and TFiDF.
The files were converted and stored into .arrf!, which is a format readable by
the WEKA used in carrying out this experiment. WEKA has implementations
of the Machine Learning algorithms discussed in Chapter Four, and these
algorithms were employed in carrying out the experiments: the Naive Bayes
algorithm developed by John and Langley (1995); the Platt’'s Sequential
Minimal Optimisation(SMO), which is a variant of the standard SVM algorithm
(Keerthi et al., 2001); and the Random Forest, also a variant of the Standard
Decision Tree algorithm (Breiman, 2001). Furthermore, the feature reduction
strategies described above were applied to the best performing algorithm
based on the unigrams.

7.6.1 Parameter Settings

The default settings of Random Forest and Naive Bayes were not changed.
In Chapter Three we described the SVM algorithm and the parameters that
require changing in order for it to be adaptable to the domain and the
underlying dataset. It could be recalled that the parameter C represents data
complexity which regulates the bias and variance properties as observed in
the data. Several values were experimented with, taking into account the
potential variance problems associated with the VA dataset. The values
between 1.0 and 0.01 were experimented with in turn, with 0.05 being found
to be the best performing parameter setting for this dataset. This value was
observed to achieve optimum performance, which confirmed our observation
of the high variance associated with the VA domain.

1 Attribute-Relation-File-Format
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7.6.2 Evaluation Method

The experiments employed the 10 fold cross validation evaluation method to
allow a random stratification by the categories into training and test sets of 10
folds (Kohavi, 1995). A weighted average was then computed over the 10
folds as discussed in Chapter Four. We employed macro—averaging to
determine the overall performance due to the highly uneven distribution of the
multi-class dataset being used, which allowed equal weights to be computed
for each cause of death category (Forman, 2004). We also reported the
percentage average overall accuracy discussed in Chapter four, so that it
could be compared against a majority baseline which was pre-determined.

7.6.3 Statistical Significance Testing

We employed the Fisher's randomisation test (Box et al., 1979) to test for
significance difference between two competing classifiers. Our choice was
based on the underlying non-normal distribution assumption of this test, which
made it the best for our data due to the imbalanced characteristic found in the
VA corpus as already demonstrated in Chapter Six. To achieve this, we
adapted the randomisation test procedure described by Smucker et al.(2007)
and implemented it using the StatKey v. 0.3.122 software. Our procedure
however varied in two respects: we considered difference in percentage
overall average accuracies to be able to determine any effect in performance,
even in situations where precision values remained the same. Changes in
percentage overall average accuracy and macro-average f-measure values
were also observed due to the imbalance issues associated with our corpus.
It must be noted that Smucker et al.(2007) pointed out that the use of an
alternative performance metric such as accuracy or f-measure has no
difference in its method and therefore vyields similar outcomes and
conclusions. We also generated 20,000 random samples instead of the
100,000 used in Smucker et al.(2007)'s experiment. This was done after
observing no change in values upon experimenting with trials between 1,000
and 100,000 with a step of 5,000 and no change in p-values being observed.
This was found to be consistent with observations by Jensen and Cohen
(2000), who found a random resample of 1000 should be enough to observe
any difference between algorithms. A right-tail test was used to determine the
p-value (p) with a 95% confidence interval (Cl= 95%) in order to reject the null

2 http://lock5stat.com/statkey/index.html
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hypothesis. A screen shot of a sample output from the StatKey significance
test can be found in appendix C.

7.7 Results
7.7.1 Baseline

As indicated, it is important to establish a baseline for the experiments and for
the various groupings.

Table 7.1a Time-of-Death results: baseline for Groupings1

Percentage macro-average-f- majority category
measure
accuracy
31.3 0.14 Neonatal

Table 7.1b Type-of-Death results: baseline for Groupings1

Percentage macro-average-f- majority category
accuracy measure
221 0.08 Stillbirth_unexplain
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Table 7.1c Time-of-Death results: baseline for Groupings2

Percentage macro-average-f- majority category
measure
accuracy
35.7 0.18 Neonatal

Table 7.1d Type-of-Death results: baseline for Groupings2

Percentage macro-average-f- majority category
accuracy measure
25.2 0.10 Stillbirth_unexplain

Table 7.1e Time-of-Death results: baseline for Groupings3

Percentage macro-average-f- majority category
measure
accuracy
42.3 0.25 Stillbirth

Table 7.1f Type-of-Death results: baseline for Groupings3

Percentage macro-average-f- majority category
accuracy measure
24.5 0.09 Antepartum_stillbirth

Tables 7.1aand 7.1b show the baseline results obtained for Groupings1 Time-
of-Death and Type-of-Death. As the tables show, an overall accuracy of
31.3% (Neonatal) and 22.1% (Stillbirth_unexplain) with macro-average f-
measure score of 0.14 and 0.08 were obtained for Time-of-Death and Type-
of-Death respectively. Furthermore, tables 7.1c and 7.1d show the results
obtained for Groupings2: For Time-of-Death, an overall accuracy of 35.7%
(Neonatal) with a macro-average f-measure score of 0.18; Type-of-Death
overall accuracy of 25.2% (Stillbirth_unexplain) with a macro-average f-
measure score of 0.10. Finally, tables 7.1e and 7.1f show the baseline results
obtained for Groupings3: Time-of-Death, an overall accuracy of 42.3%
(Stillbirth) with a macro-average f-measure score of 0.25; Type-of-Death
overall accuracy of 24.5% (Antepartum_stillbirth) with a macro-average f-
measure score of 0.09.
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7.7.2 Feature Value Representation Schemes and Classification
Algorithms

Tables 7.2a and 7.2b show the variations that existed in the performance of
feature value representations. The Binary scheme achieved the worst
performance across all the three learning algorithms. This was followed by the
Term Frequency scheme. Normalised Term Frequency, was demonstrated to
be superior to TFiD across all algorithms for Time-of-Death: NB (accuracy:
4.1% (43.4 - 39.3); macro-average-f-measure: 0.5 (0.42 - 0.37); p<0.001); RF
(accuracy: 2.4% (33.7 - 31.3); macro-average-f-measure: 0.4(0.41 - 0.37),
p=0.001) and SVM (accuracy: 1.3% (45.0 - 43.7), macro-average-f-measure:
0.1(0.42 - 0.41); p=0.06). Similarly, as shown in table 7.2b Type-of-Death
categories, Binary is the least performing representation scheme, followed by
the Term Frequency. The Normalised Term Frequency outperformed TFiD
across all algorithms for Type-of-Death: NB (accuracy: 1.3% (26.2 - 25.1);
macro-average-f-measure: 0.1 (0.24 - 0.23), p=0.09); RF(accuracy: 0.1%
(22.2 - 22.1), macro-average-f-measure: 0 (0.8 - 0.8), p=0.024) and SVM
(accuracy: 1.4% (30.1 - 26.2), macro-average-f-measure: 0.01(0.25 - 0.23),
p<0.001).

Comparing classification algorithms based on the best performing feature
value representation (Normalised Term Frequency), Random Forest had the
worst performance. Thus, we compare SVM and Naive Bayes. Time-of-Death
(accuracy: 2.1% (45.0 - 43.4), macro-average-f-measure: 0.1(0.42 - 0.41);
p<0.05). Type-of-Death (accuracy: 1.1% (26.2 - 25.1); macro-average-f-
measure: 0.1 (0.24 - 0.23), p<0.001). SVM significantly outperformed Naive
Bayes as the p-values suggest.



102

Table 7.2a Time-of-Death results: performance comparison between feature value representations and classification

algorithms.
Term Frequency Binary Normalised Term TFiDF
Frequency
algorithm percentage | macro- percentage | macro- percentage macro- percentage | macro-
accuracy average-f- accuracy average-f- accuracy average-f- accuracy average-f-
measure measure measure measure
Random Forest(RF) 31.3 0.15 31.3 0.15 33.7 0.20 31.3 0.15
Naive Bayes(NB) 36.7 0.36 33.5 0.25 43.4 0.41 39.3 0.37
SVM 421 0.39 31.3 0.15 45.0 0.42 43.7 0.41
Table 7.2b Type-of-Death results: performance comparison between feature value representations and classification
algorithms.
Term Frequency Binary Normalised Term TFiDF
Frequency
algorithm percentage | macro- percentage | macro- percentage | macro- percentage | macro-
accuracy average-f- | accuracy average-f- | accuracy average-f- accuracy average-f-
measure measure measure measure
Random 221 0.08 221 0.08 22.2 0.08 221 0.08
Forest(RF)
Naive Bayes(NB) 24.8 0.22 24.4 0.19 26.2 0.24 25.1 0.23
SVM 28.6 0.23 221 0.08 30.1 0.25 28.7 0.24




103

7.7.3 Feature Reduction as a Cure to High Dimensionality: Performance
Comparisons.

Having identified SVM as the suitable algorithm for this task, our subsequent
experiments considered only SVM. Tables 7.3a and 7.3b show the results
obtained from the various feature reduction schemes employed. The locally-
semi-automatic approach describes the results obtained from various
thresholds explored, which started with the top-ten words of each of the Time-
of-Death and Type-of-Death cause of death categories as per the log-
likelihood rankings described in the procedure above. The top-250 words
achieved the highest performance.

Table 7.3a Time-of-Death results: feature reduction strategy

percentage macro-average-f-
feature reduction strategy accuracy measure
SVM(unigram) 45.0 0.42
locally-semi-automatic 45.8 0.43
Information Gain 39.2 0.32
String-matching 31.2 0.15

Table 7.3b Type-of-Death results: feature reduction strategy

percentage macro-average-f-
feature reduction strategy accuracy measure
SVM(unigram) 30.1 0.25
locally-semi-automatic 30.3 0.25
Information Gain 23.4 0.11
String-matching 221 0.08

Tables 7.3a and 7.3b show the performance of the feature reduction strategies
employed for Time-of-Death and Type-of-Death categories respectively. As
seen from the table, the String-matching algorithm is the least performing
strategy, achieving performance even below the SVM (unigram): there was a
significant drop in performance for both the Time-of-Death (accuracy: -13%
(31.2 - 45.0); macro-average-f-measure: -0.27(0.15 - 0.42) ; p<0.001 ) and the
Type-of-Death (accuracy: -8% (22.1 - 30.1); macro-average-f-measure: -
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0.17(0.08- 0.25); p<0.001). Information Gain on the other hand significantly
outperformed String-matching at both Time-of-Death (accuracy: 8% (39.2 -
31.2); macro-average-f-measure: 0.27(0.32 - 0.15); p<0.001) and Type-of-
Death (accuracy: 1.3% (23.4 - 22.1); macro-average-f-measure: 0.03(0.11-
0.08); p<0.03). It was however surprising to see a significant drop in
performance when comparing Information Gain to SVM (unigrams) for both
Time-of-Death (accuracy: -5.3% (39.2 - 45.0); macro-average-f-measure: -
0.10(0.32-0.42); p<0.001) and Type-of-Death (accuracy: -6.7% (23.4 - 30.1);
macro-average-f-measure: -0.14 (0.11- 0.25); p<0.001). The results further
suggested a marginal increase (not statistically significant) in performance
accuracy when comparing the locally-semi-automatic to SVM (unigrams) for
both Time-of-Death (accuracy: 0.8%(45.8 - 45.0); macro-average-f-measure:
-0.10(0.43- 0.42); p=0.18) and Type-of-Death (accuracy: 0.2%(30.3 - 30.1);
macro-average-f-measure: 0 (0.25- 0.25); p=0.4). A significant increase in
performance was observed when comparing locally-semi-automatic to
Information Gain for both Time-of-Death (accuracy: 6.6% (45.8 - 39.2); macro-
average-f-measure: 0.11(0.43 - 0.32); p<0.001) and Type-of-Death (accuracy:
6.9% (30.3- 23.4); macro-average-f-measure: 0.14(0.25- 0.11); p<0.001).

7.8 Discussion
Feature value representation and classification

Although Random Forest has successfully been applied to classify the closed
response part of VA data (Flaxman et al., 2011), the results obtained from this
experiment suggest that it is not an appropriate choice for classification of VA
open narrative text. This may be due to the differences that exist between the
feature vectors generated from the closed and the open narrative data may
account for this. The closed response part data feature vector is derived from
a controlled vocabulary with limited number of features, possibly a list of
questions with yes and no answer options Figure 1.1 shows. In contrast, the
uncontrolled vocabulary characteristic of VA open narrative text results in a
large number of features. The relatively poor performance of Random Forest
in this experiment could be explained by the deficiency which have been found
to be generally associated with Decision Trees based algorithms which
include Random Forest as being susceptible to over-fitting with training data
of 500 or more features (Joachims, 1998). This may have harmed the
Random Forest algorithm since the text tends to generate a high number of
features. The closed response part of VAs is unlikely to exceed the 500
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features limit, whereas 12,304 features(unigram) was used in this experiment
and may therefore be unsuitable for the Random Forest learning algorithm.

Also, the independent assumption applied in Naive Bayes may explain the
relatively better performance compared with Random Forest, and even its
performing better than SVM for the Binary representation scheme. This is
because Naive Bayes was noted to be highly sensitive to majority category,
as it has tended to be susceptible to imbalanced data, which resulted in it
achieving a relatively better overall accuracy for skewed data (Rennie et al.,
2003). Furthermore, Binary representation may not contain enough useful
information for SVM to learn from.

As noted from the results, with the exception of the Binary representation, the
consistent superior performance of the SVM algorithm to both Naive Bayes
and Random Forest algorithms was not surprising. SVM has been consistently
shown to have a relatively better performance in Text Classification
experiments (Witten and Frank, 2005), and the results from this experiment
were not an exception. The outstanding performance of SVM could be
attributed to a number of factors: the majority of Text Classification problems
are mostly linearly separable, and SVM employs threshold functions to
develop margins that linearly separate the categories; SVMs also tend to use
an over-fitting protection mechanism that is independent of the dimensionality
of the feature space, thus, the number of features tends not to be an issue;
and SVMs are well designed to deal with sparseness found in feature vectors.
The Danso et al.(2013a)'s description of the VA text correlates with the
taxonomy of issues outlined that the SVM algorithm was designed to address.
It therefore seems natural that SVM tends to perform better than Naive Bayes
and Random Forest for this task.
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Feature reduction strategy

The String-matching strategy was also observed to have achieved
performance equivalent to the Baseline algorithm (see table 7.1a and 7.1b).
The reasons for this poor performance could be summarised as:

e Less usage of medical terms: although the terms used in describing
symptoms were known to be basic medical terms as contained in the
lexicon created from the online "kids" medical thesaurus, the
experiments suggest that there were not enough of these terms. As
indicated in Chapter Six, local terms and non-standard medical terms
were predominantly used in expressing medical concepts. The poor
results obtained from these experiments are a confirmation of this.

e Variations in spellings of medical terms: it is however worth noting that
some variations in spelling of medical terms were observed as being
results of misspelling and so were not taken into account for the String-
matching strategy. Normalisation of these variations should improve on
this current result but may not be significant enough to make a
difference due to the reasons given above.

Furthermore, as the tables demonstrate the Information Gain algorithm
outperformed the String-matching strategy. It was however surprising to
observe that Information Gain performed worst against the SVM (unigram).
The reason that might have accounted for this result was that the Information
Gain employed a global feature reduction technique in determining the most
informative terms for all categories (Forman, 2003). This approach may not
have been effective if there were overlapping terms between the categories.
For example, the term dead may be found in all categories, which is not
informative enough to differentiate between intra-partum and ante-partum
stillbirth cause of death classes.

Moreover, when comparing the locally-semi-automatic with Information Gain,
there was a significant difference in performance in favour of locally-semi-
automatic. One possible reason for the locally-semi-automatic approach
outperforming the Information Gain is due to the fact that unlike the
Information Gain approach, the terms obtained by the locally-semi-automatic
approach were locally weighted against all other terms found in the corpus,
which allowed the most informative terms for each category to be identified.
Other terms introduced noise which potentially degraded the performance of
the algorithms. Despite the strength of this approach, the disadvantage of it is
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that it is error prone. This may be due to the manual selection iteration of the
various thresholds required by the process in order to identify the threshold
required to achieve optimal performance. Therefore, a full automation of the
process would be beneficial.

SVM's robustness to over-fitting has resulted in the argument within the
research community that it is irrelevant to carry out feature reduction before
algorithm training (Forman, 2003). The obtained from this experiment
supports this claim given the fact that no significant difference between the
SVM (unigram) and the locally-semi-automatic which is the best performing
feature reduction strategy among the rest considered in these experiments..
We would however argue that there is some additional benefit in reducing
features as a prior step to performing learning, though this does not lead to a
reduction in performance. The computational demand required in processing
can be significantly reduced by cutting down the number of features (unigram).
Only 12% (1000 out of over 12,300 terms of the unigram) of features achieved
the performance obtained by the locally-semi-automatic approach. This
approach to feature reduction may have effectively selected features that
have stronger correlation with the cause of death categories.

7.9 Summary

This Chapter presented results from experiments carried out to explore
various techniques suitable for the classification of VA open narrative text:
feature value representation; Machine Learning algorithms and feature
reduction strategies. Our experimental results suggested that Normalised
Term Frequency has slightly better performance over TFiDF, and significantly
better than Binary and Term Frequency. In terms of Machine Learning
algorithms, the SVM algorithm was found to be the best performing algorithm
and the most suitable for the VA domain. Furthermore, this Chapter proposed
a feature reduction method known as locally-semi-automatic, which was
based on a log-likelihood statistical measure, and a comparison was made to
determine the effectiveness of this method compared with other standard
methods. The experimental results also show that employing a locally-semi-
automatic method to identify informative features resulted in a substantial
improvement in accuracy when compared against other standard feature
reduction approaches.
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Chapter 8

Linguistics and Statistically derived features for Time and
Cause of Death prediction from Verbal Autopsy
narratives

"the true method of knowledge is experiment”, William Blake
8.1 Introduction

In Chapter Seven we explored various methods and techniques that formed
the foundations of the classification of VA text. This included how features
should be represented, with the results suggesting Normalised Term
Frequency as the best feature value representation scheme for our task. We
also established SVM as the most suitable Machine Learning algorithm for
this task. We further explored various feature reduction strategies and
demonstrated that our method, known as the [ocally-semi-automatic
approach, can be used to effectively determine the most informative words
out of all available words, which we called the Discriminative Word Units
(DWU) for developing models for Text Classification. We demonstrated that
DWU achieved a marginally better performance than unigrams and a
significantly better one than a baseline. We explained that this approach was
particularly useful when dealing with a very noisy text such as VA.

In this Chapter, we expand on the results obtained from Chapter Seven by
describing further experiments that we carried out. The aim of these was to
further explore the feature space in order to improve on the results obtained
in Chapter Seven. The various features that were explored in the experiments
and the motivation for their use is further discussed here. We refer to the
model developed from the experiments described in this Chapter as
VAModel1. We conclude by discussing the behaviours, contributions and
effects of these features on the performance of our models.

8.2 Linguistic Features

Linguistic features are considered features with some grammatical
information that can be derived from the context in which the words occur. We
employed Part-of-Speech (PoS) tagging to obtain this information. This
approach was considered to be a crude form of determining the correct sense
of a given word in a text (Wilks and Stevenson, 1998). In Chapter Six we
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demonstrated the performance of three PoS taggers including Birill
Transformation-based Learning algorithm (Brill, 1995) available as part of the
NLTK (Loper and Bird, 2002). Furthermore we established the fact that the
standard PoS tagging approaches available have shown to achieve
comparable results on a VA corpus. Thus, the Brill tagger was trained using
the Brown corpus (Francis and Kucera, 1979) to tag words in the VA open
narrative document. It is important to note that the tagging was done on all
words found in each VA document and not just the DWU.

8.2.1 Part-of-Speech Tag Patterns

PoS tag patterns are linguistic information obtained from PoS taggers. PoS
tags have been shown to be a useful feature in numerous Text Classification
problems. Gamon (2004), for example, demonstrated the use of PoS trigrams
in sentiment classification. We explored various PoS tags in our experiments
which included unigram, bigrams and trigrams, but no significant difference
was observed between the various approaches. This was due to the nature of
the VA text as we have demonstrated in Chapter Five and also discussed in
Danso et al. (2013a) and Danso et al. (2013b). The results presented in this
thesis are therefore based on PoS unigram.

8.2.2 Noun and Verb Phrase Tag Patterns

Having obtained PoS information for every word in the text, a chunking
technique implemented by the regular expression below were used to extract
noun and verb phrases. The motivation to explore these features was inspired
by the fact that domain concepts are mostly expressed using multiword
structures (Moschitti and Basili, 2004). Furthermore, chunking allows PoS
tags to be extracted from ill-formed sentences through shallow parsing (Clark,
2003). Once chunking had been done, the PoS tags enabled us to extract
various tag sequences that form noun and verb phrases.

r'""NounPhrase:{<DT>?<JJ>*<NN>+}

a normal labour

Figure 8.1 regular expression to extract noun phrase
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For example, as demonstrated in Figure 8.1, the pattern captured a multi-word
concept a normal labour used to describe a type of labour a mother
experienced during pregnancy, which was domain specific information.
Similarly, because verb phrases tend to capture descriptive information about
some action or inaction in a sentence, they tend to feature frequently in the
VA open narrative to describe a condition due to illness. This is illustrated by
the example in Figure 8.2. The Figure shows how the concept / lost appetite
is extracted in the text.

r'"VerbPhrase:{<PPSS>?<VBD>+<NN>+}

/ lost appetite

Figure 8.2 regular expression to extract verb phrase

A generalised approach to capturing these types of mentions in the text is
through extraction of these phrases, which are derived from the PoS tags.
Another reason is that this approach tends to be a convenient method of
extracting semantic information from the text without being overdependent on
the actual words that appear in the running text due to variations and errors in
the spellings, which results in further data sparseness problems. The Noun
and Verb phrase tag sets were represented as single items as part of the
feature set for modelling. As Figure 8.2 demonstrates, our verb chunking
algorithm considered only past tenses, the reason being that a review of VA
sample documents suggested tenses were mainly expressed in the past,
which supported the intuition that VAs were concerned with past events. It is
therefore not surprising that Smith et al.(2014) also found a similar pattern in
the Swedish clinical narrative text.

8.3 Lexical Features

Lexical features have been defined in this thesis as information that can be
derived from the individual words found in the VA open narrative text. We will
now describe some of the lexical-based features and how these were
extracted.
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8.3.1 Statistically Derived Features

Statistically derived features are considered to describe some form of
phenomena that tend to occur in the use of a language but are not predictable.
As observed by Harris (1951), “each word has a particular and roughly stable
likelihood of occurring as argument, or operator, with a given word, though
there are many cases of uncertainty disagreement among speakers, and
change through time”. Collocation extraction is one technique that can be
used to capture the phenomena described above. Collocation extraction could
be considered a lexical-based method since it is employed to capture word-
pairs and phrases that frequently occur in the use of a language with no regard
to their semantic or syntactic rules of use. The extracted word-pairs and
phrases are also known to be dialect or language specific (McKeown and
Radev, 2000).

Collocation extraction-based phrases

Collocation extraction has been employed in many applications by
lexicographers to carry out word sense disambiguation and semantic analysis
of text (Pearce , 2001).This therefore suggests an imperative investigation
should be done into the potential use of collocation as a feature to identify
patterns of co-occurrence of words that could be indicative of a phrase or
expression of cause of death, considering the peculiar nature of colloquial text
contained in the VA corpus.

We have employed statistical methods based on log-likelihood estimation to
determine the likelihood of co-occurrence words and phrases (Dunning,
1993). The log-likelihood estimation was based on the entire corpus and
estimated the likelihood of two words co-occurring as defined by the bigram
log-likelihood statistics association measure (Pearce, 2002) to retrieve words
from the corpus that tend to collocate with DWU subset of words already
obtained, as described in Chapter Seven. The limitation associated with the
bigram approach in general is that it usually takes into account the only two
word-collocates (bigrams) (Seretan et al., 2003), which introduces data
sparseness into the feature space. In order to reduce the impact of this and
also maximise the additional information that can be derived from the
collocated words, we explored levels of association observed from the corpus
as ranked by the bigram log-likelihood statistics association measure
algorithm. We subsequently retrieved words with the strongest association
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with words in our DWU list. This means that the words in the corpus that
collocate most with the DWU words were retrieved and experimented in turns
and their impacts on performance were obtained. We illustrate our idea with
the following example.

during | 'labour'= 4150,'pregnancy'= 2901 , 'my’ = 1785

Figure 8.3 an example of collocation extraction-based phrase

Figure 8.3 shows an example with the word during which is part of the DWU
list. This was used to retrieve the top-ranked words with the strongest
association and their corresponding likelihood values, as ranked by the bigram
log-likelihood statistics association measure (Dunning, 1993). As the Figure
demonstrates, during collocated with /labour more frequently and this was
followed by pregnancy, before my, with their respective log-likelihood values.

8.3.2 Simplified Relative Word Position

Simplified relative word position is defined as the position of a given word as
it appeared in the document. Our motivation for experimenting with this as a
possible feature was based on one of the criticisms put forth of the bag-of-
words approach to Text Classification, which was that the bag-of-words
approach ignored the order and structure in sentence (Scott and Matwin,
1999).The idea of exploration of positions of words in text as possible features
for Text Classification has been explored by various researchers (Matsumoto
et al.,, 2005, Pang and Lee, 2004). Matsumoto et al.(2005), for example,
demonstrated the usefulness of this feature by extracting word sub-
sequences and dependency sub-trees from sentences to classify movie
reviews. We however adopted a simplified approach by exploring the relative
positions of the words as they appeared in the text to capture the sequential
order of events within the context of the VAs.

The approach employed in this thesis considered the entire content of a VA
document as a single string of words with an imaginary grid, where each cell
represented a word which was a member of the string. Each cell was serially
allocated a unique number and that represented the position of the word with
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respect to the entire string. The position number of the word captured was
divided by the length of the string (number of cells) to obtain its relative word
position in the VA document.

The hypothesis suggested was that there may be a logical order of events in
the history of an individual which led to their death, and that might be a major
factor in case profiling or an investigation process. This feature could help in
capturing that order. To effectively illustrate this phenomenon, we considered
an example as shown in Figure 8.4a and 8.4b where sentences were taken
from a VA document.

D:= | ‘Inthe second month of the pregnancy, ...labour started
which | was at home in the morning...”

Figure 8.4a sample sentence extracted from a VA document

“In the second month labour started....”
D2 =

Figure 8.4b hypothetical case of ignored word order in a VA document

If the order of these words were to be ignored one possible reading could be
the example shown in Figure 8.4b, document D2 which presented a different
scenario and might have meant a different outcome which could have
compromised the medical perspective. The proposed simplified relative word
position feature aimed to avoid such a situation and preserved the order in
which the words appeared in the VA document as illustrated in Figure 8.5.
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Term D1 D2
In pt1 p1t1
the pat2 pat2
second psts psts
month pata Pata
of psts psts
pregnancy Pets

labour Pets

Figure 8.5 feature vector representation of documents D1 and D2 with
relative word position feature encoded

The resulting feature vector as shown in Figure 8.5 would therefore be
encoded as part of the feature value for that vector, which would result in
different term weights (p1t1..psts) for document D1 and D2, where p = position
and t= normalised term frequency.

8.4 Cause of Death Regroupings

It will be recalled in Chapter Six that three causes of death groupings were
proposed. Again, in Chapter Four, the effect of category noise and the
importance to training set with non-overlapping categories were discussed.
This batch of experiments explored the effect of the regroupings on
performance of our model.

8.5 Results

The meaning of a word is best known by the context in which it exists (Firth,
1957) and this was evident in the results obtained from these experiments.
Using various linguistic and statistically derived features, which have extra
information about the individual words, we were able to achieve a significant
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increase in the performance accuracy over the single words - the DWU in
predicting cause of death. The effect of each of these features will be
examined further now.

8.5.1 The Effect of Part-of-Speech Tags

We examined the effect of introducing PoS-tags as features.

Table 8.1a Time-of-Death results: effect of PoS-Tags

features percentage accuracy | macro-average-f-measure
DWU 45.8 0.43
DWU+ PoS-Tags 46.8 0.44

Table 8.1b Type-of-Death results: effect of PoS-Tags

features percentage accuracy | macro-average-f-measure
DWU 30.3 0.25
DWU + PoS-Tags 31.3 0.27

Tables 8.1a and 8.1b show the performance obtained when the PoS-Tags
feature was added to the DWU feature set: Time-of-Death (accuracy: 1%
(46.8 - 45.8); macro-average-f-measure: 0.01 (0.44 - 0.43); p=0.3) and Type-
of-Death (accuracy: 1% (31.3 - 30.3); macro-average-f-measure: 0.02 (0.27 -
0.25); p=0.1). As the figures suggest, there was a marginal increase in
performance but not one statistically significant as the p-value suggests.

8.5.2 The effect of Noun and Verb phrases

We examined the effect of Noun and Verb phrases on the overall performance
of our model when added as a feature to the DWU + PoS-Tags feature set
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Table 8.2a: Time-of-Death results: effect of NounAndVerbPhrase

features percentage accuracy | macro-average -f-
measure

DWU
+ 46.8 0.44
PoS Tags
DWU
+ 47.0 0.45
PoS-Tags
-+
NounAndVerbPhrase

Table 8.2b: Type-of-Death results: effect of NounAndVerbPhrase

features percentage accuracy | macro-average -f-
measure

DWU
+ 31.3 0.27
PoS Tags
DWU
+ 31.3 0.27
PoS-Tags
+
NounAndVerbPhrase

Tables 8.2a and 8.2b contain the results obtained from the introduction of the
NounAndVerbPhrase feature. As the results clearly demonstrate, there was
no significant change in the results when compared against the results
obtained prior to its addition to the DWU+PoS-Tags features. Time-of-Death
(accuracy: 0.2% (47.0 - 46.8); macro-average-f-measure: 0.01 (0.45 - 0.44);
p=0.47). No change in performance was observed for the Type-of-Death
category. Also, even though a slight increase in performance was observed
for the Time-of-Death category, this was highly insignificant as the p-value
suggests.

8.5.3 The Effect of Simplified Relative Word Positions

We determined the effect of the simplified relative word position feature on the
overall performance of our model.
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Table 8.3a Time-of-Death results: effect of simplified relative word position

percentage macro-average-
features accuracy f-measure
DWU

=+

PoS-Tags 47.0 0.45
+

NounAndVerbPhrase

DWU
+

PoS-Tags 56.2 0.55
+

NounAndVerbPhrase
+

Simplified-relative-word-position

Table 8.3b Type-of-Death results: effect of simplified relative word position

percentage macro-average-f-
features accuracy measure
DWU
+
PoS Tags 31.3 0.27
+
NounAndVerbPhrase
DwWU
+
PoS-Tags
+ 36.4 0.29
NounAndVerbPhrase
+

Simplified-relative-word-position

Tables 8.3a and 8.3b show the results obtained after the introduction of the
simplified  relative  word position feature to the DWU+PoS
Tags+NounAndVerbPhrase feature set. Time-of-Death (accuracy: 9.2% (56.2
- 47.0); macro-average-f-measure: 0.10 (0.55 - 0.45) ; p<0.001) and Type-of-
Death (accuracy: 5.1% (36.4- 31.3); macro-average-f-measure: 0.02 (0.29 -
0.27); p<0.001). As the values suggest, there was a significant increase in
performance for both Time-of-Death and Type-of-Death categories.

8.5.4 The Effect of Collocation Extraction

It was hypothesised that collocation based phrase extraction should enable
the detection of phrases that are particularly used by respondents in
describing symptoms and events of death. We investigated the effect of the
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various levels as ranked by the collocation extraction algorithm on
performance.

Table 8.4a Time-of-Death results: effect of top-three collocates

percentage | macro-average-

features accuracy f-measure

DWU
+

PoS-Tags 56.2 0.55
+

NounAndVerbPhrase
+
Simplified-Relative-Word-Position
DWU
+
PoS+Tags
+ 56.8 0.55
NounAndVerbPhrase
+
Simplified-Relative-Word-Position
+
Top-One-Collocate

DWU
+
PoS+Tags
+ 57.5 0.56
NounAndVerbPhrase
+
Simplified-Relative-Word-Position
+
Top-One-Collocate
+
Top-Two-Collocate
DwU
+
PoS Tags
+ 59.4 0.57
NounAndVerbPhrase
+

Relative-Word-Position
+

Top-Three-Collocate
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Table 8.4b Type-of-Death results: effect of top-three collocates

feature percentage macro-average-
accuracy f-measure

DwuU
+
PoS-Tags
+ 36.4 0.29
NounAndVerbPhrase
+
Relative-Word-Position
DWU+PoS-Tags
+
NounAndVerbPhrase
+ 36.5 0.29
Relative-Word-Position
+
Top-One-Collocate
DWU
+
PoS-Tags
+ 37.2 0.31
NounAndVerbPhrase
+
Relative-Word-Position
+
Top-Two-Collocate
DWU
+
PoS Tags
+ 38.0 0.36
NounAndVerbPhrase
+

Relative-Word-Position
+

Top-Three-Collocate

Tables 8.4a and 8.4b show the breakdown of the ranked collocates for Time-
of-Death and Type-of-Death categories respectively prior to and after the
introduction of the collocation extraction based feature: Time-of-Death
(accuracy: 3.2% (59.4 - 56.2); macro-average-f-measure: 0.02 (0.57 - 0.55);
p<0.001). Type-of-Death (accuracy 3.2% (38.0 - 35.4); macro-average-f-
measure: 0.02 (0.57 - 0.55); p=0.009). The figures show a significant increase
in performance for both Time-of-Death and Type-of-Death. Also, in terms of
breakdown, the tables show the contribution of the various best-ranked
collocates and their effect on performance. A gradual progression of increase
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in performance was observed from the introduction of the first to the third
topmost collocates included in the feature set, which resulted in a significant
overall increase in performance as demonstrated.

8.5.5 The Effect of Cause of Death Category Regroupings

This section examines the effect of re-grouping cause of death classes on
performance of the classification models. This is based on all the features
explored above.

Table 8.5a Time-of-Death results: effect of category regroupings

grouping percentage accuracy macro-average
f-measure
Groupings1 59.4 0.54
Groupings2 65.6 0.65
Groupings3 85.4 0.85

Table 8.5b Type-of-Death results: effect of category regroupings

percentage accuracy

macro-average

grouping

f-measure
Groupings1 38.0 0.36
Groupings2 40.1 0.37
Groupings3 46.3 0.39

Tables 8.5a and 8.5b are results obtained from exploration of the impact of re-
grouping cause of death classes on performance of the classification models.
As the tables demonstrate, significant improvements in performances were
observed for both Time-of-Death and Type-of-Death. An initial increase in
performance was observed between Groupings2 and Groupings1: Time-of-
Death (accuracy: 6.2% (65.6 - 59.4); macro-average-f-measure: 0.11(0.65 -
0.54); p<0.0001). Type-of-Death (accuracy: 2.1% (40.1 - 38.0); macro-
average-f-measure: 0.01(0.37 - 0.36); p=0.008). A further significant increase
in performance was observed when the performances of Groupings3 were
compared against Groupings1: Time-of-Death (accuracy: 26% (85.4 - 59.4);
macro-average-f-measure: 0.31(0.85 - 0.54); p<0.001) and Type-of-Death
(accuracy: 8.3% (46.3 - 38.0); macro-average-f-measure: 0.3 (0.39 - 0.36);
p<0.001). Also, a significant difference in performance was observed between
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Groupings3 and Groupings1: Time-of-Death (accuracy: 19.8% (85.4 - 65.6);
macro-average-f-measure: 0.30 (0.85 -0.65); p<0.001) and Type-of-Death
(accuracy: 6.2% (46.3 - 40.1); macro-average-f-measure: 0.02 (0.39 - 0.37);
p<0.001). This suggested that Groupings3 achieved the best performance.

8.5.6 Overall Performance Achieved for Open Narrative Text

In order to assess the overall performance accuracy obtained between the
Time-of-Death and Type-of-Death levels of classification, we compared the
performance difference between the baseline results and our best performing
classification models (Groupings3).

Table 8.6 demonstrates a significant increase in performance when compared
with the performance obtained at baseline for the same groupings. Time-of-
Death (accuracy: 43.1% (85.4 - 42.3); macro-average-f-measure: 0.29 (0.25 -
0.54); p=0.01) and Type-of-Death (accuracy: 21.8% (46.3 - 24.5); macro-
average-f-measure: 0.31(0.39 - 0.08) p =0.007).
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Table 8.6 Overall performance comparisons: baseline vs. achieved for open narrative text

Level percentage accuracy macro-average-f-measure
baseline achieved difference baseline achieved difference

Time-of-Death 423 85.4 43.1 0.25 0.54 0.29

Type-of-Death 245 46.3 21.8 0.09 0.39 0.30
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8.6 Discussion

The above results presented an interesting insight into the behaviour of the
features and the amount of information they tended to contribute to the overall
process of prediction. It can be inferred from the results that the most
substantial increase in performance of the classifier was due to the simplified
relative word position feature which tends to support the underlying intuition
of our approach to generating these features as discussed earlier. The feature
tended to effectively capture the patterns in the usage of words. It also
suggested a certain pattern in the order in which these words are used in
narrating the history of events. This feature appears to have an accurate
representation and also mimics how physicians tend to navigate through the
text when building up a mental picture of a given history in order to arrive at a
judgement of the possible cause of death.

It is important to note, however that this was a variation of the relative word
position based features proposed in the literature for modelling Text
Classification (Kudo and Matsumoto, 2004; Matsumoto et al., 2005) as
previously mentioned. Those approaches required deep parsing and syntactic
analysis of the sentence structure, which may also have thus required well-
formed sentences. However, our simplified approach did not need such
detailed analyses of the sentences. We demonstrated that it was possible to
represent the entire content of the document as a single string, and this
presents useful information for Machine Learning algorithms to learn patterns
from in the future. This was a particularly useful feature for ill-formed text in
documents where deep linguistic analysis could not be achieved or remained
problematic as demonstrated from the results of our experiments.

The results shown above also demonstrated the usefulness of the topmost 3
collocation extraction based feature. As hypothesised from the rationale and
motivation for generating these features, this method enabled us to
successfully identify and extract phrases that were indicative of the various
causes of death, which resulted in performance improvements. Another
significant characteristic observed about this feature was the relatively higher
precision obtained compared to the corresponding recall and, consequently,
narrowing the gap between recall and precision. Based on these findings it
could be argued that the ranking and retrieving of the 3 topmost collocates
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tended to capture a psycholinguistic phenomenon. Our results demonstrated
the presence of this phenomenon in narrating causes of death as captured in
the VA open narrative text.

The relatively low improvements observed from the PoS tag patterns that were
derived from linguistic analysis of the text demonstrated that the information
obtained from PoS tags tended to contribute information required by a
classifier. However, considering our hypothesis about the potential usefulness
of noun and verb phrases in capturing multiword concepts, it was
disappointing to observe no improvement in performance from the
introduction of noun and verb phrase tag pattern feature set. However, the
results obtained from the noun and verb phrase-based features tended to be
consistent with other findings (Scott and Matwin, 1999) and so this area
requires further investigations.

Considering the noisy and rather unusual type of text being dealt with, there
was the possibility that the features employed so far may have not been
effective enough in discriminating between all causes of death. There is
therefore the need for further exploration within the feature space of the
narratives in order to improve on the performance obtained. This would
include adaptation of the standard PoS taggers for this particular type of text.
This was demonstrated by the PoS tagging experimental results obtained from
the PoS tagger evaluation experiment we conducted (Danso et al., 2013a). It
may be argued that the choice of the Brown corpus for training the PoS tagger
was inappropriate considering the difference in text, which may have resulted
in the poor performance of the linguistic features extracted from the output of
the PoS tagger. It must however be pointed out that the choice was purely
based on convenience as there was no linguistically annotated corpus readily
available similar to the VA corpus. The possibilities of training the PoS tagger
with a corpus that has linguistic annotations from either the VA or biomedical
domain should be explored in order to observe the impact of these features
on the overall performance of our model. For example, it would be interesting
to see how the PoS tagger developed by Tsuruoka et al.(2005) for biomedical
text performs on VA text.

Several factors may account for the differences in performance accuracies
observed between the two levels of classification: Groupings3, which was the
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best performing model, had three and 10 categories for Time-of-Death and
Type-of-Death respectively. Consequently, the amount of training data for the
Time-of-Death category was bigger compared to the Type-of-Death category.
As Banko and Brill (2001) demonstrated in their experiment on the effect of
size of training data on performance of a Machine Learning algorithm, their
experiment confirmed this phenomenon. Again, as discussed in Chapter Four,
with regards to issues that tend to impact on Machine Learning algorithms,
the prediction at the fined-grained (Type-of-Death) level requires features with
greater discriminative abilities compared to the coarse-grained (Time-of-
Death) level categories. Considering the inherent problems that characterise
the VA corpus as already discussed and summarised in table 6.2, this may
have resulted in more overlapping and less discriminating features, which
tended to pose problems for the Machine Learning algorithm at the fine-
grained level.

We also acknowledge that the procedure regarding locally-semi-automatic
approach to feature reduction in Chapter Seven and the collocation extraction
based features should have been done on a separate training set for each of
the 10-fold cross validation and not the whole corpus, to ensure terms
extracted were mutually exclusive. We wish to state this as a limitation even
though the difference in results may not be significant.

8.7 Summary

The objective of the work set out in this Chapter was to improve on the results
obtained in Chapter Seven. Chapter Seven established the feasibility of
predicting the cause of death from the open narrative part of VAs. This
Chapter described experiments which that explored the feature space of the
open narrative text, which resulted in significant improvements in performance
over what was obtained in the previous Chapter.

A detailed analysis and discussions were done on the behaviours and the
effects of the various features that were employed in the development of the
model. It was also found that the performance accuracy at the Time-of-Death
level was relatively higher compared to the Type-of-Death level and the
reasons that may have accounted for said difference were also discussed.
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Areas that required exploration in order to improve on the current results were
also discussed.
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Chapter 9

The integration of domain knowledge with linguistic and
lexical-based features for Cause of Death prediction

"Knowledge is of two kinds. We know a subject ourselves, or we know where we can find

information upon it", Samuel Johnson
9.1 Introduction

In Chapter Eight we explored various features derived from the contextual
information available in the open narrative text of VA documents. This
contextual information was obtained through statistical and linguistics based
approaches to analysis of the content of VA open narrative text. In other
words, no specific domain knowledge was employed in obtaining these
features.

In this Chapter we consider information derived from the closed responses
part of the VA. We argue that the closed responses part contains specific
domain knowledge derived from physicians and VA experts. The rationale for
this argument is that the questions are carefully designed to elicit information
specific to the causes of death based on the knowledge physicians have about
the diseases that result in the death. This includes associated signs and
symptoms that may have led to the death of the individual.

However, as explained in Chapter One, the closed questions are invariably
limited in capturing all relevant information and existing automatic methods
have also ignored the information available from the open narrative part. This
Chapter explores the extent to which the integration of knowledge obtained
from the both the closed response and the open narrative impacts on
performance accuracy of our automated approach. To achieve this, two set
experiments are described. The first set of experiments considered only the
closed response part of the VA data which is referred to as VAModel2. The
second set of experiments were based on the combination of the open
narrative and closed response parts which is referred to as VAModel3. The
experiments described in this Chapter are based on the model from Chapter
Eight (SVM algorithm and Groupings3) due to it having been established as
the best performing model.
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9.2 Pre-processing and Feature Value Representation of Closed
Response.

It was demonstrated in Chapter Seven that there is a strong impact of feature
value representation on the performance of Machine Learning algorithms.
From this background, we began the experiments with investigation into the
suitable feature value representation scheme for the closed responses part of
VAs. We investigated two approaches in this experiment: dichotomised and
nominal approaches. The dichotomised was one employed by Byass et al.,
(2006), where variables (features) were dichotomised as part of the pre-
processing step of classifier development. The dichotomised approach to
representation tended to capture only positive responses to symptoms and
ignore other response options captured. In contrast, the nominal approach
took into account all information related to the options provided and collected
them as part of the closed responses for training algorithms. The inclusion of
all response options available was based on the hypothesis that those
variables could contain additional information that may be relevant to a
Machine Learning algorithm. We illustrated this with an example, as shown in
Figure 9.2. All information relating to demographics was removed. Any other
information was considered in building the model, which included the
information (variables), recommended by WHO as the most relevant variables
and used by some existing approaches (Byass et al., 2006).

Was the baby born alive or dead | 1. alive | 2. dead | 8.don't know

Figure 9.1 options for closed response part of Verbal Autopsy

Figure 9.1 shows a sample question contained in the closed response part of
the VA questionnaire that sought to elicit information from a woman as to
whether her child was born alive or stillborn with the various response options
available. Our proposed approach adopted in this experiment represented the
variables as captured on the VA questionnaire.

@ATTRIBUTE BORNALIVE {1,2,8}

Figure 9.2 WEKA arff file format of nominal feature representation
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@ATTRIBUTE ~ BORNALIVE 1}

Figure 9.3 WEKA arff file format of dichotomised feature representation.

As Figure 9.2 demonstrates where all the options were considered in the
feature value representation, the dichotomised approach considered only the
alive option for the representation scheme with feature value 7 as shown in
Figure 9.3. The other two options, dead and don’t know, are ignored. Two
datasets were created based on these two approaches, which served as
inputs to our SVM-based algorithm.

9.3 Combination of Closed Response and Open Narratives Text

This experiment aimed at exploring the extent to which open narrative text
contributed to the overall performance accuracy of predicting cause of death
from VA. Having established the effective feature representation scheme and
the best performing feature set for the closed responses, we created a final
dataset that combined the features extracted from the open narrative and the
closed responses. The parameter settings and evaluation methods employed
in conducting the experiments as described in Chapter Seven remained
unchanged.

9.4 Results

9.4.1 Performance Comparison: Dichotomised vs. Nominal Feature
Value Representation for Closed Response

Table 9.1a Time-of-Death results: performance comparison-dichotomised
vs. nominal representation schemes for closed responses

representation scheme percentage macro-average -f-
accuracy measure
dichotomised 97 0.97

nominal 96 0.96
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Table 9.1b Type-of-Death results: performance comparison-dichotomised
vs. nominal representation schemes for closed responses

representation scheme percentage macro-average -f-
accuracy measure
dichotomised 67 0.65
nominal 77 0.75

Tables 9.1a and 9.1b show the results obtained from an experiment that
sought to compare the performance between the dichotomised and nominal
representation schemes, applied to Groupings3. As the tables show, the
performance for the dichotomised scheme was significantly better than the
nominal approach for Time-of-Death (accuracy: 1 % (97 - 96); macro-average-
f-measure: 0.1 (0.00 - 0.96); p-value >0.001). In contrast, nominal performed
significantly better than the dichotomised approach for Type-of-Death
(accuracy: 10% (67 - 77); macro-average-f-measure: 0.10 (0.65 - 0.75);
p<0.001).

9.4.2 Performance Comparison: Open Narrative Text vs. Closed
Response

In this section we compare the performance achieved between the open
narrative and closed response parts for both dichotomised and nominal
representation schemes. We repeat the best results obtained for open
narrative here to facilitate comparison.

Table 9.2a Time-of-Death results: performance comparison- open narrative
vs. closed response

model percentage macro-average-f-
accuracy measure
open narrative 854 0.85
closed response - nominal 96 0.96
closed response - 97 0.97
dichotomised
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Table 9.2b Type-of-Death results: performance comparison- open narrative
vs. closed response

model percentage macro-average-f-
accuracy measure
open narrative 46.3 0.39
closed response - nominal 77 0.75
closed response -dichotomised 67 0.65

As tables 9.2a and 9.2b show, models based on the closed response part
(both dichotomised and nominal representation schemes) performed
significantly better than the open narrative for both Time-of-Death and Type-
of-Death. For the open narrative text and closed response part under the
dichotomised representation scheme: Time-of-Death (accuracy: 11.6% (97 -
85.4); 0.12 (0.97-0.85); p<0.001) and Type-of-Death (accuracy: 20.7% (67 -
46.3); 0.26 (0.65 -0.39); p<0.001). Similar performance pattern was observed
for the nominal representation scheme: Time-of-Death (accuracy: 10.6% (96
- 85.4); 0.11 (0.96 -0.85); p<0.001) and Type-of-Death (accuracy: 30.7% (77
-46.3); 0.36 (0.75 - 0.39); p<0.001).

9.4.3 Performance of Combined Model

In this section we examine the combining of information obtained from the two
sources: open narrative text and closed response part, referred to as
VAModel3, the combined model. Our exploration considered the nominal
representation for the closed response part because even though the
dichotomised performance was better than nominal representation by 1%
(p=0.002), nominal representation was demonstrated to be equally robust for
Time-of-Death and even outperformed dichotomised for the Type-of-Death
categories (p-value<0.001).

Table 9.3a Time-of-Death results: combined model

model percentage macro-average-f-
accuracy measure
closed response - nominal 96 0.96

combined 96 0.96
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model percentage macro-average-f-
accuracy measure
closed response - nominal ” 0.75
combined 78 0.76

Tables 9.3a and 9.3b show the performance obtained for the combined model
for Time-of-Death and Type-of-Death respectively. It was observed that no

change in performance was seen for Time-of-Death when compared against

the closed response. However, although not statistically significant, a slight

increase in performance was observed for Type-of-Death (accuracy: 1% (78
- 77); 0.1 (0.76 - 0.75); p=0.09). We therefore examined this in detail at the
category levels to gain insight into the results obtained.

Table 9.4a Time-of-Death results: performance comparison - closed vs.

combined by category

percentage accuracy macro-average-
Time-of-Death f-measure
closed combined | closed combined
Neonatal 93 93 0.94 0.94
PostNeonatal 94 95 0.93 0.93
Stillbirth 99 99 0.99 0.99

Table 9.4b Type-of-Death results: performance comparison closed vs.

combined by category

percentage macro-average-f-
Type-of-Death accuracy measure

closed | combined | closed | combined
Neonatal_infection 68 71 0.69 0.70
Prematurity 84 83 0.83 0.82
Antepartum_stillbirth 93 92 0.92 0.92
Intrapartum_stillbirth 86 87 0.87 0.88
Pneumonia 61 64 0.60 0.63
Diarrhoea 68 65 0.60 0.58
PostNeonatal_other infections | 96 o4 0.54 0.54
Birth_asphyxia 82 82 0.79 0.79
Neonatal other causes 37 36 0.43 0.43
Malaria 47 47 0.49 0.50
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Table 9.4a and 9.4b show the breakdown performance by classes of both
Time-of-Death and Type-of-Death respectively for the combined model. The
performance values obtained for the breakdown for Time-of-Death confirmed
the results obtained in table 9.3a. In contrast, three different performance
trends were observed for the Type-of-Death categories. Firstly, it was
observed that there was an increase in performance for the combined model
when compared with the closed response part only for: Neonatal_infection
(accuracy: 3% (71 - 68); 0.1 (0.70 - 0.69); p=0.15); Intrapartum_stillbirth
(accuracy: 1% (87 - 86); 0.1 (0.88- 0.87); p=0.26) and Pneumonia (accuracy:
3% (64 - 61); 0.3 (0.63- 0.60); p=0.37). This suggested that open narrative
text tended to improve performance for those cause of death classes.
Secondly, no change in performance was observed between closed response
and combined models for Malaria and Birth_asphyxia. This also suggested
that there was no additional useful information obtained from the open
narrative text for those cause of death classes. Finally, there was a reduction
in performance accuracy of the combined model for other cause of death
classes: Prematurity (accuracy: -1% (83 - 84); -0.1 (0.82 - 0.82); p-
value=0.07); Antepartum_stillbirth (accuracy: -1% (92 - 93); 0 (0.92-0.92);
p=0.02); PostNeonatal_other_infections (accuracy: -2% (54 - 56); 0.1(0.61 -
0.62); p=0.01); Diarrhoea (accuracy: -3% (65 - 68); -0.2(0.58 - 0.60); p<0.001);
Neonatal_other_causes (accuracy: -1% (36 - 37); 0(0.43 - 0.43); p=0.13).This
suggested the open narrative text did not add any useful information to the
closed part but rather degraded the performance of the combined model.

9.4.4 Error Analysis

Our analysis has so far centred on the performance accuracy of the
classification models. It is however imperative to examine the rate of
misclassification in order to gain a better understanding of the performances
of the models. As discussed in Chapter Four, false positive rates (FPR) allow
us to perform an error analysis to determine the rate of misclassifications
(Fawcett, 2006). A false positive suggests a prediction of cause of death that
is not actually the cause. Thus, a good model is required to obtain a relatively
low FPR.
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Figure 9.4a Time-of-Death results: a comparison of FPR
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Figure 9.4b Type-of-Death results: a comparison of FPR

Figures 9.4a and 9.4b show FPR of both combined and closed part models
for Time-of-Death and Type-of-Death respectively. With regard to closed and
combined models for Time-of-Death, it was observed that the misclassification
rate for the closed response and combined model remained unchanged for
Stillbirth (0.01). However, with regards to PostNeonatal category, there was a
slight reduction in FPR for the combined (0.02) compared with closed (0.03),
suggesting open narrative helped in avoiding some misclassification of
PostNeonatal deaths. On the contrary, for the Neonatal category, there was a
slight increase in FPR for the combined (0.03) compared to closed response
(0.02), suggesting that a combination of open narrative and closed responses
could result in some misclassifications.
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Similar patterns were observed in the Type-of-Death categories as Figure
9.6b demonstrates. The combined model obtained slightly less FPR when
compared to the closed, suggesting some benefit of open narratives in
avoiding misclassifications for these classes: Malaria (combined (0.020);
closed (0.021) ); Neonatal _other_causes (combined (0.020); closed (0.026) );
PostNeonatal _other _infections ( combined (0.041); closed (0.045) ) and
Diarrhoea ( combined (0.015); closed (0.016) ), Antepartum_stillbirth
(combined (0.033); closed (0.030) ). However, there were some marginal
increases in the misclassification rate of the combined compared to the closed
response model, suggesting that open narrative tends to cause some
misclassification for some other category: Pneumonia (combined (0.032),
closed (0.024) ), Intrapartum_stillbirth (combined (0.024), closed (0.032) ) and
Neonatal _infection (combined (0.036), closed (0.034) ). No misclassification
was observed between combined and closed for Birtt_asphyxia category.

9.5.5 Model Reliability Test

The 10-fold cross validation approach used in this research raises questions
about the reliability of the models, considering the characteristics associated
with the k-fold cross validation methods as discussed in the Chapter Four. In
view of this argument, it is imperative to know the reliability of the models on
different datasets and settings. To determine the reliability of our models we
employed the kappa statistic to measure whether the level of agreement
between the models and the gold standard was due to chance (Fielding and
Bell, 1997). Table 9.5 gives a summary of the kappa based on Groupings3
results.

Table 9.5a Time-of-Death comparison of kappa statistic values

Model Kappa statistic
Baseline 0.0

Open narrative 0.53

Closed response 0.94
Combined 0.94

Table 9.5b Type-of-Death comparison of kappa statistic values
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Model Kappa statistic
Baseline 0.0

Open narrative 0.4

Closed response 0.71
Combined 0.75

Tables 9.5a and 9.5b show the kappa statistic values obtained for the various
models. As the values suggest, in terms of Time-of-Death, the level of
agreement was the same for both closed and combined models, each
obtaining 0.94 whilst the open-narrative-based model also obtained a kappa
score of 0.53. With regards to Type-of-Death, the combined model obtained
a kappa score of 0.75 whereas the closed response model obtained 0.71. The
open narrative also demonstrated a moderate agreement (0.4), which is better
than the majority baseline (0.0). These values are discussed in section 9.6.4.

9.6 Discussion

9.6.1 Performance Difference: Closed Response Feature Value
Representation

The results obtained from the experiments tend to confirm our rationale for the
need to accurately represent the responses to the closed questions for VA.
Based on the results, it could be argued that the dichotomised representation
scheme has the potential of missing information required by the Machine
Learning algorithm, especially at the fine-grained level where detailed type of
death information is critically needed. This scheme presented only positive
responses. For example, Byass et al.(2006) method required that duration of
illness must be calculated based on the definitions and cut-offs for acute (less
than two weeks) and chronic (more than two weeks) for fever. In contrast, the
nominal representation scheme was demonstrated to contain more
information relevant to the Machine Learning algorithm. This enabled true
patterns of response to be generated and learned by the algorithm. It is our
view that this is an important and novel research finding for all automatic
approaches to predicting cause of death from VAs.
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9.6.2 Performance comparison: open narrative vs. closed response

The relative higher performance accuracy obtained by the closed response

part of the VA seems natural due to the following reasons:

As indicated, the closed response questions were carefully designed by
the domain experts to elicit information about signs and symptoms that
were specific to a given cause of death. The responses to the targeted
questions were indicative of the diseases that caused the death.

The level of noise for the closed responses could be relatively low
compared to the open history. The closed response part had fewer options
to select from, making it relatively less prone to the introduction of noise
into the feature space. It must however be pointed out that the limitation of
closed response remains; the inability to capture all relevant information
as we have partially demonstrated from the results obtained.

Furthermore, the results obtained from the open narrative demonstrated the
potential that exists in the use of the narratives as an alternative in predicting
causes of death. The current results are characterised by several factors
which may have affected the performance of the Machine Learning algorithm
as discussed in Chapter Five of this thesis. Some of the striking problems may
have contributed significantly to the performance accuracy and these include:

There was a lack of standardisation of the language used in the reporting
of VA. This can be put into context when compared with the language used
in other biomedical settings. The language used in the biomedical setting
was constrained by the limited vocabulary of that domain. This was
however not the case in the VA domain as discussed in Chapter Six and
Seven.

The large proportion of contextual spelling errors observed in the VA open
narrative could also account for the relatively low performance. Even
though our transcription software had inbuilt spell-checker which was
adapted from Microsoft Office word processing software, this was found to
be ineffective upon visual inspection of a sample text as it was heavily
dependent on the judgement of the user for correction which was
problematic considering the large scale and the volume of the
transcription. For example a user could mistakenly make a wrong choice
from the list of words provided by the transcription software. As a further
check we employed the noisy channel spelling correction algorithm to
automatically correct any errors, but this resulted in lower performance
accuracy. This could have been due to high false positive corrections that
were automatically made by the algorithm. For example, spell correction
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of a wrongly spelt "vergina" resulted in "virginia" as opposed to "vagina",
which in turn had an adverse impact on the algorithm. Further pre-
processing such as carrying out a much more complex spell correction
might improve the current results. Also contextual spelling errors could not
be detected.

Again, it could be argued that the open narrative corpus currently lacks
additional knowledge apart from the domain knowledge derived from the
cause of death annotation by the physicians. There is an additional need for
annotations which could be obtained from the corpus through semantic
analysis and further annotations of concepts in the text. For example the
GENIA corpus had various annotations: Part-of-Speech; co-references;
semantic classes and syntactic information (Tateisi et al., 2005). These
annotations tended to make the GENIA corpus more useful, which in turn led
to an improved performance accuracy of GENIA corpus trained models.
Similar schemes could be adopted to enrich the VA corpus with the aim of
improving the performance accuracy of VA trained models.

Nevertheless, with these limitations and in the absence of additional
information, it can be argued that the current performance obtained by the
open narrative model suggests a viable alternative or complementary
approach to the closed response approach to predicting cause of death.

9.6.3 The Benefit of Domain Knowledge from Cause-of-Death Re-
Groupings

The results obtained from the re-groupings further underscored the need for
more domain knowledge in model development in order to improve on the
performance accuracy. It is therefore not surprising that among the three
groupings employed in our experiments, Groupings3, which was created with
inputs from domain experts at the LSHTM, turned out to be the best
performing one among the three groupings. This grouping contained
additional information which further removed some of the category noise that
may have been introduced during annotation and re-groupings, which could
have caused some side-effects for the learning algorithm as discussed in
Chapter Four.
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9.6.4 Prediction Errors and Model Reliability

The lack of standardised language and the vague expression of medical
concepts, as discussed in Chapter Six, could account for the relatively higher
misclassification rate observed for the open narrative. These expressions
lacked precision which resulted in overlapping concepts. As discussed in
Chapter Five, these overlapping features were potential sources of noise, and
this could have been problematic for the learning algorithm when it was
attempting to clearly determine the decision boundaries for the various causes
of death within the feature space. Consequently, this resulted in the variance
phenomena discussed in Chapter Four. One possible solution to this problem
would be to acquire more training data as pointed out by Friedman (1997).

Furthermore, the relatively low misclassification rate observed for the closed
response part and the combined models suggests carefully tailored questions,
which are guided by the domain knowledge of medical experts. However, the
relatively low misclassification rate observed for some categories of the
combined model compared to the closed response model tends to suggest
that open narrative can be useful in avoiding a high rate of misclassification.
Intuitively, this makes sense and is somewhat expected since the open
narrative should contain contextual information helpful to the classifier. On the
contrary, in cases where the relatively high misclassification rate was
observed for combined compared to the closed, additional pre-processing and
feature engineering would be needed. For example, carrying out a feature
reduction as a prior step to training the classifier would be a useful step. It
would therefore be interesting to examine this in detail using other
Computational Linguistics methods to explore this further.

With regards to the reliability of the models, Hripcsak and Heitjan (2002)
suggested that kappa values lay between 0 and 1, where 0 was an indication
of agreement by chance and 1 suggested a perfect agreement. However,
negative values were also obtainable, and they indicated disagreement
(Hripcsak and Heitjan, 2002). Moreover, the reliability of the model as
determined by the kappa statistic values obtained could be interpreted and
contextualised using the grading system proposed by Landis and Koch (1977)
for the biomedical domain. The values obtained by the models suggested that
all predictions were not by chance as per the grading system; the open
narrative obtained a moderate agreement (0.4) whereas the closed response
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and the combine models value suggested a significant to excellent agreement
(0.71) and (0.75) respectively.

Notwithstanding the kappa values obtained, Hripcsak and Heitjan (2002)
cautioned that these values should be interpreted with a careful consideration
of the domain and the context. For example, the average level of agreement
between physicians obtained for this dataset, which is the same dataset used
for this research, was 0.64 (0.1 - 0.9) as reported by Edmond et al.(2008).
Also, the level of agreement observed using the interVA methods (Byass et
al., 2006) to predict causes of death using the closed responses part was only
kappa = 0.4. This validation was done during a workshop to review and
analyse infant death using physicians and InterVA version four, organised by
the World Health Organisation in Geneva. Considering the available results
obtained from different approaches on the same dataset, it is evident that the
results obtained are contextually reasonable and comparable to other studies
within the VA domain, where low agreements tend to be reported (James et
al.,, 2011). However, a direct comparison between our results obtained from
our research and other studies is not a straightforward process due to the
differences that exist between the causes of death categories. For example
our results contained a fined-grained stillbirth sub-category, which was usually
not reported or was combined and reported as stillbirth by other automated
approaches.

9.7 Summary

This Chapter explored the extent to which integration of knowledge derived
from domain experts such as physicians would help contribute to improving
the performance accuracy of our models. From the model developed in
Chapter Eight, which was based on only open narrative text of VA, two
additional models were developed: one was based on only closed response
and the other based on a combination of both open narrative and closed
response. It was argued that the closed response model was considered to
contain domain specific knowledge whereas the model based on the open
narratives contained contextual information obtained from the information
provided by the respondents. The third model, which was based on the
combination of feature sets from the two models enabled us to observe the
differences in performance in order to assess the impact of the information
obtained from the open narrative response on performance and vice versa.
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We proposed a nominal feature value representation scheme for the closed
response part as an alternative to the dichotomised approach employed by
the existing automatic approaches to VA analysis discussed in Chapter Two.
It was observed that our proposed scheme outperformed the dichotomised
representation at the Type-of-Death level with competitive performances at
the Time-of-Death level. The reasons that account for this were discussed.

Additionally, various performance measures were explored to determine the
performance of the models. It was shown that the model based on closed
response on average outperformed the model based on the open narrative,
with a marginal increase in performance for the combined model. However, a
detailed analysis carried out also revealed the benefit of integrating
information from open narrative and closed responses. For example, a
combination of closed and open narrative was demonstrated to be beneficial
for Postneonatal deaths at Time-of-Death level and Neonatal infections and
Intrapartum stillbirth at the Type-of-Death level.

Finally, it was also demonstrated that cause of death category labels
developed based on domain knowledge tended to remove some noise that
could exist, which resulted in further improvements in performance.
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Chapter 10

Conclusions and Future Work

“If we knew what it was we were doing, it would not be called research, would it?”

Albert Einstein

10.1 Introduction

Automatic prediction of cause of death from VA remains an active research
area due to its potential benefits to healthcare in general and developing
countries in particular, where VAs are predominately employed. We begin this
Chapter by providing a summary of the issues discussed in the various
Chapters of this thesis.

Furthermore, the aims, objectives and main contributions of the PhD research
as outlined in Chapter one are assessed to demonstrate how these were
achieved. This Chapter finally draws conclusions from the experiments carried
out and provides suggestions on some potential future work that could be
carried out to improve on the results obtained from this research.

10.2 Summaries of Chapters
10.2.1 Chapter 1

In Chapter One, we set the scene for the research project discussed in this
thesis. A brief introduction to the domain of VAs was given, which led to the
discussion in relation to the rationale and the motivation for the research
project. The aims and objectives for the project were outlined, as well as the
novelty and the contributions of this thesis to various research groups and
also the impact on VA research.

10.2.2 Chapter 2

This Chapter provided a survey of the VA domain; an overview was given,
which described the data collection processes and the various uses of VA
information. A comprehensive survey of the literature was also carried out,
which focused on the existing automatic approaches and how these
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approaches differ from our approach, which is formulated as a Text
Classification problem.

10.2.3 Chapter 3

In Chapter Three we explored the various approaches and processes to Text
Classification. We particularly focused on the feature engineering phase of the
process and identified proven methods and techniques available from the
literature for extracting and representing features for classification of textual
data. This Chapter concluded by conducting a survey of studies that had
applied these techniques within the biomedical domain and text originating
from different settings within that domain.

10.2.4 Chapter 4

In Chapter Four we explored the field of Machine Learning and the various
Machine Learning algorithms employed in carrying out classification tasks.
We further surveyed the literature to identify various evaluation metrics that
were employed in determining the performance of a given Machine Learning
algorithms and their overlaps in performance evaluation. Finally, the various
issues that tend to adversely impact on the performance of Machine Learning
algorithms were discussed.

10.2.5 Chapter 5

This Chapter was concerned with the surveillance system that was
established as part of a large scale field trail which ran over a nine year period
to facilitate the identification of the deaths which enabled the VA corpus to be
built. A detailed description of the methods employed to generate and manage
the VA was provided in this Chapter. We further examined the original causes
of deaths that were obtained as part of the corpus and proposed three
groupings based on the classification scheme originally employed and also
advice from domain experts. These groupings formed the basis of our
experiments.

10.2.6 Chapter 6

In Chapter Six, we carried out an analysis of the VA corpus: a detailed
description of the language was given and the issues and their implications
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for computational research were discussed. The issues identified in this
Chapter informed the methodology employed in carrying out the research and
these are subsequently summarised.

10.2.7 Chapter 7

In this Chapter we reported the initial work that was carried out to explore the
problem space of VAs. The objectives were to determine the suitability of the
various Machine Learning techniques identified in the course of the literature
survey as previously discussed. The experimental results suggested the
SMO, which is a refinement of the Support Vector Machine, as the most
suitable Machine Learning algorithm for this VA domain among other popular
algorithms such as the Naive Bayes and Random Forest. Various feature
value representation schemes were also explored: Binary, Term Frequency,
Normalised Term Frequency (NTF) and TFiD. The experimental results
suggested NTF as the best performing representation scheme for the VA
domain. The Chapter further described another experiment which aimed to
identify the most predictive words for each cause of death category based on
the log-likelihood statistical measure, referred to as locally-semi-automatic
method feature reduction strategy. This was compared with String-matching
and Information Gained; the locally-semi-automatic approach was
demonstrated to have achieved better performance.

10.2.8 Chapter 8

This Chapter discussed experiments conducted to further improve on the
performance accuracy obtained from the previous experiments. The model
developed from this set of experiments was referred to as VAModel1. The
motivation and the choice of features were discussed. Furthermore, a detailed
analysis of the behaviour and impact of the various features on the
performance were conducted. It was observed that the simplified relative word
position feature, which potentially captures the sequential order of words in
the text and phrases extracted through collocation bigram based on ranked
log-likelihood statistics (Dunning, 1993), was relatively the best performing
feature. This was based on the top-3 ranked words from the collocate list,
which also contributed significantly to the overall performance. The less
performing features such as noun and verb phrase patterns were also
observed and the reasons for their underperformance were discussed. In
summary, this Chapter achieved the first aim set out in this thesis which was
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to establish the feasibility of predicting cause of death from the open narrative
text of VA.

10.2.9 Chapter 9

This Chapter reported on experiments conducted to establish the second aim
set out in this research project, which was to assess the extent to which the
open narrative could contribute to the performance accuracy of predicting
causes of death from VA. To be able to carry out this assessment, there was
the need to determine the performance accuracy obtainable using only the
closed responses part of the VA data, called VAModel2. However, prior to this,
initial experiments was conducted to determine the suitable feature value
representation scheme (nominal) for the closed responses of which our
proposed scheme outperformed the existing representation schemes
(dichotomised). Our proposed scheme allowed all valid values to be
represented as nominal, which differed from schemes employed by almost all
the existing automatic approaches, where the responses were dichotomised
(Flaxman et al., 2011; Byass et al, 2010). This Chapter further presented and
discussed the performance difference observed between the models based
on open narrative, closed response and a combination of the two sources
called VAModel3. It was further established from the results that domain
specific knowledge contributed to an increase in the performance of a
Machine Learning algorithm, for example by carefully selecting features or
variables based on advice from VA experts. Subsequently, it was further
argued that the closed questions represented some form of domain
knowledge since these were developed by physicians with experience in VA
research, and this resulted in the closed response achieving a relative better
performance over the open narrative.

10.3 Research Aims and Objectives: Stock Taking

Chapter One outlined the main research aims and objectives we intended to
achieve in this research as follows:

10.3.1 Aims

We aimed to establish the feasibility of automatically predicting cause of death
from VAs open narrative text. The cause of death was categorised into two
levels. Time-of-Death was concerned with the period in which the death
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occurred. This level of death information is crucial for health planners and
researchers. The second level was concerned with the feasibility of prediction
of Type-of-Death categories, which contain additional information about the
type of disease or iliness that led to the death. This aim was achieved through
a series of experiments described in Chapter Seven and Eight of this thesis.
An overall performance accuracy between baseline and achievement for
Time-of-Death (accuracy: 43.1% (85.4 - 42.3); macro-average-f-measure:
0.29 (0.25 - 0.54); p=0.01) and Type-of-Death (accuracy: 21.8% (46.3 - 24.5);
macro-average-f-measure: 0.31(0.39 - 0.08) p =0.007) was recorded.
Additionally, a reliability test using kappa statistic also suggested a value of
approximately 0.53 and 0.4 for Time-of-Death and Type-of-Death
respectively. These values suggested that the performance accuracies
obtained were not by chance (Hripcsak and Heitjan, 2002).

The second aim of this research was to determine the extent to which
information obtained from the open narrative text part of VA could improve the
accuracy of automatic prediction of causes of death. In Chapter Nine, we
described experiments carried out to achieve this aim. The results obtained
suggest that information contained in the open narrative text has the potential
to improve prediction accuracy for some causes of death categories whereas
information contained in the closed-response part is enough for other
categories. For example, it was observed from the results that a combination
of the sources of information led to an improvement in accuracy for Neonatal
infections and Intrapartum stillbirth. However, it was pointed out that these
results were inconclusive as there was more room for research and
exploration of the open narrative text space, something which is discussed
later in this Chapter.

10.3.2 Objectives

One of the objectives set out to be achieved in this research was to build a
corpus of VA text to serve as a resource for research. In Chapter Six, a
detailed description was given regarding how a corpus of 2.5 million words
had been built. This corpus could be used in other language research to
further explore areas of interest once ethical issues related to its use have
been cleared.
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Another objective that has been achieved is the findings regarding the
Machine Learning algorithms and techniques suitable for the VA domain. This
is the only research that has extensively investigated the various factors that
impact on the performance of a Machine Learning based prediction model:
algorithms; feature value representation and feature reduction strategy. For
example, even though Machine Learning algorithms such as the Random
Forest have previously been explored (Flaxman et al., 2011), this research
proposed an SVM based method, which has been demonstrated to be
superior to Random Forest and a viable Machine Learning algorithm for the
VA domain. The experiments and the findings were subsequently discussed.

We also set out to investigate the features and methods for extracting suitable
features in order to predict causes of death from VAs open narrative text.
Considering the fact that over 40 countries around the world use VAs with
different language and settings, one of the motivations was to investigate
features that could be replicated in other languages and settings. The
objective was therefore to identify features that would be language
independent. In Chapter Eight, we described the statistical and linguistic
based approaches that were employed to identify and extract features used
in building our prediction model. These features could be considered language
independent and theoretically, should be applicable in different language
environment and settings. However, this could not be tested and thus could
be explored in future work.

Another objective that was set out was to disseminate the findings through
various forums: journal publications, conference proceedings, workshops and
seminars. Presentations were made at six conferences to both Corpus and
Computational Linguistics audiences and researchers as well as VA
researchers and practitioners.

10.4 Implications for Current Practices

The open narrative text has been an integral part of the information collected
for VA and has been used in determining the cause of death by physicians.
However, as indicated in Chapter Two recent development of automatic
approaches has so far been limited to the closed response part of the VA
information. Consequently, there is a growing interest in how the information
contained from the open narrative could be exploited using automated
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approaches. The results obtained from this research have demonstrated the
feasibility of automatically predicting from the open narrative of VA. This offers
an alternative to predicting cause of death using the closed response only.
Also, similar to the physician approach, this research has demonstrated the
feasibility of using the open narrative as a complement to the closed response
for automated approaches.

However, the potential implementation of this research is dependent upon the
quality of the open narrative text. This implies the need for the establishment
of a robust data collection system that will ensure the open narrative text that
is generated is of good quality. For example, lack of standardised language
used in reporting VAs was found to be critical for our Machine Learning
approaches. This requires the development of some glossary of terms and
training of data collectors to use. The current collection process for the open
narrative could be improved, and in turn could improve on the quality of the
text and efficiency.

It must be pointed out that efforts are already being made by VA researchers
in this regard. For example, at the 2nd Global Congress on VA (14 — 16
October 2014, Rhodes, Greece)'- where we also presented a talk titled
“‘Machine Learning approaches to predicting cause of death from verbal
autopsy open narrative text: the vector method”, a recent pilot study was also
presented by other groups of researchers, which aimed at exploring the
possibility of reducing the amount of text an interviewer would write during a
VA interview. They proposed a checklist of relevant symptoms which would
be checked by the interviewer whenever a respondent mentioned any of those
symptoms found on the check list during narration. This approach could cut
down on the amount of text and eventually reduce the amount of errors in text.

However, the proposed approach poses practical challenges for the
interviewers such as cognitive pressures in processing and recording the
information at the same time without losing some of it in the process. It also
requires a relatively higher level of education and skills set to be able to
function effectively, which is mostly unavailable in the settings where VA is

http://globalva.org/conference-agenda
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employed. It is therefore imperative to explore other cost effective and efficient
methods of collecting the open narrative without compromising on its quality.
For example, the method of a data collector manually writing the interview on
the form before it is transcribed onto a computer for processing could be
eliminated by taking advantage of voice-to-text technology. Other
technological options could be explored in this regard.

10.5 Limitations and Future Work
10.5.1 Corpus Sample Size and Generalizability

The results obtained from the experiments are based only on the infant
corpus, which comprises of stillborn and children up to one year of age. Also,
as indicated, this corpus is a sample collected from only seven districts in
Ghana. Even though our approach aimed at developing a model that would
be generalizable in different contexts and settings, something which the
results obtained and the kappa statistics values suggest is true, we do
acknowledge that this remains a limitation until further experiments can be
carried out to determine the generalizability of our approach.

Also, as indicated, in the absence of a large training set, our experiments
employed the stratified 10-fold cross validation approach to evaluate the
performance of our models. Although 10-fold cross validation has been
established as a valid approach that tends to produce results comparable to
results obtained from unseen data (Kohavi, 1995), we wish to state this as a
limitation until an independent test data set is used for further testing.

Furthermore, it was noted in Chapter Three that over 40 countries employ VA
as an approach to determining cause of death. There is therefore an
opportunity for further validation studies to assess the performance within
multinational and multi-cultural settings. This would help to improve on the
current performance and the generalizability, which would result in obtaining
a model that is compatible with varying contexts.

10.5.2 Further Annotations of Corpus

Our current VA corpus is annotated at the document level, which limits the
potential usefulness of the corpus. For example, in Chapter Six we pointed
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out that the GENIA corpus has been employed in carrying out numerous
studies outside the purpose for which it was originally built due to the various
levels of annotation that have been incorporated (Kim et al., 2003). For
example,Tsuruoka et al. (2005) aimed at improving the usefulness of the
GENIA corpus by incorporating annotations of syntactic structures into a
subset of the corpus. The potential exists to establish further types of
annotation over the VA corpus for further annotations in order to improve its
usefulness for NLP research.

10.5.3 Opportunities for Further NLP and Machine Learning Research

In Chapters Seven and Eight, we identified some of the opportunities for
further research in the area of NLP and Machine Learning. We demonstrated
that the current state-of-the-art PoS taggers could not achieve the 97%
accuracy, which is the performance required as a component of an NLP
system. Our results suggested the current best performing PoS tagger
achieved 83 % accuracy, which demonstrated a clear need for adaptation and
an evaluation study into how these taggers could be improved on the VA text.
For example, Tsuruoka et al.(2005) again demonstrated the need to adapt a
general purpose PoS tagger to be able to achieve the required performance
accuracy for biomedical text. Similar approaches could be explored and a PoS
tagger developed for VA text.

Furthermore, this research employed a supervised Machine Learning
approach to predicting causes of death from VA. However, other Machine
Learning paradigms exist which could be explored and results compared. For
example, considering the expensive and time consuming task of acquiring a
gold standard dataset, unsupervised Machine Learning and semi-supervised
methods could be explored as an alternative (Gentleman and Carey, 2008)
and the results compared to those obtained in this research. Also, cost
sensitive learning could be explored to ensure rare categories that are not
equally represented by Machine Learning algorithms are not ignored, as
discussed in Chapter Four.

10.5.4 Further Exploration of Feature Space

As has been pointed out throughout this thesis, this research established the
feasibility of predicting cause of death from the open narrative text of VAs. It
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is therefore imperative to note that more work is required to fully exploit the
information available in the open narratives. This would require further feature
engineering approaches to the exploration of the feature space of the open
narratives. For example, the features explored in our experiments have been
limited to only information derived from the VA text. Therefore, information
could be obtained from external sources such as specialised ontology for VAs,
which could be developed and used to further improve on the performance.
The use of information obtained from external sources to enhance the
performance of text classification models has been proven to be a useful
approach (Gabrilovich and Markovitch, 2006). However, considering the fact
that VA text is obtained from informal settings makes it problematic to employ
existing resources such as ontologies as part of its model development. This
problem has been recognised and been addressed by Smith and Fellbaum
(2004). They addressed this problem by developing an ontology, called
Medical WordNet, which aimed at bridging the language gap between the
variations and vocabulary differences between experts and non-experts within
the medical domain. This is to facilitate the development of NLP solutions and
research within the domain. This approach could be explored within the
context of VA.

10.5.5 Other Uses of the Verbal Autopsy Corpus

Adolphs et al.(2004) employed corpus based approaches and conversation
analytics methods to explore the communications between health advisors
and nurses and care seekers over telephone conversations within the United
Kingdom's National Health System. This study helped in revealing operational
issues regarding strategies employed by health advisors during interactions.
The VA corpus allowed some of these approaches to be explored. This could
serve as a means to identifying interactions between interviewers and
respondents during VA data collection. For example cultural issues
surrounding deaths could better be understood using corpus based methods.

10.6 Summary

In summary, this Chapter has given an overall summary of the motivation,
aims and objectives of this research project as reported in this thesis. This
research project has demonstrated the value of open narrative text, which has
been ignored by automatic approaches to predicting cause of death from VAs
till date. We also demonstrated the benefits of combining information from two
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sources: closed responses and open narratives text sections of VAs. This was
a novel contribution to the research community and practitioners of VAs such
as the World Health Organisation.

The Chapter also outlined a potential research direction that could be explored
in order to improve on the current results. Finally, we also suggested other
potential uses of the VA to answer interesting research questions that will
again be beneficial to the users of VAs around the world.



153

List of References

Adolphs, S., Brown, B., Carter, R., Crawford, P. and Sahota, O. (2004).
Applying Corpus Linguistics in a health care context. Journal of Applied
Linguistics,1:9-28.

Agrawal, A. J. and Kakde, O. (2013). Semantic analysis of natural language
queries using domain ontology for information access from database.
International Journal of Intelligent Systems and Applications, 5(12):81-
90.

Akbani, R., Kwek, S. and Japkowicz, N. (2004). Applying Support Vector
Machines to imbalanced datasets. Machine Learning Lecture Notes in
Computer Science. Springer 3201:39-50

Amor, N. B., Benferhat, S. and Elouedi, Z. (2004). Naive Bayes vs. Decision
Trees in intrusion detection systems. Association for Computing
Machinery,pp420-424.

Anthony, L. (2005) Antconc: Design and development of a freeware corpus
analysis toolkit for the technical writing classroom. Professional
Communication Conference, Tokyo, Japan. Institute of Electrical and
Electronics Engineers, pp729-737.

Atla, A., Tada, R., Sheng, V. and Singireddy, N. (2011). Sensitivity of different
Machine Learning algorithms to noise. Journal of Computing Sciences
in Colleges. 26:96-103.

Atwell, E. S., Hughes, J., and Souter, D. C. (1994). Amalgam: Automatic
Mapping Among Lexicogrammatical Annotation Models. /n: The
Balancing Act: Combining Symbolic and Statistical Approaches to
Language-Proceedings of the Association for Computational
Linguistics Workshop. Association for Computational Linguistics. pp21-
20

Bailly-Bechet, M., Bradde, S., Braunstein, A., Flaxman, A., Foini, L., and
Zecchina, R.(2009). Clustering with shallow trees. Journal of Statistical
Mechanics: Theory and Experiment, 12:12010.

Banko, M. and Brill, E. (2001). Mitigating the paucity-of-data problem:
exploring the effect of training corpus size on classifier performance for
natural language processing. Proceedings of the First International
Conference on Human Language Technology Research, San Diego:
Association for Computational Linguistics.pp1-5

Bates, M. (1995). Models of natural language understanding. Proceedings of
The National Academy of Sciences, 92(22):9977-9982.

Bellman, R. (1957). Dynamic programming. Princeton, NJ: Princeton
University Press



154

Biber, D. and Barbieri, F. (2007). Lexical bundles in university spoken and
written registers. English for Specific Purposes, 26:263-286.

Bilenko, M., Basu, S. and Mooney, R. J. (2004). Integrating constraints and
metric learning in semi-supervised clustering. Proceedings of The
Twenty-First International Conference on Machine Learning, Banff,
Alberta, Canada: Association for Computing Machinery,pp11-19

Bontcheva, K., Cunningham, H., Roberts, |. and Tablan, V. (2010). Web-
based collaborative corpus annotation: requirements and a framework
implementation. New Challenges for Natural Language Processing
Frameworks, Valletta, Malta. [Accessed 17" March 2015]. Available
from: https://gate.ac.uk/sale/lrec2010/teamware/teamware-lrec10.pdf

Box, GP, Hunter, WG, and Hunter, JS (1978), Statistics for experimenters: an
introduction to design, data analysis, and model building, New York:
Wiley

Brants, T. (2000). TnT: A statistical Part-of-Speech tagger. Proceedings of
The Sixth Conference on Applied Natural Language Processing,
Seattle, Washington. Association for Computational Linguistics, pp224-
231

Breiman, L. (2001). Random Forests. Machine Learning, 45:5-32.

Brill, E. (1995). Transformation-based error-driven learning and natural
language processing: a case study in Part-of-Speech tagging.
Computational Linguistics. 21:543-565.

Burman, P. (1989). A comparative study of ordinary cross-validation, v-fold
cross-validation and the repeated learning-testing methods.
Biometrika, 76:503-514.

Byass, P., Fottrell, E., Huong, D. L., Berhane, Y., Corrah, T., Kahn, K. and
Muhe, L. (2006). Refining a probabilistic model for interpreting Verbal
Autopsy data. Scandinavian Journal of Public Health, 34:26-31.

Byass, P., Kahn, K., Fottrell, E., Collinson, M. A. and Tollman, S. M. (2010).
Moving from data on deaths to public health policy in Agincourt, South
Africa: approaches to analysing and understanding Verbal Autopsy
findings. Plos Medicine, 7.

Campbell OM, Gipson R. (1993). National Maternal Mortality Survey, Egypt
1992-93. Report of findings and conclusions. Cairo: Directorate of
Maternal and Child Health Care, Ministry of Health and Population

Chandramohan, D., Maude, G. H., Rodrigues, L. C., and Hayes, R. J. (1994).
Verbal Autopsies for adult deaths: issues in their development and
validation. International Journal of Epidemiology, 23(2):213-222.



155

Charikar, M. S. (2002). Similarity estimation techniques from rounding
algorithms. In proceedings of the 34th Annual Symposium on Theory
of Computing. Association for Computing Machinery, pp380-388

Chawla, N. V., Japkowicz, N. and Kotcz, A. (2004). Editorial: special issue on
learning from imbalanced data sets. Association for Computing
Machinery SIGKDD Explorations. Newsletter, 6:1-6.

Church, K. W. and Hanks, P. (1990). Word association norms, mutual
information, and lexicography. Computational Linguistics,16(1):22-29.

Clark, A. (2003). Pre-processing very noisy text. In Proceedings of
Workshop on Shallow Processing of Large Corpora, Lancaster.
[Accessed 17t March 2015]. Available from:
http://bultreebank.s481.sureserver.com/SProLaC/paper02.pdf

Cohen, A. M. (2006). An effective general purpose approach for automated
biomedical document classification. Proceedings of AMIA Annual
Symposium: American Medical Informatics Association, pp161-165

Cohen, A. M. and Hersh, W. R. (2005). A survey of current work in biomedical
text mining. Briefings in Bioinformatics, 6:57-71.

Cohen, K. B., Ogren, P. V., Fox, L. and Hunter, L. (2005). Corpus design for
biomedical natural language processing. In Proceedings of the ACL-
ISMB workshop on linking biological literature, ontologies and
databases: mining biological semantics. Association for Computational
Linguistics, pp38-45.

Danso, S., Atwell, E., Johnson, O., ten Asbroek, G., Edmond, K., Hurt, C.,
Hurt, L., Zandoh, C., Tawiah, C., Fenty, J., Amenga-E, S., Owusu-
Agyei, S. and Kirkwood, B. R.(2013a). A semantically annotated corpus
for automatic Verbal Autopsy Analysis. ICAME Journal of the
International Computer Archive of Modern English, 37:37-70

Danso, S., Atwell, E. and Johnson, O. (2013b). A comparative study of
Machine Learning methods for Verbal Autopsy text classification.
International Journal of Computer Science Issues,10(2). [Accessed
17t March 2015]. Available from: http://arxiv.org/abs/1402.4380

Debole, F. and Sebastiani, F. (2003). Supervised term weighting for
automated text categorization. In Proceedings of the 2003 Association
for Computing Machinery Symposium on Applied Computing.
Association for Computing Machinery, pp784-788.

Dodd, G. G. (1969). Elements of data management systems. Association for
Computing Machinery Computing Surveys, 1:117-133.

Dunning, T. (1993). Accurate methods for the statistics of surprise and
coincidence. Computational Linguistics. 19:1-74.



156

Edmond, K. M., Quigley, M. A., Zandoh, C., Danso, S., Hurt, C., Agyei, S. O.
and Kirkwood, B. R. (2008). Aetiology of stillbirths and neonatal deaths
in rural Ghana: implications for health programming in developing
countries. Paediatric and Perinatal Epidemiology, 22:430-437.

Elebro, K., Rd6st, M., Moussa, K., Johnsdotter, S., and Essén, B. (2007).
Misclassified maternal deaths among East African immigrants in
Sweden. Reproductive Health Matters, 15(30):153-162.

Etzioni, O., Cafarella, M., Downey, D., Popescu, A. S. T., Soderland, S., Weld,
D. S. and Yates, A. (2005). Unsupervised named-entity extraction from
the web: an experimental study. Artificial Intelligence, 165:91-134.

Fawcett, T. (2006). An introduction to ROC analysis. Pattern Recognition
Letters, 27:861-874.

Fielding, A. H. and Bell, J. F. (1997). A review of methods for the assessment
of prediction errors in conservation presence/absence models.
Environmental Conservation, 24:38-49.

Firth, J.R. (1957). Papers in Linguistics 1934-51. Oxford University Press.

Flaxman, A. D., Vahdatpour, A., Green, S., James, S. L. and Murray, C. J. L.
(2011). Random Forests For VA Analysis: multisite validation study
using clinical diagnostic gold standards. Population Health Metrics, 9.

Forman, G. (2003). An extensive empirical study of feature selection metrics
for text classification. The Journal of Machine Learning Research,
3:1289-1305.

Forman, G. (2004). A pitfall and solution in multi-class feature selection for
text classification. In proceedings of the twenty-first International
Conference on Machine Learning. Association for Computing
Machinery, p38.

Fottrell, E., Byass, P., Ouedraogo, T., Tamini, C., Gbangou, A., Sombie, I.,
Hogberg, U., Witten, K., Bhattacharya, S., Desta, T., Deganus, S.,
Tornui, J., Fitzmaurice, A., Meda, N. and Graham, W. (2007).
Revealing the burden of maternal mortality: a probabilistic model for
determining pregnancy-related causes of death from Verbal Autopsies.
Population Health Metrics. 5

Fottrell, E, and Byass P. (2010). Verbal Autopsy: methods in transition.
Epidemiologic Reviews, 32(1):8-55.

Francis, W. N. and Kucera, H. (1979). Brown corpus manual. Letters to the
Editor, Department of Linguistics, Brown University, Providence, 5,7.

Freeman, J. V., Christian, P., Khatry, S. K., Adhikari, R. K., Leclerq, S. C.,
Katz, J. and Darmstadt, G. L. (2005). Evaluation of neonatal Verbal
Autopsy using physician review versus algorithm-based cause-of-



157

death assignment in rural Nepal. Paediatric and Perinatal
Epidemiology, 19:323-331.

Friedman, J. H. (1997). On Bias, Variance, 0/1—Loss, And The Curse-of-
Dimensionality. Data Mining and Knowledge Discovery, 1:55-77.

Gabrilovich, E. and Markovitch, S. (2006) Overcoming the brittleness
bottleneck using wikipedia: enhancing text categorization with
encyclopaedic knowledge. Association for the Advancement of Artificial
Intelligence, 6:1301-1306.

Gajalakshmi, V. and Peto, R. (2006). Commentary: Verbal Autopsy procedure
for adult deaths. International Journal of Epidemiology, 35:748-750.

Gamon, M. (2004). Sentiment classification on customer feedback data: noisy
data, large feature vectors, and the role of linguistic analysis. In
Proceedings of the 20th International Conference on Computational
Linguistics. Association for Computational Linguistics, p841.

Garenne, M. and Fauveau, V. (2006). Potential and limits of Verbal Autopsies.
Bulletin of the World Health Organization, 84:164-164.

Ge, G. and Wong, G. W. (2008). Classification of premalignant pancreatic
cancer mass-spectrometry data using decision tree ensembles. BMC
Bioinformatics, 9:275.

Gentleman, R. and Carey, V. (2008). Unsupervised Machine Learning.
Bioconductor Case Studies. Springer, pp137-157.

Ghahramani, Z. (2001). An introduction to hidden markov models and
Bayesian networks. International Journal of Pattern Recognition and
Artificial Intelligence, 15(01):9-42.

Glinz, M. (2007). On non-functional requirements. In Proceedings of
Requirements Engineering Conference. Institute of Electrical and
Electronics Engineers, pp 21-26.

Goweder, A. and De Roeck, A. (2001). Assessment of significant Arabic
corpus. Arabic Language Processing: Status and Prospects. In
Proceedings of Arabic NLP Workshop at European Chapter of the
Association for Computational Linguistics. Toulouse, France.
[Accessed 17t March 2015]. Available from:
http://www.elsnet.org/arabic2001/goweder.pdf

Graesser, A., Mcnamara, D., Louwerse, M. and Cai, Z. (2004). Coh-metrix:
analysis of text on cohesion and language. Behaviour Research
Methods, 36:193-202.

Greenbaum, S. and Nelson, G. (1996). The international Corpus of English
(ICE) project. World Englishes, 15:3-15.



158

Quigley, M. A. (2005). Commentary: Verbal autopsies—from small-scale
studies to mortality surveillance systems. International Journal of
Epidemiology, 34(5):1087-1088.

Han, J., Kamber, M. and Pei, J. (2006). Data Mining: Concepts and
Techniques, San Francisco: Morgan Kaufmann Publishers

Hand, D. J. (2006). Classifier technology and the illusion of progress.
Statistical Science, 21(1):1-14

Harris, Z. S. (1951). Methods in Structural Linguistics. Chicago, IL, US:
University of Chicago Press.

Hoey, M. (2007). Lexical Priming: a new theory of words and language.
Functions of Language 14(2). 283-294

Hospedales, T. M., Gong, S., and Xiang, T. (2013). Finding rare classes:
active learning with generative and discriminative models. Knowledge
and Data Engineering, Institute of Electrical and Electronics Engineers
Transactions, 25(2):374-386.

Hotho, A., Nurnberger, A. and Paaab, G. (2005). A brief survey of Text Mining.
Journal for Computational Linguistics and Language Technology,
20:19-62

Hripcsak, G. and Heitjan, D. F. (2002). Measuring agreement in Medical
Informatics reliability studies. Journal of Biomedical Informatics,
35:pp99-110.

Huang, Z., Eidelman, V., and Harper, M. (2009). Improving a simple bigram
HMM part-of-speech tagger by latent annotation and self-training. In
Proceedings of Human Language Technologies: The 2009 Annual
Conference of the North American Chapter of the Association for
Computational Linguistics, Companion Volume: Short Papers, pp213-
216.

Hurt, L., Ten Asbroek, A., Amenga-Etego, S., Zandoh, C., Danso, S., Edmond,
K., Hurt, C., Tawiah, C., Hill, Z. and Fenty, J. (2013). Effect of Vitamin
A supplementation on cause-specific mortality in women of
reproductive age in Ghana: a secondary analysis from the Obaapavita
trial. Bulletin of the World Health Organization, 91:19-27.

ICD-10 (1992). International statistical classification of diseases and related
health problems. Tenth Revision. Geneva: World Health Organization

James, S. L., Flaxman, A. D. and Murray, C. J. (2011). Performance of the
tariff method: validation of a simple additive algorithm for analysis of
verbal autopsies. Population Health Metrics, 9:31.

Japkowicz, N. and Stephen, S. (2002). The class imbalance problem: a
systematic study. Intelligent Data Analysis, 6:29-449.



159

Jensen, D. D. and Cohen, P. R. (2000). Multiple comparisons in induction
algorithms. Machine Learning, 38(3):309-338.

Jiang, L., Wang, D., Cai, Z. and Yan, X. (2007). Survey of improving Naive
Bayes for classification. Advanced Data Mining and Applications,
pp134-145.

Joachims, T. (1998). Text Categorization with support vector machines:
learning with many relevant features. Springer Berlin Heidelberg

John, G. H. and Langley, P. (1995). Estimating continuous distributions in
Bayesian classifiers. In Proceedings of the Eleventh Conference on
Uncertainty in Artificial Intelligence. San Francisco: Morgan Kaufmann
Publishers.

Johansson, S., Atwell, E., Garside, R., & Leech, G. (1986). The tagged LOB
corpus: users’ manual. Norwegian Computing Centre for the
Humanities, Bergen.

Joshi, R., Lopez, A. D., Macmahon, S., Reddy, S., Dandona, R., Dandona, L.
and Neal, B. (2009). Verbal Autopsy coding: are multiple coders better
than one? Bulletin of The World Health Organization, 87:1-57.

Jurafsky, D. and Martin, J. H. (2000). Speech and Language Processing,
Pearson Education India.

Jurafsky, D., Martin, J. H., Kehler, A., Vander Linden, K. and Ward, N. (2000).
Speech and Language Processing: An introduction to Natural
Language Processing, Computational Linguistics, and Speech
Recognition, MIT Press.

Kahn, K., Tollman, S. M., Garenne, M. and Gear, J. S. S. (2000). Validation
and application of Verbal Autopsies in a rural area of South Africa.
Tropical Medicine and International Health, 5:824-831.

Keerthi, S. S., Shevade, S. K., Bhattacharyya, C. and Murthy, K. R. K. (2001).
Improvements To Platt's SMO Algorithm For SVM Classifier Design.
Neural Computation, 13; pp637-649.

Kim, J. D., Ohta, T., Tateisi, Y. and Tsujii, J. (2003). Genia Corpus - A
semantically annotated corpus for Bio-Text mining. Bioinformatics,
19:180-1182.

King, G. and Lu, Y. (2008). Verbal Autopsy methods with multiple causes of
death. Statistical Science, 23:78-91.

King, G., Lu, Y. and Shibuya, K. (2010). Designing Verbal Autopsy Studies.
Population Health Metrics, 8:p19.



160

Kirkwood, B. R., Hurt, L., Amenga-Etego, S., Tawiah, C., Zandoh, C., Danso,
S., Hurt, C., Edmond, K., Hill, Z., Ten Asbroek, G., Fenty, J., Owusu-
Agyei, S., Campbell, O. and Arthur, P.(2010). Effect of Vitamin A
supplementation in women of reproductive age on maternal survival in

Ghana (Obaapavita): a cluster-randomised, placebo-controlled trial.
The Lancet, 375:1640-1649.

Kirkwood, B. R., Manu, A., Ten Asbroek, A. H., Soremekun, S., Weobong, B.,
Gyan, T., Danso, S., Amenga-Etego, S., Tawiah-Agyemang, C. and
Owusu-Agyei, S. (2013). Effect of the Newhints home-visits
intervention on neonatal mortality rate and care practices in Ghana: a
cluster randomised controlled trial. The Lancet, 381(9884):2184-2192.

Knowles, G. and Zuraidah Mohd, D. (2003). Tagging a corpus of Malay texts,
and coping with 'syntactic drift'. In Proceedings of the Corpus Linguistics
Conference, Lancaster, UK. [Accessed 17t March 2015]. Available
from: http://ucrel.lancs.ac.uk/publications/cl2003/papers/knowles.pdf

Kohavi, R.(1995). A study of cross-validation and bootstrap for accuracy
estimation and model selection. In Proceedings of 14th International
Joint Conference on Attificial Intelligence. [Accessed 17" March
2015]. Available from:
http://frostiebek.free.fr/docs/Machine%20Learning/validation-1.pdf

Kong, E. B. and Dietterich, T. G.(1995). Error-correcting output coding
corrects bias and variance. In proceedings of International Conference
on Machine Learning,. Tahoe City, California, USA. [Accessed 17!
March 2015]. Available from:
http://www.diku.dk/OLD/undervisning/2002e/156/Lectures/Lecture11/
error-correcting-output-coding.pdf

Kotsiantis, S., Zaharakis, |. and Pintelas, P. (2006). Machine Learning: a
review of classification and combining techniques. Artificial Intelligence
Review, 26:159-190.

Kotsiantis, S. B., Zaharakis, I. and Pintelas, P. (2007). Supervised machine
learning: a review of classification techniques. Informatica, 31:249-268

Kudo, T. and Matsumoto, Y. A (2004). Boosting algorithm for classification of
semi-structured text. In Proceedings of Conference on Empirical
Methods in Natural Language Processing, Dekai Wu, Hong Kong.
pp301-308.

Kuo, F. Y. and Sloan, |. H. (2005). Lifting the curse of dimensionality. Notices
of The American Meteorological Society, 52:1320-1328.

Lakeland, C. and Knott, A.( 2004). Implementing a lexicalised statistical
parser. In Proceedings of the Australasian Language Technology
Workshop. Sydney Australia, pp47-54.



161

Lamontagne, L., Marchand, M., Caropreso, M. and Matwin, S. (2006). Beyond
the bag of words: a text representation for sentence selection.
Advances In Artificial Intelligence. Lecture Notes in Computer Science.
Springer Heidelberg. 4013:324-335.

Lan, M., Tan, C. L., Low, H. B. and Sung, S. Y. (2005). A comprehensive
comparative study on term weighting schemes for text categorization
with support vector machines. In Proceedingsof 114th International
Conference on World Wide Web. ACM pp1032-1033.

Lan, M., Tan, C. L., Su, J. and Lu, Y. (2009). Supervised And Traditional Term
Weighting Methods For Automatic Text Categorization. Pattern
Analysis And Machine Intelligence, Institute of Electrical and
Electronics Engineers Transactions, 31:721-735.

Landis, J. R. and Koch, G. G. (1977). The Measurement Of Observer
Agreement For Categorical Data. Biometrics, pp159-174.

Lang, D. (2007). Consultant report-natural language processing in the health
care industry. Cincinnati Children’s Hospital Medical Center, Winter.

Leaman, R., Wojtulewicz, L., Sullivan, R., Skariah, A., Yang, J. and Gonzalez,
G. (2010). Towards internet-age pharmacovigilance: extracting
adverse drug reactions from user posts to health-related social
networks. Association for Computational Linguistics, pp117-125.

Leech, G. (1993). Corpus annotation schemes. Literary and Linguistic
Computing. 8:275-281.

Leopold, E. and Kindermann, J. (2002). Text categorization with support
vector machines. How to represent texts in input space? Machine
Learning, 46:423-444.

Lewis, D. D. (1992). An evaluation of phrasal and clustered representations
on a text categorization task. In Proceedings of the 15th Annual
International Conference on Research and Development in Information
Retrieval. Copenhagen, Denmark: Association for Computing
Machinery, pp37-50

Lewis, D. D. and Jones, K. S. (1996). Natural language processing for
information retrieval. Communications of the Association for
Computing Machinery. 39:92-101.

Li, S., Xia, R., Zong, C. and Huang, C. R. (2009). A framework of feature
selection methods for text categorization. Association for
Computational Linguistics, pp692-700.

Li, Y., Bontcheva, K. and Cunningham, H. (2009). Adapting SVM for data
sparseness and imbalance: a case study in information extraction.
Natural Language Engineering, 15:241-271.



162

Liu, Y., Loh, H. T. and Sun, A. (2009). Imbalanced text classification: a term
weighting approach. Expert Systems with Applications, 36:690-701.

Loper, E. and Bird, S. (2002). NLTK: The Natural Language Toolkit. In
Proceedings of the ACL-02 Workshop on Effective Tools and
Methodologies for Teaching Natural Language Processing and
Computational Linguistics - Volume 1. Philadelphia, Pennsylvania:
Association for Computational Linguistics, pp63-70.

Lawn, J. E., Wilczynska-Ketende, K., and Cousens, S. N. (2006). Estimating
the causes of 4 million neonatal deaths in the year 2000. International
Journal of Epidemiology, 35(3):706-718.

Manning, C. D., Schutze, H. and Mitcognet (1999). Foundations of Statistical
Natural Language Processing, MIT Press.

Matsumoto, S., Takamura, H. and Okumura, M. (2005). Sentiment
classification using word sub-sequences and dependency sub-trees.
Advances in Knowledge Discovery and Data Mining, pp21-32.

McCallum, A. and Nigam, K. (1998). A comparison of event models for Naive
Bayes text classification. In Proceedings of the Association for the
Advancement of Artificial Intelligence-98 workshop on learning for text
categorization, Madison, Wisconsin, USA, pp41-48.

McEnery, T. and Wilson, A. (1996). Corpus Linguistics, Edinburgh University
Press. Edinburgh.

Mckeown, K. R. and Radev, D. R. (2000). Collocations. Handbook Of Natural
Language Processing. Marcel Dekker.

Miller, G. A. (1995). WordNet: a lexical database for English. Communications
of the Association for Computing Machinery, 38(11):39-41.

Mitchell, T. M. (1997). Machine Learning. Mcgraw Hill International.

Moschitti, A. and Basili, R. (2004). Complex linguistic features for text
classification: a comprehensive study. Advances in Information
Retrieval, Lecture Notes in Computer Science, 2997:181-196.

Murray, C., Lopez, A., Feean, D., Peter, S. and Yang, G. (2007). Validation of
the symptom pattern method for analysing verbal autopsy data. Plos
Medicine, 4:1739-1753.

Murray, C. J., Lopez, A. D., Black, R., Ahuja, R., Ali, S. M., Baqui, A,
Dandona, L., Dantzer, E., Das, V. and Dhingra, U. (2011). Population
health metrics research consortium gold standard verbal autopsy
validation study: design, implementation, and development of analysis
datasets. Population Health Metrics, 9: 27.



163

Newman, M. E. J. 2005. Power laws, pareto distributions and Zipf's Law.
Contemporary Physics, 46: 323-351.

Nigam, K., McCallum, A. K., Thrun, S. and Mitchell, T. (2000). Text
classification from labelled and unlabelled documents using EM.
Machine Learning, 39: 103-134.

Nikfarjam, A. and Gonzalez, G. H. (2011). Pattern Mining for Extraction of
Mentions of Adverse Drug Reactions From User Comments. AMIA
Annual Symposium Proceedings. American Medical Informatics
Association.2011: pp1019.

Oberlander, J. and Nowson, S. (2006) Whose Thumb Is It Anyway?:
Classifying Author Personality From Weblog Text. Proceedings Of The
Coling/ACL on Main Conference Poster Sessions. Association For
Computational Linguistics, pp627-634.

Pakhomov, S., Shah, N., Hanson, P., Balasubramaniam, S. and Smith, S. A.
(2008) Automatic quality of life prediction using electronic medical
records. American Medical Informatics Association, pp545.

Pakhomov, S., Weston, S. A., Jacobsen, S. J., Chute, C. G., Meverden, R.
and Roger, V. L. (2007). Electronic Medical Records for Clinical
Research: Application To The Identification Of Heart Failure. The
American Journal of Managed Care, 13: pp281.

Paul, D. B., and Baker, J. M. (1992). The design for the Wall Street Journal-
based CSR corpus. In Proceedings of the workshop on Speech and
Natural Language. Association for Computational Linguistics, pp357-
362

Pang, B. and Lee, L. (2004). A sentimental education: sentiment analysis
using subjectivity summarization based on minimum cuts. In
Proceedings of the 42nd Annual Meeting on Association for
Computational Linguistics. Barcelona, Spain: Association for
Computational Linguistics. [Accessed 17" March 2015]. Available
from: http://aclweb.org/anthology/P/P04/P04-1035.pdf

Pang, B. and Lee, L. (2005). Seeing stars: exploiting class relationships for
sentiment categorization with respect to rating scales. Annual Meeting-
Association for Computational Linguistics, p115.

Pearce, D. A (2002). Comparative evaluation of collocation extraction
techniques. In Proceedings of the 3rd International Conference on
Language Resources and Evaluation, pp1530-1536.

Pearce, D. (2001). Using conceptual similarity for collocation extraction. In
Proceedings of the Fourth Annual cLuk Colloquium. [Accessed 17t
March 2015]. Available from:
http.//citeseerx.ist.psu.edu/viewdoc/download;jsessionid=14F65DC73



164

C4B4FB2403A43BA3A436637?doi=10.1.1.12.2977&rep=rep1&type=
pdf

Pereira, F., Mitchell, T. and Botvinick, M. (2009). Machine Learning Classifiers
and FMRI: a tutorial Overview. Neuroimage, 45:199-2009.

Pestian, J. P., Brew, C., Matykiewicz, P., Hovermale, D., Johnson, N., Cohen,
K. B. and Duch, W. (2007). A shared task involving multi-label
classification of clinical free text. Association for Computational
Linguistics, pp97-104.

Platt, J. (1999). Probabilistic outputs for support vector machines and
comparisons to regularized likelihood methods. Advances in Large
Margin Classifiers, 10:61-74.

Quigley, M., Schellenberg, J. and Snow, R. (1996). Algorithms for verbal
autopsies: a validation study in Kenyan children. Bulletin of the World
Health Organization, 74:147-154.

Rayson, P. and Garside, R. (2000). Comparing corpora using frequency
profiling. In Proceedings of the Workshop on Comparing Corpora.
Hong Kong: Association for Computational Linguistics,pp1-6

Reeves, B. C., and Quigley, M. (1997). A review of data-derived methods for
assigning causes of death from Verbal Autopsy data. International
Journal of Epidemiology, 26(5):080-1089.

Rennie, J. D., Shih, L., Teevan, J. and Karger, D.(2003). Tackling the poor
assumptions of Naive Bayes text classifiers. In Proceedings of the
Twentieth International Conference on Machine Learning,
Washington DC, [Accessed 17" March 2015]. Available from:
http://www.aaai.org/Papers/ICML/2003/ICML03-081.pdf

Rifkin, R. and Klautau, A. (2004). In defense of one-vs-all classification. The
Journal of Machine Learning Research, 5:101-141.

Riloff, E. (1995). Little words can make a big difference for text classification.
In Proceedings of the 18" International Association for Computing
Machinery, Special Interest Group on Information Retrieval Conference
on Research and Development In Information Retrieval. Association for
Computing Machinery, pp130-136.

Roberts, A., Gaizauskas, R., Hepple, M., Demetriou, G., Guo, Y., Roberts, I.
and Setzer, A. (2009). Building a semantically annotated corpus of
clinical texts. Journal Of Biomedical Informatics, 42:50-966.

Ruch, P., Baud, R. and Geissbuhler, A. (2003) . Using lexical disambiguation
and named-entity recognition to improve spelling correction in the
electronic patient record. Artificial Intelligence In Medicine, 29:169-184.



165

Salton, G. and Buckley, C. (1988). Term-weighting approaches in automatic
text retrieval. Information Processing and Management, 24:513-523.

Samuel, A. L. (2000). Some studies in machine learning using the game of
checkers. IBM Journal of Research and Development, 44:206-226.

Scott, S. and Matwin, S. (1999). Feature engineering for text classification.
In Proceedings of the Sixteenth International Conference on Machine
Learning. [Accessed 17! March 2015]. Available from:
http://comp.mq.edu.au/units/comp348/reading/scott99feature.pdf

Sebastiani, F. (2002). Machine learning in automated text categorization.
Association for Computing Machinery Computing Surveys, 34:1-47.

Seretan, V., Nerima, L. and Wehrli, E.(2003). Extraction of multi-word
collocations using syntactic bigram composition. In Proceedings of the
Fourth International Conference on Recent Advances in Natural
Language Processing, 10-12, Borovets, Bulgaria. pp424-431.

Smith, B. and Fellbaum, C. (2004). Medical WordNet: a new methodology
for the construction and validation of information resources for
consumer health. In Proceedings of the 20th International Conference
on Computational Linguistics. Geneva, Switzerland. Association for
Computational Linguistics. [Accessed 17! March 2015]. Available
from: http://delivery.acm.org/10.1145/1230000/1220409/p371-
smith.pdf

Smith, K., Megyesi, B., Velupillai, S. and Kvist, M. (2014). Professional
language in Swedish clinical text: Linguistic characterization and
comparative studies. Nordic Journal of Linguistics, 37(02):297-323.

Sokolova, M.,and Lapalme, G. (2009). A systematic analysis of performance
measures for classification tasks. Information Processing and
Management, 45:427-437

Soleman, N., Chandramohan, D. and Shibuya, K. (2005). Word Health
Organisation technical consultation on Verbal Autopsy tools. Geneva.
Switzerland [Accessed 17th March 2015]. Available from:
http://www.who.int/healthinfo/statistics/mort_verbalautopsy.pdf

Soleman, N., Chandramohan, D. and Shibuya, K. (2006). Verbal Autopsy:
current practices and challenges. Bulletin of the World Health
Organization, 84:239-245

Spasic, |., Ananiadou, S., Mcnaught, J. and Kumar, A. (2005). Text mining
and ontologies in biomedicine: making sense of raw text. Briefings in
Bioinformatics, 6:239-251.



166

Sriurai, W., Meesad, P., and Haruechaiyasak, C. (2010). Improving web page
classification by integrating neighbouring pages via a topic model. In
Proceedings of 10th International Conference on Innovative Internet
Community Systems. Gl-Lecture. pp238-246

Sun, A. and Lim, E. P. (2001). Hierarchical text classification and evaluation.
Computer Society, Institute of Electrical and Electronics Engineers, pp
521.

Tateisi, Y., Yakushiji, A., Ohta, T. and Tsuijii, J. I. (2005). Syntax annotation
for the GENIA corpus. In Proceedings of Second International Joint
Conference on Natural Language Processing. Lecture Notes in
Artificial Intelligence, Springer, 3651:222-227.

Telishevka, M., Chenet, L., and McKee, M. (2001). Towards an understanding
of the high death rate among young people with diabetes in
Ukraine. Diabetic Medicine, 18(1):3-9.

Tsuruoka, Y., Tateishi, Y., Kim, J. D., Ohta, T., Mcnaught, J., Ananiadou, S.
and Tsujii, J. I. (2005). Developing a robust Part-of-Speech tagger for
biomedical text. Advances in Informatics. Lecture Notes in Computer
Science, Springer, 3746:382-392

Turney, P. D. (2002). Thumbs up or thumbs down?: semantic orientation
applied to unsupervised classification of reviews. In Proceedings of the
40th Annual Meeting on Association for Computational Linguistics.
Philadelphia, Pennsylvania: Association for Computational Linguistics,
pp417-424.

Valentini, G. and Dietterich, T. G. (2004). Bias-variance analysis of support
vector machines for the development of SVM-based ensemble
methods. The Journal of Machine Learning Research, 5:725-775.

Vapnik, V. N. (1999). An overview of statistical learning theory. Neural
Networks, Institute of Electrical and Electronics Engineers
Transactions,10:988-999.

Wallis, S. and Nelson, G. (2001). Knowledge Discovery In Grammatically
Analysed Corpora. Data Mining and Knowledge Discovery, 5:305-335.

Wang, P. and Domeniconi, C. (2008). Building semantic kernels for text
classification using Wikipedia. In Proceeding of the 14th Association
for Computing Machinery International Conference on Knowledge
Discovery and Data Mining. Association for Computing Machinery,
pp713-721

Weiss, G. M. (1995). Learning with rare cases and small disjuncts. In
Proceedings of International Conference on Machine Learning, Tahoe
City, California, USA. [Accessed 17" March 2015]. Available from:
http://www.aaai.org/Papers/AAAI/2000/AAAI00-102.pdf



167

Wilks, Y. and Stevenson, M.(1998). Word sense disambiguation using
optimised combinations of knowledge sources. In Proceedings of the
17th International Conference on Computational Linguistics-.
Association for Computational Linguistics, 2:1398-1402

Witten, I. H. and Frank, E. (2005). Data mining: practical machine learning
tools and techniques, Morgan Kaufmann.

l. Witten, G. Paynter, E. Frank, C. Gutwin, and C. Nevill-Manning (1999). KEA:
practical automatic keyphrase extraction. In Proceedings of the Fourth
. Association for Computing Machinery Conference on Digital Libraries.
. Berkeley, CA, USA. Association for Computing Machinery, pp254—
255

Winbo, I. G., Serenius, F. H., Dahlquist, G. G., and Kallén, B. A. (1998). NICE,
a new cause of death classification for stillbirths and neonatal deaths.
International journal of epidemiology, 27(3):499-504

World Health Organisation (2004). World Report on Knowledge for Better
Health: Strengthening Health Systems, Geneva: World Health
Organization. [Accessed 17" March 2015]. Available from:
http://www.who.int/rpc/meetings/en/world_report_on_knowledge_for_
better health2.pdf

World Health Organisation (2012). Verbal Autopsy Standards: 2012 World
Health Organization Verbal Autopsy Instrument, Geneva, World
Health Organization. [Accessed 17" March 2015]. Available from:
http.//www.who.int/healthinfo/statistics/WHO_VA 2012 _RC1_Instrum
ent.pdf

Worzel, W., Almal, A. and Maclean, C. (2007). Lifting the curse of
dimensionality. Notices of the American Mathematical Society.
52:1320-1328

Wu, H. C,, Luk, R.W. P., Wong, K. F. and Kwok, K. L. (2008). Interpreting TF-
IDF term weights as making relevance decisions. Association for
Computing Machinery Transactions on Information Systems, 26:1-37

Yahya, A. (1989 ) On the complexity of the initial stages of Arabic text
processing. Great Lakes Computer Science Conference, Kalamazzo,
Michiga. U.S.A

Youmans, G. (1991). A new tool for discourse analysis: the vocabulary-
management profile. Language. 67(4):763-789

Zheng, Z., Wu, X. and Srihari, R. (2004). Feature selection for text
categorization on imbalanced data. ACM SIGKDD Explorations
Newsletter, 6. pp80-89.



168



169

List of Abbreviations

CSMF  Cause-Specific Mortality Fractions
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SVM Support Vector Machine
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TFiD  Term Frequency Inverse Document Frequency
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Appendix A - Data Management Manual

This document shows the manual which provides detailed information
regarding the system that was setup to manage data obtained from the
surveillance system that was established as part of a large-scale
epidemiological study — the ObaapaVita study. The ObaapaVita study
required individuals to routinely collect data, including Verbal Autopsies from
200,000 participants over the course of approximately 10-years, which
amounted to over one million records that were handled by the data
management system.
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Introduction

The Data Management System (DMS) is developed to handle complex data
on around 200,000 women. The large number of different forms that are
processed creates a huge potential for error if the data is not managed in an
efficient manner. This document describes the DMS processes and
functionalities developed to ensure quality data was obtained. Database
schema of the DMS is as shown in Figure 1 below.

Database Schema of the DMS.

PL_CORR
PL_VDET —| 1o 983
PL_VERI 1D [732} »| PL_VDET_ID |732
1D [56] 3| PL_VERLID | 56 CFIELDNAME | ABDPAIN
¥ PL_DNLD_ID | 17 _|—» IREPD_CNT | 3
PL_DNLD IREPD 3H DD_MSC_ID | -10000
1D 7 1sTATUS  [(33) IARECORD | 12
ITABLEID IBRECORD | 14 PL_CORR
IDISTRID IERRORS 3 11D 984
INUMRECSA |49 DD_TABLES -—| PL_VDET_ID |732
INUMRECSB | 50 i a CFIELDNAME |JAUNDICE
CNAME | MONTHPREG
DD_DISTRICTS
e PL_CORR
CNAME | TECHIMAN — 1D 985
—{ pL_vDET_ID |732
CFIELDNAME [WOMANID

Figure 1. Database schema of the DMS

Figure 1 shows the database tables and relationships used in driving the
system at various stages of the process.

Scheduling of fieldwork and distribution of forms

The DMS scheduling functionality is used to instruct each fieldworker which
women they to visit each day and which forms need to be administered to
each woman. The scheduling reports and forms are distributed from KHRC
support office to the field site offices in the 7 districts in which the study was
carried out, and the offices distributes the forms to fieldworkers via their field
team coordinators and supervisors.

Data Entry

The DMS screens are designed to look the same as the fieldworkers’ forms.
The DMS runs on a network which is managed using a windows server. The
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protocol demands that each form is double entered by two different data entry
clerks. Data entry occurs independently and verification checks are not
performed as data was entered. This is because on-line verification was tried
and was found to slow the process down too much to be feasible. The DMS
temporally stores the data first for second streams of data entry to be stored
on the server in sub-directory “A” and “B” respectively. These instructions are
given to data entry clerks prior to entry. Data entry clerks work in teams to
each clerk would always enter their data into the same stream. As a rule of
thumb, data entry clerks should are to enter the data into the computer exactly
as it appear on the form and must never change the information on the form.
Data entry clerks do not specialize in entering particular forms. Each clerk
enters all types of form. These forms are then stored in their respective tables
within the DMS.

Data Verification

Data verification functionality of the DMD allows typographical errors to be
corrected. This process detects errors made during data entry on computer
but not errors made when the forms are completed. The data supervisors
correct these errors and then repeat the verification check. After a verification
check is performed the record is saved so that if necessary it can later be
proved that the verification check was performed. Once the stream A and
stream B entries are seen to be identical there should be no remaining errors
created by mistakes in data entry. The data can then be passed on to the data
managers for further cleaning.

Data Validation

Data validation functionality of the DMS allows range and logically inconsistent
check to be performed. This is to ensure that the data is realistic. Range
checks identify answers which are not possible. For example: one item on the
Month questionnaire records how many capsules the woman in question has
remaining from the last distribution. She could have 0, 1, 2, 3 or 4. These
answers are acceptable, as is “8” to indicate the vial was not seen. The answer
“9”, which is often used to denote not applicable is not acceptable as this
question is always applicable. “5”, “6” or “7” are also impossible answers, as
they fall outside the range of acceptable answers and thus are picked up with
range checks. Logical inconsistencies are slightly different. Here is an

example of a logical inconsistency:
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In one question it is recorded that a woman answered that she had never given birth

but in a subsequent question she answered that she has two children.

When some of these unacceptable entries or inconsistencies are identified,
they complete query forms which are referred to the support office and
subsequently to the field for checking and correction.

Database Updates and production of reports

At the end of each week the databases is updated. There are four databases
which combine information from the questionnaire forms. These are:

e woman.dbf: lists all women enrolled in the study. This database is used
for producing listings for the Month(standard), Month(pregnancy), 2-
Week Postpartum, 6-Week Postpartum, Adult Verbal Autopsy,
Adherence and Profile questionnaires.

o female10_14.dbf: lists women who are aged 10 to 14 years. This
database can be used to update the women database as these women
become old enough to enter the study.

e active_infants.dbf: lists infants who are currently being followed up.
This database is use to produce listings for the Infant forms and will be
used for the Infant Verbal Post-Mortem questionnaires.

e compounds.dbf: lists all compounds from the initial survey pre-
recruitment. This database was used for performing geographical
information system mapping to allocate compounds into clusters.

The DMS reports are generated based on these databases. This process is
essential to ensure that every woman is visited at the correct time and that the
correct questionnaires are administered. As the number of women in the study
is extremely high the system for producing the reports must be robust. Various
database management techniques are employed to efficiently manage this
process within the DMS.

Additional progress reports and data analysis

An additional requirement of the DMS is to facilitate the analysis of the data
collected and generate progress reports for key indicators. For flexibility the
DMS system allow for the following options to be selected in terms of
generating output: A Visual FoxPro Report, CSV (Comma Separated Values)
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file, Excel File. This is done each week and sometimes on ad-hoc basis as
and when required. Reports include the following:

Information type Details

1. Number of women visited ¢ Number (%) successfully seen

e Number who died

e Number of these deaths that occurred within
the post-partum period

e Number who became pregnant

e Number of pregnancies ended

e Number of births recorded

2. Number of babies born e  Number of deaths recorded

3. Number of infant visits e Number (%) successfully completed
made e Number of infant deaths

4. Summaries e Registered in trial

e  Currently active

e Died

e Withdrew

e Lost to follow-up (moved/prolonged absence)
e  Number of women moved within study area

e Completed pregnancies

e Registered births

e Number of maternal deaths
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Appendix B — The VA Questionnaire

This section provides a complete example of VA questionnaire used when
collecting the data for this project. Personal details written on the
questionnaire have been redacted for anonymity.
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1. BACKGROUND and ID:

PLEASE VERIFY ALL THE INFORMATION ON THE PRINTED LABEL BELOW. START BY ASKING FOR THE
MOTHER’S NEOVITA ID CARD. IF THE NEOVITA CARD IS MISSING, PLEASE ASK TO EXAMINE THE ANC
CARD, THE CHILD HEALTH RECORD, or ANY OTHER SOURCE THAT MAY HAVE THE INFORMATION. IF
ANY OF THE INFORMATION IS INCORRECT, PLEASE CORRECT IT.

NCLUSTER

1.1 Neluster.....ooveverneennns

1.2, Woman’s ID.............

1.3. Woman's name

1.4. Infant ID number..

1.5, Date of delivery (080808 =NKJ..............

1.6, Date of death [080808 = NK].............
ONFIRM THE DATE OF DEATH LIS

WOMANID

WOMNAME

SUBIECTID

DATEDELIV

DATEDIED

“THROUGH DATE ON LABEL AND RECORD CONFIRMED DATE.

TED ON THE LABEL. IF CONFIRM A DIFFERENT DATE, DOUBLE LINE

16,1 Akwadaa no Wu U berd anaa pa bera?...vrevmessssssnssisinnns [MRainy [2.Dry [8.NK | 5
1.6.2. IF DATE OF DEATH IS NK (08080808), then ask the woman: Na akwadaa no adi nfie sen bere wo wowuye no?
1. Within 24 hours of birth | 2. 1-13 days 3. 2-3 weeks 4. 4.7 weeks b
5. 2-3 months 6. 4-5 months 7. 6-11 months 8. NK @*IA, date known

1.7. PLACE THE INFANT IN ONE OF THE FOLLOWING GROUPS. CONFIRM THIS WITH THE RESPONDENT DURING

THE INTERVIEW.

1. Stillbirth = Born dead / child did not cry or move
or breathe after birth after 22w gestation

0to 6 days

@aﬂy neonatal death = Live birth with age at death

CLASSIF

3. Late neonatal death =

Live birth with age at death
7-27 days

days or more

4. Postneonatal death = Live birth with age at death 28

. x VERIFY
L8.D1dy(’1u verify the 1. Yes, verified with @Yes, verified without | 3. No, Neovita card lost and
WOMAN'S ID on the S — : ,
label? eovita card. Neovita card. no other source to verify.

. DATEVISIT
1.9, Date OF IMEIVIEW: -.vovererviviraseeiivessssassisssn D‘ | l el 500 | ) R
: — W
110 SEAET GO, v erveeesesesese e eeebabasssr et o0 ol H
TIMEBEG
111, Time interview began. 24 hour clock. ........oosueersesieessismmsmmmmmnos [ 1O L& ]
TIMEFIN
1.12. Time interview finished. 24 hour clock .....covovvoiiiiiiiis l ' b

2, INFORMATION ABOUT THE RESPONDENT

ASK TO SPEAK TO THE MOTHER O
JLLNESS THAT LED TO THE INFANT

HOUSEHOLD WHEN THE MOTHER OR CARETAKER WILL BE HOME.

21, 1S A RESPONDENT AVAILABLE? w.ccovvevvinssissimessssssnnn
2.2 CONSENT GIVEN FOR VERBAL AUTOPSY?....ccoccon

IF RESPONDENT DOES NOT GIVE CONSENT
ANOTHER RESPONDENT. IF NECESSARY PL
FIND A RESPONDENT AND COMPLETE THE I
PLEASE SUBMIT AS PROBL

2.3. RESPONDENT’S NAME:

R TO ANOTHER ADULT CARETAKER WHO WAS PRESENT DURING THE
'S DEATH IF THIS IS NOT POSSIBLE, ARRANGE A TIME TO VISIT THE

2.No

’ @Yes

RESPOND

2.No

@Yes

9. NA no respondent

VPMCONS

, OR THERE IS NO RESPONDENT, PLEASE TRY TO FIND
EASE RETURN TO THE COMPOUND AT ANOTHER TIME TO
NTERVIEW. IF THERE WILL NEVER BE A RESPONDENT,

bMSPNME 3
1
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24, RESPONDENT’S AGE.....ccovvurivnirieriiiniinismniinneen s essirnnsnnsss s 7_ l RESPAGE
2.5 WHAT IS THE RELATIONSHIP OF THE MAIN RESPONDENT TO THE DECEASED CHILD?
11. Mother | 12. Father { @ Grandmother | 14. Grandfather | 15. Aunt | 16. Uncle Bt
17. TBA 18. Other male: 19. Other female :
2.6. Na nipa a dreyi nsim yi ano no ne akwadaa no na dte aberd a HrebAwu 10 BNAA7.vvvvvvevsvrecro @Yes DNo | MEERE
2.7. TOTAL NUMBER PRESENT WHO PARTICIPATED AT INTERVIEW (EXCLUDING AQIINT
e T NS B 512
2 8. OF THOSE PARTICIPATING IN THE INTERVIEW, WERE THE FOLLOWING PERSONS PRESENT
AT THE ILLNESS THAT LED TO STILLBIRTH, DEATH OR HOSPITALISATION?
281 THE TS TIOMEL, .1, svevomassussessossssibbiorsiasinshosssorsnsminsssiiaiiins T T L
05 The A ERmE S TR s vopas s covmirsovemmismssnevsismens pine v o aR s b aaier s 1. Yes @)Io FRESDRATHR
2.8.3. The infant’s grandmother ....c...coovvi i (©)Yes T
2.8.4. The infant’s grandfather. .........ccooovorirrimiineni 1. Yes @;N | AT
085 TRE TRFEIS BIHE s amnnsnsssmmssinnsssomsssnsss b iasTh S pm e s bt @ch 2o | FREsIRATHY
B8 The TRt S e IE s s s s e e 1. Yes eNo FRESUEATHS
e 7 T e o 1. Yes @\NO ERESDEATH]
2.8.8. Other, SPECIFY: 1. Yes @o FREDEATI
9.9 [F THE RESPONDENT 1S NOT THE MOTHER, GIVE THE REASON WHY:
3 1 H H RESPMO
1. Mother is not resident @Mother SN0t | 3 ppoieris dead 4. Mother isnot 5. Mother
compound member present capable of answering refused
6. Other: 8. NK 9. NA, mother is informant
L=
2.10. Maame no apomuden te sen seisei?
J[l Healty 210 | 3. Notalive 8. NK 9. Not epplicable P
2 11, IF THE MOTHER 1S DEAD:
. 11.1. Nna dodod san wd awod no akyi na 0wui? ... MODIED
[888 NK, 999 NA / DID NOT DIE, 000 if less than 24 hours or died during delivery] c? ﬂ D’
2.11.2. Bosome dodod san wi awod 10 akyi 12 GWULT...coovrvooverversmsisssissmminss s MODIEDMTH
[0 - 12;88=NK, 99 =NA / DID NOT DIE] | C]

IF THE RESPONDENT IS THE MOTHER, SKIP QUESTIONS 2.12 AND 2.13 AND CONTINUE FROM SECTION 3

2.12. Sé dnnya akwadaa no maame na dyi nsim no ano a, nipa dreyi nsim no ano no adi mfie san? RAGE
[88=NK; 99 = NA; respondent is MOtNEr]...o.cocsvvvssnssssssssssstssisssssssssssssnsssssnsc :]L’ '
2.13. Ahee na wokod sukuu duru a w'annkd bio?
@ None 12. Primary school 13. Midd!el, continuation | 14. Technical, commercial, | *ESE0U-
school, JSS §S8, Secondary school
135. Post-middle college, | 16. Post secondary, nursing, | 17. University | 88.NK | 99. NA, respondent
secretarial polytechnic is mother
3, INFORMATION ABOUT THE MOTHER
3.1 Na maame no adi mfie sen mere a akwadaa no wui no? (IN YEARS; 88=NK)... 2 O MAGE
NATION

3.2, Na maame no yA dman bén so nii anaa ofiri dman bin @Ghanaian 2. Other (SPECIFY).




3.3. Na maame no y4 deédn nii?
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Akan: e.g. Bono, 12. Bimoda, Chokosi 13. Dagarti, Frafia, 14. Fulani SHLETERIC
Ashanti, Fanti.atc. = Kusasi
15. Ga, Adangbe, Ewe 16. Gonja, Dagomba, Mamprusi | 17. Konkomba,asare J 18. Mo
|
19. Sisala, Wala ~ |"20. Zambraba 21. Banda/Pantra 22. Other, SPECIFY:
3.4, Na maame no te mansin mua yeredi Neovita nhwehwe mu dwumadie no? ........... @Yes 2.No 8. NK RRSTRERE
y o A rs8 10 [AN—Alama 0D T ]

3.5. Mfic dodod sin na ma fnn=xi 00/ ) EDUWOMAN
3.6. Maame no kad sukuu duru hee (anaa dsua aded duru hee)?

11. None @Primary school 13. Middle,continuation | 14. Technical, commercial, | FPVCREVEL

school, JSS SSS, Secondary school
15. Post-middle college, 16. Post secondary, nursing, | 17. University 88. NK
secretarial polytechnic

3.7, Na maame no tumi kenkan nwoma anaa otumi twerd? ....ovcnecsnniieninnieniens | L YES @No 8. NK READWRITE:
8. Ansa na akwadaa no rebiwu no, na maame no ya adwuma a ade sika berd no?

11. Mainly employed 12. Mainly unemployed 14. Home maker 15. Student QoA
16. Pensioner @ Does not work 18. Other 88. NK 99. NA

If occupation of woman was ‘other’ then specify
//— MOCCOTH
3.9. Na maame no awaresim te san?......c.oveennee @*Jever married / single 12. Married 13. Cohabiting | mareien
14. Separated I 15. Divorced | 16. Widowed | 88. NK
4, INFORMATION ABOUT THE CHILD

4.1 Akwadaa no e baako anaa se woye ntaafoo anaa ahenasa? .... [(T)Singleton

| 2, Multiple

l MULTIPLE

[IF TWO OR MORE CHILDREN ARE BORN, IT IS COUNTED AS A MULTIPLE BIRTH, EVEN I[F ANY BABY IS BORN
DEAD. I[F MULTIPLE BIRTH THEN FILL A FORM FOR EACH BABY WHO DIES.]
4.2, Se woboro baako a, deg owuuie no na 6di kan anaa Stoso mmienu anaa Stwa too wo awoo no mu?

1. First

| 2. Second

3. Third or more l 8. NK

l @Not applicable/singleton birth

4.3. Na akwadaa no ye 6baa anaa barima? .........cvcuimeemenmmimsinne, | 1. Male

@"ema!c | 8. NK

4.4, Na akwadaa no din de sen?
[Stillbirth = NA. FOR LIVE BIRTH USE DAY NAME [F NO OTHER NAME IS AVAILABLE]

- 4,5. Mmere tenten sen na akwadaa no yare ansa na orewu?
[in days, 888 = NK, 000 = died during delivery; 999 = stillbirth].........coovvvvrririns

1.Yes |2No

@NK

BORDER

SEX

CNAME

Fiw

&)
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5. OPEN HISTORY QUESTIONS
5.1 Story of the.illness  _

" ALLOW THE RESPONDENT TO TELL YOU ABOUT THE PREGNANCY, DELIVERY AND THE BABY'S INJURY OR
ILLNESS IN HER OWN WORDS. WRITE DOWN WHAT THE RESPONDENT TELLS YOU IN HER OWN WORDS. DO
NOT PROMPT EXCEPT FOR ASKING WHETHER THERE WAS ANYTHING ELSE AFTER THE RESPONDENT

“FINISHES. KEEP PROMPTING UNTIL THE RESPONDENT SAYS THERE WAS NOTHING ELSE. WHILE RECORDING,
UNDERLINE ANY UNFAMILIAR TERMS.

ALSO REMEMBER TO PROMPT ABOUT CARESEEKING DURING PREGNANCY, LABOUR, DELIVERY, AFTER THE
BIRTH OF THE CHILD AND DURING THE FATAL ILLNESS. ASK WHAT THE MOTHER DID AND WHO SHE
SOUGHT CARE FROM DURING ALL OF THESE TIMES.
FIRST ASK “Wobetumi aka biribi afa bere a na wonyem akwadaa no ho akyere me?”
L u Foo oA AR  E |
L nor o MONTA ™ Apfornalal _eare
clwe ( ANC ) olumunc. er qucmm :

Gl dese md‘ E.ﬂ,H“ _':10?\ QLMWS MM%IL%_L
| N | 4
o O

ot Souin mmm b

THEN ASK “Wobetumi aka biribi afa bere a awod kaa wo kapem se wowooee akyere me?”

- | X Y I | Il
T cooptane o Loty Abdsmual
on TN | y A

%_LMQ_(J‘,)W)J Al but umo\f\
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THEN ASK “Wobetumi aka biribi akyere me afa sedee na akwadaa no tee bere a wowoo no no?”

A Famole frenating Bal detuared 160K
TR A ] 4 y - PN
“Sotallelond alo bad dghoity it beiaeg.
Aleo (5—1944»-1@1 weol omd could N4 oy al> bl
Npr WUMA'

THEN ASK “Wobetumi aka biribi akyere me afa dee esii akwadaa no ho w2-awo no akyi?” [IN THIS QUESTION WE WANT
TO KNOW WHAT HAPPENED TO THE BABY IMMEDIATELY AFTER DELIVERY. THAT IS IF THE BABY NEEDED ANY
TREATMENT OR SPECIAL CARE AS SOON AS HE/SHE WAS BORN."]

_'—Ll;“a,__si'\r}/\ Natrdhoy ﬁméﬂ_‘ WAL P«Dltrmﬂ-n an llnculoafﬁ*
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THEN FOR LIVE BIRTHS ONLY ASK “Wobetumi aka biribi akyere me afa yaree anaa nkwanhyia a ekuu akwadaa no ho?”
(IF STILLBIRTH PUT A DOUBLE LINE THROUGH THIS SECTION]

ol e _stonrt®d oot I T, 3 csh{]ﬁ’étcuj

1t ﬁ'
Eﬁ]_&wﬂ—h__

' qll w\m mmb

=4

I I s

ANF,
T ol Wil 9k Lt o budl ol (200,

o et Tl .

5.2 Cause of death
Wodwene se edeen na ede owuo no baee?

CoD!
5.2.1 Cause of death | ﬁ

Con?

§.2.2 Cause of death 2 Ci Cj
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6. DETAILS OF PREGNANCY, LABOUR AND DELIVERY
COMPLETE THIS SECTION FOR ALL INFANTS

PLEASE TELL THE RESPONDENT THAT YOU WOULD LIKE TO ASK SOME QUESTIONS CONCERNING THE
MOTHER AND SYMPTOMS THAT THE DECEASED HAD/SHOWED AT BIRTH AND SHORTLY AFTER. PLEASE
SAY THAT SOME OF THESE QUESTIONS MAY NOT APPEAR TO BE DIRECTLY RELATED TO THE BABY'S
DEATH BUT ASK THE RESPONDENT TO PLEASE BEAR WITH YOU AND ANSWER ALL THE QUESTIONS, THE
WILL HELP US TO GET A CLEAR PICTURE OF ALL POSSIBLE SYMPTOMS THAT THE DECEASED HAD.

6.1. Pregnancy
6.1.1. Maame no wo nkwadaa dodod san, sa wokan wén a Gwo twene ka ho a, ansa na drewo akwadaa yi?

@W)ne 2.0ne 3. Two 4, Three | 5.Four 6. Five or more 8. NK
6.1.2 Na maame no awd nteted paned no nyinaa bi ansa na oreduru ne mpanin fie so @Yes 2.No 8. NK
A0 N YINSEWEL KA RO, e sibnsiosnssnasisst oot dsoncnsssbisbb vk smssiesbnsssas s buisiibissaninss
6.1.3. Ntetea oaned no dodod sen na 1.One | 2.Two | 3.Three | 4.Four | 5.Five or more @/NK
T R T Ty
6.1.4. Maame no wod asesene paned no bi wd ayinsan wei mu?...........ooviieiniins 1. Yes .@No 8. NK

6.1.5. Asensene panee dodo> sen na wowDD no saa anyinsen no mu?

[00 = NONE, 88 = NK, ASK TO SEE ANY MEDICAL RECORDS, YELLOW CARD]voviiviniss

6.1.6. Efirii s& yewoo wo, wow32 asensene panee Sen ansa na worenyinsen wanyinsen no?
[00 = NONE, 88 = NK, ASK TO SEE ANY MEDICAL RECORDS, YELLOW CARD]............

6.1.7. Mpre dodos sen na 6de n'anyinsen no k23 ayaresabea maa wohwee anyinsen no?

[ 00 = NONE, 88=NK, ASK TO SEE ANTENATAL CARE RECORD, EXCLUDE ILLNESS]

6.1.8. Saa ayinsin wei mu no, wo nyaa mogya horosod? .......ieenierisiennisins I.Yes [(DNo |8.NK
6.1.8.1. Wei sii by bosome miensa a Atwalod ansa na wore wo?............... 1.Yes |2.No 8. NK @NA
6.1.9. Abere a na woyim no, mogya tuu wo baberee firi w'ase?......vimniiinnienees: 1.:¥es @ No |8 NK
6.1.9.1. Wei sii wd bosome nsia edi kan wé ayinsin no mu anaa? ........... 1. Yes | 2.No 8. NK @ NA
6.1.9.2. Wei sii wd bosome mneinsa dtwatod wo ayinsdn no mu anaa?....... l.Yes |2.No |8 NK @NA
6.1.10. Wa bere a na wo yim no mu no, nsuo bi guu wo firi w'ase pan ana panpan wé | 1. Yes @No 8. NK
R e T e

6.1.10.1.Wei sii wd bosome micnsa Atwatod wo ayinsdn no mu anaa? 1.Yes |2.No 8. NK @NA
(Last:3 MOAEHE). . csocisimmmmsimsssrassssesssssessmopismssasssosisiassrssnsassnssssmanssrsss

6.1.11. W wayinsin mu no, idu bere bia na w'aniso ya wo wisiwisi?.......ooocneere | 1.YeS @NG 8. NK
Arebeka bosome mmiensa ama woawo no wonyaa dhaw a edidi sod yi bi? (Last 3 months)

6.1 12 Ntesbisews CASHIAN st i I.Yes |[@No |8 NK
6.1 10 AR BRI s 1. Yes G}No 8. NK
6.1.14 Kwashiokor (Malnutrition)?.........cuummmeimmmesens 1. Yes @No 8. NK
6.1,15. Oyl kesc biord so{OBESHY . canmummisismsmsusssmsmmssigomanny | L Y68 FZNO 8. NK
6.1.16. Kokoram yared (CANCED)?.c...vverseemmsessssssmssrssermressamsmstessesbismsssimssnsssirssomspssons 1. Yes @No 8. NK
6.1,17 Nsamanwa (Tubereulosis)fsscssssssasmsommmiisimmmiin 1. Yes @No 8. NK
6.1.18.Ahotutuo yared (Sickle cell disease)?..........coomriimmmrmmnine. 1. Yes @Wo 8. NK
6.119. Akoma yared (Heart DISEase)?.....vvvvruvesrsssmssssnmsimsssssssssssssssssssnsancns 1. Yes @No 8. NK
6.1.20. Wo homee a annsi so nso Anny4 ntesheewa(Chronic obstructive pulmonary | 1. Yes @ﬂo 8. NK
AISEAEEY Taisisiuiaiissionmsiismiasossinssiumpsissesssssmsssbmeaaiiisisiansss

6.1.21, (Dementia) (need to chwek with the doctors)?........occvrviiinsiinisiiinnn 1. Yes G-No | 8.NK
6.1.22. Depression?.(same as aDOVE).....coouwiciiiiicisimmm oo 1. Yes C‘I/No 8. NK

PARITY

VACCINATEFULI

VACCINDOSE

TTOXOID

TETTOXD

TETTOXB

ANC

HIBPPREG

LATEPREGBP

VAGBLEED

EARLYVAGBLE!

BLEEDIMTHS

VAGDISC

DISCHARGE

BLURVIS

ASTHMA

EPILEPSY

MALNUT

OBESITY

CANCER

B

SICKLE

HEART DIS

corD

DEMENTIA

DEPRESS
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6.1.23. Ne nipadua no fa dwodwoe (SErOKE)?........cuvumsrssmimssssrossssessssssserns 1. Yes @No 8.NK

6.1.24 Ntini ntin baa wo nan ho a na &y wo ya (AThIIS) Tevreeeeeseeeeeesccscesriisieernes LYes [(ZNo |[8.NK

6.1.25. Saa yarcd (Kidney diSease)?..ou..cuversverssssmssssssmsssssssmssssssins 1. Yes @No 8. NK

6.1.26. Berabod yared (LIVEr diSEase)?. ............ooooerirvmrrieesmseeresssmsseessssssnsscssssins 1. Yes @No 8. NK

6.1.27. Mogya tutl WO W WaSEZ.....cerrreinneeriirneeemnesaiie s cn s 1. Yes |(2]No 8. NK

6.1.28. Nsuo guu wo kdse wd w’ase a na gha adwene dsan sg na pampan w) mu anaa 1. Yes @No 8. NK
gdvso doda? .. I

6.1.29. ‘Doctor’ twee wo mogya hwae maa no ka kyerss WO 5€ WO mogya so J.Yes @No 8. NK
B s o R A R B R RSP RRH

6.1.30. ‘Doctor’ anaa nurse ka kyeree wo se wanya ‘malaria’?.........c.coooonvinees 1. Yes U No 8. NK

6.1.31. ‘Doctor’ ka kyeree wo s¢ w'anya ‘jaundice’ (eda wani so se ak:k:a 1. Yes @No 8. NK
STAAEE)T 1ovvvvvrnsssssmrss e ssseesassrmse s serssese s

6.1.32. Wo yam yee wo ya kese paa anaa denden paa a etoaso kyereee abere a l.7Yes @No 8. NK
na Enye aW0D N2 KA NOT L..viiiiimmminis s

6.1.33. ‘Doctor’ anaa ‘nurse’ hwee no mogyaa maa no ka akyere wo se woanya | 1. Yes @No 8. NK
N 9 B A LT R ———

6.1.34. Doctor anaa nurse ka kyerce wo s woanya kekaes? ...................e. | 1. Yes [2ZNo [ 8.NK

6.1.35. Wanyinsen no mu na ekuro w2 wase a na ennwu da? ..o 1. Yes @No 8. NK

6.1.36. Wo nsa anaa wanim honhonooe anaa se wonan honhonoo ntemten? ....... | 1. Yes @_No 8. NK

6.1.37. Wani so yee wo basaa a na wohwe adee a wohunu no mienu mienu ene | 1. Yes No 8. NK
woanya atipace a emu ye denden? ..

6.1.38. TIpaCA AENAENT...cevvveveserersesessssssssssnsssssressssssssenies R 1. Yes @No 8. NK

6.1.39. ‘Doctor’ susuu wo mogya maa no ka kyeree wo se woanya mogya-boro | 1. Yes @No 8. NK
SO0 s A R R WA e

6.1.40. Asoro kaa wo st nea eka nkwadaano?...........coovvvirreirerersvvommnenmneneenee | 1 YES e-No 8.NK

6.1.41. Wonyaa anidane w2 anyinsen no mu? ..........cccevvviersionninnnnnneenenns | L Ye8 {2 No 8. NK

61 D BT FARTET: s vty i s s e o A SR T R 1. Yes @\Jo 8. NK

6.1.43, N anim honhonoe T s s it s s e Tt 1. Yes @ No |8 NK

6.1.44. N'ani ase yee fitaa ne ne homee no nsisi so? (ne mienu no nyinaa wo hd).......... 1. Yes @NO 8. NK

6.LLAS. BRI FO101D b2 | 1.YeS (N0 | 8.NK

6.1.45.1. Sa biribi foford biara, kyerd mu

T | ——— e

6.2. Labour and delivery

6.2.1, Wo woo akwadaa no bosome baako ansa na ne merd 407..........vevvvvreerivesnsiesies /1 Yes | 2No 8. NK

6.2.2. Wanyinsen no wobere a nnso, anaa wowoo wo berg ano, anaa @Early 2.0n 3. Late | 8 NK
wo:berepaa holcuasimuanianari s time

6.2.3. Wonyinsen akwadaa no bosome sen? [88 = NK] w.occcc.covvvvoriveiirnnnencennns @) ;L

6.2.4. Arebeka nna kakraa bi ama woawo no na akwadaa no keka ne ho? [9 NAJ... | l.Yes |2 No

@NK

6.2.5. S¢ akwadaa no gyae se Skeka ne ho a, abere 11. Before labour | 12. During | 88. NK

ben na saa adee ¥i Si YE? cvvviiriineieiniinns started labour

S

6.2.5.1. Dénhwere dodod sdn ansa na worebiwo no na akwadaa no kekaa ne ho deé atwato6?
[00 = baby last moved during labour or delivery; 88 = not know]..............

6.2.6. Se akwadaa no nkeka ne ho a, daben na etwa to3 a wohunuu se akwaada no akeka o]

ne ho? [DAYS, 00 = baby last moved during labour or delivery; 88 = not known]

STROKE

ARTHRITIS

KIDNEY

LIVER
PBLEED
PDISCHARGE
PANAEMIA
PMALARIA
PIAUNDICE

PLONGPAIN
PDIABETES

PSYPHILIS
PULCER

PFACE

PBLUREYE

HEADACHE

PHIGHBP
PCONVULSE
PANIDANE
PAFAM
PALLOR

PUFFY

POTHER

OTHERSP_ILL

PREMATURE

PREMBAB

GESTATE

BABMOVE
MOVWHEN
MRS

MOVDAY
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6.2.7. Nsuo guu wase ansa na eregye wo akyem anaa eguu wo akyem no mu?

1. Before labour /delivery started @During labour / delivery 8.NK WATERIRE.
6.2.28. Hwan na Jgyee wo awodsr =" " " - : L e Ca i Toww Tawa 1.,
1. Doctor @Midwife ornurse | 3. Trained TBA 7 Untrained TBA | 6. Medical assistant | “HOPE-Y =
E. Self - 9. Relative 4. Other, SPECIFY: 8. NK "
W
! .
6.2.29. Awo3 ka no w2 mu no, nea 3gye awo3 no tie se akwadaa no akoma 1.Yes | 2.No @NK LISTEN
£bI/NAKOMA EYE AAWUIMAT ...vvvvveereressessssssssrsssssrs s s
6.2.30. S¢ aane a, na ebi W) ha/na £ye AAWUMA? ...covves o ’TYes 2.No |8.NK [@)NA | ™8T
6.2.31. Na akwadaa no nna yafunu no mu yie (lying across or bottom first or 1.Yes |2No @NK POSITIONDEL®
breech) ansa na WOrChbAWO 107, ..c.cverrsuemsrsssiniss st
6.2.32. Akwadaa no nnipadua no fa hen na edii kan baace? b
.JHead I 2. Bottom 4, Feet 5. Hand/arm BPOSN
6. More than one body part (e.g. bottom and foot) 3. C-Section 8. NK 5
i
6.3. Status of the baby at the delivery
6.3.1. Bere ben na wo woo akwadaa no w3 da no mu? L
P. 5am-Tam 2. 8am-12pm | 3. lpm-4pm 4. 5pm-8pm ‘@9pm—13m I 6. 2am-4am RO oo
6.3.2. Deen na wade twaa akwadaa no funuma? AR
Jinic/hospital instrument: scissors, razorblade, knife,etc | 2. New razorblade/knife(not from clinic/hospital) | “*°°T o
3. 0ld razor blade/knife (not from clinic/hospital) 4, Other: 1 8. NK
e )
6.3.3. Wo woo akwadaa no na nkwa w3 e Mu anaa na Wawui? ... 1)Alive | 2.Dead | 8. NK BRI
6.3.4. Wow00 akwadaa n0 SHOMEE a7 ........ccuvvrversmessmmrmmmmmsssnsscssinssis s (MYes [2.No |8.NK BREATHB R
6.3.5. Wy22 biribi de boa akwadaa no s¢ Sbetumi 2hOME? ...e.covvesssssvss e I.Yes |@No |8NK BREATHAT
6.3 6. Wo woo akwadaa no wied no, 8bra ya ansa na drehome?......ooiveviein 1. s |@\10 8. NK PIEFBRATE
6.3.7. Wowoo akwadaa n0 2kekaa ne B0? ...ooowvimrmursmmrmimsssssisssssssssss s rYes I 2.No 1 8. NK movep  ULSE
3

6.3.8. Wowoo akwadaa 1o 35UU da? ...cvvreersinimiimis s 1. Yes

&

8.NK J cas N
/ APSE

6.3.8.1. Wowoo akwadaa no edii mmere dodod sen na shomee dee edi kan?

B NK |

I 3. More than 30 min

J FIRSTB

1. Within 5 min [ 2 Within 5-30 min 9.NA 4
6.3.8.2. Wowoo akwadaa no edii mmere dodod sen na dsuu dee edi kan? ' R
—F A
E Within 5 min | 2. Within 5-30 min | 3. More than 30 min e N
"ol =,
6.3.9. Wowoo akwadaa no na ne keseg te sen? [PROMPT] e
lTl“iny |G}maller than average ‘ 3. Average l 4, Larger than most babies | 5. Very big baby | 8. NK J SIZE L ‘
6.3.10. RECORD BIRTHWEIGHT. [IN KILOGRAMS; 888 = NO RECORD] [ASK BOCTHYT
FOR ANC RECORD/DISCHARGE SLIP/WEIGHING CARD/HEALTH RECORD] % 8 8 AL
6.3.11. Wowoo akwadaa no na ne ho awatere anaa atiti? ... l 1. Yes |®~Io l 8. NK J A
6.3.12. S¢ aane a, che na na nsensanye anaa ahyensodee a ekyere se w'apira anaa nnompe abubu no wa? NT2
1. Head 2, Shoulder 3. Hips o
4. Face 5. Others, SPECIFY: Ea s
6.3.13. Na ahyensodee bi d’adi se akwadaa no abubu bere a wawoo no n0? . | 1.Yes [(2)No [ 8.NK B"‘m"f-hs
6.3.14. Wowoo akwadaa no na ne ho anoanoa anaa atwintwam anaa na ne ho 1. Yes @No 8. NK MACER
aye se yeamiamia no? (macerated, SOTL)? ..coccccvvrenmsssissmmmmmssssnsss s
6.3.15. Wowoo akwadaa no na ne ho baabi adi dem? ............ [.Yes |[(2No [8NK |~
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6.3.15.1. Wowoo akwadaa 10 na ne ti ua Paa? ......c....cemewsmsicsmnsssmmnssinsins .Yes [@No [8NK |

6.3.15. 2. Wowoo akwadaa 10, N2 1€ ti SO PaA7 .v.vursrersmrersmssesmnncnce | 1. YES (N0 [ 8.NK | HYORO

6.3.15.3. Wowoo akwadaa no na ep3 bi w3 natika anaa nakyi kasee muanagha | 1. Yes @No BNK | BERA

AAWeNE L s R

6.3.15.4. Wowoo akwadaa no na tokuro W n'ano? ......c....cceemmesssseeecesiesseienenees | 1. YES W 8. NK CLEET.

6.3.15.5. Na edem bi W né nan anaass NENSAT .....ccwrereveesiemmsssssssmmnmsmmmnimssoesess 1. Yes @ No | 8. NK DEFECT

6.3.15.6. Na edem fofor2 bi w2 ne ho. 1. Yes @No gNK - | ke

6.3.15.6.1. 54 aane, kyeri MU.....nvccemisinnirasmsinssinnse ; OTHMALFSPEC
.///

6.3.15.7. Na akwadaa no ahosuo te sen abere a wawo no no?
DNormaI f 2. Pale | 3. Blue ] 6. Other, SPECIFY:

COLBIRTH

6.3.15.8. Akwadaa no ya batad a na onntumi nnkeka ne ho wo awod no - Yes |2No |8 NK |[9.NA Lo
akyi (Within 24 hOUTS)7...ccoisssssissssmsmsrssesssssssssssnmmssismsasssssssns

7. NEONATAL AND POSTNEONATAL DEATHS - DETAILS OF FATAL ILLNESS
FOR STILLBIRTHS, PUT A DOUBLE LINE THROUGH SECTIONS 7-10 AND GO TO SECTION 11,

7.1, General

7.1.1. Da a wo woo akwadaa no na ne ho )/59 ....................................................... | 1. Yes I@No | 8. NK I DAYWELL
7.1.2. Yaree a ekuu no no hyee asee no na wadi nna sen? [ANSWER EITHER 6.1.2.1. OR 6.1.2.2].

7.12.1. N DAYS [888 = NK, 999=NA, 000 = illness started at birth] .............. [ O | 0 ‘ O R
OR

7.1.2.2. IN MONTHS [88 = NK, 99=NA, 00 = illness started at birth] ........c.cwesrsiveimecrrcins ‘j’i AGELLLM

7.1.3. Akwadaa no wuuie no na wadi nna sen? [ANSWER EITHER 6.1.3.1. OR 6.1.3.2].

7131, INDAYS, [888 = NK, 999=NAJ ... L 0 ] 0 | i
OR

TR T C—— ‘I AR
7.1.4. Wo woo akwadaa N0 DHUMI SUUIET ....uvvusvesessessseermsiesmsssssmsssssssssssisssssens 1. Yes @No B-NK [
7.1.5. eduruu bere bi a na akwadaa no ntumi nsu? ... 1.Yes |2No |8NK |BNA [0
7.1.6. 2gyaee su no edii nna sen na Jwuuie? (in days) ERLDAYY
[000 = less than 1 day; 888 =not known; 999 = NAL........ccommimmmmssiininn c‘ c] cl

7.1.7. Na akwadaa no mfie a wadi kyerese drenyini sedee €5€ 7..v.vvvvvnemivmnisnssrinens 1. Yes @No RNk |
7.1.8. Na akwadaa no taa yare kyen nkwadaa nyinaa w2 abusua no mu anaa 1. Yes G’.}No SNK. | IR
BRSO A o mai R P T e TS e s e s

7.2. Feeding

7.2.1. Akwadaa no tumi nom nofo3 da anaa odidi firi toa mu ne kuruwa anaa 1. Yes @No SNK |eE
BRI S0 D oo oo AR N TSNP R FTSRR e s O ARA obnsbans ey asna

7.2.2. Awod no akyi no, edii mere sen ansa na akwadaa no nom nofo3, anaa odidi firi toa mu anaa kuruwa mwkuruwa ne atere so?
IN HOURS [888=NOT KNOWN 999=NA or > I day].......ccc.ccooumivuunns ci c, c? EHOLS

IN DAYS [888=NOT KNOWN 999=NA 0r < 1 day]...- e 7 il FOAYS

72.3. Akwadaa no gyae nofod nom anaa 2gyae se odidi afiri toamu | L. Yes 2.No |8.NK @NA Sk

OPENMOUTH

7.2 4, Saa berd no mu no, na akwadaa no tumi bue n'an0?.........ocuiinins 1, Yes 2 No 8. NK @‘DIA

7.2.5. Awod no akyi no, edii mere sen ansa na akwadaa no gyae nofo3 nom anaa Jgyae toa mu aduane die anaa Jgyae adidie w2

kuruwa muw/kuruwa ne atere so?
IN HOURS [888=NOT KNOWN 999=NA or > 1 day]..........ccmerrvursissen c,* 1 cr SHOURS

IN DAYS [888=NOT KNOWN 999=NA or < 1 day]........ccorsemevrscnsi ﬂ ﬂ CI

SDAYS
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7.2.6. Ansa na akwadaa no bawu no, berd ban na dgyac nom anaa adidie?

[N DAYS 00 < 24 HRS; 88=NOT KNOWN 99=NA.........coommmmimmecinsnnins ﬁ ,:l
7.2.8. Na nofod no nkoaa na Jnom (me kyere se na wima akwadaa L. ¥es 2.No | 8.NK @NA
no nofod nkoa a bibiara nnka ho gyese vitamins, nnuro anaa ORS)?
7.2.9. Na akwadaa no yini s¢ nea gs¢ w2 yadee a eku 00 10 MU? ....ovvvvvvcevreses 1. Yes @No 8.NK
7210, NE SO 1EEE YE? 1rvrrrrvrserssssssumsnsssiisessssssssssssssssssssiossasess ieussassessssssssssssssssons 1. Yes @No 8. NK
7.2.11. Nna dodod sen na ne so teee? [[N DAYS, 000 = less than | day; 888 = not j c:\‘
KOOWIL 9995 WAL uursossentisissiinisissisisisssisisissasivsninimnisisibssivsisnssisi 7
7.2.12. Na w’afon aye Kitekite/ne mu atu?.....cceevvmmvssmmrmssesssessesisssssssssssssnsion 1. Yes @No 8. NK
7.3. Breathing
73.1. Akwadaa no nyaa yaree a ekuut no no 12 33 Wa? ....ocowrrssssisssmesssinenne | 1. Y€8 @No 8. NK
742, Neewa oo yEenT i R I.Yes [2.No |8.NK |ONA
7.3.2.1. Na akwadaa no b wa Wit a, 3167 .....ovrrmmmeemimsecsismssecsainanns l.Yes |2.No |8 NK @NA

7.3.3. Awod no akyi no, edii nna sen ansa na akwadaa no hyeaseg ab3 wa?
[000 = less than 1 day; 888 = not known; 999 = NAJ.....ccovmimmssimmisssessnn
7.3.3.1. ewa no dii nna sen? (in days)

00 = less than 1 day; 88 = not known; QO =NAL..oooonrensemssenssiisssinisbi iR

7.3.4. Na aka nna sén ama akwadaa no awu na Shyad ased si obdowa?

1. On the|2 1 to 3|3. 4 to 7|4 Morethanlweek | 3. Morethan ] 8. NK @NA
same day of | days before | days before | but within 1 month of | month before death

death death death death

73.6. Bere a na dyare yaree a gkuu no no na Sntumi nhome Yiye? ... @Yes 2.No |[8.NK

7.3.7. Bere a na Intumi nhome yiye no na wadi nna sen? (in days) [000 = Just born
or less than 1 day; 888 = not known; 999 = NAL...ccviommmmeermermesrnsmmmisnsssissis
7.3.8. Berd tenten ban, ansa na drebdwu no na na dnntumi nnhome yiye?

[00 less than 24 hours; 88 NK; 99 NAL....ccccooviniiiimimnisssimiiisinssmsssmsisssss s o

7.3.9. Nna dodoo sen na w’antumi anhome yiye? (in days)
(00 = less than 1 day; 88 = not known; 99 = NA]....

7.3.10. Bere a na dyare yaree a gkuu no no, na akwadaa no homee a énnsn so? ............. @Yes
7.3.10.1. Nna dodoé sin na na homee a na &nnsi $0 (In days)7.....eeroenerceeenisseensssissssssinissnsiinns
7.3.11. Yaree a ekuu no no mu na 3home nemEM? ...vvevvvveeemseecmsmissssssnsisisssssnnn 1,¥es

7.3.12. ohyee asee homee ntemtem no na wadi nna sen? (IN DAYS) [000 = Just
_orn or less than 1 day; 888 = not known; 999 = NAJ..cc.mnioiiiiciciinnn
7.3.13. Nna dodo3 sen na shomee ntemtem? (in days)

[00 = less than 1 day; 88 = not known; 99 = NAL......ccccvivmmmmmsmrnssimnseesissssiins

7.3.14. Yaree a ekuu no no mu na dhome a ne koko t mu ma wo hunu ne mfe?

7.3.14.1. Bere tenten sen na shomee a na ne mfe to mu? (IN DAYS)

[000 = less than I day; 888 = not known; 999 = NAJ.......ccccmicsmisivmsssnnssssnn

7.3.15. Bere a na dyare yarec a £kuu no no, na akwadaa no bwa a gyegye ne

O s A AR A S s A Ao e o O AN
7.3.16. onyaa yaree a ekuu no no mu na 3pene? [DEMONSTRATE].......ccccnuiees

7.3.17. Yaree a ekuu o no mu na shome a ne hwene ano bue bue? ..........ceeeeeee

7.3.18. Yarec a skuu no no mu ebaa bere bi s¢ ogyaee home kyeree na dsan
homeee? ... i i R
7.3.19. onyaa yaree a akuu no no akwadaa no nyaa muyares'*

I.Yes [(2No [8NK
9]

. Yes €No 8.NK

L.Yes |£)No |8.NK

I.Yes [£No |8.NK

L.Yes [@No |[8NK

L.Yes [BNo [8.NK

TIMENOSUCKLE

EBF

GROWTH

WTLOSS

WTLOSSD

FTHIN

COUGH

COUGHS

COUGHV

COUGHD

COUGHLEN

COUGHSTART

DIFFBR

DIFFBRDAY

TIMEDYSPN

DIFFBRNUM

BREATHLESS

BRLESSDURATN

FASTBR

FASTBRDAY

FASTBRNUM

INDRAW

COUGHIN

WHOOP

GRUNT

FLARE

APNOEA

PNEU
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7.4. Neurological problems

74,1, Yaree a ekuu no no miLgtwere anaa esoro Kaano? ..

1. Yes

8.NK

7.4.1.1. Awod no akyi no, edii mere sen ansa na £soro no ka akwadaa no? (IN
DAYS) [000 = less than 1 day; 888 = not known; 999 = NAL....cvimmmimmesninens

7.4.1.2. Atwere anaa €soro kaa no no, edii nna sen ansa na erek>? (IN DAYS)

[00 = less than 1 day; 88 = not known; 00 =NA i vwstissisnisessessisssessevivinss susissssisimuiins sy visgins

7.4.1.3. Asoro kaz no no, amono mu hd ara na ne kon koo n’akyi 1. Yes |2No 8. NK @NA

{UNCONSCIOUSTIESS) T.vvvvvrrrssssssmasassmsmsssssessss s sssnsnn

7.4.2. Akwadaa no yee winseen a nermu bu kod akyire? v 1. Yes ‘[;I No | 8NK
7.4.3. Yares a ekut 10 1O MU, N PAMPAM PAGYAAE? ...oovcrsvsssmsessssssserssnssns 1. Yes @o 8. NK
7.4.3.1, Awod no akyi no, edi mere sen ansa na n’apampam epegya? [000 = less cl

than 1 day; 898 = not known; 999 = NAL oo j T
7.4.3.2, Napampam pegyae no, edi nna dodod sen ansa na orewu? ai
[00 = less than 1 day; 88 = not known; 99 =NA]....ccvnreiinnns B R e ey GI

7.4.4. Yaree a ekuu no no muy, ne se ka sii so anaa SEENSENEET ams st | Do Yes @No 8.NK
7.4.5. Akwadaa no nyaa yaree a ekuu no no na 3ntumi nkeka ne Ko%scsismvsmsisis Iaes @Vo 8. NK

7.4.5.1, Awoa no akyi no, edi mere sen ansa na akwadaa (b3 ne din) no anntumi

akeka ne ho?[000 = less than | day; 888 = not known; 999 = NAJ......ccormmmmnnn
7.4.5.2. Mere tenten sen na w’anntumi akeka ne ho?
[00 = less than 1 day; 88 = not known; 99 =NAL..coveriiriin

7.4.5.3. Neho a na dnnkeka no baa preko pe w2 dakord mu anaa gbaa nkakrankakra w2 nna beberee mu?

9
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T
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|71. Suddenly 2. Over a single day ' 3, Slowly over many days | 8. NK @NA
7.5, Skin problems
7.5.1. Wowoo akwadaa no edii mmere sen na wo anaa obi pepaa akwadaa no ho?
lTWithin 30 minutes of birth ‘ 2. 30 minutes or later 3. The baby was never dried @NK BRY
7.5.2. Wowoo akwadaa no edii mmere sen na wo anaa obi de ntoma kyekyeree akwadaa no ho?
1. Within 30 minutes of birth | 2. 30 minutes or later 3, The baby was never wrapped E&)\JK
7.5.3. gfirii s¢ wo woo no kasii se dwuuie, deen na wode kaa ne funuma so? NO THREAD, STRING, CLAMP
. Nothing, left it 2. Hospital / clinic | 3. Shea butter 4. Leaves or herbs | 5. Palm oil
one medicine
6. Ground nut oil 7. Other: 8.NK
75.4. Yaree a ekuu no no mu, ne funuma ano yee kokd anaa na epu nsuo? .......... 1. Xes @.Nc 8.NK
7.5.5. Bere a na dyare yaree a ekuu no no, ne funuma ano ya 1. Yes @No ‘8.NK
G T
7.5.5.1. S aanc a, na funuma no a 2y kokod no terd kokaa n'ayaase honam 1.Yes |2No 8. NK @NA
T107. s bt veereseseeasesnessestssasssrsssasess s16aEHIARRLIEE HSHLRSIRRSSERTRSR RS ER S SESR A EE 2280
7.5.5.2. Bere 2 na dyare yarce a ekuu no no, na nsuo firi ne funuma no mu Y A o | 1. Ye8 @Jo 8. NK
7.5.6. Mo de biribi toto funuma no so w2 awo3 10 aKYI7 wvvvevvivrmsimimmsssssmieninns 1.Yes @ No |8 NK
S¢ aane a, na gye deen a?
7.5.6.1. CHIOTREXIAINET ......ooovimerrereasmsisssssississmssssssssassssssssssissssssssss l.Yes [2.No |8 NK @ NA
7.5.6.2. Gentian violet paint/ bue Painit? ......cou.vuworsissmssmsssessie |[1Yes [2.No |8NK (9)NA
7.5.6.3. Other, specify: l.Yes |2.No |8 NK |(9)NA
7.5.7. nyaa yaree a ekuu no no, 2nyaa nee edidi sod yi bi:
pIMPI & BRYERYE ASUOTrrvrrrssvisssmssssmsssss | | Yes |@No |8NK
IFUMIIZYAT oo I.Yes |RINo [8.NK
baabi KeSes @ ARYE NSUOT,..cvvvecvcrs s 1. Yes @No 8. NK
O T T L e o AR———————— I O @No |8.NK
bere a Mnyaa yaree a ekuu no no, ne honam baabi yee hye anaase na 1.Yes |2)No |8.NK
ETENWANERAWANET.......cevvcoeeesiers s s asmsssmnss s s s st s saa s
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Ne honam ani baabi dane ya& tUnUM?. . c....oeumurvcemmesrsrnsonscssississssssssssssssssess 1. Yes [(2No 8 NK | BLAcKSEN

7.5.8. Mera tenten 5in na ne honam no hychya4 nsuo anaa baabi faako a ahyaa nsuo? [01 to 28, 88 FHSILEENR
T e — e B N o 1 ™
7.6. Diarrhoea and abdominal symptoms
7.6.1. Berc a na dyare yares a gkuu no no, na owd haw bi wh n°ayanse?..........ccoummnninn 1. Yes |@No g NK | eomen
7.6.2. Akwadaa no nyaa yaree a ekuu no no na k> tiefi nsuo nsuo agmu ye mere | 1. Yes | ) No | 8.NK HTO0ES
1] £ £ R O S T
7.6.3. Akwadaa no nyaa yare a ekuu N0 10 Onyaa ayamtuo? ........eeeeresecsssssiions 1, Yes @\Io 8. NK | TRk
7.6.4. Biy4 nna sin ansa na Srebdwu no na ayamtuo no hyaa ased? (IN DAYS) BURRSTART
[00 = less than 1 day; 88 = NK; 99 = NAL..ccooocrinimmmmiminsssssnmsseee 61 af 4
7.6.5. Ayamtuo no dii nna sen ansa na eregyac anaa Arek6? (IN DAYS) 4 DIARADAY
[000 = less than 1 day; 888 = not known; 999 = NA... e T 4 9
7.6.6. Da a ne yam tuu kese paa no 2k33 tiefi dodod en'? (IN DAYS} HUMDIARS
[88 = NOLKNOWN, 99 = NAL. ...ttt s 1 19
7.6.7. Wodwen se wei kyere s¢ akwadaa no tiafi nsuo nsuo no d33so l.Yes |2.No |8 NK @ NA | DUARRNO
kyen sedec €567 [9 = NA] coooouviiiiiininrsimminns i
7.6.8. Yaree a ekuu no no mu na mogya w3 ne yamtuo no mu? 1.Yes |2No 8. NK @ NA | Bk

1 2 S S —————

7.6.9 Bere ana ne yam tu no nomm ORS, nsuo a yede nkyene agumu | 1. Yes |2.No [8.NK [(9NA |

nsuo bi a yeakyere no ayaresabea?
LR R R ers B—————————— 0 R )]\ T O R
7.6.11. Awod no akyi no, &dii nna sen na akwadaa no ayaase hyeasee se AWAHDRQ
chonohono? [000=less than 1 day; 888=not known; 999=NAJ......ccccummmiinnes q c7 C’

7.6.12. Mere tenten sen na akwadaa no ayaase honhonee? SWABDOL:
[00 = less than 1 day; 88 =not known; 99 = NAJ.......cooimmmi i ,,) :}‘
7.6.13. Honohono no baa preko pe w2 nna kakra ntam 1. Rapidly | 2. Slowly over 8.NK @\IA SHAHDER
anaa nkakra nkakra w2 bosome mu? ... over days | months

7.6.14. Biribi behyee n’ayaase ha/biribi befua n’ayaase ho? ....o.coovverssrversecscece ‘ I.Yes |@)No |8 NK |Ma$
7.6.15. Mere tenten sen na biribi behyee n’ayaase ho/biribi befua h? Lteos
[00 = less than 1 day; 88 = not known; 99 = NAL..ceniinniiimnarmnss CT c,

7.6.16. Mere bi baa w3 da no mu anaa nea eboro saa a akwadaa no anntumi annk> | 1. Yes @) No [&NE [=oE
BRI s e e s A R A R B R R S S

7.6.17. onyaa yaree ekuu no 10, na fe Biribiara? ...........umesmmssismssssssssesssnss I.Yes [@No |8 NK |7
7.6.17.1. Mere tenten sen w2 awo3 no akyi na akwadaa no hye asee se 2fe? WHOVOMLT
(000 = less than 1 day; 888 =10t KnOWN; 999 = NAL. ..o i 0 O

7.6.17.2. Fes no mu yee den paa no, mpere dodo sen na na akwadaa no fe dakora? ﬂ : WROYOAT

[000 = less than | day; 88 = not known; 99 =NAL....ccommsimnn, - 7

7.6.18. Na akwadaa no fed ani te s& coffee” anaa kakdd te SAMOZYA 7....ovvvvvvvieviccsirinennns P' Yes |@No 8. NK | VouBLooD
7.7 Injury
7.7.1. Akwadaa (b2 ne din)no wuo no firi pira anaa nkwanhyia anaa aduronom 1. Yes @No $.NK oy
anaa aboaka anaa gyahyed anaa nsuo fano mu? ...
IF THE INFANT DID NOT SUSTAIN AN INJURY THAT LED TO HER DEATH, DRAW A DOUBLE LINE
THROUGH QUESTIONS 7.7.1.1 TO 7.7.15 AND MOVE STRAIGHT TO SECTION 7.8 OTHER PROBLEMS.
7.7.1.1. Obi n*&hyeda pira no anaa Smaa no nyaa akwanhyiano? ............. | 1. Yes | 2No 8.NK |[(%)NA INEERTNS
7.7.2. Na &y4 Car akwanhyia S I 8 7~ 1) 8. NK @NA L/
IF NO DRAW A DOUBLE LINE THROUGH Q7.7.2.1 TO Q7.7.2.6.8 AND CONTINUE WITH Q7.7.3.
If yes:
7.7.2.1. Opiraaed esan s na dte car ketewa no mu bi snaal omnainn i % 2No |-4TNK 9NA CAR
7.7.2.2 Opiraaci dsan s na dte Car kesed (bus or heavy transport) no mu bj 1. Yes_+472 No §.NK |[9NA |BS
BNBET .- visrsiviieisssssesisssnisasessassonssnsnessnansnpssnassorssonsnresensasssrasassse ssapfliatassases
7.7.2.3. Na Htc MOL0 S0 ZNAET:.ovvvevverresrvesemeemssessenssssesreganmmseaenaeneortle | 1. Y€S | 2NO 8.NK |9NA |MoTO
7.7.2.4. Na dte dadepdnkd (bicycle) 50 anaal.... e oniisiinns [.Yes | 2No 8. NK | 9.NA RIKE
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7.4. Neurological problems
7.4.1. Yaree a ekuu no no mu-gtwere anaa £soro Kaa no? s

* 7.4.1.1. Awod no akyi no, edii mere sen ansa na esoro no ka akwadaa no? (IN
DAYS) [000 = less than | day; 888 = not known; LT Y R e
7.4.1.2. Atwere anaa gsoro kaa no no, edii nna sen ansa na erekd? (IN DAYS)
(00 = less than 1 day; 88 = not known; 99 = NAL...ocmmnssssssns

1. Yes

2 No

8. NK

7.4.1.3. Asoro kaa no no, amano mu hé ara na ne kdn kdd n’akyi 1.Yes |2No 8. NK JNA
(UNCONSCIOUSTESS) T-rvvvvvvrrssssressssssssssssssssssssssssssnssses

7.4.2. Akwadaa no yee winseen a nemu bu K60 akyire? coo......oovisniisssnens I.Yes |[2No |[8NK
7.4.3. Yaree a ekuu no no mu, na pampam PAEYAAET ......uwmmmmicssmsrsssscsesssnes 1. Yes @0 §.NK

7.4.3.1. Awo3 no akyi no, edi mere sen ansa na n'apampam gpegya? [000 = less
than 1 day; 898 = not known; 999 = [ 1Y O —— Y
7.4.3.2. Napampam pegyae no, edi nna dodoa sen ansa na orewu?

[00 = less than | day; 88 = not known; T E /- R e
7 4.4, Yaree a ekut no no mu, ne se ka sii so anaa 2sensenee? ...

7.4.5. Akwadaa no nyaa yaree a gkuu no no na ntumi nkeka ne ho? .o

7.4.5.1, Awod no akyi no, edi mere sen ansa na akwadaa (b3 ne din) no anntumi
akeka ne ho?[000 = less than | day; 888 = not known; 999 =NA].....covmrmieinrns
7.4.5.2. Mere tenten sen na w’anntumi akeka ne ho?

[00 = less than | day; 88 = not known; 09 =NAL v

7.4.5.3. Neho a na dnnkeka no baa preko pe w3 dakor mu anaa ebaa nkakrankakra w2 nna beberee mu?

8. NK

8. NK

7

i

T

1. Suddenly 2.Overasingleday | 3. Slowly over many days 8. NK '@NA
7.5, Skin problems

7.5.1. Wowoo akwadaa no edii mmere sen na wo anaa obi pepaa akwadaa o ho?

1. Within 30 minutes of birth 2. 30 minutes or later 3. The baby was never dried @NK

7.5.2. Wowoo akwadaa no edii mmere sen na wo anaa obi de ntoma kyekyeree akwadaa no ho?

1. Within 30 minutes of birth 2. 30 minutes or later 3, The baby was never wrapped

tB..;NK

7.5.3. efirii s¢ wo woo no kosii se Swuuie, deen na wode kaa ne funuma so? NO THREAD, STRING, CLAMP

@othing, left it 2. Hospital / clinic | 3. Shea butter 4, Leaves or herbs | 5. Palm oil
one medicine
6. Ground nut oil 7. Other: 8. NK
7.5.4. Yares a ekuu no no mu, ne funuma ano yee kok22 anaa na epu nsuo? .......... 1. Yes @No 8. NK
) 7.5.5. Bere a na dyare yarec a ekuu no no, ne funuma ano ya 1. Yes @No 8. NK
KOKOBT, essessasasassssensasssnsnsonsssassisbisnisns assnsssnpasens b HERIE PR I3AISAIRE SRS RES TR SH RO 1 RSO0 0 0 )
7.5.5.1. Sa aane a, na funuma no a ayi kokod no terd kokaa n’ayaase honam 1.Yes |2No 8. NK @NA
D107, oo soesssesiioiedssnmnnsisust b s se EIPLER SRRSO ORESSO T
7.5.5.2. Bers a na dyare yareg a ekuu no no, na nsuo firi ne funuma no mu balisie g | 1:Yes @\Io 8. NK
7.5.6. Mo de hiribi toto funuma no so w2 aw2 10 aKyi? .. 1. Yes \No | 8.NK
Sg aane a, na eye deen a?
9.6 6.1, Chlotheing? ..ssiinsanimmenmmmmmuss. | 1 Y08 | 2. No 8. NK e NA
75.6.2. Gentian violet paint/ blue paint? .......cccueeresimrmssisssssnnssss . [L.Yes |2.No |B8.NK (O)NA
7.5.6.3. Other, specify: l.Yes [2.No |8.NK @ NA
7.5.7. anyaa yaree a ekuu no 1o, Jnyaa nee edidi sod yi bi:
R TS T ST ———— I.Yes |@No |8&NK
EUEUMEUMEYAY. ..o 1.Yes |RINo |[8NK
baahi KeSee 8 AMYE MSUDT...vvvvvveevmremmrsciinrsserssssesssisss s 1. Yes @No 8. NK
baabi a 2hono 1 AYE KIKIDT..ouiriremmrersrmsicsmsscsisssisssssssssssssss s 1. Yes @No 8.NK
bere a Jnyaa yares a ekuu no no, ne honam baabi yee hye anaase na 1.Yes |[2)No |8.NK
ETENWANEAWANE Y. ...ooovssessvevssessssss st s
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Ne honam ani baabi dane Y2 tUntUm?......c..c.nsemmmsmsiimssismssisessssssissssssssssssesses I.Yes [{JNo |[8.NK [PBacksem

7.5.8. Meré tenten sin na ne hosam no hyehyaa nsuo anaa baabi faako a 8hyad nsuo? [01 to 28, 88 POSTULEDURALT
WE DB ALttt el R R B S cl i
7.6. Diarrhoea and abdominal symptoms
7.6.1. Bere a na Gyare yareg a ekuu no no, na dwd haw bi wd n’ayaase?........c.vivvvevnenne 1. Yes @No 8, NI | ABDEROR
7.6.2. Akwadaa no nyaa yaree a ekuu no no na 2k> tiefi nsuo nsuoa emu yemere | 1. Yes | £) No | 8. NK P00
MR s i i g e R R e
7.6.3. Akwadaa 1o nyaa yaree a ekuu no n0 nyaa ayamtuo? ... | 1. Yes [@No [ 8. NK | P8
7.6.4. Bayh nna sin ansa na drebdwu no na ayamtuo no hyad asea? (IN DAYS) DEBASTART
[0 = less than | day; 88 = NK; 99 = NA]... I . A 9
7.6.5. Ayamtuo no dii nna sen ansa na eregyae anaa areko'? (IN DAYS) : DURABAL
[000 = less than 1 day; 888 = not known; 999 = NAL....cvcrnn s a‘ ﬁ C?
7.6.6. Da a ne yam tuu kese paa no 2k2 tiefi dodo3 sen? (IN DAYS) HHIARR
[88 = Not known, 99 = NAJ... L 919
7.6.7. Wodwen se wei kyere se akwadaa no uaﬁ nSUO NSUO No d::\so l.Yes [2.No |[8.NK @ A, | RiRRNORY.
kyen sedeg £SE7 [0 = NAL.coivicsssmmnrmmmsmsmsessssssssssisssisssssssmsissnn
7.6.8. Yareg a ekuu no no mu na mogya w3 ne yamtuo no mu? l.Yes |2No 8. NK @ NA. | BrowneR
L S
7.6.9 Bere a na ne yam tu no snomm ORS, nsuo a yede nkyencagumu | 1. Yes | 2.No | 8. NK MA a7
nsuo bi a yeakyere no ayaresabea?
600 NS SEIRY .o pummis s R 1.Yes [(2No |8.NK | swaso
7.6.11. Awo3 no akyi no, edii nna sen na akwadaa no ayaase hyeasee s¢ SWaHboL
chonohono? [000=less than | day; 888=not known; 999=NAL.......c.ccousrsmraserernc q c? c,
7.6.12. Mere tenten sen na akwadaa no ayaase honhonee? : SHAHD
[00 = less than 1 day; 88 =not known; 99 = NAJ ..o i C) c)
7.6.13. Honohono no baa preko pe wo nna kakra ntam | 1. Rapidly | 2. Slowly over 8NK @\I AL [ SwaBnos
anaa nkakra nkakra w2 bosome mu? .........c...o... .. | over days | months
7.6.14. Biribi behyez n’ayaase ha/biribi befua n ayaase h:" ................................... 1. Yes @No B.NK | ¥a%8
7.6.15. Mere tenten sen na biribi behyee n'ayaase ho/biribi befua ha? MASSL
[00 = less than 1 day; 88 = not known; 99 = NA} ACT (7
7.6.16. Mere bi baa wo da no mu anaa nea eboro saa a akwadaa no anntuml annk: TYes (?,l No [ NK | SR
B ETT Y b s b S s R R B s
7.6.17. nyaa yaree ekuu no 1o, na e BfibIAra? .........co.ccvvssmssmmississsnins 1. Yes @No 8. NK | wowr
7.6.17.1. Mere tenten sen w2 awo? no akyi na akwadaa no hys asee se 2fe? WHENChOT
[000 = less than 1 day; 888 = not known; 999 = NAL....coccmmmmrmnnnssssiisinns ﬁ LT CI
7.6.17.2. Fee no mu yee den paa no, mpere dodo3 sen na na akwadaa no fe dakor2? T i Wi IbaY

[000 = less than 1 day; 88 = not known; 99 = NAJ.......cccmrermemsensmsesiionnssssessnn 7
7.6.18. Na akwadaa no fed ani te 53 coffee” anaa kokoo te $4 mogya Y...cccccvcvvuvmianinnninns I 1. Yes Q}Io o ey
7.7 Injury
7.7.1. Akwadaa (b3 ne din)no wuo no firi pira anaa nkwanhyia anaa aduronom 1. Yes @No B NI | MRH
anaa aboaka anaa gyahyed anaa nsuo fano mu? ...
IF THE INFANT DID NOT SUSTAIN AN INJURY THAT LED TO HER DEATH, DRAW A DOUBLE LINE
THROUGH QUESTIONS 7.7.1.1 TO 7.7.15 AND MOVE STRAIGHT TO SECTION 7.8 OTHER PROBLEMS.
7.7.1.1. Obi n'ahyeda pira no anaa Jmaa no nyaa akwanhyiano? ............ | 1. Yes [2No | 8. NK @NA IRTERTIN]
7.7.2. Nady Car akwanhyia 88 7......ciivmmivmiossssssssiosmmmsssssisasmnsiississsipess 1. Yes | 2No 8. NK '@M Kin
IF NO DRAW A DOUBLE LINE THROUGH Q7.7.2.1 TO Q7.7.2.6.8 AND CONTINUE WITH Q7.7.3.
I *\es

7.2.1. Opirased esan s na dte car ketewa no mu bi anaa%........coonerreonn ]./Yes/ 2No 4RK [9NA |
7.7.2.2 Opiraaca &san si na dte Car kesed (bus or heavy transport) no mu bi~"| 1. Yes FINo |8 NK [9NA |8
TT 08 N B ok SR s issvvinsistvsssnssinsisssniap s niisigen, | e ve8: | ZIND 8.NK |9NA |MOT0
7.7.2.4. Na dte dadeponkd (bicycle) 50 anaal.. . ersersvcsrsgpoviimnnee | 1. YES [ 2No | 8.NK | 9NA Bz s
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7.7.2.5. Na 6hya obi a onam kwan ho akyi anaa?........eemmmmmemei: 1.Yes |2No 8. Nf( 9.N_‘_A.
7.7.2.6. Wonim biribi fa car no.2 nyaa akwanhyia no anaz nipa car bddnono | 1. Yes | 2No S/NI( 9:NA
BB, ., T O S R T B Ss
S aane, Na akwanhyia no fan ca &didisod yi bi ho: / A
7.7.2.6.1. Nipa na 6nam kwan no ho anaa kwan no nkyan?........... l.Yes |2 N(y §.NK /| 9.NA
7.7.2.6.2. Adcd a na fging anaa asi f2aKO?.....cvrmi [.Yes |2No |8.NK/ [9NA
T2 3B CA) Toormsomsrsrseresmssii iR 1. Yes /m 3 9.NA
7.1.2.6.4. Kaa kesed 2128 DUST..c.ovssrmvvrssssssssssinsssissssie 1. Yes /| 2No :yM( 9.NA
TT216:5, MO0, civiesrssimmmssmmrmommniisivosessmerrmenmensatsosssromsstssnse 1. Yeg' | 2No 8. NK | 9.NA
7.7.2.6.6. Dadepdnkd (BICYClE) T.vovcvvevercvmsmmsimrrssersnssns 1 /ves 2 No / 8.NK [9.NA
AR AR BES—G———————— | 2N(7 8.NK |9NA
7.7.2.6.8. Sé aane a, kyerd mu. /
7.7.3. Opiracd a na Annya kaa akwanhyia?.......cemsueessmsssssisnisensonns / | 1. Yes 7 No |8 NK |9NA
7.7.4. Ohweease anaa dfiri 106 fam’?// 1.Yes J2No |[8NK |9NA
7.7.5. NSUO N8 128 N0T...cceroreerrmsresvsscsmsssssssssssssssesssnnsssessn I.chﬂ_,f 2No [8.NK |9NA
7.7.6. Obi na de aduro guu n’duane mu? (POisONed) .ocvevrvonesfivcrrnnrinnnn 1. Yes 2No 8. NK |9.NA
7.7. 7. Ohyehyee na wui a088%7........occriioinmmnsnss s l.fyfes 2No 8. NK |[9.NA
7.8, R 6 AT OO TIORT vsromsremssrissiissisascphissiios i I]/./ch INo [8.NK [9NA
7.7.8.1. Obi na 4de tuo Ku 10 an8a7 ..........cvevememerviamsrmsnsbensssnsansesssnsiessons 1.Yes | 2No 8.NK |9.NA
7.7.8.2. Obi na dde birbi ano y& nam te sé sekan na &kum no anaa?............ 1. Yes | 2No 8.NK |[9.NA
7.7.8.3. Owui 4san s obi tataa no anaz 6boro N0 aNAA7......eeresevecrisininen / 1.Yes |2No 8.NK | 9.NA
7.7.8.3.1. Shaane &, Kerd Mu......oooveemsnerrenans ’7 /
7.7.9. Aboa bi na &kaa n 0 anaa ntumoa ( insect/sj nadweenonadmaahowui | 1. Yes | 2No 8. NK |9.NA
BNARTciivsasisissnvinasssmaseuimsssseas s sy assmvitons Y SOOI
7.7.9.1. Kraman na ikaa no ma no wui ana ‘J l.Yes |2No 8. NK [9.NA
7.7.9.2. Owd na dkaa no ma no wui anaa l.Yes |2No |8.NK |9NA
7.7.9.3. Ntumoa (insects) na dwee no . Yes | 2No 8. NK [9.NA
7.7.9.4. Owui dsan si eboa bi na 51\7{}‘; a0 686 107 e I.Yes |2No |8.NK |9NA
7.7.9.4.1, S aane a, kyerd mu.....}
7.7.10. Opiraed dsan s& biribi nq/gpim O Fsr A l.Yes |2No |8 NK |9NA
7.7.11. Afidie kesed bi na épir'{lo B P 1.Yes |2No §.NK | 9NA
7.7.12. Aboabi anaa aded bi/na Apim 10 an2a%...../eveeeessvsssssssssrmssneneeens | 1 Y€S | 2 N0 8. NK |9NA
7.7.13. Ade foford bi na Apiraa n0 ANAAT.......eeeefeceseeesiiisssinsssmisnsssinins . | 1.Yes | 2No 8. NK |[9NA
i B LT BT I G | — /
7.7.14. Pira no anag aduronom anaa abqﬁika anaa gyahyes anaa nsuo fa no akyi 3dii nna sen na Swuuie? -
& 1. Died within 24/10urs 2. Died 1 }((ay later or more | 3. Died at the site of the accident | 8. NK | 9. NA
............... l.Yes |2.No |8 NK

T 15 Akwanh?'! no akyi no, dnyaa az,aéchwé (medical care) ansa na drewu?...

PED

OTHVEH

OTHPED

OTHSTAT

OTHCAR

OTHBUS

OTHMOTO

OTHBICY

OTHELSE

OTHELSE2

NONRTA

FALL

DROWN

POISONED

BURN

ASSAULT

FIREARM

STAB

OTHASSAULT

OTHASSAULTZ

BITE

SNAKE

INSECT

OTHBITE

OTHBITE2

NATURE

MACH

ANIM

OTHINI

OTHINI2

DURINI

MDCARE
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7.8. Other problems
7.8.1. nyaa ahobene w2 yaree a ekUu N0 N0 MUY .vcovvvevmvuvmvivismmnmsissssississensssssssssnins 1. Yes @No 8.NK
*7.8.1.1. Na ahobene/ahodhyes no mu eden? ... l.Yes |2.No |[8.NK |@NA
7.8.1.2. Na ahobene/ahoshyes no toa mu anaa eba a na ek3? ....ccooovvvenve. 1. Yes | 2.No 8. NK @ NA
7.8.1.3. Awd te guu 16 50 aN2a NE N0 WOSOEED.....vvevvvsssssrnsnsnssrins I.Yes |[2.No |8.NK [@NA
I?’ﬂfj}}:ﬁt;e:e z;;; ;1);55 asee na u_fadi n:;a sen? (IN DAYS) [000 = Just born or ﬁ ﬁ CT
v notknown: 1999 = NAL wiaivmiaavrmsrasinimi i

7.8.3. Ahobene no dii nna sen? (IN DAYS)

[00 = less than | day; 88 = not known; 99 NAJ... C[ CI
7.8.4. Béya nna sin ansa na dbawu no no On the same day of 2‘ 1 -3 days before 4.4-7 days
ahobene anaa ahodhyed no hydi death death before death
L P 4. More than one week before death 8.NK [(9.NA
7.8.5. Yarec a kuu no no mu na wos> ne mu a ne ho ye nyunu? i | 1 YES @ No |8 NK
7.8.6. Ne ho hyee asee yee nyunu no na wadi nna sen? (IN DAYS) [000 = Just

born or less than | day; 888 = not known; 999 = NAL....cccccmminisnn ﬁ Ci ﬁ
7.8.7. Nna dodo3 sen na aw3 dee akwadaa no? (IN DAYS) o‘

[00 = less than 1 day; 88 = not known; 99 = T C]\
7.8.8. anyaa yaree a ckuu no no yee betee bere a na wadi agord awie? ............... 1, Yes @No 8. NK

/.8.9. Yaree a ekuu no no mu dnyaa jaundice (ne honam anaa nani yee kakad se 1. Yes 6 No 8. NK
kDR STATEED: i At s s e D
7.8.9.1. Akwadaa no ani yee s& akokd STadee? .......vvmveerenriceisierininiinrnieses 1. Yes @No 8. NK
7.8.9.2. Akwadaa no nsam anaa ne nan mu yee s& akokd sradee? ... l.Yes [@)No |8NK
7.8.9.3. Awoa no akyi no, edii nna sen ansa na “jaundice” no hyeasee?

[000 = less than 1 day; 888 = not known; 999 =NA] ..o C1 e' c[
7.8.9.4. “Jaundice” no di nna dodod sen? a[

[00 = less than 1 day; 88 = not known; 99 = NAJ...comrrioiiisiissssssssisns G’
7.8.10. Yaree a ekuu no no mu nani yee koka3 a na efiri nsuo tese mpamp2 mu 1. Yes @No §. NK
U O A o T 3 S Ty b R A p s VAR e S P R
7.8.11. Yaree a ekuu no no mu mogya tu firii ne nipa dua mu baabi? ...........c...... 1. Yes @No 8. NK
7.8.12. Bere a na dyare yaree a ckuu no no, n’apampam t6d mu (sunken fontannelle)?...... | 1. Yes @No 8. NK
7.8.13. Na akwadaa no (b3 ne din) w3 yadee koankr> anaa na dyare 1. Yes @No 8.NK |9.NA
ansa na Jnya akwanhyia anaa pira n0%.......cco.cveeimmmnin

7.8.13.1. Se aane a, na eye deen yadee? (Please refer to code list)..........cooiiiiiiiis

4. POSTNEONATAL DEATHS - ADDITIONAL QUESTIONS ABOUT THE FATAL ILLNESS

COMPLETE THIS SECTION'FOR POSTNEONATAL DEATHS ONLY.

ﬁ

IFEVER

FEVSEV

FEVINT

RIGOR

FEVERDAY

FEVERNUM

FEVSTART

COLD

COLDDAY

COLDNUM

LETHARGY

ITAUND

JAUNDE

JAUNDS

JAUNDB

JAUNDL

CONJUNCT

HDN

SUNKFONT

INJURY2

CHRILL

FOR NEONATAL DEATHS PUT A DOUBLE LINE THROUGH THIS SECTION AND GO TO SECTION 9.
FOR STILLBIRTHS PUT A DOUBLE LINE THROUGH SECTIONS 8-10 AND GO TO SECTION 11.

8.1. Nutrition
8.1.1. Jnyaa yaree a ekuu no no 2fon yee kete Kete? oo
8.1.2. Bosome a awuuie no 2f5n yee kete kete? ..ol
8.1.3. Yaree a ekuu no no mu ne nan anaa ne nan ase honhonoee? .....«7............

8.1.4. Ahonhono no dii nna sen? (IN DAYS)
[00=less than 1 day; 88 = not known; 99 = NAL..ccccireo @i sl
8.1.5. Abere a yades gku akwadaa no b2 no no, n’ani
8.1.6. Abere a yadee eku akwadaa no b no noefi’ap so honhdnes? ............ccovvw.
8.1.7. Abere a yadee eku akwadaa no b0 no, ne nan pJ'so honhonee? .............

8.1.8. Abere a yadee eku akwadaa w6 b33 no no, ne 3 ne din) honam nyinaa
HORMOBEED, . cosmson s oesssivavsibiisivrng s s A o oo
8.1.9. Ahonohono no dii mefe sen ansa na y\é? (IN DAYS)

[00 = less than 1 day; 88= not knowny— NAL o rm iR

re

G -~

)){és /2,No 8. NK
1.Yes” | 2.No | 8.NK
1. Yes |2.No | 8.NK
2.No |8.NK

.Yes |2.No [8.NK
1.Yes | 2.No §.NK
1.Yes | 2.No 8. NK

THIN

MARASMUS

SWELL

SWELLDAY

SFACE

SIOINTS

SANK

SBODY

SLAST
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8.1.10. Yaree a ekuu no no mu ne honam hwanehwanee? ... l/?es 2.No |[8&NK ,
i
8.1.11. Yaree a ekuu no no ma ne tiri nwi sesa yee kokod se akoko sradee? ......... |/1. Yes |2.No |8 NK
8.1.11.1. Mere tenten sen na akwadaa no tiri nwii ye koko anaa ne tiri nwii ye sg/akok
sradee? [00 = less than 1 day; 88 = NK; 99 =NA]... e
8.1.12. anyaa kwashiorkor w bosome a gtwaam ansa na Jrewu no mu'? vl | i Yes [2:No; ABNK
8.1.13. Yaree a ekuu no no mu ne mogya weee anaa Jyee fitaa? .......ofoe 2.No/ |8 NK
8.1.14. Yaree a ekuu no no mu ne nsa mu Yee fitaa? ..o i 2 Nb 8. NK
8.1.15. Yares a skuu no no mu ne mmowere yee fitaa? .o.ooovvcvvveees i /2/.'No 8. NK
8.1.16. Mers tenten sen na akwadaa no ye fitaa anaa ne nsam ye fi
fitaa anaa n'ani ye fitaa? [00=less than 1 day;88=not known;99=NA].......ccorwrsrisicviien
8.2 Breathing
8.2.1. Onyaa yaree a ekuu no no na Shome a gye dede? ...l s 2.No | 8.NK
/
8.2.2. Dnyaa yaree a ekuu no no na Shome ko ne mu a ne mene ase su? 1 /Yes 2.No |8 NK
[DEMONSTRATE]....oouvvvisvsssssssssssssssssssssssessisssssenss e /
8.2.3. onyaa yaree a ekuu no no na, shome ba abonten a ne mene ase su? /1.Yes |2.No |8 NK
[DEMONSTRATE. ccccvvcvivcmsinsssivmemsisssssssssssssssssssssssssssdessismmimsssssssssnssssssmssssss s /
8.3 Neurological problems
8.3.1 Akwadaa no nyaa yaree a ekuu no no ne kon sensenee? ........oooerrvnnrinnfonnns 1 I.Yes |[2.No |8 NK
8.3.1.1. Mer4 tenten sdn na ne kdn sensenened ?
[00 = less than 1 day; 01 to 28; 88 = not knawn; 99 = NA]
8.3.1.2. Akwadaa no nyaa yaree a gkuu no no na Sntumi ns3 adee mu? .... 2.No |8 NK
8.3.2. Dgyae adee mu 2 no edii nna sen na Swiuie?
I Less than 12 hours ‘ 2. 12 hours or }ﬁore l 8.NK |9.NA
8.3.3. Akwadaa no nya tipaee? ........oouu.e. ;ff ......................................................... l.Yes |2.No |8 NK
)
B Ra AR O IET e [ l.Yes [2.No [8.NK [9.NA
8.3.5. Tipaee no dii mere tenten sen?
[00 = less than 1 day; 8= not knowny 99 = NA, no headache]..........ccooomvvviiiiiicnsiiiinnins
8.3.6. Akwadaa no fam (&firi ne sisi/kdpim ne nan ase) dwgdwoee? ................ | L. Yes | 2.No | 8. NK
8.3.7. Ndwodwoee no hyeasee preko pe w2 dakor mu apfaa nkakrankakra w3 nna beberee mu?

’T Suddenly | 2.Overa singl¥day ' 3. Slowly ov%r many days 8.NK | 9.NA
8.3.8. Akwadaa no nyaa yareg/a ekuu no no, na yefr‘a"no a Intumi nnye 07 ......... i l.Yes |2.No |8 NK
8.3.9. 2gyae nnyeso3 no edii Ana sen na Iwuuie?

1. Less than 12 hours / / 2. 12 hours or more { 8.NK | 9.NA
8.3.10. Akwadaa no nyad yaree a ekuu no no, lé obi anaa biribi rekdadntumimfa | 1. Yes |[2.No |8 NK
AN A NKYT? oo
83.11. Akwadaa no gyae se 2de nani di biribj akyi no edii nna sen na Iwuuie?
1. Less than 12 haury / 2. 12 hours or more | 8. NK |9.NA
no mu 3nyaa honam mu nsaa? ........... I.Yes |2.No |8 NK
D s 1. Yes 2.No §.NK | 9.NA
DS HATIMD o csafissssimissssisseivsisiipgsn spsossmsss 1:Yes 2,No |[8.NK |9.NA
4. 5 ne din) mu? (&firi ne kon mu 1. Yes 2.No 8.NK |9.NA
K51 N8 SIF1)T 1ovvverrereecsiinnsrinmnses e
> ne din) nsa ne ne nan 1. Yes 2.No |8 NK |[9.NA
ho?. ..................................... o

‘FLAKE

COLOR

COLORD

KWASHIOR
BABANAEM
BABPALE
BABWNAIL

BABANL

NOISE

STRIDOR

WHEEZE

STIFFNECK

STIFFNECKDUR

GRASP

STOPGRASP

HACHE
HACHES

HACHEL

POLIO

POLIOS

VOICE

STOPVOICE

FOLLOW

STOPFOLLOW

RASH
GENRASH

FACRASH

TRUNKRASH

ARMSRASH
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8.4.6. Nsaa no dii nna sen? (IN DAYS) / (
[00 = less than 1 day; 88 = not Known; 99 = NAL.cc.ummmmmmsmmmmsmiens / /
8.4.7 Nansaandtesen? 7 ¥
1. Measlés rash | 2. Rash with clear fluid 3, Rash with pus 8. NK 9/NA
§.4.8. Nsaa bi guu no 2 na nsuo aani dah3 wamu? ........ocevmevn | /? e [2.No [8.NK /4 NA
8.4.9. Nsaa no hyee asee no ne honam paepace anaa ehwanehwanee? /1 Yes |2.No |8 NK /] 9.NA
8.4.10. Na saa nsaa yi ye ntoburo / ntenkyem? ... eveesnvvsssosnionns o | L Yes 2.No |8 N}( 9.NA
8.4.11, Akwadaa 10 ani Y KIKI? vvcersssssssmsrsmsssngrs l.Yes |2.No 3/01( 9. NA
8.4.17. Yaree a ekuu 10 no mu ne mmtoa mu honhotooe? ... Lvwowmmonree | 1. Yes | 2. No [ 8. NK
8.4.13. Yareg a ekuu no no mu n'ahaa mu honhonooe? ... fuvwmenmssssns | 1. Yes /| 2.No | 8. NK
8.4,14. Bere a na Jyare yaree a ekuu no no ne kan hohongoe? ... L.Yes [2.No |8NK
8.4.15. Abere a yades eku akwadaa no b33 no no, akwgadaa no honam baabi 1.Yes |2.No |8 NK
honhonoeg?. .. /

§.4.16. Mere tenten sen nane honam no honhoea’i

[00 = less than | day; 88=not known; 99 =NAJ./.ccccee e,

8.4.17. Yaree a ekuu no no mu nsaa fitaa bi sii najio mu anaa ne kstcrsma so'? y l. Yes |2.No |[8.NK
8.4.18. Mere tenten sen na n’anum kuro no dii} (IN DAYS)

(000 = less than 1 day; 888= not known; 999/= ) R e E o 49

8.5 Abdominal problems

8.5.1. Akwadaa no nya yaew bi wd n'ayagse? ... l.Yes [2.No [8.NK
8.5.2. N'ayaase yaew no dii nna dodo3 gen? (IN DAYS)

00 = less than | day; 88 =not knownj 99 = NAJ.....c.cvmmmrsssisfumms it

8.5.3. Nan’ayaase yaew 10 Mmu YEden? .ooouuvvvesvssmsinmsesssnesns 2.No |8NK |9.NA
8.6 Other problems

8.6.1 Nsakraee ba dwons2 dodop a na akwadaa no dwons? dabigra mu? ......... | 1. Yes 2.No |8&.NK
8.6.2 Dwons? dodo3 sen na ng akwadaa no dwons)?

1. Too much 2 Too}{n!e 3. No urine gt all 8. NK 9.NA
8.6.3. Nsakraya baa dwonsd dodod a na ddwonsd no dakord ng/mu........cuceiesssnns | L. Yes {2 No |8 NK
8.6.4. Mere tenten sen ny/dwons3 no ani sesa dea etwa 027

00 = less than 1 day; 88=not known; 99 = NAL.occ../ecvviommmmmnsssmsisisi s oo ;
8.6.5. Abaa si na kwadga no ndwonsd koraa?...........ocoeeerrcsiiensin 2No | 8.NK
8.6.6. Bere a byare yaréd ftwatod no, na ddwonsd @ mogya wd muT......ueeessmessssssienn 2No |8 NK
8.6.7. Akwadaa nd ani keka ko> mu abere a yadee etwa 103 b3 10 107 oo | 1. Yes [ 2.No | 8. NK
8.6.8. Mere tenfen sen na n'ani a ekeka kadmu no dii?

‘ 8.NK |
| 1.Yes |2.No

£.6.10, Yaree a ckut 10 10 MU nYag MEIANA"7 ...cossmmsssmmmmsmsmsssssssssssssnss

|s..\';<

RASHDAY

RASHAPP

BLISRASH

CRKRASH

MEASLES

REDEYES

AXLYMPH

INGLYMPH

NECKLYMPH

OTHLYMPH

LYMPHL

CANDIDA

CANDL

APAIN

APAINL

APAINS

URINE

URINEP

URINECHANGE

URINEL

NOURINE

BLOODURINE

SUNK

SUNKL

BLEED

IMALARIA
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9, INFORMATION ABOUT CARESEEKING

COMPLETE THIS SECTION FOR NEONATAL AND POSTNEONATAL DEATHS ONLY.
FOR STILLBIRTHS PUT A DOUBLE LINE THROUGH THIS SECTION AND SECTION 10 AND GO TO SECTION

/ Foot Bicycle | Motorbike

11.
9.1, nyaa yaree wei no wo anaa obi de no kahwehwes mmoa (baabi)? ..., @ Yes |2.No |8 NK
9.2. Wo anaa obi de saa yaree vi kd) ayaresabea kIpee ayaresa? ..o @Yes 2.No |&NK
9.3, Wo anaa obi de saa yare yi ko3 dunsini ha kopee ayaresa? ...c..covvcrvevrernneenns 1. Yes '@No 8.NK
9.4, Wade saa yaree/pira yi k33 honhom mu nipa bi tese 3s3f03, malam, 1Yy @No 8.NK
DOSOERD, 88 BINOT ocoisspssormsssrssnsssns scstutaimnioseostistionsirnsrasameasnsss dassrisippsbtiesmtssainaasidh
9.5. Wade saa yaree /pira yi k3 dyaresafod bi a Jte kuromu B3Y tivimminiiostvuathatans 1. Yes @No 8.NK
9.6. Wade saa yaree /pira yi ka2 dokota anaa nurse a Snoara y3 n*adwuma ha? 1. Yes @Na 8. NK
9.7, Obi a w'atete no si dngye awod wé fie (trained TBA)?. 1. Yes @No 8.NK
L T 1. Yes @No 8. NK
9.9, Wade saa yares/pira yi kohwehwee mmoa baabi a ye 0 mnuro? vevvvevvens 1. Yes @No 8.NK
9,10, Wade saa yaree/pira vi kshwehwee mmoa w3 obi a Inenam tan nnuro ha, 1. Yes @ No |8 NK
SOLID BNAR BAWEIIUT ooovvvuusvvernsersiiesssssassstsssssstssssssnsmssnryssssssssssssisissssssisssssssssasisnsiss
9.11. Wade saa varee/pira yi kshwehwe mmoa w3 wo busuani anaa wadamfo ha? | 1. Yes @fNo 8. NK
9.12. Wohwehwee moa firi ‘clinic’, ‘health post’ anaa ayaresabea akesee mu fa @Yes ‘@Io 8. NK
S22 YATCE YE N0 w..ocovcciiiiiiies s i s e
9,121, MPIE A0009 SENT wovvssnsremsessmssssssssmnsisssssisstossssbsspmssessssssentsssseisstsisssississs s nnss O '
9.12.2, PLEASE PROVIDE FACILITY CODE1 [99=NAJ......oovvvimmimnsiiimmmmsrmmsssmmssssssssssssssinn | '
9.12.3 PLEASE PROVIDE FACILITY CODE2 [99=NA]...oociviiicnmmmminssssssisssssesss CT c'\
9.12.4 PLEASE PROVIDE FACILITY CODE3 [99=NA]..coocvvviisssmmmminsssnsserssssssssssssseesssens c] c}
9.12.5. PLEASE PROVIDE FACILITY CODE4 [997NA].....ococcimmmmemmmmimmmmmsssisiimmmmmssansins 61 ci
9.12.6 PLEASE PROVIDE FACILITY CODES [997NA]. oo c1 rT
9.12.7 PLEASE PROVIDE FACILITY CODES [99=NA].....ovocvvririemsseisismmssmsssissssssssesessanns C1 7
9.13. Wade saa yaree/pira yi kahwehwes mmoa baabi fofora bi? . Yes @\lo 8. NK
If yes, specify:

9.14, Yareg no hye asee no edii nna sen na wohwehwee mmoa? [§8=NK; 99=NA]........... = O
9.15. Wo nna Atwatod no mu no, wode akwadaa no kad ayaresabea kesed anaa ketewa [. T Yes . -@1‘10 -8. NK
O s R s s s il

¢ 9.16. Kwan bin so na wo fa koo ayaresabea ho?.............. | 1. Walking | 2. 3. 4. Car | 5. Taxi

Tro-Tro nowm A

6. Bus/ Other, SPECIFY: E?bj w9 NA

9.17. Ahen anaa hwan hd na wohwehwee mmoa edi kane?
[USE FACILITY CODE LIST; 88=NK; 99=NAL.....coumrmsrmienrsinmssisssssssonpmisssmssssmsssssssivs
9.18. ehen anaa hwan h na wohwehwee mmoa a et so mmienu?
[USE FACILITY CODE LIST; 88=NK; 99=NAL....ccoomrmrrsssmmstiismssissessissssisssnsssie
9.19. ghen anaa hwan hy na wohwehwee mmoa a etd so mmiensa?
[USE FACILITY CODE LIST; 88=NK; 99=NAL.....coovvvsrsirnmsmrcmsmmsoessssssicssssis

920, Yarec a ckuu akwadaa no mu yegyee no too ayaresabea maa no daa ho da @Yes
KOO AR5 EDOTDO/BRAT. sccutiisacobirssadssssmsio bbb b br A A AT s

9.21. ehen na yegyee no tooe?
[USE FACILITY CODE LIST; 99 = not admitted]. ........uuwvumssmssomsmsssssssonssinsnissnis

9.22, hen naAKWADAA no wuuig?

@Clinic/hospital 2. Private maternity home 3. Athome

4, On route to clinic/hospital 5. Other:

CARESEE
APPCARE
OTHCARE

RELICARE

COMMCARE
PPHYCARE

CSK_TBA

CARESK_HMPT
H

PHARMCARE

DRUGCARE

RELFRCARE

FACCARE

FACCARENO
CODECARE]
CODECAREZ
CODECARE3
CODECARE4
CODECARES
CODECARES

OTHERCARE

DCARS

e
TRAVELHOSP

\o \w\1

TRANSP ¥

an

CARESEEK!
CARESEEK2
CARESEEK]

PLACEADM

[HOSP

PLACEDIED
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9.23. IF THE ANSWER TO 8.18. [S 1 OR 2, STATE WHERE. i
(USE FACILITY. CODE LIST; NA=99]..vcrmmsssssnsscs s | 1)
924, If the baby was discharged from hospital, what was | 1. Well | 2. Somewhat unwell | 3. Very @ NA | DiscHiL
their condition on discharge?..........oovmiremmsisimmssisminnin unwell
9.25. Apamuden adwumayeni no kaa dea gkuu no no kyere wo?.......... 'TYes ‘@ No |8.NK I 9, NAJ hweoD
9.26. Deen na apamuden adwumayeni no ka ye?
HWSAY
ADMPROB

.27, Abere a wogyee no too ayaresabea kesed anaa ketewa mu no, wo nyaa 1. Yes 2No 8. NK | 9.NA

GRAW DT vorsessrrrsssessssssssssssesssssssinssssns s ssssses
9,28, Wo nyaa ohaw bi wb kwan a wofaa so hwdd wo bano (b6 akwadaato | 1. Yes  [(ZNo | 8. NK | 9. NA | TREATROE

din) wb ayaresabea kesed anaa ketewa mu N0 T
9.29. Wo nyaa haw bi kwan a wo bafaso anya nnuro anaa wobdhwehwane | 1. Yes @No 8. NK | 9.NA | MeorRob
mogya mu wo ayaresabea kesefi anaa ketewa 1o mu? eeveeeeininnns
930, Afiri baabi a na akwadaa no te dreké ayaresabea kesed anaa ketewa mu 1. Yes @No B.NK | 9.NA | DwTe
no, na idi biya donhwere mienu [Name’s household]?...........
9.31. Wo nna dtwatod no mu no, na moadwene yi mo nianta sa akwadaano | 1.Yes [@No | 8.NK)9.NA DOGITS
bahia ayarehwa wd “doctor” hé (medical care was needed)?......
9.32. Mo Y4 abibi QUr0 Bi 8188t 1. Yes @‘l 0

q. NK TRADITIONME

D
933, Abere a na drewu no, mo fria obi w telephone anaa mobile so s dmaboa mo?....... 1.Yes [INo |8. NK | CAHHELE
9.34. Abere a na akwadaa (b ne din) no, &ka mo bdd wd ne ho no sii mo kwan s mobétua | 1. Yes g)lo BK. | EReBCaST
i 1 K OFOTD BE. o vvervessssssssnsresssssssssos s B
10: TREATMENT AND RECORDS
COMPLETE THIS SECTION FOR NEONATAL AND POSTNEONATAL DEATHS ONLY.
FOR STILLBIRTHS PUT A DOUBLE LINE THROUGH THIS SECTION AND GO TO SECTION 11
10.1. Medicines
TR TR d B L e ————————— I.Yes |@No [8.NK |PM
IF NO THEN PUT A DOUBLE LINE THROUGH THIS SECTION AND GO TO SECTION 10.2
Yaree 2 ckuu no no mu yemaa no nnuro a edidi soo i bi? o
10,12, ATHDIOLCS +vvvvvereorsssesssseessssssssssssssisssunessssspstnssssesss s : z)m’ LK |
10.0.3, ASPITIL . eeereessessssansesssmsssssisesissssssssmmssmissass s ens 7 No |8 Nk |MoRE
1014, ARAMIBEEL ... coeescocincireniemseneiiinnssssns s ey 7.No | B.NK | lAvmwa
10.1.5. Atiridie (malaria) aduro ben na 1. Chloroquine ,2/ FansW 3. Quinine ANTIMT
TNOMEEET . vvvvvrvsssssssssssssmssssrisssssssssees
4. Artesonate 5. Apfodiaquine 8. NK
6. Arte}x@te-AmO/d'zf]uine 9.NA
}ﬂther, V
& ;
10,16, Other known 0ral MEdiCing. ...y s I.Yes |2.No |[8.NK |0
10.1.7. Other unknown oral medici_nef'...,....,.,....: ................................................... T.Yes | 2.No |8.NK |ORA
LT T T A (—— [Yes |2No |8.NK |
10.1.9. Panee foford bi......c. B A l.Yes |2.No |8 NK |O0™M
T, LT e ame—— L N E BNK |
10.1.11 Wodeyt(sii ne 507// I.Yes |2.No |[8.NK |M**
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T B O OB st e o T e T2, NOFE K| ooorhass
I.Yes [2.No |8 NK [N
1.Yes [2.No |8 NK |[OTHMED

10.1.13 Treatment / food threugh tube passed through nose.........covuuveerepetrornupet?

il

10.1.14 Biribi fofor, SPECIFY:

10.2. Surgery

10.2.1. Woye no operation esan yadee n0 Nti? ..............vuvverreresrisisosinsivenmessenen ’ 1. Yes @ No |8 NK |OFER
10.2.2. Woye no “operation” no, edii nna dodo2 sen ansa na orewu? SrE
[007 léss thar 1:day; 88 = not kaiown; 99 = NA] s ﬂ 6]

10.2.3 Ne nipadua heefa na wayee “operation” no?

1. Abdomen | 2. Chest | 3. Head 4. Other, specify: 8. NK @NA SEEEE
10.2.4. Woya akwadaa no “operation” foford bi ansa na drewu?.......ccouemnsmsrvenssrsisnmnnnns | 1. YES @No 8. NK | SURGBDEATHV
10.3 Immunisations

10.3.1. Wo ba no aw2 nsaman wa panee? (BCG) [DEMONSTRATE WHERE 1. Yes @ No | 8.NK B
THE IMMUNISATION IS INJECTED INTO TOP OF ARM].....oovvvcvviinienneenninns g

10.3.2. Woba no w23 ntenkyem pane abere a onya bosome nsia kapim bosome | 1, Yes |2, No | 8. NK MEASTHN
dumienu no? [DEMONSTRATE WHERE THE IMMUNISATION IS

INJECTED INTO THE ARM]....ovvvviviinnnrinsmsssmnsnssssnissss s

10.3.3. W6 w'adwene mu no, akwadaa no nyaa nteted paned biara anamerdasosd énya | 1. Yes @ND 8. NK YacC
S ORI s 0005 08 SRR S S

10.4 Health records

10.4.1. Akwadaa no w3 doctor nkrataa ne ‘weighing card’? ..............occoevveeneenn | 1. Yes @No 8. NK IRECORD
10.4.2. Metumi atwere dee ew ne card anaa ne krataa no so agu me desnoso?.... | 1. Yes | 2No @ NA TTRANSG
10.4.3. What type of health records does the respondent have?

Child health record / Weighing Card...........uuvoocvesccrsos oo, 1. ys/ 2.No | 8.NK | tmveet
MGTNEES AMCA s sosisnssmsspamivessisoismss s s eeves saade e A Yes [2.No [ 8.NK il
DTG oevctnsvssesssammossionsei s pabsapons el b i o S5 l.Yes |2.No [8.NK |
Hospital prESEFPON. umemsmssmmmmsosessommmssgiosissiisvisismis 1.Yes |2.No | 8. NK i
FBATHBAMEAR], oommsinsssosmmssmus s o s o STesN l.Yes |2.No | 8.NK MY
PSTHOHERTTESHIE s assomuavmissmsrmmanssd i R issoisispissoonin I.Yes |2.No [ 8.NK al
Hospital discharge card ..o | 1. Yes | 2,No | 8.NK HITRES
Laboratory FeSUIts ....vvvvivvreiveieofluneiiin iy 1. Yes |2.No | 8.NK HlFed
Other documents, SPECIFY: = 1.Yes [2.No | 8.NK HRE

IF THERE ARE NO HEALTH RECORDS PUT A DOUBLE LINE THROUGH THIS SECTION AND SECTION 10.5
AND GO TO SECTION 10.6

10.4.4. TRANSCRIBE ALL THE ENTRIES WITHIN THE 12 MONTHS BEFORE THE CHILD DIED [F RESPONDENT
ALLOWS YOU TO SEE THE RECORDS. INCLUDE ALL DATES.

MAKE SURE YOU INCLUDE ALL IMMUNISATIONS. WRITE THE DATE OF THE LAST MEDICAL NOTE IN SECTION

1045, b o

IENTRY

i
,-/
2

IMEDNOTE
104.5. RECORD THE DATE OF THELAST |- .3
MEDICAL NOTE (090909 = no note.......... y
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10.5. Infant weight
10.5.1, RECORD THE TWGMOST RECENT WEIGHTS OF THE INFANT IN KILOGRAMS

No date = 080808, No weight = 38.88

DO NOT INCLUDE BIRTHWEIGHT, BIRTHWEIGHT SHOULD BE INCLUDED IN SECTION 5.
THE EARLIER ONE SHOULD BE DATE | AND THE LATER ONE SHOULD BEDATE 2EG. DATE 1= 10/01/03, DATE

2= 10/02/03.

Date | BATE|
Weight | WEIGHTS
Date 2 PRz
Weight 2 WEGHTZ

10.6. Death certificate
10.6.1. Wows ne wuo 1o ho andansedie O R —— m DEATHC

ASK TO SEE THE DEATH CERTIFICATE AND RECORD WHETHER YOU ARE ABLE TO SEEIT.

10.62. ABLE TO SEE DEATH CERTIFICATE? w.ocrissrnrerssssssssssce VIEWDE

DRAW A LINE THROUGH THIS SECTION IF NO CERTIFICATE
10.6.3. RECORD THE IMMEDIATE CAUSE OF DEATH FROM THE CERTIFICATE

10 6.4 RECORD THE FIRST UNDERLYING CAUSE OF DEAZ lCATE

10.6.5. RECORD THE SECOND UNDERLYING OM THE CERTIFICATE

10.6.6. RECORD THE THIRD UN EATH FROM THE CERTIFICATE
_- _ UNDCOD3

10.6.7. RECORD THE ONTRIBUTING CAUSE(S) OF DEATH FROM THE CERTIFICATE

DR 4

11. ALCOHOL AND TOBACCO USE

CONTCOD

11.1. Akwadaa (b6 ne din) no maame nom nsa T I. Yes @No 8 NK ALCOHO:

1. Yes @No 8§ NK TOBACCCO

11.2. Akwadaa no maame nom cigaretic ana taa da (cigarette, cigar, pipe ete.) 7w

12. HIV/AIDS AND TUBERCULOSIS
SAY “THE FINAL QUESTIONS ABOUT THE BABY’S DEATH ARE ABOUT HIV/AIDS AND TB”

12.1. Wohweé akwadaa no mogya mu hwed & o3 “HIVIAIDS™? covovvveinnemnnein 1. Yes gﬂﬂ@NK HIVIEST
12,2, Wohwes akwadaa no mogya mu ka kyeree Wo & wanya  [1Yes |2No |8.NK[BNA HIYRQS
WHIVIAIDS™ o ssseesiinssnsnsesssprmsnss sassssgniasssassasssssenms st ssett

12.3. Apomuden dwumayoni bi ka kyere wo Wb ayaresabea s dwene S¢ 1.Yes |2.No ’@NK HiveY
w0 bano anya “HIVIAIDS? wosmmmsspmsrmessssmm e

12.4. Obi w3 abusua yi mu a d2kota ayd phwehwamu ahunu se 5b3 nsaman Wal....uess 1. Yes @ No | S.NK |™™
12.5. Na saa nnipa no ne saa akwaadaa yi te fie baako MU?.cv 1 Yes |2.No |8 NK|(%NA el
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13. INTERVIEWER COMMENTS AND OBSERVATIONS
Please write any additional comments or observations that you may have in this space,

END OF INFANT VPM FORM. THANK RESPONDENT(S) AND CHECK YOUR FORM,




201

Appendix C — Screen Shot of Statistical Significance Testing Using StatKey Software

Randomization Test for a Difference in Proportions

Custom Data » Edit Data

Randomization method = Resampling ~

Generate 1 Sample | Generate 10 Samples  Generate 100 Samples | Generate 1000 Samples Reset Plot
Randomization Dotplot of 5 5 ~ Null Hypothesis: p; =p. Original Sample
Group Count Sample Size Proportion
[ et Tait [ Two-Tail ] Right Tail samples = 20000 Group 1 2881 5404 0.450
mean =-0.0000024
400 st dev. = 0.0088 Group 2 2779 6404 0434
Group 1-Group 2 102 n/a 0.016
350 Randomization Sample
Group Count Sample Size Proportion
Group 1 2830 6404 0442
300 Group 2 2841 6404 0444
Group 1-Group 2 -11 n/a -0.0017
250
200 0.028
150
100
50
-0.030 -0.025 -0.020 -0.015 -0.010 -0.005 O'LOOO 0.005 0.010 0.015 0.020 0.025 0.030
null =
0.017
Help StatKey v. 0.3.12 is written in JavaScript and should work well with any current browser including Chrome, Firefox, Safari, Opera, and [E. Presentation Made

Comments, feedback, and bug reperts can be sent to lock5stat@gmail.com.
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Appendix D- Transcription Work in Pictures

These are pictures showing the transcription of Verbal Autopsy documents carried out by the staff of the computer
department at the Kintampo Health Research Centre in Ghana between November, 2011 and May, 2013

The author of this thesis (first on the left) Introducing the research to staff of computer department
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Data entry clerk attempting to use the software. Computer department staff entering the

transcription of narrative.



