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Abstract

Accelerating and decelerating turbulent channel flows are investigated to study the response of
the turbulence dynamics. The objective of these inestigations is to further enhance the
understanding on the behaviour of turbulence and wall friction under transient conditions.
Large-Eddy Simulations (LES) are carried out for stefike accelerating flows with significantly
higher ratios of Reynolds numter than previously covered An experimental investigation is
carried out for ramp-like accelerating flows using Particlelmage Velocimetry (PIV) and
ConstantTemperature Anemometry (CTA) techniquego reproduce and validate the findings in
numerical simulations. Step and ramp-like decelerating flows are studied using Direct
Numerical Simulations (DNS) the results of which are compared with observations in

accelerating flows

Steplike high Reratio and ramp-like accelerating flows are shown to exhibit essentially the
same threestage laminarturbulent transitional response as that described in He & Seddighi.(
Fluid Mech.715:60-102, 2013), resembling bypass transition of boundary layer flows. The first
stage is characterised by elongation and enhancemenf streaks. The growing instabilities of
the streak structures lead to breakdown and formation of isolated turbulent patches in the
second stage, which grow in time and eventually merge with each other. The third stage is
marked by the entire wall surface being covered bythe newly generated turbulencelt is shown

in the present study that thefeatures of transition become more striking when theReratio
ET AOAAOGAOG Y OEA Al I -trapskionll hericdl O€adme trdeadingly IdhgeAand O A
stronger, and the turbulent spots generated at the initial stage at the onset of transition become
increasingly sparse In a slower ramp-like flow excursion, on the other hand, the onset of
transition is delayed making the flow development slower.In a steplike acceleration, a new
boundary layer is formed instantly over the wall which develops into the flow with timeln a
ramp-like case however, the boundary layer developmentis shown to be described as an

integral consequence ofa continuous changeof the flow. During the pretransition stage, the
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time-development of the boundary layer in the step- and ramp-like accelerating flows bears
strong resemblane to a time-developing laminar boundary layerdescribed by thesolution to

3 O1 HrAt@rdblem and can be represented by its analytical solutiowith a small correction.

The streamwise fluctuation velocity profile in a high Reratio accelerating flow is shown to
exhibit two peaks immediately following the onset of transition. A conditional sampling
technique, based ona _ -criterion, is used to show that the two peaks are separate
contributions of the active and inactive regions of turbulence generation. The peak closer to the
xAl1l EO AOOOEAOOAA OI OEA O1 Ax1 U8 CAT Aa#é&AA
from the wall is attributed to the enhanced streaks in the inactive region.

Decelerating flows are shown tobe also characterised by a@ime-developing boundary layer,

similar to that in accelerating flows, beaing strong resemblance to theime-developing laminar

boundary layer. The mean flow and wall friction in the early stages of the transient can be

represented by the laminar analytical solutionl £ OEA 3 O1 E A Oibe steBnv3®© HOT Al A

fluctuations are shown to respondimmediately following the commencement of the transient,
while the response of thed O Aukblilénce is shown to respond after a delayAlthough the decay
of turbulence ard flow structures appear to be a gradual development herein, the decelerating
flows may also undergo a tranion process. However, the mechanism and stages of any such

processare not clear in the present investigation.

In addition, a brief investigation on the performance of thdow-Reynolds numberLaunder-
Sharmak-rR model in predicting unsteady turbulent flows is undertaken using different CFD
codes. It is shown that the model performance itself is robust and insensitive to the
numerical/coding framework, while slight changes in the formulation of the nodel have

significant effect on the performance of the model.
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Chapter 1

Introduction

Wall-bounded unsteady turbulent flows are encouriered frequently in a wide range of
engineering and natural systemssuch as arterial blood flow, tracheal air flow, coolant flow in
nuclear power plants combustion engines, air flow insidaailway tunnels, etc Understanding
the flow physics of such flowshas proved to be of crucial importance inthe design and
prediction of such systems Examples of such applications include development of leak
detection techniques based on accurate prediction of unsteady wall shear stre$4, 2];
turbulence modelling of pulsatile stenotic flows [3, 4], enhancement of convective heat transfer

in turbulent flows [5, 6].

In addition to the practical importance, unsteady flows also have the poteidl to provide an
insight into the fundamental physics. The response of turbulence to unsteady flow conditions
exhibits the underlying physicsof turbulence that is not explicitly observed in steady turbulent
flows. Thus, unsteady turbulent flow remains @opic of interest to researchersfor many years.A

brief review of the past studies is presented later, ilChapter 2
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1.1 Objectives of the Present Study

The eventual goal of the present research is to enhance the knowledge wfliulence dynamics
and wall shear stress in unsteady flows; and potentially contribute to the development of
analytical or empirical formulations for turbulence- and friction -modelling. The motivation of
the present study arises from the recent numericaltsidies of He & Seddigh[7, 8] which have
presented a new perspective on the turbulence dynamics in unsteady turbulent fis. It was
reported that the transient flow following a rapid increase of flow rate from an initially
turbulent flow is a laminar-turbulent bypass transition andthree-stage response of turbulence
to flow acceleration bears strong resemblance to the threeegions of bypass transition flow of
the boundary layer. The time-developing boundary layegenerated at the wallin the transient
flow was shown to be similar to thetime-developing laminar boundary layer with the early

response of mean flow and wall fiction represented by analytical solutions of the laminar flow.

The present thesis aims to supplement this study by investigating the effects o high-Reynolds
number ratio and aramp-type flow acceleration on flow transition. Furthermore, the thesis al®
aims to complementthe study of accelerating flowsby investigating theresponse of turbulence
and wall friction in a temporally-decelerating channel flow In addition, a brief study on the

performance and implementation of a RANS turbulence model is alpresented in this thesis.
The specific objectives covered in the present thesis are:

i)  To implement subgrid-scale (SGS)models in the in-houseDirect Numerical Simulations
(DNS) code, CHAPSIn 7-9], to conduct LargeEddy Simulations (LES) of high Reynolds
number flows.

i) To use the LES code to investigate the effect of higfeynolds number ratio on the
response of turbulence and theunsteadyflow transition phenomenon in dgep-like
accelerating flows.

i) To produce experimental measuremerd of wall friction and turbulence in ramp-like

accelerating flows to study the effect ofgradual acceleration on the response of
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turbulence and unsteadyflow transition; and to crossvalidate the findings of
experimental and numerical data.

iv) To investigate the response of turbulence and mean flow in temporalglecelerating
turbulent channel flow usingDNS

v) To implement the low-Reynolds number LaundefSharma k-rR model [10] in the
commercial CFD solver ANSYS Fluent using ustgfined custom functions to evaluate
its performance in predicting unsteady turbulent flows against other CFD codes and its

sensitivity to model parameters.

1.2 Thesis Structure

The present thesis consists of nine chapter€Chapter 2 presents a summary ofa literature
reviews of relevant studies on unsteady turbulent flows andoundary-layer bypass transition
phenomeron, followed by a brief overview of RANS turbulence modelling. The numerical
schemes used for the present investigationare presented in Chapter 3 This chapter discusses
the DNScode, CHAPSIni7-9], which has been used herein. Alsdiscussedin this chapter are the
SGSmodels which have been implementedin the DNS code to conduct LE®r the present
study. Chapter 4 discusses the experimental flowloop facility, measurement devices and

techniques which have been used in the present study.

The effect of igh-Reynolds number ratio on theunsteady-flow transition phenomena ina step-
like accelerating flow isinvestigatedin Chapter 5using LESChapter 6presents an experimental
study of unsteadyflow transition in a ramp-like accelerating flow. Chapter 7 details a DNS
investigation on the turbulence dynamics inatemporally-decelerating flow.Chapter 8presents
a brief study on the performanceand mathematical formulation/implementation of RANS
turbulence model of Launder & Sharm410]. Finally,Chapter 9provides the conclusions of the

present investigations and discusses potential future work.



Chapter 2

Literature Review

Unsteady turbulent flows are encountered frequently in agineering and natural systemsin

addition to having practical importance, unsteady flows also have the potential to provide an
insight into the fundamental physics of turbulence that is usually absent in steady turbulent
flows. Hence, researchers have nr#tained an ongoing interest in the study of unsteady

turbulent flows. This chapterpresents review ofsuch studies from the literature.

2.1 Unsteady Turbulen t Flows

The dudy of unsteady turbulent flows is generally classified in two categories: periad and
non-periodic flows. Periodic flows are further divided into O x T A A O Apnika@ng Acs, Y
having a nonzero mean flow; and oscillatory flows, having azero mean flow. Nonperiodic
flows are generallyclassifiedinto accelerating and decelerating flowsor by the rate of change
in flow rates. Very high magnitudeflow accelerations and decelerationsre considered as a step
change in flow; while slow accelerations and decelerations are generally referred to as ramp

and ramp-down flows.
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As the present studyis concerned with step- and ramp-like non-periodic flows, the literature
review presented herein focusseson the developments inthe studies of non-periodic flows.

Nevertheless a brief review of studies of periodic flows iglso presented.
2.1.1 Periodic flows

Gerrard [11] presented one of the earlyqualitative studies of pulsating turbulent pipe flow. It
was reported that the turbulent intensity decreased during the accelerating phase and
laminarization was observed while the turbulent intensity increased during the deceleration
phase. Moredetailed experimental studies were presentedin Mizushina et al.[12, 13], which
studied the generation and propagation of turbulence. The generation of turbulence was
characterised using a critical pulsation period”Y. It was shown that for flows with a pulsation
period longer than Y, the turbulence bursting period was independent ofthe pulsation. The
authors also showed that the propagation of turbulence was independent of the pulsation

period and scaledwith the wall parameters.

Comprehensive experimental studes of periodic pipe flowswere presented by Ramaprian &u

[14-16] for a range of pulsation frequenies and amplitudes. It was reported that in addition to

Strouhal number, the ratio of pulsation frequency to mean bursting frequencglso affected the

behaviour of turbulent flow at transitional Reynolds numbers They reported that the time-

mean turbulent flow was strongly affected by the imposedunsteadiness A turbulent Stokes

number( 5 $76 ) was proposed to characterise turbulent periodic flow, whichs based onthe

interaction between imposed pulsations and turbulent bursting process. Five regimes o
DAOEI AEA OOOAOI AT O A1 x xAOA EAAT ObswEadh dow OOET C
frequency, intermediate frequency, high frequency and rapid oscillations.

Most of the aforementioned studies reported that the timenean flow was influenced bythe

imposed unsteadiness. However, some studies have reported otherwis®©hmi et al. [17]

reported an experimental investigation of pulsatile pipe flow for a wide range of frequencies,
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amplitudes and Reynolds numbers. The authors showed a similarity between the instantaneous
and the time-mean velocities of the pulsatile flows and those ofcorresponding steady flows.
Tardu et al. [18] reported an experimental study of pulsatile channel flows for a range of
frequencies, amplitudes and Reynolds numbers$n contrast to previous studies of Mizushinaet
al.[12,13], it was reported that with the exception of large amplitude pulsations, the timenean
velocity and wall shear stress were not influenced by the imposed unsteadiness. This, however,
was consistent with the findings of Ohmiet al. [17, 19] and is consideredan established
consensus. Further experimental studies investigating the role ofcoherent structures in

pulsatile turbulent flows were presented byTardu et al.[20-23].

More recently, He & Jackson 24] presented an experimental investigation of periodic pipe flow
for a range of imposed frequencies. For higher frequencies, the flow showed a slikg
behaviour in the core region, with the velocity amplitudes remaining constant throughout the
oscillation. This 'frozen' region decreased with decreasing frequenciesand completely
disappeared when the frequency was very lowThe maximum amplitude of the velocity
modulations occurred at a location near the wall, which moved further away from the wall as
the frequency reduced. Due to redistribution of turbulence energy from axial to radial
components, a difference inthe response of turbulence was noted for the RMS turbulence
fluctuations of the two components.lt was shown that the propagation of turbulence iom the
wall to the core introduced a delay in the response on turbulence, which was independent of the
frequency of the imposed modulationln the core region, the amplitude of modulation of both
axial and radial RMS turbulence fluctuations reduced withan increase of the oscillation

frequency, eventually beoming zero, implying afrozen turbulence condition.

Other notable works on periodic turbulent flows include experimental investigations oHino et
al. [25], Shemeret d. [26, 27], Mao & Hanratty[28-30], Breretonet al.[31, 32] and numerical

studies of Scotti & Piomelli[33, 34] and Mtton et al.[35-39]. Extensive reviews on the subjects
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have also been reported by Brereton & Mankbadi40],' | T AT s A0 O KIAIGBEIT | ET o

Nabavi & Siddiqui[42].
2.1.2 Non-Periodic flows

One of the earliest experimental investigatioa on the transient response of turbulence

following a step-change in flow was presented by Maruyamat al.[43]. It was reported thatthe

CAT AOAGEIT T AT A POI PACAOGEIT 1T &£ 01 Axd Oiceddi AT AA
Al 1l x AAOAOh xEAOAAO OEA AAAAU 1 £ O1 1 Adecre@®OAOI1 A
flow cases.The response of turbulence was reported to undergo a delay, which was longer in

the centre of the pipe. It was concluded that the turbulence is gerated close to the wall and

thereafter propagatesto the centre.

He & Jackson[44] presented a comprehensive experimental investigation of linearly
accelerating and decelerating flows The response of turbulence was reported to be
characterised by three delays, namely the delays associated with turbulence production, ege
redistribution and its propagation. It was further shown that the streamwise velocity is the first
to respond in the wall region followed by thetransverse components, while all components
responded approximately at the same time in the core regionConsistent with the earlier
studies, it was concluded that turbulence responds first in the neaswall region and then due to
the action of turbulence diffusion, propagates to the core of the flowlt was shown that the
delays associated with the deceleratig flows were smaller in comparison to those associated
with accelerating flows. The shorter delay was attributed to shorter turbulence timescales
(such as’ 76 ) at higher Reynolds numbers at the beginning of the transient in decelerating
flows. Overall, turbulence was shown to produce a w® OACA OAODPIT 1T OA Y Al
response followed by a rapid oneSimilar results of delayed response and praggation of
turbulence was also reported by the gperimental investigation of Greenblatt & Mosg45], with
much higher initial and final Reynolds numbers and higher acceleration ratesiowever, in

contrast to previous studies, it was reported a second peak of turbulencetensity is generated
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in the later stages of acceleratioporiginating in a region away from the wall (atU x ¢ mjrand

gradually moving towards the wall

Early studies onthe response of wall shear stress include experimental investigations of Shuy
[46] and Kurokawa & Morikawa [47]. In contrast to previous theoretical predictions, it was
observed tha the turbulent stresses were always smaller than the quasiteady values in
accelerating flows and always greater than the quassteady values in decelerating flowsMore
recent detailed studies onwall shear stress responseénclude the numerical investigations of He
et al.[48], Ariyaratne et al.[49] and He & Ariyaratne[50]; and the experimental investigation of
Heet al.[51]. It wasreported that the unsteady wall shear stresgan beeither larger or smaller,
depending on thebalance of two factors acting during théransient, namely the flow inertia and
the delays inthe response of turbulence. Depending on this balance, the transient behaviour of
wall shear stress was divided into distinctphases. The first phasés marked by a strong inertial
effect and a sharpchangein the wall shear stressfrom the quasisteady values. In the second
phase, the neaifrozen turbulence counters the effect of inertia, reducing the rate athangeof
the wall shear stress. Turbulent production and decay begin to respond in the third phase,

where the wall shear stress asymptotically approaches the quasteady value.

Ariyaratne et al.[49] alsoreported that decelerating flows show a sharp decrease of wall shear
stress to negative valuesn later stages of flow decelerationimplying a flow separation at the
wall caused by pluglike behaviour of the core of the flow. Similar results were also reported by
the numerical investigation ofColemanet al.[52] and Talha[53] for strongly decelerated flows.
Joatially-evolving boundary layer flows subjected to adverse pressure gradient (APG) have
been shown to share similarities with temporallydecelerating walkbounded flows. It has been
well-documented that the imposition of an APG leads to instability in theflow. Experimental
studies of boundary layers subjected to APG like Krogstad & Skd&4] and Naganoet al.[55]

reported flow separation at the wall, causing an inflection point in the neawall velocity profile.



2.1 Unsteady Turbulent Flows 9

DNS of mmp-up and ramp-down turbulent channel flows following a stepchangein the driving

pressure gradient was reported by Chung[56] and Seddighiet al. [57]. The response of
turbulence was reported to be anisotropic inthe early stages of the transientFor ramp-up flow,

the energy in streamwise component was reported to be more than the quasieady values,
while that in the transverse componens was less than the quasisteady values.On the other
hand, this trend was reversed in rampdown flows. This was attributed to the redistribution of
energy from the streamwise component to thetransverse components. Similar findings of
anisotropic respons of turbulence were also reported bya LES investigation ofaccelerating

flows by Jung & Chung58].

A recentDNSstudy of He & Seddigh{7] has proposed a new interpretation of the behaviour of
transient turbulent flow. It was reported that the transient flow following a rapid increase in
flow rate of a turbulent flow is effectively a laminarturbulent transition similar to bypass
transition in a boundary layer. With an increase in flow rate, the flow does not progressively
evolve from the initial turbulent flow to a new one, but undergoes a process with three distinct
phases ofpre-transition (laminar in nature), transition and fully-turbulent. These resemble the
three regions of boundary layer bypasdransition, namely, the buffeted laminar flow, the
intermittent flow and fully developed regions, respectively.The initial response to the sudden
change in flow is the formation of a thin layer of high strairrate at the wall which grows into
the flow with time. This time-developing boundary layewas shown to be similar to thetime-

developing laminar boundarylayer, and an AA OADPOAOGAT OAA AU OEA 011 ¢

boundary layer. Elongated streaks of high and low streamwise velocities are formed, which
remain stable in the pretransition period. In late pre-transition period, the growing instabilities
lead to breakdown of these streak structures and generate local packets of tulkence, thereby
triggering onset of transition. In the transition period, isolated turbulent spots are generated

which eventually grow in both streamwise and spanwise directions and merge with one another
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eventually occupying the entire wall surface.The aitical times of onset and completion of
transition are clearly identifiable from the development of the friction coefficient. The time of
minimum friction coefficient approximately corresponds to the appearance of first turbulent
spots and, hence, the o of transition; while the time of first peak corresponds toa complete
coverage of wall with newly generated turbulence and, hence, the completion tim&he new
perspective presented bythe authors explains the wellaccepted features ofaccelerating flow

established from previous studieq43, 44,51,57,58].

Further, He & Seddigh[8] investigated various stepincrease accelerating flows with initial and
final Reynolds numbers ranging from 2800 to 12600. The Reynolds number ratio of the
transient flow ranged from 1.1 to 4.5 (orthe initial turbulent intensity, equivalent to FST of
boundary layer flow, ranging from 153% down to 3.8%).It was reported that the response of
high and low Reratio transients was in strikingly different patterns. The response ira high Re
ratio transient was characterised by three clear and distinct processes resembling the typical
three regions of bypass transition.In low Reratio transients, however, the transition process
was indiscernible from the instantaneousflow structures. The streakswere weaker and the
turbulence spots were hardly identifiable, making the processappear like a progressive
evolution of flow rather than a transition. Nevertheless, the mean and turbulent flow statistics
showed unambiguously that the transient was characterised by the laminatturbulent
transitional response. It was shown that the critical time of transtion showed a power
relationship with the initial turbulence intensity; while the transition period was linearly

correlated with the critical time of transition.

Seddighiet al.[59] reported DNS ofslower ramp-type accelerating flow It was reported that
despite having quantitative differences in its mean and instantaneous fleswvith those in a step
increase flow, the ramp flow shows the samethree-stage transitional response. It was shown

that, unlike in step-change where the new boundary layer is geneted instantly over the walls,
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the boundary layer development in a linearly changing flow develops gradually as an integral

consequence of continuous changes in the flow.

Similar findings of transitional behaviour oflinear-like accelerating flows was als@eported by a
recent experimental investigation ofGorji [60]. Turbulence measurements,obtained with the
mears of Particlelmage Velocimetry (PIV) and LaseDoppler Velocimetry (LDV) were
reported to respond in a similar three-stage manner.Although, the investigation lacked direct
wall friction measurement, the equivalent critical and transition period Reynoldsnumbers were
obtained from wall-normal and streamwise fluctuating velocities, and were shown to exhibit

similar trends as those of thenumerical data of He & SeddigHi8].

The present thesis partly aims at supplementing these studies of transitional response of
accelerating flows[7, 8,59, 60] by investigating the effects of high-Reynolds number ratio and
linear flow accelerations on the flow transition. Hence, a beff review of recent research and

concepts pertaining to bypass transition flows is presented next.

2.2 Bypass Transition

Transition to turbulence has long been an interest to researchers. Since thesftirexperimental
investigation of Reynolds[61], there has been a great deal of researctudying transition in
pipes, channels and external boundary layers usintheoretical, experimental and numerical
methods. Understanding the underlying flow physics in transition mechanisms has direct
engineering applications such ashe prediction, and hence control,of wall shear stress, mixing

processes, heat transfer, etc.

Transition to turbulence in flat plate boundary layers can occur via two mechanisms, namely,
either a natural or bypass transition. The natural transition is observed in flows with small
disturbances, represented by FST or turbulence intensityYoL p P The transition occurs via

the generation of two-dimensional Tollmien-Schlichting (TS) waves which travel in streamwise
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direction eventually leading to three-dimensional instability followed by complete breakdown
to turbulence (Kleiser & Zang[62]). The natural transition is a slow process, occurring at high
Reynolds numbers (Y ¢ p 1, based on freestream velocity and distance from the leading
edge). When the level of'Y6is more than 1%, the disturbances in the flow develop rapidly,
bypassing the generation of TS wave$he breakdown to turbulence, hence, occurs muacearlier
('YQ p m). This mechanism of transition is referred to as bypass transition (due to Morkovin

[63]).

In bypass transition, the flow undergoes three regions of development, namely, the buffeted
laminar boundary layer region, the intermittent transitional region and the fullydeveloped
turbulent flow region (Jacobs & Durbin [64]). The first region is characterised by the
enhancement of the spanwisalternating elongated structures of positive and negative
streamwise fluctuations, referred to as Klebanoff modes (due to Kenddb5]). The amplitude of
perturbations grows downstream leading to instability and eventual breakdown of these
structures. In the second region, the streaks break dowto form localised turbulent patches,
which increase n size and eventually merge with each other further downstream. The
turbulence structures covering the entire span of boundary layemarks the final region of the

transition process.

The formation of the streakstructures can be explained by theransient growth theory[66, 67],

which refers to the linear growth of the disturbancesprior to their viscous decay downstream.
Physical explanation of the process is given by tH#t -up mechanism of Landah[68], where a
pair of stable, counterrotating, streamwise-oriented vortices transfer momentum across the
boundary layer, enhancing the streamwisevelocity perturbation. Jacobs and Durbin[64]

showed that the streamwise perturbations in the freestream decay further downstream, while
those in the boundary layer are enhanced and wulergo a transition processlt was shown that
high-frequency disturbances are filtered by the boundary layer; while the lowirequency

disturbances penetrate into the boundary layer, which are then amplified further downstream.
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The amplification of these dsturbances ha been known togrow to as high as 5% of the free

stream velocity (Alfredsson & Matsubarg69]).

Although the mechanisns of generation and enhancemenbf streak structures have beenwell
established now, themechanismof turbulent burst formation and the role of streak structures
are still not well understood. Two typical instability modes have been identified namely the
sinuous and varicosemodes. Theformer is reported to be caused by the spanwise inflections of
the mean flow and can be visually identifiedas the streamwisepropagating low-speed
structures with antisymmetric spanwise-waviness (Swearingen & Blackwelder{70]). On the
other hand, thelatter is reported to be caused byKelvin-Helmholtz-like instability of the wall-
normal inflectional velocities and can be identified bythe generation of spanwise-symmetric
repetitive horseshoeshapedvortical structures propagating in the streamwise direction Asaiet
al. [71]). The faster-growing sinuous mode is reported to be the dominahg and more common
instability [72-76]. The varicose mode, on the other hands consideredrelatively more stable
due to its lower amplification rate.Asaiet al.[71] reported that the growth of sinuous modeled
to the formation of a chain of quasistreamwise vortices with vorticity of alternate signs; while
the varicose mode evolvesinto hairpin vortices made up of a pair of counter-rotating

streamwise vortices.

Anderssonet al. [77], based on secondary instability analysis of theptimal boundary layer
streaks, reported that the critical streak amplitude for breakdown to turbulenceis 26% and
37% for the sinuous and varicose instability modes, respectively. These values were further
confirmed by computational investigations of Brandt & Henningsorj78]. Diverging from the
theoretical predictions, Vaughan & Zakj79] and Mandalet al.[80] have reported critical streak
amplitude of ~10%. However, Arnalet al.[81] have shown that streakamplitudes as low as ~5

7% are sufficient to trigger transition.

Westin et al.[82] showed that streamwise energy growthin the streak structureswas in linear

proportion to the downstream Reynolds number 6 x Y'Q. This was later confirmed by
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experimental investigations ofAnderssonet al.[83], Matsubara & Alfredssor{84] and Fransson
et al. [85]. Based on theoreticabrediction and confirmation by experiment, Andersson et al.
[83] proposed a relationship between critical Reynolds number of transitionand the FST.The
relationship was later validated by the experimental investigations of Franssomt al. [85].
Narasimhaet al.[86] suggested a poweilaw relation between transition zone Reynolds number
and critical Reynolds number. Franssoret al. [85] later argued the existence of a minimum

length of transition zoneand, hence, proposed a linear relationship.

Recently, application of LESo transitional flows has become an active field of research due to
its relatively less computational costs. Piomellet al.[87] reported that flow backscatter effects
are important features in modelling of transitional flows. Ducros et al.[88] showed that the SGS
model to be usel in modelling transitional flows should be able to appropriately dissipate
fluctuations in smallest resolved scalesand turn itself off in the absence of smalscale
fluctuations. Schlatter et al. [89] argued that a successful SGS model also needs to faithfully
predict the physically dominant structures and their mechanism even at low grid resolutions,
OOAE AO Al -itide®dnd hairpin Afuctures. The dynamic Smagorinskymodel in its
original form [90], the spatially-averaged form[91] and the Lagrangianaveraged form[92],
have been appliedsuccessfully by many researchers itransitional channel and boundary layer
flows [90, 92-94]. LES of bypass transition has been reported by sesal researchers, including
Voke & Yang[95] using the constant Smagorinsky modelPéneai et al. [96] using the mixed
dynamic model [97]; Calo[98] and Hugheset al.[99] using the variational multiscale (VMS)
method [100], and Schlatter [101] and Schlatter et al. [102] using the approximate

deconvolution model (ADM)[103].

2.3 RANS Turbulence Modelling

Accurate predictions of turbulence and wall shear stress using DNS or LEfBe not always

feasible in engineering applications due to the considerable computational requirements of
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such techniques. The competence of the lesxpensive ReynoldsAveraged NavierStokes

(RANS) modelling techniques has gained interest of researchers fdecades

The RANS models are generally classified by theodelling scheme, i.e. the quantities/equations
used to model turbulence. Thenost simplified examples of such models are theero-equation
mixing-length model of Prandtl[104]; the one-equation modelsof Prandtl [105] and Spalart &
Allmaras [106]; and the two-equation k-rRand k-3 models. Although researchers have proposed
many different variations oftwo-equation models, most of the formulations are modificationsof
the original k-rR model of Jones & Laundef{107] and the k-5 model of Wilcox [108]. Other
notable formulations include the Reynolds Stress Model of Laundest al.[109] and Spezialeet
al. [110]; the k-r0 model of Durbin [111]; the 0 -f model of Parneixet al.[112]; and ther-Y'Q

transition model of Langtry & Menter[113].

One of the early assessment ®ANS modelsvas reported by Sarkar & So[114]. The authors
compared the performanceof ten two-equation formulations against DNS and experimental
data for Couette flow, channel flav, boundary layer flow and flow over backward stepThe
authors reported that the models which correctly produced the asymptotic behaviour of
turbulence kinetic energy k) and its dissipation rate ® very close to the wall generally

performed better in predicting overall flow features.

Other comparative studies were reported for boundary layer flows by Pateét al. [115]; for
natural convection cavity flows byBetts & Dafa'Allah[116]; and for fully-developed turbulent
pipe flows by Hrenyaet al.[117, 118] and Thakre & Joshi[119, 120]; and for mixed convection
flows by Kimet al.[121]. It was reported that the peformance of two-equations formulations of
Launder & Sharmg10], Yang & Shif122], Chien[123], Myong & Kasadi124] and Wilcox [108]

usually performed better than other models.

Sudies concerningunsteady turbulent flows such as tlat of Scotti & Piomelli[34] for pulsating

channel flows,and that of Khalegi et al.[125] for accelerating pipe flowsreported that the k-r-
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0 model performed superior to the other two-equation formulations. Recently, Gorjiet al.
[126] presented a comparative study for acceleratindurbulent channel flows and concluded
that the k-r formulations of Launder & Sharma[10] and the r-Y Qmodel of Langtry & Menter
[113] produced consistently better results compared to other twe and four-equation
formulations. The authors observedthat the delayin the response ofthe Reynolds stressand
decoupling it from the response of turbulent kinetic energy aréhe most important features that

the model should account for.

It is noted that the k-R model due to Launder & Sharmd10], although initially proposed for
swirling flows, has been reported to predictseveral types of turbulent flows reasonably well.
However, some researchersising commercial CFD solverbave reported poorand inconsistent
performance of this model in comparison to other formulatims [127-130]. Chapter 8presents
an evaluation of this model for steady and unsteady turbulermipe flows, usingthe commercial

CPD solver ANSYS Fluent and the-houseRANS codeTRANPIPE due to HEL31].



Chapter 3

Numerical Methods

The NavierStokes equations, which are named aftea French engineer and physicist Claude

Louis Navier anda British mathematician and physicist George Stokes, have been used to
describe the motion of viscous fluids for nedy 170 years.However it was not until 1949 that

numerical simulation was proposed to be used for turbulence studies. The major problem in
computation is that there are closed analytical solutiors to these nonlinear equationsfor very

few problems. Therefae, various numerical techniques are employed in order to get an
approximate solution.

4EA 101 AGEAAT OAAET ENOAOG AAT AA AOI AAT U Al AOC
ReynoldsAveraged NavierStokes(RANS)approach, the Large Eddy Simulatio(LES)approach

and the DirectNumerical Simulation (DNS)approach. This chapter is a review dhesedifferent

classifications and the various numerical methods used in the present study

3.1 RANS, DNS and LES

The governing equations for fluid flow are given byhe Navier-Stokes equations as conservation
of mass, momentum and energy. For an incompressible flow, the momentum and mass

conservation equdions in differential form read,
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Continuity equation: .'||I'_w T (32)

The numerical techniques that are used to study turbulent flows are classified into three groups

as below:

U0 ReynoldsAveraged NavierStokes (RANS)
U Direct Numerical Simulation (DNS)

U Large-Eddy Simulation (LES)

The RANS method is based onhe classial approach by Osborne Reynolds that the
instantaneous quantities can be decomposed into a mean and a fluctuating part. Thus, the
velocity 6 and pressuren can be written as:

6 0 0

(33)

where the overbar ( ) denotes the timeaveraged component and theorime () denotes the

fluctuating component. Thus, the timeaverage of the fluctuating component is zero%: ).
The RANSequations are obtained by substituting equation(3.3) into the governing equations
(3.1) and (3.2) and subsequently timeaveraging the equations. The resulting Reynolds

averaged equations read:

Momentum equation: — 0 — L i i (34)
o

Continuity equation: T (3.5)
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The above transformation results in additional nalinear terms of fluctuating velocity

components,i.e. the final termin RHS of equation(3.4). The six unknown terms, namely 0 0,

DL, OV, 6L, 60 and UV, are referred to as Reynolds stresses. Additional transport

equations for these terms may be written, but they will result irfurther higher order unknown

terms (such as6 6 6 ). This results in a problem as there arenore unknowns than equations.
yl OOAE A AAOAh OEA ANOAOQG&ib bftén réicddd toad theblosddd A A

problemof turbulence.

Turbulence modelling is employed to resolve the issue, which models the Reynolds stress with
either empirical values or additional variables. The Reynolds Stress Model (RSMjolves the
modelled transport equations for individual Reynolds stresses. Alternativelythe Boussinesq

hypothesis is used to couple the Reynolds stress to the mean flow with the helif a

DOI DI OBGEIT 1 AT EOU AT 1 O6AT O U OEA OOOOADI AT &6 OEOA

is further defined with the help of turbulence models. Zereequation mixing length models are
the most common empirical models that do not require anyufrther equations. The mostwidely
used models are the tweequation k-- models, where transport equations of two additional
variables, namely the turbulent kinetic energyk and the dissipation rate - (or specific
dissipation rate; ), are solved. Thes variables are then used to define the turbulent viscosity. A

detailed discussion on thek-- modelling is presented inChapter 8

The direct numerical simulation (DNS) approach solves the Navie3tokes equations directly
with out time-averaging. Thus, DNS does not require modelling of turbulence as it solvesthé
temporal and spatial scales othe motions. The foundation of this approach was laid by Orszag
& Patterson[132] who performed computation of isotropic turbulence on a 32 grid using a
spectral method. The computing resources then did not allow DNS of wdilbunded flows. DNS
of channel flows was first presented by Kirret al.[133] and Moser & Moin[134]. Since then,
DNS has been widely used to simulate turbulence in pipe and channel fewHowever, the

number of grid points required for DNS is exponentially proportional to the Reynds number of



3.2 Direct Numerical Simulation 20

the flow (i.e. 0 @ "Y' ), which makes the computational cost of DNS extremely high at
moderate and high Reynolds number range. For this reason, DNS is rarely used in any practical
applications and is more often used in fundamental study of the physics of the flowh& present
study uses this approach to study decetating channel flows using thein-house code CHAPSIm

[7-9]. Further details about the code and the methods used apeesented in§3.2.

An intermediate approach between DNS and RANS is Lafgddy Simulation (LES). LES uses a
spatial-filtering approach where the largescale eddies are resolved usinghe filtered Navier-
Stokes equations and themaller isotropic eddies are modelled. The influence of smaller scales
IT OEA 1 AOCAO OAAI A0 E®DARARI PI30RBASAI G AAE BE 4&£ AOAD
for this approach does not resolve the small scales, therefore the computational costdnly a
fraction of DNS.The first successful LES study of channel flow was presented by Dearddif35]

on a computational grid of 24x20x14, and an eddyiscosity based SGS model of Smagorinsky
[136]. The accuracy of an LES is dependent on the quality of the spatial filter and the underlying
SGS model applied. The neavall behaviour of SGS models also deserves special attention. A
dynamic procedure of SGS modelling was first proposed by Germarbal.[90], which adjusts
the model codficient to the localflow conditions e.g. reducing the model contribution in the
vicinity of the walls or laminar flow regions. For the purpose of the present studySGS
calculations are implemented on the codeCHAPSIimThe resulting computational code, amed
CHAPSImMLES:Is used for the study ofhigh-Reynolds number ratioaccelerating flows. Further

details about the method and SGS models used are givergth3.

3.2 Direct Numerical Simulation

Direct numerical simulations (DNS) & the most accurate method of simulation and are often
referred to as numerical experiments. But due to high computational cost of this approach, it is
mostly used for studying fundamental physics of the flow. The present study uses this approach

to study turbulence dynamics in decelerating flows. An ishouse DNS codeCHAPSIn{7-9] is
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employed here. The code uses a hybrdiscretization scheme wherethe continuity restraint is

enforced using a FractionalStep Method(Kim & Moin [137]; Orlandi [138]). The pressure is
taken out of the momentum equations, and the momentum equations are solved for
intermediate velocities. The pressure is calculatedvia solvingthe Poisson equationto reinforce

the continuity constraint by an efficient 2D FFT solver due to Orlandil38]. In order to solve a
spatially-developed flow in a channel, priodic boundary conditions are applied to the
streamwise and spanwise directions and a nglip boundary condition is applied on the top and
bottom walls. The code is parallelised using the messagassing interface for use on a

distributed -memory computer cluster.
3.2.1 Governing Equations

To solve the governingequations (3.1) and (3.2), the present DNS code uses specific parameters
to remove the dimension fromOEA ANOAOEIT 1 O Y OEA AAT OOAIT ET A OAI
("Y), the channel haltheight ( ), time scale (7Y) and pressurescale ("Y). Using these

parameters, the dimensionless forms of variables in the equations aas belav,

(3.6)

Note that the superscript (*) indicates dimensionless form of the parameter. So the

dimensionless governirg equafons read,

X-momentum:
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Z-momentum:
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(39)

Conservation of mass:

16° 1T0° 107
1l 165 T6F

- (3.10)

where Y Qis the Renoylds number based on channel hdifeight { ) and laminar Poiseuille

centreline velocity (Y).

Y
YQ Rl (3.11)
In the present simulations, a constant mass flow approécis used to drive the flow. The three
velocity componentsare kept periodic in the streamwise and spanwise directions, but pressure

cannot be periodic in the streamwise direction as a mean pressure gradient is the needed to

z —Z z

drive the flow. In the equation(3.7) pressure gradient is split into two parts — - - .

z

The latter — is the fluctuation pressure and is periodic in the streamwise and spanwise
directions like velocity, but the former _Z is the mean presswpe gradient and requires careful
formulation.

Simulations at a steady state can be performed using two different flow constraints, namely
enforcing either a constant pressure forcef(fA @ @£ & i }) dréad@onstant mass flow rate
¢ O o0 mwhered A 08 @& & In the present study, the latter condition is used to drive
the steady flow. By integrating the x-momentum equation (3.7) over the flow domain and
equating the rate of change oimass flowrate to zero, we can get the formulationfor the mean

pressure gradient,

-2 T rz

(0]
LT QWM OHQ 12
TS wEsw e Tt pmend (3.12)
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The above formulation acs as a source term for the momentum equation and is evaluated at

every time step based on results of previous time step.

z

For an unsteady simulation, an unsteadysource term, —~ ., is added to the above

formulation (3.12). The soure term for the unsteady simulation reads,

T p Te . TH
TG oW Targ teelere (313)
where, _Z 0 Qo —0", and O° is the nondimensional domain length in the

streamwise direction.

3.2.2 Spatial and Temporal Discretization

The governing equations need to be discretized in time and space before using the
computational methods. The differential equations here are approximated by a system of
algebraic equations at discrete locations in time and space. The Finibefference Method (FDM)

is the most popular approach for spatial discretization in DNS calculationghe present code
uses a secondrder central finite-difference scheme to discretize the governing equations in
space.Centrakdifference discretization on collocated grid exhibits aweak coupling betweenthe
pressure and velocity fields which can resultin checkerboardlike instability (Patankar [139]).
This error isalsoknown A O  @AIORA A A Alihstednl] abtag@eded gridapproach is usedn
the present code i.e. the pressure is located at the cell centre and the velocities are located at
cell surfaces.Staggeredarrangement using seconebrder finite -difference has been shown to
conserve kinetic energy and is the commonly usescheme for DNS and LER 40, 141]. Figure

3.1 illustrates this method in two dimensions.

Uniform grids are adopted for the periodic streamwise and spanwise directions; however the
grid in wall-normal direction is non-uniform to better resolve the highgradient regions near

the wall. Theo o3& unction method [142] is used for this purpose.
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Figure 3.1 Staggered grid arrangement in the present code.

An important factor to be considered intemporal discretization of the governing equationsof
DNSis the physics of the flow Accuracy over a wide range of turbulent eddy sizes requires an
accurate timeresolution. The time step 30) needs to be of the order of Kolmogorotime scale

0 ) in order to resolve the smallest eddies

o - R vmio——
(3.14)

30X 2,)—'Y'Q7 ¢i Yox 'yooyq”

Although fully-implicit discretization schemes are unconditionally numerically stable, the time
step used in such schemes should satisfy the above condition to resolve the physics of turbulent
flows. Choi and Moin143] performed DNS with such fullyimplicit discretization scheme and
concluded that for their turbulent plane channel flow of Y'Q p @ the time step needs to be
smaller than &' j 6 in order to sustain turbulence, which is appreciably lower than
Kolmogorov time scale.Such time step restrictions on fullyimplicit schemes can require very
high computational resources In addition, as the convective terms in the governing equation
are nonlinear, implicitly discretized equations have to be solved using iterative techniques
which require comparatively lot more computational time. Thus, even though implicit
techniques may seem attractive due to theirnumerical stalkility , they can prove to behighly

computationally expensivein practice.
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On the other hand, he numerical stability of the fully-explicit discretization schemesbecomes
more important. The physics of turbulent fows is effectively resolvedin such schemesasthe
stability criteria usually constraint the time steps to be lower than the Kolmogorov timescales
(Coleman & Sandberd144]). Sability analysis for explicit treatment of the convective terms
leads to the stability condition known as theCourantFriedrich-Lewy (CFL) criterion, which
needs to be satisfied

Vs Vs O

30 - v - (3.15)
3 3N 30

The numerical stability condition associated with explicit treatment of the diffusion terms is

referred to as viscous stabilitycriterion ,

L O (3.16)
3 3 30

30 ﬁ

C

This condition is usually more restrictive than the previous one, particularliyin the presence of

very fine grid near the wall. However, the viscous stability criterion can be bypassed by using
implicit scheme far the viscous terms while the convective terms can betreated explicitly to
retain a higher temporal resolution. It is common practice in incompressible DNS of wall
bounded flows to use suchsemiimplicit approach (i.e. implicit time-advancement for the
viscous terms and explicit timeadvancement for theconvectiveterms) assuch schemes provide
the computationally-cheapest tradeoff between fully-implicit and fully -explicit schemes(Moin
& Mahesh [145]). The present code utiises a similar approachwhere the time step is
determined solely by the CFL criterionwith the step sizes up tox T Uj 6 in the present
DNS/LESsimulations. There aretwo sets of semiimplicit second-order schemesin the present
code i) AdamsBashforth and CrankNicolson, ii) RungeKutta and CrankNicolson. Tte linear
(viscous) terms in both schemes ee integrated by a secondorder implicit Crank-Nicolson
scheme, whereas, the nonlineafconvective) terms are integrated using either AdamsBashforth

or a low-storage third -order RungeKutta explicit scheme. This hybrid schemés used with the

Fractional Step Methodo enforce the continuity constraint, asshown in the §3.2.4.
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3.2.3 Boundary and Initial Conditions

There are two types of boundary conditions used in the present DNS code. The firist the
periodic boundary condition which is used in streamwise and spanwiselirections. Here, the
value of the quantityis simply set equal at the first and last surfaces. The second condition is the

no-slip condition, whichis applied in the waltnormal directions for both top and bottom walls.

The initial condition for a steadysimulation does not affect the result ashe aim is to achieve a
fully-developed channel flow. In the present code, a laminar parabolic Poiseuiljgrofile
(6w 1T p W ,wherewis the distance from the centre of the channel)s defined as the
streamwise velocity profile. A random nonzero disturbance is also added to this velocity
profile. For unsteady simulations, the initial conditions hold a lot of importance as the purpose
is to study the temporal evolution of a spatiallydeveloped unsteady low. In the present
research, a steady simulationis performed at a particular Reynolds number first, until it reaches
a fully-developed statistically-steady condition. Then this flow fieldis subjected to unsteady

flow conditions in a separate simulationto study its temporal evolution.
3.2.4 Fractional Step Method

A difficulty in solving the NavierStokes solution arises from the lack of an independent
equation for the pressure whose gradient is involved in the momentum equations. There are
several numerical mehods to treat this problem, known as pressurecorrection methods. The
present code uses an alternative method known as the Fractional Step Method. This method
was first formulated by Yanenko[146] and was subsequently imptmented for the Navier-
Stokes equations by Kim and Moifil37]. The modified method of Orland{138] is used in the
present code, which incorporates the hybrid semimplicit discretization scheme. The three

steps of the RungeKutta method using this aproach in discretized form read[9, 137, 138],

Step 1: 6 o 3070 -7 c'Y'(lf 0 O | On Y (3.17)
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D %o |—%)'0(3 (3.18)

° 300 | "O%o (3.19)

n n %[g%%o (3.20)

Step2: 6 6 300 -0 %73 6 6 | oy Y (321)
O % T%Oé (322)

0 300 | "o (3.23)

n n % |c_3~c§>)U %o (3.29)

Step 3: 6 o6 300 -7 C|_Y§|)) 6 O | "On Y (3.25)
b %o |—%)'oo (3.26)

° 9 = © | "O%o (327)

n n - %o %%9% (3.28)

where "O is the discretized operator for the nonlinear terms; 0 , "O and ‘O are the discretized
Laplacian, gradient and divergence operats, respectively. The surce term °Y, here, is the
mean pressure gradient terms which drives the flow as defined i83.2.1 The coefficients| ,—

and| for three steps are defined as below,
r yfp v - W | [ — yipuv

[ uIp ¢ - p o™ | ' - c¢fpu (3.29)

r oft - uip ¢ | r - pfo
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For the purpose of computer programming, the equationg3.17), (3.21) and (3.25) are

factorized by an approximate method, due to Beam and Warmirj@47]. Using this factorization
technique, a threecomponent nonsolenoidal intermediate velocity is calculated from equations
(3.17),(3.21) and (3.25). The divergencefree velocity field is then calculatedusing the pressure
corrections solved from the Poisson equations(3.19), (3.23) and (3.27). For this purpose, an
efficient Fast Fourier Transform solver developed by Orlandil38] is used in the present code.
The pressure at the next timestep is then calculated using the equation$3.20), (3.24) and

(3.28). The solution process for the present code is illustrated in a flow chart Figure 3.2.
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Figure 3.2 Simulation procedure adopted in the presentode.
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3.3 Large-Eddy Simulation

For practical applications, it is often necessary to simulate high Reynolds number flows, which
cannot be achieved by the computationalhexpensive DNS approach or the lovaccuracy RANS
approach. Largeeddy simulation (LES) tetinique is motivated by the shortcomings of the above
approaches. Here, the smakcale eddies, which are considered to be generally isotropic in
nature are modelled and the large scale eddies, which are characteristic of the flow are resolved
by the governing equations. A spatiaffiltering operation is defined to decompose the velocity
into the sum of a resolved (or filtered) component and a sulgrid (or residual) component. The
spatial filter is generally of the same order as the computational grid. As tlemaller eddies are

to be modelled, the computational grid for LES has a lesser spatial resolution than for DNS.
Hence, the computational cost of LES is drastically reduced, with an acceptable decrease in
accuracy. It is considered that in a good implemeation of LES, 80% of the turbulent kinetic

energy is accountedor by the resolved scale and the rest resides in sulyrid scale(Pope[148]).
The spatial filtering operation for velocity leads to two components,

6 0 0o (3.30)
Note that this decomposition is based on spatiaffiltering and is different from the RANS
approach which is based on temporal averaging.he governing equations for LES a& achieved
by decomposing the governing equationg3.1) and (3.2), and then spatiallyaveraging the
resulting equations. The resulting equations, also known as resolved diltered governing

equations, read,

Momentum equation: —

(3.31)

Continuity equation: 1S (3.32)

t ©6 00 (3.33)
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where T , the residual stress is the difference betweethe filtered product of velocity and the

product of filtered velocity, and is analogous to the Reynoldstress of the RANS approach. The
residual stress is the influence of sulgrid scale on the resolved scalélhe anisotropic residual

stress tensor is defined by,

Pt (3:34)
(0)

This anisotropic part is modelled by a sulprid scale (SGS) model and the isotropic part is

included in the modified filtered pressure

.~ P,
nr -

t (3.35)
The subgrid scale (SGS) models are based on the eddgcosity hypothesis, where the
anisotropic residual stress is assumed to be related to the filtered ratef-strain with a
proportionality constant, the sub-grid scale viscosity { ). Thus, the subgrid contribution

term in the resolved governing equation(3.31) can be expressed like the viscous term in the

equation.

For the purpose of this study, LES approach has been implement@u the in-house code,
CHAPSImThe code's incorporated with a switch for LES calculations using an SGS model. The
underlying numerical methods are the same as those employed in DNS calculations (described
in 83.2). The subgrid calculations forthe residual stresses and viscosityre done prior to every
RungeKutta step using the results based on the previous step. Appropriate siguid

contribution is then accounted for in the resolveéscale calculations in equation$3.17)-(3.28).

Three SGS models, namely, the Smagorinsky model, the Germaillg Dynamic model and the
Wall-Adapting Local Eddyviscosity (WALE) model have been implemented in theresent
computational code. The modified LES cod€HAPSIMLES has been used in the present study
to investigate accelerating flows with high Reynolds number ratios. The following sufections

will briefly describe these models.
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3.3.1 Smagorinsky Model

The Smagrinsky model [136] is a linear eddyviscosity, based on the mixinglength hypothesis.

The residual stress is related tdhe filtered rate of strain by,

T ¢ Y (3.36)

The SGS viscosity is given by,
’ ase 6w Y (3.37)
YooYy (3.38)

where & is the Smagorinsky lengthscale (analogous to the mixing lengthscale) and is the
filtered strain rate magnitude. The model constanty is known as the Smagorinsky coefficient
and usually has the valued T T ¢ The characteristic filter width, s, is of the same order

of magnitude as the size of the compational grid and is defined by,

W wa @G (3.39)

Thus, the anisotropicresidual stress is modelled as,

t ¢ 6w “YY (3.40)
A major drawback of this SGS model is that the computed SGS viscosity has azgrn value at
solid boundaries, which is contrary to the knowledge that there is zero turbulence at the wall.
This problem is resolved by introduction of a @mping function in the model definition. A van

Driest-style damping function is most commonly used fortis purpose,

O p Qwnwjo (341)
where o is the dimensionless distance from the wall) w6 j §), andd =25. In the present
code,the Smagorinsky model withthe van Driest damping function, given by equation (3.46)is

implemented as one of the choices for SGS models.
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There are two other major issues with the Smagorinsky model. Firstly, the model constant is an
a-priori input and does not depend on the local conditionsfahe flow. A single constant value

cannot be used to represent various turbulent flows. And second, this model does not permit
any backscatter of energy i.e. transfer of energy from suirid sale to the resolved scale. Since

is always positive in this model, the energy transfer is limited to only one direction. These

issues are dealt with use of a dynamic procedure of calculating the model constant.
3.3.2 Dynamic Germano-Lilly Model

A dynamic procedure for calculating themodel constant was first proposed by Germanet al.
[90]. In this model, the model constant is notssigneda-priori but is computed from the local
il T x OAOEAAI AG8 &1 O OEA DOODI Glis intveduded] wiich E A
larger than the computational filter (generally taken a3 ¢3). The residual stresses resulting
from the two filtering procedures are defined in similar functional form as in the Smagorinsky
model, i.e. equation(3.40), but the model constant is computed dynamically. Applying this test

filter on the LES governing equationg,3.31) and (3.32), we get,

Momentum equation: — 00 - — 342
q o Te °° T 1o Tdo (342)
. . 10
Continuity equation: o i (343)
w
Y 006 00 (3.44)

where “Y is the residual stress corresponding to the test filter. The two rédual stresses are

defined in afashion similar to equation (3.40),

T 9 ¢6 of YV (3.45)

YUY g"vw O w Y'Y (3.46)

I

p>2

(@}
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Germanoet al. [90] proposed a resolved stress (also known as Leonard stress) tensdt, ,

which is related to the two residual stresses byhe Germano identity

'Y t+ ©6 6o (347)

where fl represents the contributions to subgrid stresses by length scales larger than the

computational filter (39 but smaller than the test filter (3). The anisotropic part of the resolved
stress can be written as,

fl fl —fl 1

Ql©

8 | 61 (3.48)

where | ¢ Y'Y andf 3 “YY. Assuming that the model parameter is uniform

over the test filter width, it can be taken out of the tesfiltering operator. This leads to the

031 ACi OET OEU A AuepdrtBf@ng iedolSed strass,AA OE A OT

fl Y 16 O | I (3.49)
Local values ofthe parameter, 6 , are computed to minimise the error between the deviatoric

stress and its Smagorinsky predictin, resulting from the approximation 0 T

01 . The
error is calculated by residualO ,

o fl (3.50)

Germanoet al.[90] proposed contraction of equation (3.56) with the resolved strain rate tensor,

“Y , to obtain a value of6 by solving,

T 'O"“Y T (3.51)
10

Lilly [91] proposed an improved method of solving for0 , where the residual tensor is

contracted with itself, which is equivalent to solving paramete by a leastsquare method,

TO0
5 T (352)
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This yields the definition of the model parameter0 |,

f p! (353)

N O

where'! i

The resulting GermaneLilly model (also referred to as the dynamic Smagorinsky model) yields
an eddy viscosity which does not need ara-priori value and is computed dynamically
corresponding to the local flow conditions. There is no need of a nearall damping function

with this model as the model parameter automatically reduces in laminar flow regions. It can

also assume a negative value which can be interpreted as backscatter of energy.

Since there is no bound on the values of the model parametér,, prolonged negative values or

OUAMNT T I ET AOGT 08 1 A£O0AT 1 AAA O1 101 AOEAAT ET OOAAEIE
average the numerator and denominator of equatior§3.53) either spatially or temporally to get

a reasonable value of model parametef90, 91]. Commercial CFD solvers ANSYS Flugtat9]

and Code_Saturn§¢l50] use a spatialaveraging approach to resolve the issue. The numerator

and denominator are averaged in homogeneous directions (i.e. wall parallel direction). In the

absence of a homogeneous direction a local spatialerage (using the adjoining mesh elements)

is performed. ANSYS Fluent also employs a clipping operation ( 0 T8t v)ato keep the

values bounded. ANSYS CF¥51], in addition of clipping, uses a temporal relaxatio for ¢ ,

Oe » O p , O=e (3.54)
where 6@ is the relaxed value at the current time stepd  is the value atthe current time
step computed from equaion (3.59), 0ee s the relaxed value at the previous time step ang is

the relaxation factor (, T1®).

In the present code, itis found that the model definition using equation(3.53) resulted in
numerical instability due to large, prolonged negative values af . Both spatiataveraging and

temporal-relaxation techniquesare implemented in the current code to resolve this issue.
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3.3.3 Wall-Adapting Local Eddy-viscosity (WALE) Model

The Smagorinsky model (bth constant and dynamic form) is based on the local strain rate,
which is an arbitrary choice of velocity scale. Nicoud & Ducro§l52] noted that the Smagorinsky
model relates the subgrid dissipation (proportional to the eddy viscosity) only to the strain
rate of the smallest resolved scale of motion but not to its rotational rate. The authors argued
that the energy is concentrated in regions of high vorticity, which these naels do not account

for.

Nicoud and Ducrog152] proposed a novel model based on both the strain and rotational rates.
The authors begin with the traceless symmetric part othe square of the vebcity gradient

tensor,

% E"Q N 91 N (3.55)
G o

where Q is the resolved velocity gradient tensor,

N — (3.56)

The equation(3.55) can be rewritten in terms of the strain rate and the rotational rate,

YOV Y m om %1 Y'Y mom (357)

where Y is the resolved strain rate (symmetric part of the velocity gradient tensor) anah is
the resolved rotational rate (antrsymmetric part of thevelocity gradient tensor),

1o

" m T

|
N |
>
o
B
B
<

e

5

N |O
E

(3.58)

8‘

With use of CayleyHamilton theorem and equation (3.63), the second invariant ofY can be

approximated (assuming incompressibility) as,
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YUY YUY Cow (3.59)

aln
<

P
@
whereY Y'Y, m mm andO® Y'Y mm38

Making use of this identity, Nicoud and Ducro§152] proposed the WaltAdapting Local Eddy

viscosity (WALE) model,

- (3.60)

where 6 is the model parameter § ™ ).

The model is designed to produce the correct wall asymptotic behaviouo)) for wallzbounded
flows. The viscosity naturally goes to zero at the wall, hence, does not require a damping
function. The model is said t@ccount forall turbulent structures relevant for the kinetic energy
dissipation since the spatial operator is associated with both the local strain rate and the
rotational rate. The model also produces zero eddyiscosity in caseof pure shear flow and,

hence can potentially reproduce transitional flows[152].

The WALE model with themodel parameter, 6 @, has been implemented in the present

LEScomputational code,CHAPSIMLES

3.4 Statistical Calculation

The present computational code employ dedicated subroutines to carry out statistical
calculations. According to the Ergodic hypothesis, ensemblaveraging of a steady state

simulation can be replaced by averaging over homogeneous space and time.

For steady state calculations, the computations initially carried out for some time steps in
order to obtain statistical equilibrium of the flow. Then the results are averaged overthe

homogeneous directions (streamwise and spanwise) and then over time obtain statistical
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quantities. The time interval between two instantsis kept 6 v 11j 6 . The timeaveragingis
performed until the averaged values converged, i.e. they did not change as new datincluded.
The total averaging timeis kept abouto 1 11 1t /0 . The statistics used to check convergence

are mean velaity, r.m.s. fluctuating velocity and the Reynolds stress.

For unsteady state calculations, ensemble averaging employed instead of temporal averaging.
Multiple unsteady simulationsare carried out starting from independent flow fields of the same
steady simulations. To ensure complete independence from each other, the time interval
between two flow fields of steady simulationis kept roughlyd v 1’176 . Quantities at every

temporal point are averaged overthe homogeneous plane and overepeated runs

The ensembleaveraged mean velocity, r.m.s. of fluctuating velocity and shear stress for a

particular wall -normal location, Qare given by,

YO 6 GGG (3.61)
VU U
6 O = ,.p - 6 GGG Y'Q (3.62)
VU U
60 6"0 o @EGH YR80 G o0 (363)

where 0 "8@ is the instantaneous velocity at grid location @@Q; 0 and( are the number
of grid points in the streamwise and spanwise directions, respectivelyand & phchof ) is
the number of time-instants used in temporataveraging (for steady state calculations), or the
number of repeated runs used in ensemblaveraging (for unsteady state calculations)t should
be noted that the present computational grid is staggered, which means that the veities are
on the surfaces. For the purpose of statistical calculation, all velocitiese interpolated for the

centre of the cells.
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The homogeneous spacaveragingis performedwith in the DNS/LES computational codg with
use of dedicated subroutines. Tése averaged valuesre then saved in binary file format for
several time instants and/or several repeated runs. MATLAB script fileare then used to read

these binary files and perform the temporal/ensemble-averaging accordingly.

3.5 Code Validation

The DNS codeCHAPSinhas been used and validated in a number of studies in the literatufe&-

9, 57, 59]. In the present study, this code is used to investigate decelerating channel flows.
Whereas, the modified LES cod€HAPSIm_LES used to investigate accelerating channel flows.
In this section, these two computationalcodes are validated against benchmark channel flow

data and againsteach other.

3.5.1 DNS Validation

Steadystate simulations at Reynoldsnumbers of YQ p wand Y'Q 1 ¢ pmerformed using
CHAPSinare compared against the DNS data of Moset al.[153] in Figure 3.3 and Figure 3.4,
respectively. It should be noted that in the Figure 3.4, the present DNS data atYy Q 1 ¢ Ias
been compared against data a¥ Q o wof Moseret al.[153]. Nevertheless, it can be seen that

the present data is in god agreementwith the benchmark dataat both Reynolds numbers.

3.5.2 Steady-State LES Validation

The LES computational codeCHAPSIMLES developed for the present study is validated next
against DNS data generated usinGHAPSimSteadystate simulations at Reynéds numbers
YQ xtmadYQ p ¢ @ aetcarried out using the three aforementioned sulgrid models.
DNSiO Al 01 DAOA&I Of AA A0 , %3 OAOI I -DOBRAT GasdTHA E
domain and grid sizes used in these simulations are presented Trable 3.1. The total number of

elements of the LES is about onffth of that of the DNS.

AOOAI
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Figure 3.3 Validation of present steadystate simulation atRe = 180 performed using CHAPSinagainst
DNS data of Moseet al.[153] atRe,=180j] $ AT T OAA O- +- 808

Table 3.2 shows the'YQ( 061 T, where ¢ is the friction velocity and] is the channel half
height) obtained using different subgrid models in comparison to those fromDNS.The three
sub-grid models, the Smagorinsky model, the Germardlly model and the WALE model have
ARAT  AATT OAB, %ADc 80, Ad3Ad 6 B, %3 o & hmodd A BD dade ChesObkénU 8
AATT OAA A G clér thaBall éhee subgrid models ower-predict the wall shear stress
(hence, the friction velocity). Among the three modelghe prediction of the LES2 model (Lilly

[91]) is nearest to that of DNSwhile that of LES1 model (Smagorinskyl36]) is farthest.
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Figure 3.4 Validation of present steadystate simulation atRe, = 420 performed using CHAPSinagainst
DNS data of Moseet al.[153] atRg =395} $ AT 1T OAA O- +- 808

Simulaton 'YQ 0 0 0 0 0 Mesh size
(pm

DNS 7400 128 3.5 512 200 200 20.5 10 7 0.7/6.5
DNS 12600 18 5 1024 240 480 117.9 12 7 0.5/9

LES 7400 128 3.5 192 128 160 3.9 28 9 0.5/11
LES 12600 18 5 450 200 300 27.0 27 11 06/15

Wl @ Tew

Table 3.1 Domain and grid size for DNS and LES steadtate simulationsusedfor validation.

Case DNS LESO , %3p , W3¢ , %3 o

Y'Q= 7400 413.1 449.9 436.3 428.9 430.8
Y 'Q= 12600 657.5 704.9 697.6 663.5 679.8

Table 3.2 Regjobtained for LES simulations using different subgrid models.
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A comparison of statistical profilesin wall units among these simulationss presented inFigures
3.5-3.7. It is seenthat the performances of LES2 and LES8re comparable to each other andire
superior to that of LES1. Boththe WALE and dynamic mdels are able to pretty accurately
predict the mean velocity in the core of the flowand the peals of the streamwise velocity

fluctuations and Reynolds stress; while the Smagorinsky model overestimates the same.

20 + ——DNS
| ------- LESO 20 +
~ LES1
| + LES2
& | e LES3 &
10 +
10 +
0 L2 ey e 0 B S ————
0.1 1 yt 10 100 0.1 1 y 10 100

Figure 3.5 Comparison of mean velocity between steady state LES against DNS for steady channel flow at
a) Re = 7400, and b)Re, = 12600.
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Figure 3.6 Comparison ofr.m.s. fluctuatingvelocity between steady state LES against DNS for steady
channel flow at a)Re, = 7400, and b)Re, = 12600. Streamwise, waltnormal and spanwise components

are denoted by black, blue and red colours, respectively.
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u'v*, 1/Re dU/dy

y}

Figure 3.7 Comparison ofReynolds and viscous stressesetween steady state LES against DNS for steady
channel flow at a)Re, = 7400, and b)Re, = 12600. Reynolds and viscous stresses are denoted by red and
black colours, respectively.

The inaccuracies in LESra the combined effect of numerical and model inaccuracies. The
former are related to the grid resolution, while the latter refers to the performance of the SGS
models in comparison to DNSLES may be assessed vapriori tests, whereby predictions are
compared to the corresponding filtered quantities from DNS calculations; oa posteriori tests
which compare actual LES results with thse from DNS or experiments.However, in most
engineering applications, the use of DNS or experiments for validation itselbntradicts the use
of LES asa predictive tool. Hence, researchers have aimed at developing independent
assessment measures to judge the quality of LES. Geurt®& | a H34Fidir&duced such an

independent parameer to assess LE&sults, in the form of a subgrid activity parameter,

A

. o

Q

where & Ois the average subgridscale dissipation andd Ois the awrage molecular
dissipation. The subgrid parameter can vary ast i p, withi p corresponding to LESat
infinite Reynolds numberandi  1tfor DNS. Celilet al.[155] demonstrated that the dissipation

can be written in terms of molecular viscosity; , and the subgridscale viscosity, . Hence, the

equation (3.64) can be rewritten as,
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.6 O
Further, Celik et al.[155] argued that the subgrid parameter of egation (3.65) is not sensitive
to grid resolution as it does not take into account the numerical dissipatianThe authors instead

proposedan alternative parameter,

e S— (3.66)

where @ As the average numerical viscosity. Celikt al.[156] suggested that the numerical

viscosity may be approximated by the following empirical equation,

T o (3.67)

<d

where Y is the filter width, Q  YaYaYa 7 is the grid size, andd  p for ‘Q Y. The authors
[156] recommended value of this parameteto be i * &, signifying an 80% contribution of
molecular viscosity towards dissipation Figure 3.8 presents this parameter for the three SGS
models for steady flows at 'Y Q= 7400 and 12600.1t is seen that allthree SGS models show
reasonable values for this parameter for both steady flows In the viscous sublayerthe
parameter goes to zero implying little or no SGS activity, while in the region farther away from
the wall i * is in the range 0.10.2. LES2 ad LES3are seen to bear the recommended value of
0.2, while the same for LES1 is lowerZhang et al. [157] introduced another assessment

indicator based on the comparisorof resolved and modelled stresss,

T

0 ‘00 T (3.68)

where tand t  are the resolved and modelled stresses, respectively. The authors suggested
that for wall-bounded flows, value ofd ‘O"®0 m@indicates a sufficient grid resolution.Figure

3.9 presents thisindicator for the three SGS modelfor steadyflows at 'Y Q= 7400 and 12600.
Again, LES2 and LES3re seen to bow reasonable values of this parameter signifying

appropriate grid resolution for the two steady flows.LES1shows comparatively low values in
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region close to the wall implying a coarsegrid resolution of that region. The LES assessment

parameters confirm that the WALE and dynamic models give superior results to those by

Smagorinsky model.
0.8 0.8
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Figure 3.8 Modified activity parameter (s*) for the three SG3nodels at steady flow ofa) Re, = 7400, and
b) Re = 12600.
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Figure 3.9 Resolvedstress indicator (LES_IQ) for the three SGS modelfor steady flowat a) Re, = 7400,

and b) Re, = 12600.

3.5.3 Unsteady-Flow LES Validation

Validation for unsteady flow is presented b further compare the performance of the sulgrid
models. Two accelerating flow cases are performed each using the above sgiid models to

reproduce two DNS flow cases of He & Seddigf¥, 8] (termed as HS13 and HS15, respectively)

In caseHS13 the flow is accelerated from a bulk Reynolds number of 2825 0404, while in
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caseHS15from 2800 to 12600. The domain and grid szes used in these LES simulations atke
same as that provided inTable 3.1. Three realizations of the unsteady flow each starting frona
different initial flow field are performed for each of the above three sulgrid models to facilitate
the ensembleaveraging ofthe flow transient response.As described inHe & Seddigh{7, 8], the
time scale of the response of accelerating flows can be very well characterised by fhietion

coefficient development. Hence, a comparison of thgredictions of this parameterby LES with
those of DNS should be enough to determine the performance of tlsib-grid models. Figure
3.10 presents the comparison offriction coefficient responses for the two caseswith the DNS

data of HS13 and HS15.
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Figure 3.10 Comparison of friction coefficient development for present LES caseassing the three subgrid

modelsagainst the DNSasesof He & Seddigh[7,8]8 AQ AAOA (3poah AT A Aq A
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It is seen that all three subgrid models are able to roughlyreproduce the critical time of
minimum friction coefficient (& = 19.4 and31.2 for HS13 and HS15, respectively, where
o OV j1).0n the other hand the recovery ispredicted correctly only by LES1 and LES3.
Although, LES2 precisely predicts the final value dfiction coefficient, it overestimates its
recovery period. Of LES1 and LESS, the prediction thfe final value of the friction coefficient
and the time of its first peak are predicted more accurately by LES3. Hendtegan be deduced

that LES3(WALE model of Nicoud & Ducrog152]) is most suitable for the present study of

accelerating flow transition phenomena.
3.5.4 Steady-Sate LES Validation at High Rey

As discussed above, the performance of the WALE sghd model is more suitable than others
for the present study. Hencethe LES of accelerating channeldivs presented inChapter 5are
performed using this model. To further evaluate theVALE model performance steady channel
flow LES simulations at higher 'Y'Q are compared nextagainst benchmark data LES is
performed for steady channel flow at'Y ‘Q= 18500 and 45000(roughly equivalent to Y ‘Q= 950
and 2050, respectively).Table 3.3 compares the simulation parameters for the present LES with
those of DNS of Lee & Mosdi58] at 'Y Q= 19900 and 43400(equivalent to Y Q= 1000 and
1994, respectively). Figures 3.11-3.13 present the comparison between these simulations
results. It is seen that the agreements between the data are satisfactoryhe LES quality
parameters, i’ and 0 ‘00, for high-'Y Qsimulations are presented inFigure 3.14. For steady
flow at 'Y'Q= 950, it is seen that both parameters show good value$ & and 0 ‘O "®0
T8, implying a sufficient grid resolution and appropriate SGS activityOn the other hand, the
parameters show relatively poor values for flow aty Q= 2050 (° ~ 0.4-0.45 in the logarithmic
region, andd ‘O®0 T®oin near-wall region). This is expected as the grid resolution for this
flow case iskept at relatively much lower values (ref. Table 3.3) due to high computational

costs
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. . o - - " " . Mesh size ' a0
Simulation YQ 0 © u U U (pm WO i T

DNS[158] 1000 @yA 3a 2304 512 2048 2416 11 5 002/ 6.2
DNS[158] 1994 8An 3A 4096 768 3072 9664 12 6 002/ 8.2
LES 950 24 5 1200 360 540 233 19 9 04/ 10
LES 2050 72 3 2400 360 360 311 60 17 09/ 22

Table 3.3 Mesh parametersfor DNS and LE&t high Re, steady-state simulations.

0 0
0.1 1 10 y+ 100 1000 0.1 1 10 y+ 100 1000

Figure 3.11 Comparison of mean velocity betweempresent LES against DNSf Lee & Mose[158]
i AAT T O Ardk stéddycHauthel flow at aRe = 950, and b)Re, = 2050.

1 10 % 100 1000 1 10 ¥ 100 1000

Figure 3.12 Conparison ofr.m.s. fluctuatingvelocity betweenpresent LES against DNSf Lee & Moser
[158]] AAT 1 O Atdk stéady-ciarthel flow at aRe = 950, and b)Re, = 2050.
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Chapter 4
Experimental Rig and

Measurement Techniques

An experimental investigation of unsteady flow has been carried out in the present studifor
this purpose, a water channel flowloop facility has been used. Detailed measurements of
instantaneous and bulk velocities were taken using a Particlenage Velocimetry (PIV) system.
Hotfilm glue-on sensorsare installed in the facility and are used with a ConstantTemperature
Anemometer (CTA) to measure the instantaneous wall shear stress. This chapter detdhe
flow loop facility, measurement and data acquisitiortechniques and data processingschemes

used in the present study.

4.1 Flow Loop Facility

A water channekflow loop facility, due toGorji [60], has been used to study unsteady turbulent
flow. Figure 4.1 shows a schematic view of the channel with correspondingoordinate system
applied throughout this study. Dean[159] presented a review of channel flow studies and
suggested thatthe minimum width to height ratio (W/ H) should be 7 to avoid secondary flows
at mid-span plane. A detailed investigation of the effects of development length on smooth pipe

and channel flows was presented byonty [160]. It was concluded that the length to height
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ratio (L/ H) of 130 was enough to produce a fullgleveloped mean and turbulence profiles in
channels. The present flow loop fadily follows these guidelines with width-to-height ratio
(W/'H) of 7, and lengthto-height ratio (L/ H) of 160. The physical size of length, width and height

of the channel are 8, 0.35 and 0.05 m, respectively.

~.

v (wall-normal)

/

z (spanwise) X (streamwise)

Figure 4.1 Schematic view of the channel.

Figure 4.2 illustrates the arrangement of the water flow loop facility.A 4-inch PVC pipelindieeds
the channelfrom a header tank located 4.5 meters above thehannel A PVC honeycomb units
placed before the test section to remove any possible switlghereby, enhandng the flow
development. Water flows from the top tank through amanual ball valve, PVC pipelingthe
channel test sectionthe control valve and a magnet flow meter, before beingdischargedinto a
bottom tank. The outlet pipe from the test sectioris fully submerged into the bottom tank to
minimise generation of bubbles in the system. The bottom tankwith a capacityof 3,000 litres, is
sufficient to maintain a continuous flow loop A fourinch bore 2.4 kW, threephase, 4 pole
centrifugal in-line pump delivers the discharged water from the bottom to the header tank. Eh
delivery to the header tankis also submerged in watetto reduce insertion of bubbles. In order
to maintain a constant driving pressure gradient, an overflow pipeline is used to remove

excessive water from the header tank hzk into the bottom tank.

The channelis constructed out of four transparent Perspex plates. However, a glass windasv
mounted onto one side of the measurement section to improve the optical access. The glass

window is 700 mm long and at a distance of 500 mm from the outlet.
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Figure 4.2 Schematic arrangement of the flow lop facility (Gorji [60]).

To reduce the possibility of bubbles in the channel, certain measurese taken. A cdumn of half

meter of water above the suction pipe was always maintained at the bottom tank to avoid
cavitation. As the overflow pipe removed excess water from the header tank, the pipe deliger

mixture of water and air to the bottom tank. Hence, the ovélow pipe at the bottom tank is

arranged far from the suction pipe to allow water to settle and air to escape. A mesh screen

i7TO01 OAA 11T OEA 1T 0601 A0 T &£ OEA POIi PEO AAI EOGAOU 11
avoid their entrainment into the test section. The aboveneasures completely removeall

bubbles in the channel.

The flow is controlled by a 4inch pneumatically-controlled globe valve whichis located one
meter downstream of the test section. A Siemens PS2 positioner was used to conttioé
position of the valve trim by means of a €20 mA signal. This current signal was generated

through a Phoenix Contact threewvay isolating amplifier supplied with the 0-10 V signal from
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the National Instruments (NI USB6211) Data Acquisition (DAQ) devie. The valve flowlift
characteristics was setatequab A OAAT OACA Y E 8 ABeindak dqLaCpkréentage OE A
of existing flow for equal increment of the valve travel. This, however, ienly an inherent

feature of the valve by itself. The operational curve of the valve ischaracteristic of the
configuration of the flow system.Figure 4.3 compares the operational curve of the valve in the

present flow system with its inherent curve.
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Figure 4.3 Operationaland inherent curves of the control valve

A 4-inch ISOMAG magnetic flowmetetocated further downstream of the control valve is used
to measure \ariations in the bulk flow. The output signal of the flowmegr was within 4-20 mA
which was converted to a 010 V signal by means of a 250m resistor. The output signalis

connected to the DAQ device and was recorded through LabVIEW scripts.

For the purpose of this study, hoffilm sensorsare installed on a removalle panel of the channel
top wall. The hotfilms are located in the measurement (final) section, roughly 200 mm before
the outlet. A ConstariTemperature Anemometer system was set up to measure wall shear
stress of unsteady flow. The Partickkmage Velociméry system is located at the measurement
section of the channel. The velocity measurement locatiois 7 metersdownstream from the

inlet of the channel, giving a development length of 144 The entire measurement sections

£l
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housed inside a custod AAA EOQOAAG i 6 I AT T PIU xEOE OEA 1 AO/

provide optimum lighting conditions for the PIV measurements.

4.2 Particle -Image Velocimetry

Particle-Image Velocimetry (PIV) is a nofintrusive optical measurement technique, which can
provide instantaneous flow fields of two or three velocity components. A PIV system consists of
three main components, laser pulse generator, Chargeoupled Device (CCD) camera and pest
processing software. A doubleulsed laser is used to generate two consecutive lassheets
with a known time difference between them. The camera, usually located perpendicular to the
laser sheet, is used to capture two consecutive frames synchronised with the laser pulses. The
two frames are then processed using a software which employsd@anced crosscorrelation
algorithms to yield an instantaneous velocity fieldFigure 4.4 outlines the procedure of the PIV

system.

Measurement
Y volume —___
.I< =
Z :
Light

Double- i shest
pulsed
laser "

Image frame
tnmgpuae 1 analysis

Image frame 2 I

Farticle AX
mages

Figure 4.4 PIV system componentgDantec Inc.).

Post-processing software use locations of tracer particles in the captured frames to compute

cross-correlation. Due to this, there are three inherent assumptions associated with PIV
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measurement and analysis: tracer particles follow the flv motion accurately; the tracer
particles are distributed homogeneously; and, the particles have uniform distribution within the

interrogation areas.

For the present study the Dantec Dynamicdntegrated planar PIV systems employed.A Litron
Nano-S65 Nd-YAG (Yttrium-Aluminium-Garnet) laser, capable of generating pulsed laselight
at a wavelength of 520 nm (green) with a maximum energy of 65 mJ per pujse used as the
laser source A Dantec Dynamics FlowSense 48t 4M CCD camera with the resolution a2048 x
2048 pixelsis used to capturethe flow field images. The CCD cametia mounted with a Nikon
AF Micro-Nikkor lens with a focal length of 60mm and a maximum aperture number of f/2.8D.
Dantec DynamicStudio v3.31 softwareis used to postprocess the mages and the data.
Synchronisation of the laser, camera and the computes performed by a NI PCE 1427 DAQ
card and a Dantec Dynamics timer box whicis controlled by a NI PCI 6602 timer board. Silver
coated hollow glass spheres with a mean diameter &#4um and unit specific gravityare used as

tracer particles.

Two orientations of the cameralaser position were used for measurements in the present
study. The first orientation (vertical; termed v-PIV hereafter), with the laser firing from the top,
was usd to capture the wall-normal statistical data (x-y plane); whereas the second orientation
(parallel; termed p-PIV hereafter), with laser firing from the side, was used tccapture the
instantaneous walkparallel velocity field (x-z plane). Figure 4.5 illustrates the two orientations

employed in the present study.

Post-processing software computes the velocity field by the displacement of the tracer particles
and the time difference between the laser pulseBoth images are divided into a number of
interrogation areas (lAs). Groups of particles in each IA create a unique pattern in the first
frame, and is needed to be searched in the second frame. The pattern detected in the first frame
should be traced in the secondrame within the 1A at the same position as that in the first frame

Crosscorrelation needs to be calculated at each position within théA to give a correlation
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function. A maximum correlation is obtained if the pattern is detected in the second fram&he
displacement vector is calculated by the offset of th@attern in the secondframe IA with
respect to that in the first frame The \elocity is, thus, calculated by this displacement anthe

time difference between the two laser pulses. The processriepeated over all 1As.

Laser pulse generator
\ CCD camera Laser pulse generator
7

CCD camera

(b) p-PIV

(a) v-PIV

Figure 4.5 Different cameralaser orientations for the two PIV configurations:(a) vertical-PIV (xy plane),

and (b) parallel-PIV (xz plane).
The accuracy@E 0) 6 | AAOOOAI AT OO EO AEEAAOGAA AU OAOAOA
flow, light pulse timing, light sheet positioning, depth of fieldand size of the interrogatiorareas.
A number of thumb rules are suggested for PIV measurements by Keaared Adrian[161, 162]
and Raffelet al.[163]. For example, he diameter of tracer particles is suggested to be more than
3 pixels to reduce inaccurades in displacement calculation;the number of tracer particles
within one IA is suggested to be A5 to produce strong crosscorrelation; the maximum
displacement of the particles between the laser pulses is suggested not to exceed 25% of the IA

width to improve the process of the patterrdetection.

A major challenge in measuremeat of unsteady flows arises from the fact that the optimal

displacement of the particles between pulses can be hugely different for the initial and final
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flows. Additionally, the measurement of velocity gradients of the streamwise velocity with
larger field-of-view (FOV) sizes applies a constraint on the time difference between two pulses.
Keane and Adrian[164] suggested a time constraint in order to obtain acceptable displacement
detection for velocity gradients:

0 WY wo
Q

T8t 0 (4.1)
where M is the magnification factor, 3"Y T ™ «X) Tc¢, 30is the laser pulse separation
time, and'Q is the length of the IA. The above expression limits the validity of measurements
at locations in the nearwall region of high Reynolds mmber flows. For example, it can be
shown that for a flow of Reynolds numbefY'Q ¢ U itanly the measurements aboved p ¢
are considered as valid, given that magnification factol) and pulse separation time ¢0) are
2.35 and 800 us respectivel. However, at Reynolds number ofY'Q ¢ 1 1,mtamly
measurements abovew v mare considered valid, givenM and 30 are 2.35 and 300us
respectively. In the present study of unsteady flows, the laser separation time used to capture
the transient flow is maintained at a level suitable to that othe final flow. This is done agshe
DPOAOGAT O ET OAOOECAOGEIT O AOA 11TO0A AiT1TAAOT AA xEOE
response during the later stages of the transienperiod. It should be noted tat although the
appropriate recommendations for tracer particles (pixel resolution of particles; number of
particles per IA; and displacement of particle in an image pair) areatisfied in the present

investigation, the above criterion limits the reliability of PIV measurements in the high velocity

gradient region near the wall leading to invalid resultsn that region.

In the present study, theadaptive correlation technique has been applied to compute the
displacement field. In this method, the velocityvectors are iteratively calculated first with an
initial larger 1A, then narrowing to the final smaller IA size. For thev-PIV investigations
reported here, the iterations were performed with an initial 1A size of 128 128 pixels andafter
three iterations, the final IA size of 32x 32 pixels.For p-PIV investigations, however, the initial

IA size was kept 256 x 256 pixels with a final IA size of 64 x 64 pixelfier three iterations. The
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FOV sizs of the v-PIV and pPIV configurationswere about c v 0 umm2 and x v X umm2,

respectively.

A central difference scheme 3 adopted to estimate the itme-derivative of displacement.
Spurious velocity vectorsare detected by performing a peak validation (Kean& Adrian [164]),

i.e. the ratio of the highest consecutive correlation peaks should not exceed 1.2 otherwise the
results is rejected. The rejected spurious vectorsre replaced with a moving averaged value.
The moving averages performed with 3 iterations and acceptance factor of 0.18sing 5 x 5
neighbourhood vectas for the wPIV investigations, and 3 x 3 neighbourhood wtors for the p-
PIV investigations.The specific parameters listed above for the-PIV and pPIV configurations

are chosen based othe optimum calculation/correction of the velocity field.

4.3 Constant-Temperature Anemometry

ConstantTemperature Anemometry (CTA) is an intrusive technique which is capable of
measuring velocities associated with fine structureof the flow. The working principle of this
technique is based on cooling effect of a flow on a heated body. The two main components used
in this technique are: the heagd element which acts as a flow sensor, and the anemometer. In
this technique, the sensor element is attached to one arm of the Wheatstone bridge and a servo

amplifier keeps the bridge in balance by controlling the current to the sensor.

Figure 4.6 illustrates the basic circuit for this technique. Here)Y and 'Y are the operational
resistances of the sensor element and its leading support/cable, respectively. and Y are
fixed resistances in the anemometer whose ratioY 7Y ) is known as the bridge ratio. A
variable resistor, 'Y , is provided in one arm of the Wheatstone bridge to account for different
sensor resistances and/or the required oveitemperature for the sersor.’Y is adjusted to keep
the ratio 'Y Y TY same as bridge voltage and maintain the sensor temperature above the

ambient fluid temperature. As the flow conditions change, the temperature and hence the
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resistance of the sensor also @nge, making the bridge unbalanced. The error voltag&®( Q)
measures the corresponding change in the sensor resistance and forms the input to the
amplifier. The amplifier has an output current,i, which is inversely proportional to the change

in resistance. This current is fed back at the top of the bridge to restore the sensor resistance

back to its original value and balance the bridge.

Figure 4.6 ConstantTemperature Anemometer circuit diagram.

In the present investigation, Dantec 55R47 gluen film probes were used as sensor elements.
The film probe, as shown inFigure 4.7, consists of a nickel heating film (0.9mm x 0.7mm x
0.001mm) deposited on a polyinide foil (8mm x 16mm x 0.05mm). A thin layer of quartz is
deposited over the film to provide a protective coating. The film is connected to two

nickel/gold -plated areas onto which the copper wires are soldered.

0.1 mm dia. Cu-wire

Flow direction length 55 mm

A

Figure 4.7 Dantec 55R47 glueon film probes (Dantec Inc.).

Three such filmsare mounted on a removable panel on the top wall of the Perspex channel
downstream of the measurement section. The filmare placed at a distance of 50 mm from each

other and about 10H from the outlet of the test section to measure the instantaneous wall shear
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stress. The sensorsre grounded by a 108 mm long brass tube which is machined to be placed
in a groove in the panel. The filmsare glued onto the surface of the panelyomeans of Loctit@
495 cyanoacrylate adhesive. The leading copper wires of the sensoase soldered to an
electrical joint and then soldered to RG59 BNC cables. The soldered joints and connecting wires
are sealed from exposure to water using Araldite Rapd epoxy adhesive. The design of the

removable panel for the sensor films is illustrated irFigure 4.8.

Flow direction

Figure 4.8 Removable panel for film sensors.

In this study, Dantec54N81 Multichannel CTA systems used which has the capacity of 6 CTA
channels, each with a bridge ratio'y 7Y ) of 1:20 and sensor resistance range of-20 . The
maximum output voltage of each CTA is 5 Volts with options of offset (0 or 8292 V) and gain (1
or 2-5) for the output signal. An option of lowpass filters (1, 3, 10kH2) is also availabé for the
output. To increase the flow sensitivity in the present study, the offsés set to zero, the gains
set to maximum and a lowpass filter of 1kHz is used to get CTA output. The output signé
connected to the DAQ device ani$ recorded throuch LabVIEW scripts. Of the three new film
sensors installed for the purpose othe present investigation, only one of themwas found to
produce meaningful variation of the output signal with unsteady flow. The other two sensors
produced high fluctuations of voltage which eventually decayed to a constant signal under

unsteady flow conditions.

A relationship between skin friction and the heat convected from a heated platinum strip was
first presented by Fage& Falkner [165]. Subsequently, Ludeig [166] designed the flush

mounted sensors based on this analogy and obtained an analytical solution to the héansfer
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equations. Notable works using the film sensors include Liepmansa Skinner[167], Bellhouse &
Schultz [168], and Menendez and Ramapriapl69]. With the assumption that the thermal

boundary layer lies entrely within the laminar boundary layer, a steady state analysis yields,

~__ 5t7 ¢ (4.2)

where 'Y is the resistance of the sensor elementy "¥s the difference in temperature between
the sensor and ambient fluid, and A and B are calibration nstants. For constanttemperature

anemometry, equation(4.2) can be expressed as:

o ot7 & (4.3)

where O is the output voltage of the CTA system.hE calibration constants, A and B, are

determined in situ with measurements of flows with known wall shear stress.

A major problem in use of film sensors for water flow measurements is contamination of the
sensor. Gradual buildup of scale, algae and minats on the film results in a shift in the
calibration curve and loss of flow sensitivity. Jimeneet al.[170] reported that if film probes are
cleaned just before the test run, the surface contaminatiocan be so fast that the data taken at
the end of the run @annot not be made to correspond with those taken at the beginning. It was
OOCCAOOAA OEAO OEA EEI I O OEI OIA AA OACAAS
contamination of the sensors include the se of deionised water or treatment of the water with

algae inhibitors.

In the present investigations, the method oOACAEO @A 1T @A T Eit thuddtb feduce
the drift of the calibration curve. Thereare, however, still significant variations in calibration

curves for separate test runsFigure 4.9 shows the calibration curves for several independent
test runs performed for the film sensor, andTable 4.1 presents the calibration constants

obtained from these curves.

x EQOE
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Figure 4.9 Calibration curves for film sensors.
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obtain calibration constants. For eal unsteady run, the initial and final flowsare maintained
for significant amount of time (60 seconds)O1T AT OOOA OOOAAAET AOOB8 4EA

shear stesses for the initial and final flowns for each run are calculated dynamically from
interpolated data of DNS Thus, separate calibration curvesare achieved for each of the
repeated runs of an unsteady flow. The ensemblaveragingis performed on the skinfriction or

wall shear stress history.

4.4 Data Processing

The ensemble average statistical quantitiesre obtained for measurements of PIV and CTA.
Dantec DynamicStudio v3.31is used to acquire and analyse the images obtained in PIV, and
record the velocity fields in a CSV file format. MATLAB scriptare used to read these files and

perform averaging.

For steady state calculations, the statistical quantitieare achieved by performing a streamwise

spatial and temporal averaging. For unsteady state calculatiptemporal averagingis replaced
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by ensemble averaging. The mean velocity, r.rmffuctuating velocity and shear stress at any

wall normal location, j, are given by:

YQ - o ‘A (44)
U U
6 0 6 gD YO (45)
U U
60 0 —6% 6A® YQs8L'EHD »Q (4.6)

where, 0 is the number of data points in streamwise direction.0 is the number of time
instants used for temporataveraging (for steady state) or the number of repeated runs for

ensembleaveraging (for unsteady state).

The output voltage signal from CTA was acquired with the National Instruments DAQ device
and was recorded by LabVIEW scripts. The data recording rate in these scripts was fixed at 100
Hz. MATLAB scripts were used to read this data and calibrate the CTA signal using the
ensembleaveraged velocity from PIV and determine the unsteady wall shear stres§he

ensembleaveraged unsteady wall shear stress or skin friction is given by

%0 UB %0 85D (4.7)

where %o &0 is the quantity at time instant, t, for It repeated run, andd is the number of
repeated runs used for ensembleaveraging. For the pesent investigations, each unsteady flow

casewas repeated 60 times to facilitate the ensemblaveraging of PIV and CTA data.
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45 Data Validation

The present flow facility andthe PIV system have been previously employed and validated in
Gorji [60]. In this section, the PIV measurements for steady flows are validated against
benchmark DNSdata from the literature. Subsequently, he unsteady flowmeasurements are
compared the experimental data of Gorji [60] to demonstrate the repeatability of the

experiments.
4.5.1 Steady-Sate Validation

Steady channel flow measurements are carried out & ‘Q(based on bulk velocity and channel
half-height) of 2800, 9800 and 20100termed as S1, S2 and S3, respectivellyigure 4.10
compares the flow statistics obtained from S4S3 against the DNS data of Lee & btr [158] at
Y'Q= 180, 550 and 2000 (roughly equivalent toY Q= 2800, 10000 and 20000, respectively).
The flow profiles here are presented using oueOA AT ET ¢ Y 11 Of Al EOAA
("Y) and channel halfheight ( ). It should be noted that the data shown iffigure 4.10 has been
clipped in the regioncdf T8t was the data outside this regin are considered as unreliable
It is seen that the present data is in close agreement with DNS dafdthough measurements
very close to the wall could not be made, the peaks of r.m.s. fluctuating velocities have besi

captured.

As discussed earlierm 84.3, calculation of wall shear stress fola steady channel flowis not
possiblein the presentsetup as a universal calibration of the CTA system cannot be obtained
There are however,various indirect methods to calculatethe wall shear stress from velocity
measurement. Accurate estimations can be made by curfitting the mean velocity in viscous
region of the flow, to calculate friction velocity ¢ ) and hence the wall shear stress. The velocity

in this region is given by the expression,

xEOE
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Figure 4.10 Comparison ofouter-scaledpresent experimental data with DNSlata of Lee & Mose[158]
for steady channel flows atRg, = 2800, 9800 and 20100

-_— forw v (4.8)

Y o
0

Polynomial curvefitting of the mean velocity in the buffer region can also be used to determine
the friction velocity. Such polynomial expressions are presged by Spalding[171], Musker

[172] and Durstet d. [173]. However, these methods require precise velocity measurements in
the wall region. As discussed irg4.2, accurate PIV measurements very close to the wall cannot

be made due to large velocity gradients in this region.

Alternative methods to determinethe friction velocity from measurements away from the wall
include curve-fitting the mean velocity in the logarithmic region of the flow. In this region the

mean velocity is represented by the following expressiodue to von Karméan [174],
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“hae— B for‘d o (4.9)

where Il is the von Karman constant ando is the empirical constant.Well accepted values of
these constans for channel flows are 0.41 and 5.17, respectivel\Linear extrapolation of
Reynolds stress(@® 0 §'in the core of the flowtowards the wall can al® be used to determine
the square of friction velocity. The above two methods are used to evaluatthe Reynolds
number basedon friction velocity for S1-S3 Table 4.2 compares these predictions with the DNS
data of Lee & Mose[158]. Also shown in the table are the predictions fromnterpolated of

steady channel flowDNSdata obtained using CHAPSInj7-9].

Lee & CHAPSIm  Loglaw @0 O
Case Moser interpolation eq.(4.9) curve
[158] P q.(%.
S1 182.1 179.3 190.9 175.4
S2 543.5 524.2 514.2 499.3
S3 1000.5 1031.7 1028.6 978.1

Table4.2 Re obtained for LES simulations using different sulgrid models.

Figure 4.11 presents the comparison of statistical profiles of the above steadghannel flows

using inner-scaling (whereo is obtained from loglaw) with the DNS data of Lee & Mosdi158].

It is clear that the friction velocity obtained from the loglaw scaks the flow fairly well.
Although, the present experimental data for flow S3 deviates away from DN& w p TI,TT
whereas the same in S1 occurat @  p TBuUt this is expected because as described§4.2, as
Reynolds number of the flow is increased, the scaled wailbrmal distance ( ) for valid PIV

velocity measurementsincreases.

It can be seen inTable 4.2, that the trend of friction velocity prediction obtained using the DNS
code CHAPSintan roughly predict that obtained from loglaw. Hence,given a flow rate the
prediction from interpolation of CHAPSindata is used for thedynamic calibrationof the CTA in

the present investigations.
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Figure 4.11 Comparison ofinner-scaledpresent experimental data with DNS data of Lee & dger[158]
for steady channel flows aRg, = 2800, 9800 and 20100

4.5.2 Unsteady Flow Comparison

The transient response of an unsteady flow case is compared with thead of Gorji[60] for
repeatability check In the present unsteady flow case (E1), the flow is accelerated fromMmQ=
2800 to 7400 by sudden opening of the valveThe flow acceleration time (based on 80% of
change in flow) for the caseEl is 1.8 secondsFigure 4.12 presents a comparison for the
transient development of the mean and fluctuating components against the flow case SZ% of

Gorji [60]. In case S2976, the flow is reported to accelerate from’Y 'Q= 2900 to 7600 in 1.35

seconds.
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Figure 4.12 Comparison of present unsteady flow case E1 with flow case SZ8 of Gorji[60].
Symbols: Black §, x,1,+) S2976; Red ¢, x,1,+) E1.
It is seen that the present data closely follows that of S2B6. Slight variations in magnitude and
time-scale of resposes between E1 and S296 may be attributed to the difference in initial and
final Reynolds numbers and the flow acceleration time. The similar responses of E1 and S

also provide evidence of reproducibility of unsteady flow using the channel flow loofacility.

Further validation of the present experimental unsteady flow against numerical data is
presented in Chapter 6where three flow cases are compared against the reproduced DNS and

LES simulations.
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4.5.3 Uncertainty in Experimental Data

Experimental uncertainty concerns the error between the measuie and the true values, and
can be estimated by the accuracy and precision of the experimental data. The formeris a
measureof how close the measured values are to the true valuehile the latter concerns how
two or more measurements gree with each other. In the present experimental investigation,
quantification of the accuracy is infeasible as the true values are not knowhlevertheless
present data is compared to benchmark DN8lata and other experimental data (as above).
Precision of the present experimental data can be measured by calculating trepeatability of

the flow, defined by the standard deviation of the measured data from multiple readings.

Figure 4.13 presents the repeatability of the bulk velocity {Y) determined using integration of
PIV velocity profile data at different Reynolds number flows. Figure 4.13(a) presents the
repeatability calculated from 100 imagepairs captured during a 50second period ofsteady
flow and represents the precision of the PIV measurements technique. It is seen that the values
are within 5% for all steady flows.Figure 4.13(b) presents therepeatability calculatedfrom the
time-averagedvaluesof 60 separate realizations othe steady flowand represents the precision
of the valve in reproducing the same flow. It is seen that the repeatability odimost all steady

flows is better than 2%, with better valve performance at higher flow rates.
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Figure 4.13 Repeatability (") of the bulk velocity of steady flows at different Reynolds numbergor a)

single, andb) multiple realizations.
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Similarly, precision of the hotfilm measurements can be meased by computing the
repeatability of the CTA output.Figure 4.14(a) presents the repeatability of the CTA output for
steady flows at differentReynolds numbers, measured from a 10Biz signal for durations of 60
secondseach This represents the precision of the measurement techniquet is seen that all
values are better than 1%, with higher precision at higher Reynolds numberg&igure 4.14(b)
presents the repeatability cdculated from the time-averaged outputs of 10 different realizations
of the steady flow and, thus, presents the precision of the CTA in reproducing the output for the
same steady flow. The figure shows a poor repeatability for multiple realizations with Vaes
ranging from 10%-20%. This is attributed to a drift in the CTA calibration (alsshown in Figure
4.9). Thus, as described previously, a universal calibration is not employed hereifs dynamic
calibration technique is used instead, which uses separate calibrationconstants for each

repeated realization.
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Figure 4.14 Repeatability () of the CTA output for steady flows at different Reynolds numberfer a)

single,and b) multiple realizations.




Chapter 5
Large-Eddy Simulation of

Step-Accelerating Flows

This chapter presents anumerical study of the response of turbulence inhigh-Reynolds number
ratio step-like acceleratingchannelflows. He & Seddighi 7, 8] and Seddighiet al.[59] reported
detailed DNSstudies ofthe transitional response of steplike accelerating flows.The Reynolds
number ratio of their study ranged from 1.1 to 4.5(or initial turbulence intensity from 15.3%
down to 3.8%). The purpose of the present study is to extend the range of Reynolds number
ratio using LargeEddy Simulations(LES)and to investigate its effect o the overall transition
process, correlationsof the transitional Reynolds numbers and the response of the turbulent

quantities.

In 85.1, the simulation cases investigated in the present study are introduced. The behaviour of
the instantaneous flow and the trend of flow structures are discussed in58. In &.3, the
correlations of the present transitional Reynolds numbersand their accuracy are discussedlhe
response d the mean and r.m.s. fluctuating velocities is presented irb&. Finally, a summary of

investigations undertaken herein is presented in 8.5.
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5.1 Present Simulation Cases

Simulations are performed or spatially fully-developed turbulent channel flow subjected to a
step-like linear acceleration using the inhouse LES computational codeCHAPSIm_LESAs
discussed previously in 8.3, the computational code is developed for # purpose of this study,
by integration of subgrid-scale models intothe DNS codeCHAPSImM[7-9]. For the present
investigations, the WALE model of Nicoud & Ducrogl52] is used for the calculation of subgriel

scale(SGS)iscosity. Validation of the code and the SGS model is presented 8.8

The simulation parameters for the casesstudied are presented inTable 5.1. Also presented in
the table are the DNS cases of He & Seddifjhj 8] (referred to asHS13 and HS15repectively)

for comparison. The first two cases, Uland U2, reproding the DNS cases dfiS13 and HS15,
are used to validate the present LES results (validation presented §8.5.3). Further four cases
are designed with increasing final Reynolds number The Reratio for the present flow cases
increasesfrom 6.5 for case U3to 19.3 for case U6 and thereby, decreases theinitial turbulence

intensity (defined in 85.3) from 2.6% for case U3 down to 0.9% for case U6.

Case YQ 'YQ — Yo Grid O 07 Yo Ya Yo

HS13 2825 7404 2.6 0.065 512x200x200 128 35 11 7 7
HS15 2800 12600 4.5 0.038 1024x240x480 18 5 12 7 10
Ul 2825 7400 26 0.065 192x128x160 128 35 28 9 13

Uz 2825 12600 4.5 0.038 450 x200 %300 18 5 26 11 13
U3 2825 18500 6.5 0.026 1200x360x540 24 5 19 9 10
Uqg 2825 25000 8.8 0.019 2400x360x360 48 3 24 10 13
Us 2825 35000 12.4 0.014 2400x360x360 48 3 32 13 18
U6 2333 45000 19.3 0.009 2400x360x360 72 3 60 17 22

Table5.1. Present accelerating flow cases with the DNS cases of He & Seddighs] for comparison.
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The spatial resolution provided in the table is in the wall units of the final flow. Multiple
realizations are performed for each case, each starting from a different initial flowefid. The
spatial resolution of the cases U&J5 resembles that of the LES validation cases, Ul and U2.
However, due to limited computational resources, the resolution of the case U6 is restricted to
lower values. It is expected that the basic physical phentena and the trend of transition is
captured despite the lower spatial resolution.In this chapter, the discussion is primarily
focussed onthe comparison between cases U3 and U6 to illustrate the effect of higteratio.
However, some quantitative feature of other flow cases are also presented to facilitate the

discussion.

Cases UdJ6 are repeated with different domain lengths to ensure that there is a minimal effect
of the domain length on the physical process. This has been demonstrated later ;b3 Case U3
is repeated with a domain length of 18; cases U4 and U5 each with lengths 1&nd 24); and
case U6 with 1§, 247 and 48). Table 5.2 presents the parameters employed for the additional

simulations usingthe different domain lengths.

Case Grid o 07 Yo Ya Yo
U3 648 x 300 x 450 18 5 26 10 12
u4 900 x 360 x 540 18 5 24 11 13

1200 x 360 x 540 24 5 24 11 13
us 900 x 360 x 540 18 5 32 15 18
1200 x 360 x 540 24 5 32 15 18
U6 900 x 360 x 540 18 5 41 19 22
1200 x 360 x 540 24 5 41 19 23
2400 x 360 x 360 48 3 41 17 22

Table5.2. Simulation parameters for additional simulations of cases UBJ6.
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5.2 Instantaneous Flow Response

The flow structures at several time instants during the transient period for cases U3 and U6 are
presented in Figure 5.1 using the isosurface plots of6 Y and _ 7°Y X . Here, the blue
and green isesurfaces are the positive and negative streamwise velocity fluctuations)

( 6 0); and red isosurfaces are vortical structures represented by , where_ is the second
largest eigenvalue of the symmetric tensorY , Yand are the symmetric and anti
symmetric velocity gradient tensorné. Figure 5.1(a) shows instantaneous plots in the entire
domain size ¢ T U in X-Z direction) for case U3. Howeverdue to space constraints, only
one-third of the domain length of case U6(¢ T d in X-Z directions) is presented inFigure
5.1(b). Also presented in the insets are the delopments of the friction coefficient for the
corresponding wall for a single realization of case U3 and U@he symbols indicate the time
instants for which the instantaneous plots are shown. The critical times of onset and completion
of transition are dearly identifiable from the development of the friction coefficient (He &
Seddighi [7]). The time of minimum friction coefficient approximately corresponds to the
appearance of firstturbulent spots and, hence, the onset of transition; while the time of first
peak corresponds to a complete coverage of wall with newly generated turbulence and, hence,

the completion time.

It is seen that the response of the transient flow is essentialljpe same as that described in He &
Seddighi[7, 81 A OEOAA OOACA OAODPI T OA OAOAI Allager ¢ OEA
flows. In the initial flow (at 0 ), patches of high and low-speed fluctuating velocities and

vortical structures are seen, representative of a typical turbulent flow. In the early period of the

transient (at 0 X ¢ 1 elongated streaks ae formed, represented by alternating tubular

structures of iso-surfaces of positive and negativé 'Y . These structures are similar to those

found in the pre-transition regions of the boundary layer flow (Jacobs & Durbiip64]; Matsubara

& Alfredsson[84]). The number of vortical structuresis also seen to reduce during this stage.

Further at 0 x 1 TUit is seen that the streak structures are further stretched and become
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stronger. It is noted that in the higher Reynolds numberatio case, the streaks appear stronger
and longer; and the V OOEAAT OOOOAOOOAO APPAAO O OAAOBAA
reported in He & Seddighi8]. New vortical structures start to appear ab * @ yprepresenting
burst of turbulent spots which signify the onset of transition. Afterwards, these turbulent spots
grow with time to occupy more wall surface and eventually cover the entire domaiwhen the
transition is seen to have completedit is agan observed that the number of the initial turbulent
spots at the start of transition seem to be more scarce for case Whd some of the streaks
extend for longer portions of the domain Thus, the present domain lengths are sufficiently
increased to reduceany effect of the domain size in the higher Reynoldsumber ratio cases.
This is further demonstrated later in the next section.

In order to visualise the instability and breakdown occurring in the lowspeed streak, the site of
the initial turbulent spot for case U3 is traced back in timevith a sliding window (of size
01 pin the XZ direction) which follows the event in the domain during the late pre
transition and early transitional period. Visualisations of 3D isesurface structures inside this
window are presented inFigure 5.2 at several time instants during this period. It is seen that for
the most part of the pre-transition period the pictured low-speed streak undergoes elongation
and enhancement. At about halfway during préransition period, the streak begins to develop
an instability, similar to the sinuous instability of boundarylayer transitional flows (Brandt et
al. [75, 78, 175]; Schlatteret al.[76]). This type of instability is reported to be driven by the
spanwise inflections of the mean flow and is characterised by antisymmedr spanwise
oscillations of the lowspeed streak (Swearingen & Blackwelder [70]). In the late pre
transitional period (about 0 U ®), the streak appears to break down accompanying the
generation of some vortical structures. Afterwards, bursts of turbulent structures appear
surrounding the streak site, which continue to grow in size and soon outgrow the size of the

window.

AU
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) a) Case U3
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Figure 5.1. Three dimensional isosurfaces for cases (a) U3 and (b) U6. Streak structures are shown in

blue/green with O & % 5+ 0.35and vortical structures are shown in red withl »/( U/ )2 =2 5.
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t+0=34.4

t+0=38.2

t+0=42.0

t*0=45.8

t+0=49.7

t+0=53.5

t+0=57.3

t*0=65.0

Figure 5.2. Visualization of streak instability and breakdown in case U3 using a sliding window. 3D iso
surface streak structures are shown in blue/green withud U = + 0.65, and vortical structures are
shown in red with 12/( Upo/1)2=2780.

Overall, it is seen that the features of the transition process become more striking in case U6
than that in U3.Quantitative information about streaks can be obtained by the correlations of
the streamwise velocity (Y ). Correlations in the streamwise direction provide a measure of
the length of the streaks, whereas those in the spanwise directigorovides indication of the

strength and the spacing between streaksrigure 5.3 presents thesecorrelations for case U3

(a,b) and U6 (c,d) in the streamwise (a,c) and spanwise directions (b,d). It can be seen from the

initial flows (at 0 1) of both cases thathe length of the streaks (given by the streamwise
correlations) is about 800 wall units (based on the initial flow) and the location of minimum

spanwise correlations is 50 wall units, implying that the spacing of streaks is abit 100 wall
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units. This is representative of a typical turbulent flow. After the start of the transient, these
streaks are stretched in the streamwise direction. It is seen that until the end of the pre
transitional period (at 0 X T Y It the streaksare stretched to a maximum of 1200 wall
units in case U3, whereas to 3000 wall units in case U6. During this time, the spacing between
the streaks is reduced to about 75 wall units in case U3, and to 56 wall units in case U6. The
minimum value of the spanwse correlations provides an indication of the strength of the
streaks. It is clearly seen that this value is lower for case U6 in comparison to that in U3,
implying that the streaks are likely to be stronger in U6. Thus, the streaks in the pteansitional

stage of case U6 are much longer, stronger and more densely packed than those in case U3.

0 500 1000 y+0 1500 2000 0 50 7+0 100 150

t*0=50.1
———-t""=598
————— t0=70.2
t'°=79.9
----t0=902
t*°=9938
——t"0=110.2

02 ey = -
0 1000 2000 y+0 3000 4000 0 50,0 100 150

Figure 5.3. Streamwise velocity autocorrelations at several time instants during the transient for case

U3 (a, b) and U6 (c, d) in the streamwise (a, c) and spanwise directions (b, d)y&t = 10.
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The near wall vortical structures were visualised by the_ -criterion in Figures 5.1-5.2 earlier.
The same criterion can also beused to get some quantitative information about these
structures. Jeong & Hussaifl76] noted that _ is positive everywhere outside a vortex core
and can assume magnitudes comparable to the vortical_ values.Jeonget al.[177] showed
that due to significant cancellation of negative and positive regions of in the buffer region, a
spatial meand_ Owas an ineffective indicator of the vortical events. It was reported thathe
r.m.s. fluctuation of_ ,_ ; , shows a peak value ab * ¢ mindicating prominence of vortical
structures in the buffer region. Hencethe maximum value of_ ; can be used to compare the
relative strength of these structures in the flow.Figure 5.4 shows the variation of _ j

during the transient for the cases U3 and U6. Here, j is normalised by theinitial bulk
velocity, Y , and channel halfheight, . It can be seen that in the early period of the transient,
the value of _ j increases abruptly during the excursion of the flow acceleration (till
0 X 0). This is attributed to the straining of nearwall velocity due to the imposed flow
acceleration resulting in distortion of the preexisting vortical structures and, hence, high
fluctuations of _ . After the acceleration, the values are seen to gradually reduce, which sigesf
the breakdown of equilibrium between the nearwall turbulent structures and the mean flow.
The formation of a high shear boundary layer due to the imposa acceleration causes the high
frequency disturbances to damp and shelters the small structures from the frestream
turbulence. This phenomenonof disruption of the nearwall turbulence is referred to asthe
shearsheltering(Hunt & Durbin [178]). Later in the late pretransition stage, _ begins
to increase gradually as the new structures begin to form. At the onset of transition, this value
increases rapidly dwe to burst of turbulent spots and generation of new turbulent structures in
the flow. The rate of increase of_ j can be used to indicate the strength of turbulence
generation. It is clearly seen that the rate is higher for case UBnplying a stronger rate of

turbulence generation in comparison to case U3.
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Figure 5.4. Time development of(3 26ns)max/( Uno/ 1)2 for cases U3 and UG6.

This trend is similar to that observed inHe & Seddigh[8]. Therein, the highe Reratio cases
showed a distinct and clear transition process, but the transition of the lowestatio case was
indiscernible from the instantaneous visualisations. Here, it is seen that as thReratio is
increased further (larger than those inHe & Seddighi[8]), the features of the transition appear
to be more striking and prominent. The streaks in the préransitional stage are longer and
stronger, and are more densely packed, and after the onset of transition the generation of

turbulence is stronger.

5.3 Correlations of Flow Transition

It has previously been shown by He & Seddighi8] that the initial turbulence intensity,
equivalent to the free-stream turbulence intensity of boundary layer flows, is of significant
importance in transient flow transition. The initial turbulence intensity was described as the
ratio of the peak turbulence of the initial flowthe velocity of the final flow. Thus, the definition

of turbulence intensity reads,

(@]
¢

YO —— (5.1)
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Noting that the maximum turbulence intensity was a function of Reynolds number,

0 j"Y ® 'YQ @ the cefinition of (5.1) can be reformulated as[8],
s Yo
YO T® X R Yy 8 (5.2)

He & Seddighi[8] introduced another concept of equivalent Reynolds number for unsteady
flows, which corresponds to the Reynolds numbely Q(= &Y j’, where wis the distance from
the leading edge, andY is the free-stream velocity) of boundary layer flows. Noting that the
final bulk velocity is the characteristic convective velocityin the steplike unsteady flows the
equivalent characteristic length was redefined as® &Y . Hence, the equivalent Reynolds

number for unsteady flows reads,

Y
YQ — (5.3)

It was demonstrated byHe & Seddighi8] that although these two Reynolds numbers cannot be
quantitatively compared, Y ‘Qhas the same significance in thensteady flow transition as 'Y 'Q
has in boundary layer transition.The critical Reynolds number for boundary layer transitional
flows shows a strong dependence oturbulence intensity. He & Seddighi 7] noted that the time

of minimum friction coefficient corresponds to the time ofthe generation of initial turbulent
spots, and hencehe onset of transition. Thus, a critical time of onsetfdransition (0 ) can be
obtained from the friction coefficient developmentand used to calculate an equivalent critical
Reynolds number, Y'Q 0 Y T, where 'Y is the bulk velocity of the final flow. The
equivalent critical Reynolds number was shown to have a striking correlation with the initial
turbulence intensity. The reported DNS flow cases were shown to be represented by the

relation,
YQ potTYO® (5.4)

Figure 5.5 shows the relation between the equivalent critical Reynolds number and the initial

turbulence intensity for the presenthigh Reratio LES casesind the DNS cases dfie & Seddighi
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[8] for comparison. The present data follows the equation(5.4) established from the higher
turbulence intensity cases. However, the loer turbulent intensity cases, namely cases U5 and
U6, are seen to diverge from this relation, with transition occurring at highetY Qvalues. The
low grid resolution for the higher Reratio cases may be a possible reason for this divergence.
Alternatively, there could potentially be a slightly different physical process at play for these

low-"Y0 cases.
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Figure5.5. Dependence of equivalent critical Reynolds number on initial turbulence intensity.

The transition period is another important feature of transient flow transition, shown to be
equivalent to the transition length of boundary layer flows [8]. The transition length of
boundary layer flows is defined as the difference between the initial and final states of a

transiti onal flow, that is as
YYQ  YQ YQ (5.5)

where [ is the level of intermittency,] p resembling a fully turbulent flow and| Tt
resembling a laminar state Researchers have used differentalues for the intermittency levels,

[ and[ , to define the transition length. Notably, Narasimhaet al. [86] used intermittency
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levels [ T and [ T8y while Franssonet al. [85] used | 1@ vand T L The
transition length for boundary layer flows has been shown to bestrongly correlated with

Y'Q g, which represents the flow at thehalfway of transition process.Narasimhaet al.[86]

suggested the following powerlaw relationship between the two,
YYQ oY@ g (5.6)
More recently, Franssoret al.[85] proposed an alternative linear relation between the two,
YYQ o8 pmm T®OYQ 4 (5.7)

In unsteady flow transition, friction coefficient developmentcan also be used to determine the
time of completion of the transition process ¢ ). He & Seddighi[7] noted that time of
recovery offriction coefficient corresponds to the time where the entire wall surface is covered
by newly generated turbulence. Thus, ¥ assuming that the transition is complete when the
friction coefficient reaches its first peak, a transition period can be obtaineds Yo 0

0 . The relation between the equivalent transition period Reynolds number XY Q

Y6 Y T)and the critical Reynolds number is presenteéh Figure 5.6. Also shown in the figure
for comparison are the boundary layer transition correlations; and the data for DNS cases of He
& Seddighi[8]. In order to make appropriate comparisons,Y ', g of boundary layer flows,

which represents halfway of transitional lengthhave been r@laced by Y@}, m@YY'Q .

It is seen that, simibr to the findings ofHe & Seddighi[8], the present data is reasonably well
predicted by the boundary layer correlations if a factor of 0.5 is applietb the presentYY Q .
However, the present data seem to suggest a poweelation between YY'Q and'Y'Q , similar
to that of Narasimha et al. [86]. A bestfit curve to the present data gives the relation,

3FYQ ofp Y ¢ (also plotted in the figure).
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Figure 5.6. Relationship between the transition period Reynolds number critical Reynolds number.

5.3.1 Uncertainty in the Predictions of the Transitional Reynolds Numbers

The generation of turbulent spots is to some extent dependent on the initial flow structures. Due
to this, the time and spatial position at which the generation of turbulent spatoccurs can vary
with different initial flow fi elds for any particular run of a transient flow. Thus, multiple
realizations have beenperformed for eachflow case, each starting from a different initial flow
field to arrive at an average critical and transition period Reynolds numbers. It is observetat
there are large deviations in prediction of the critical Reynolds number for different
realizations, and for the top and bottom walls of a single realization for the present cases.
Friction coefficient histories for both walls of different realizations for cases U3U6 are
presented in Figure 5.7. It is seen that the deviations irthe prediction of the critical time are
larger for the higher Reratio case The deviations of the critical Reynolds number for the
presert cases are found to be linearly proportional to the average value. As shownFkigure 5.8,

the r.m.s. of fluctuation of the critical Reynolds numbers roughly 10% of the average value.





























































































































































































































































































































































































