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ABSTRACT 
 

 

Background 
Coronary artery disease (CAD) is the leading cause of death in the world.  Physiological lesion assessment 

with indices such as fractional flow reserve (FFR) is now accepted as the invasive gold-standard for 

diagnosing the significance of CAD and for guiding treatment.  Patients undergoing percutaneous coronary 

intervention (PCI) guided by FFR have better clinical outcomes than those undergoing standard assessment.  

Furthermore, FFR-guided PCI is associated with decreased stent implantation and reduced long-term cost.  

Only a minority of patients undergoing invasive coronary angiography are currently afforded these benefits 

due to a number of procedure, operator, and economic related factors.  There may be additional benefits from 

combined pressure and flow measurement.  There is therefore a need for a technology that delivers the 

benefits of physiological lesion assessment without the factors which limit use of the invasive technique.  

Hypothesis 
Computational fluid dynamics (CFD) modelling based upon invasive coronary angiographic images (ICA) 

can characterise and predict intracoronary physiology.  

Aims 
(i) To develop a CFD-based model capable of simulating and predicting clinically relevant intracoronary 

physiology and (ii) validate model performance using clinical data from patients with CAD. 

Methods 
A workflow, based upon 3-D CFD modelling, capable of predicting intracoronary pressure and ‘virtual’ FFR 

from ICA, was developed.  The model was validated against in vivo clinical measurements in 35 unique 

arterial datasets.  The model predicted physiological lesion significance with 97% overall accuracy.  

Computation was prolonged (>24hrs).  Two novel methods for solving the 3-D CFD were therefore 

developed.  These methods enabled accurate computation of results in clinically tractable timescales 

(<5mins), at least equivalent to invasive measurement.  The critical influence of system boundary conditions 

was explored, characterised, and quantified.  A novel approach to patient-specific tuning of the outlet 

boundary conditions was developed and evaluated.  The workflow was adapted to compute the pressure-flow 

relationship from measured pressure boundary conditions within a fully patient-specific in silico model. 

Results were validated within a novel experimental flow circuit incorporating patient-specific 3-D printed 

coronary arterial phantom models.  

Conclusions 
It is possible to compute clinically relevant intracoronary physiology (pressure or flow) from ICA.  Results 

can be generated in clinically tractable timescales.  The CFD model can be tuned to individual patient 

characteristics.  The developed tools may be commercially desirable.  Prior to full clinical translation, the 

model must be evaluated in a clinical trial  
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1. Chapter One: 
Clinical Background 

 

 

1.1 Ischaemic heart disease  

Ischaemic heart disease (IHD) occurs when blood flow to the myocardium becomes impaired, 

resulting in downstream cellular hypoxia (ischaemia).  IHD is caused almost exclusively by 

coronary artery disease (CAD).  In turn, CAD is caused by atherosclerosis, a chronic, 

inflammatory, fibro-proliferative disease which affects medium to large arteries.  

 

1.1.1 Epidemiology 

In the UK, CAD affects 2.3 million people with a prevalence 3.5% (Townsend, 2012).  Prevalence 

of CAD increases with age such that; over the age of 65 years, it affects 20.8% of men and 10% of 
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women.  IHD is the leading cause of death in the UK accounting for ~80,000 deaths per annum 

(Townsend, 2012).  In the USA, 16.3 million people are known to have CAD and >750,000 of 

these die of IHD or suffer a myocardial infarction (MI) each year (Roger et al., 2012, Go et al., 

2013) with an associated cost of $195 billion per annum.  IHD is now also the world’s leading 

cause of death.  Globally, IHD is responsible for 7 million deaths per annum which represents 

11.2% of all deaths worldwide (World Health Organization, 2013) (Figure 1.1)  IHD is the leading 

cause of disease burden as measured by the sum of years of potential life lost due to premature 

mortality and the years of productive life lost due to disability (disability adjusted life years;  

DALYs) (Murray et al., 2012).  Irrespective of regional variations in prevalence, there is a male 

preponderance of IHD with a consistent case ratio of approximately 2:1 (Wingard et al., 1983).  
 

 

Figure 1.1. The top 10 leading causes of death  
Reproduced with permission from the World Health Organisation 
(World Heath Organization, 2014) 

 

1.1.2 Pathology  

Atherosclerotic streaks develop in most people from an early age.  However, development into 

occlusive plaques is highly variable and is influenced by a number of risk factors which can be 

divided into non-modifiable risk factors such as increased age, male gender, family or personal 

history of CAD; and modifiable risk factors such as, diabetes mellitus, hypertension, metabolic 

syndrome, dyslipidaemia and smoking, the evaluation of which, plays a key role in the assessment 
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of patients with suspected CAD.  The pathological development of coronary atherosclerosis is 

outlined in Figure 1.2. 

 

 

 

Figure 1.2. The pathological evolution of coronary atherosclerosis. 
(1) Normal artery with well-developed intima containing smooth muscle (SM) cells. (2) 
Endothelial cell activation results in inflammatory cell (monocytes, T lymphocytes) recruitment 
and intimal lipid accumulation. (3) Fibrofatty stage: monocytes become macrophages and engulf 
modified lipoproteins becoming lipid-laden foam cells. Inflammatory cytokines and growth 
factors are secreted which amplify leukocyte recruitment and SM cell proliferation. (4) Lesion 
progression. Inflammatory mediators, tissue factors and proteinases weaken the fibrous cap of 
plaque. (5) Plaque rupture causes thrombus formation. Occlusive thrombus (acute coronary 
syndrome) or clot resorption depending on the balance of thrombotic and fibrinolytic 
mechanisms. (6) Thrombus resorption and healing leads to collagen accumulation and SM cell 
growth. The fibrofatty lesion evolves into fibrous, calcified plaque that may be flow limiting – 
associated with stable angina pectoris. (7) Plaque rupture or superficial endothelial erosion 
causing mural thrombus. Myocardial infarction results from occlusive thrombus blocking blood 
flow to the distal myocardium. Adapted from Libby et al with permission (Libby, 2001). 
 

 
1.1.3 Clinical presentation and management 

Stable coronary disease results from flow limiting but stable occlusive coronary plaque.  Patients 

with stable CAD experience angina pectoris when blood flow (supply of oxygen) cannot match 

myocardial demand.  Typically, this occurs during exertion and is relieved by rest.  Stable disease 

is treated with combination of medical therapies designed to: augment plaque stability (3-hydroxy-

3-methyl-glutaryl-CoA reductase inhibitors – ‘statins’); reduce platelet activation (salicylate, 

thienopyridines and cyclo-pentyltriazolo-pyrimidine); and reduce cardiac sympathetic activation 

(beta adrenergic receptor inhibition).  Percutaneous coronary intervention (PCI) or coronary artery 

bypass grafting (CABG) is effective in restoring flow to the distal myocardium in the presence of 

occlusive IHD.  Unstable coronary disease results from plaque rupture and thrombus formation.  

1                 2                   3                4                  5                6                  7 
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This results in acute coronary syndromes (ACS); unstable angina and MI.  The focus of the current 

thesis is stable CAD and unless otherwise indicated CAD indicates stable disease.  

 

1.1.4 Clinical assessment of stable coronary artery disease  

Most adults develop coronary atherosclerosis from an early age (Joseph et al., 1993, Elveback and 

Lie, 1984).  Loria et al, in a cohort of 33-45 year olds, reported that 15% of men and 5.1% of 

women had detectable CAD (Loria et al., 2007).  However, in the context of stable CAD, it is not 

the presence atherosclerosis per se that causes morbidity and mortality, it is the haemodynamic 

consequence – ischaemia - which conveys risk of adverse clinical outcomes (Marie et al., 1995, 

Beller and Zaret, 2000, Shaw and Iskandrian, 2004, Shaw et al., 2008).  This is reflected in clinical 

trials data.  In the COURAGE (Clinical Outcomes Utilizing Revascularization and Aggressive 

Drug Evaluation) trial, the empirical use of PCI in those with stable CAD, as an initial management 

strategy, did not reduce the risk of mortality, MI, or other major adverse cardiovascular events 

(MACE) compared with optimal medical therapy (OMT) alone (Boden et al., 2007).  Similar 

results were reported in a more recent meta-analysis of five major studies incorporating 4064 

patients (Stergiopoulos et al., 2014).  However, targeted alleviation of ischemia with PCI does 

improve symptoms and reduces MACE, with the greatest benefit observed in those with the highest 

ischaemic burden (Davies et al., 1997, Beller and Zaret, 2000, Smith et al., 2006, Erne et al., 2007, 

Shaw et al., 2008, Wijns et al., 2010).  This is reflected in the guidelines of the European and 

American cardiac associations and societies.  The 2012 joint ACCF/AHA Guidelines assign a class 

IIa (level of evidence: B) recommendation for revascularisation (CABG or PCI) of functionally 

significant CAD on the basis of prognosis (depending upon anatomical classification), class I (level 

of evidence: A) on the basis of symptom alleviation, and a class III (level of evidence: B) 

recommendation (indicating harm) in the context of non-significant disease (Fihn et al., 2012).  

Disease significance can be assessed by fractional flow reserve (FFR), with a value of ≤0.8 

indicating significance (discussed in section 1.4.1). 

 

Therefore, in addition to medical therapy (which promotes plaque stability) the primary motivation 

should be to identify the presence or absence of ischaemia because this defines patients at the 

highest risk of adverse outcomes.  The detection of functionally non-significant coronary 

atherosclerosis should trigger lifestyle changes and, depending upon risk level, medical therapy, 

but this is a low risk group.  The assessment of patients with suspected CAD should therefore 

reflect this. 

Initial clinical assessment should elicit the nature, duration, character and pattern of symptoms, the 

presence or absence of risk factors, personal and family history and the patient’s demographics 



CHAPTER ONE: CLINICAL BACKGROUND 
 
 
 

 
5 

 

(age and gender).  All of these factors are important in calculating risk.  Physical examination is 

often normal in patients with significant or even extensive CAD, but may reveal evidence of 

contributory conditions such as hypertension, hyperlipidaemia, diabetes, or of complications such 

as heart failure or arrhythmia.  The initial assessment defines the pre-test probability of CAD (see 

Figure 1.3 below).   

 

 

 

Figure 1.3. Estimating the pre-test probability of coronary disease 
Reproduced with permission from the 2010 NICE guidelines for Chest Pain of Recent Onset 
(Cooper et al., 2010), and adapted from Pryor et al (Pryor et al., 1993) 

 

 

Clinical assessment is completed with clinical investigations.  These can be divided into:  

· anatomical tests; which image the coronary lumen (see section 1.2 below).   

· functional tests; which either directly or indirectly detect markers of myocardial ischaemia 

(see section 1.3 below).  Also referred to as physiological investigations.  

 

1.2 Anatomical coronary artery disease investigation  

Anatomical tests comprise a variety of imaging based assessments including invasive coronary 

angiography (ICA) and CT coronary angiography (CTCA).  Intravascular ultrasound (IVUS) and 

optical coherence tomography (OCT) are performed during ICA and provide additional anatomical 

detail. 

 



CHAPTER ONE: CLINICAL BACKGROUND 
 
 
 

 
6 

 

1.2.1 Invasive coronary angiography 

Since its inception in 1958, invasive coronary angiography (ICA) has remained the gold standard 

investigation for diagnosing and assessing coronary luminal anatomy.  Moreover, it remains the 

only imaging modality capable of selecting patients for, and guiding revascularisation with either 

PCI or CABG surgery.  ICA involves the passage of a catheter into the aortic root via a peripheral 

artery (typically radial or femoral).  The distal end of the catheter is manoeuvred, under X-ray 

screening, so that it intubates one of the coronary ostia.  Radio-opaque dye is injected into the 

coronary artery via the catheter and a series of X-ray images are acquired which are viewed as a 

movie.  Because coronary atherosclerosis is usually eccentrically distributed, images are acquired 

from multiple projection angles in order to appreciate this.   

 

In 2013, there were 402,979 diagnostic coronary angiograms and 94,033 PCI procedures performed 

in the UK, which represents a 67.5% increase over the last ten years (Ludman. P, 2014).  In the 

USA, 1,029,000 diagnostic ICAs, 492,000 PCIs and 397,000 CABGs were performed in 2010 (Go 

et al., 2013, Mozaffarian et al., 2015).  

 

ICA allows the lumen of the artery to be appreciated in two-dimensions (2-D).  By acquiring 

images from multiple directions, the operator can reconstruct the 3-D structure of the artery in their 

mind.  Work by Gould et al in the 1970s demonstrated with the use of a canine model that under 

hyperaemic conditions, coronary flow became limited only when a stenosis exceeded 50% of the 

lumen diameter in orthogonal views and that resting flow became limited only when the stenosis 

exceeded 85% of the diameter due to the compensatory, autoregulatory effects of the coronary 

microvasculature (CMV) (Gould et al., 1974, Gould et al., 1975).  These historic visual criteria 

have governed revascularisation decisions ever since.  It is now recognised that visual ICA 

assessment frequently over-estimates the severity of coronary stenoses whilst under-estimating 

lesion length, regardless of how skilled or experienced the operator may be (Fleming et al., 1991, 

Bertrand et al., 1993, Topol and Nissen, 1995, Mintz et al., 1996, Green et al., 2004, Nallamothu 

et al., 2013).  Furthermore, despite providing unsurpassed anatomical detail, ICA does not reliably 

discern ischaemia-provoking lesions from haemodynamically non-significant lesions (Legrand et 

al., 1986, Miller et al., 1994, White et al., 1984, Yong et al., 2011, Nallamothu et al., 2013, Gould, 

2009, Tonino et al., 2010).  An approach involving visual assessment alone is subjective and may 

result in an inconsistent approach to PCI decisions since the prognostic benefit of revascularisation 

is limited to those with demonstrable ischaemia (Shaw et al., 2008).  
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1.2.2 Coronary computed tomographic angiography (CTCA) 

Over the last decade, CTCA has emerged as a useful, non-invasive, imaging modality for 

evaluating coronary arterial luminal anatomy (Min et al., 2010).  The emergence of 64-slice 

detector CTCA scanners in 2005 provided improved temporal and spatial resolution and allowed 

whole heart acquisitions on a single breath hold (8-12 seconds).  This technology is now widely 

available (Min et al., 2010). Concerns regarding high radiation doses associated with CTCA 

(Hausleiter et al., 2009) have been alleviated since the development of dual source, prospectively 

ECG gated imaging techniques (Sun and Ng, 2012, Kim et al., 2012).  Compared with ICA, 64-

slice CTCA detects anatomically significant coronary stenoses (defined as >50% diameter loss in 

two views) with high sensitivity (c 95%) and with high negative predictive values (c 99%) 

(Meijboom et al., 2008a, Janne d'Othee et al., 2008).  However, this is at the expense of specificity 

(77%) and positive predictive value (36%) (Budoff et al., 2008, Miller et al., 2008).  Other studies 

similarly demonstrate that the majority of functionally significant stenoses detected by CTCA do 

not cause ischemia (Budoff et al., 2008, Miller et al., 2008, Meijboom et al., 2008a, Meijboom et 

al., 2008b).  More recently, 256-slice CTCA has been assessed.  Although this provides enhanced 

image quality, blooming artefact continues to pose challenges when assessing calcified disease 

(Hou et al., 2013). 

 
For these reasons, CTCA has been widely adopted as a useful ‘rule-out’ tool for patients with a 

low-moderate pre-test probability of CAD (Sun et al., 2008) and, in many centres, is used 

effectively as a gatekeeper to ICA (Shaw et al., 2012).  This is important because ICA is, in 

comparison, at increased risk, expensive and, by definition, invasive.  The need for an effective 

gate-keeper was highlighted by Patel et al who demonstrated, in their study of 398,978 patients 

undergoing ICA, that 60% had non obstructive CAD and 39.2% had stenosis <20%, despite 83.9% 

having undergone prior non-invasive testing (Patel et al., 2010).  More recently, results from the 

CONFIRM (COronary CT Angiography EvaluatioN For Clinical Outcomes: An InteRnational 

Multicenter) registry have suggested, for the first time, that CTCA may also have a role in selecting 

high risk CAD patients who gain prognostic benefit from revascularisation (Min et al., 2012, Shaw 

et al., 2012). However, these studies are based on purely anatomical criteria.  

 

The principal limitation of CTCA is that it overestimates the presence and extent of CAD which 

increases the false positive rate (Mowatt et al., 2008, Meijboom et al., 2008a).  The principal reason 

for this is the presence of calcium in the arterial wall which results in ‘blooming’ artefact and 

overestimation of lesion severity.  The ACCURACY (Assessment by Coronary Computed 

Tomographic Angiography of Individuals Undergoing Invasive Coronary Angiography) trial 
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demonstrated that sensitivity and particularly specificity were reduced in those with coronary 

arterial calcium (CAC) scores > 400 Agatston units (a derivative of Hounsfield units of 

radiodensity) (95.8% vs 93.6% and 86.3% vs 52.6% respectively).  Unhelpfully, this effect was 

greatest in lesions in the moderate range i.e. those which cause the greatest diagnostic challenge 

(Budoff et al., 2008).  The method and protocol of CTCA means that it is also limited in those with 

dyspnoea, cardiac arrhythmia, tachycardia and obesity (Mowatt et al., 2008).  

1.2.3 MRI angiography 

The quality of MRI angiography is limited by the small size, tortuosity and movement of the 

coronary vessels.  It does add value when combined with functional MRI perfusion (Greenwood 

et al., 2012) but, as a stand-alone investigation, is inferior to CTCA in detecting significant CAD 

(Schuijf et al., 2006a, Pennell et al., 2004).  In a large meta-analysis of 993 patients (4,620 lesions), 

sensitivity and specificity for detection of significant CAD (compared with ICA) were 73% and 

86%, respectively.  Currently, none of the major guideline documents make any recommendations 

about the use of MRI angiography and this remains within the domain of academic research. 

 

1.2.4 Intravascular ultrasound imaging 

Intravascular ultrasound imaging (IVUS) involves passing an ultrasound probe along a diseased 

section of coronary artery in order to generate real-time cross sectional images of the coronary 

lumen area and plaque composition, size, and distribution within the vessel wall.  Manual or 

automatic pull-back of the wire (at 0.5 - 2.0 mm/s) adds an additional dimension (length) to the 

tomographic representation.  The generated images are of high spatial resolution that can detect 

otherwise ‘silent’ atherosclerotic plaque undetectable on standard ICA (Nissen and Yock, 2001, 

Mintz et al., 2001).  IVUS can generate a number of clinically useful anatomical measures 

including: luminal area, total vessel area (area within the external elastic membrane), plaque plus 

media area (difference between luminal and total vessel area), percentage plaque area, and a plaque 

eccentricity index (Windecker et al., 2014).  In vessels treated with PCI, immediate IVUS is used 

to assess stent deployment, whereas delayed interrogation quantifies in-stent re-stenosis.  

Radiofrequency analysis of the echo back-scatter allows enhanced patient-specific characterisation 

of the components within atherosclerotic plaque.  This is known as IVUS ‘virtual histology’ 

(IVUS-VH) and can discriminate between stable and unstable plaque (Nair et al., 2002).  IVUS 

provides superior spatial resolution at length scales which are not possible with ICA.  IVUS is 

particularly useful in assessing plaque burden, coronary dissection (Peters et al., 1997, Stone et al., 

1997) and for adequacy of stent deployment.  IVUS is therefore a useful adjunct to ICA which is 

capable of reducing PCI related complications and mortality (Roy et al., 2008, Zhang et al., 2012) 

even with drug eluting stents (DES) (Witzenbichler et al., 2014).  However, it is not a stand-alone 
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technique.  According to the European guidelines, IVUS is indicated for optimising stent 

implantation in selected patients (IIa, B), for assessing and optimising PCI in left main coronary 

artery (LMCA) disease (IIa, B), and for assessing mechanism of stent failure (IIa, C) (Windecker 

et al., 2014).   

 

1.2.5 Optical coherence tomography  

Optical coherence tomography (OCT) is similar to IVUS but is light-based.  The reduced 

wavelength allows higher spatial resolution (15 vs 150 μm), at the cost of reduced wall penetration.  

OCT is therefore apposite for the detection of structures within, or just beyond the intimal surface 

(including plaque composition) but cannot assess total plaque burden.  OCT can detect thickness 

and even minor disruption of the atherosclerotic fibrous cap (Cassar et al., 2013).  OCT is superior 

to IVUS for assessing: the subtleties of neointimal thickness and disruption, markers reflecting the 

effectiveness of stent deployment (class IIa C) and the underlying mechanisms behind stent failure 

(class IIb, C) (Windecker et al., 2014). 

 

1.3 Functional coronary assessment methods 

Functional (or physiological) tests directly, or indirectly, detect markers of ischaemia.  A large 

number of functional investigations exist.  Many combine a rest and a stress phase to identify 

inducible ischaemia.  Stress can be initiated with exercise or pharmacologically (inotropic or distal 

vasodilating agents).  Functional tests focus on stages of the ischaemic cascade.  The ischaemic 

cascade is demonstrated in Figure 1.4 below.  Tests which elicit early manifestations of ischaemia, 

for example coronary microvascular dysfunction (CMVD), are more sensitive, whereas tests which 

elicit and detect later manifestations, for example, ECG changes, are less sensitive but more 

specific.  The lack of an absolute gold-standard test for ischaemia has resulted in investigators 

validating one imperfect investigation against another (see Table 1.1).  Functional tests have been 

frequently validated against the presence of obstructive CAD at ICA, and anatomical tests against 

a functional test such as myocardial perfusion scintigraphy.  Functional tests can be divided into: 

· Non-invasive: performed on an outpatient basis (section 1.3.1) 

· Invasive: performed during cardiac catheterisation (section 1.4) 
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1.3.1 Non-invasive functional investigations 

1.3.1.1 Exercise ECG testing 

Exercise ECG or exercise tolerance testing (ETT), once the cornerstone of functional CAD testing, 

detects the late stages of the ischaemic cascade.  In one meta-analysis of 147 studies (n=24,074) 

there was wide variability in the sensitivity (68%; range, 23-100%) and specificity (77%; range, 

17-100%) (Gianrossi et al., 1989) of ETT relative to ICA.  Its use is limited in women (Kwok et 

al., 1999) and in those with reduced mobility, or uninterpretable ECGs. ETT is now omitted from 

the 2010 UK NICE guidelines for the assessment of recent onset chest pain (Cooper et al., 2010) 

and the 2014 European Society of Cardiology (ESC) (Windecker et al., 2014).  ETT remains 

indicated for capable patients (with interpretable ECGs) at intermediate risk of stable CAD 

according to the 2012 ACC/AHA Guideline for the Diagnosis and Management of Patients With 

Stable Ischemic Heart Disease, but it is noted that “stress imaging is estimated to provide a benefit 

over exercise ECG at a reasonable cost”, “a result driven chiefly by increased angiography and 

MACE” in those with a negative exercise ECG (Fihn et al., 2012).  

 

 

Figure 1.4. The ischaemic cascade. 
Increasing ischaemia results in a cascade of functional consequences. 
Image, Morris, based on Shaw et al (Shaw et al., 2009) 

 
1.3.1.2 Stress echocardiography  

Stress echocardiography detects regional wall motion abnormalities under pharmacological or 

exercise stress conditions, a late phenomenon in the ischaemic cascade.  Sensitivity and specificity 

vary (70-90% and 77-90% respectively) when compared to either ICA or SPECT as the reference 

standard (Fleischmann et al., 1998, Imran et al., 2003, Marcassa et al., 2008, Picano et al., 2008).  
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Accuracy is improved by pharmacological stress induction and with an ultrasound contrast agent.  

However, accuracy is dependent upon operator expertise and is often limited by patient factors 

(e.g. obesity and lung disease).  Stress echocardiography has a class 1, A recommendation for 

diagnosing ischaemia in patients with intermediate risk of stable CAD (Windecker et al., 2014).  

Exercise echocardiography cannot discriminate between epicardial and CMV disease. 

 

1.3.1.3 Myocardial perfusion scintigraphy  

Myocardial perfusion scintigraphy (MPS) involves the injection of a radioactive tracer which is 

taken up by viable myocardium and subsequently detected by either single photon emission 

tomography (SPECT) or positron emission tomography (PET) under resting and 

pharmacologically stressed (adenosine infusion or regadenoson bolus) conditions.  Diagnosis of 

ischaemia relies chiefly upon the identification of hypo-perfusion (or transient dilatation or reduced 

left ventricular ejection fraction) during the stress phase which is not present at rest (hence 

reversible or inducible) whereas fixed defects represent myocardial scar.  SPECT perfusion 

protocols use a technetium-99m tracer.  With ICA as the reference standard, SPECT performs with 

a sensitivity of 88-91% and a specificity of 75-90% (Fihn et al., 2012).  SPECT is limited in obese 

or large breasted patients.  Because SPECT identifies relative reductions in tracer uptake, it is less 

sensitive in diffuse, 3-vessel disease.  Myocardial PET perfusion uses radioactive labelled rubidium 

or ammonia and provides slightly superior image resolution and accuracy and is less prone to the 

limitations of SPECT.  PET analysis yields additional information regarding myocardial viability.  

In a meta-analysis including 1442 patients with suspected CAD, PET performed with a sensitivity 

of 91% and specificity of 85% compared with ICA as the reference standard (Nandalur et al., 2008).  

PET and SPECT alone detect the preliminary stages of ischaemia but cannot differentiate between 

small vessel disease and epicardial disease.  

 

1.3.1.4 Perfusion magnetic resonance imaging  

Perfusion MR imaging detects myocardial uptake and washout of gadolinium under resting and 

pharmacologically stressed (adenosine) conditions.  The MR-IMPACT II trial demonstrated the 

superiority of perfusion MR over SPECT in detecting significant CAD in 553 patients (Schwitter 

et al., 2013).  The cardiovascular magnetic resonance and single-photon emission computed 

tomography for diagnosis of coronary heart disease (CE-MARC) trial represents the largest 

prospective evaluation of the diagnostic accuracy of MR perfusion to date.  This study of 752 

patients with suspected CAD demonstrated superior sensitivity (86.5% vs 66.5%, p<0·0001) but 

similar specificity (83.4% vs 82.6%, p=0·916) for a multi-parametric MRI protocol consisting of 

rest and adenosine stress perfusion, cine imaging, late gadolinium enhancement, and MR coronary 
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angiography (Greenwood et al., 2012).  Other advantages of MR include zero ionising radiation, 

superior resolution, and multiple parameter acquisition in a single study (e.g., ventricular function, 

perfusion, viability, and coronary anatomy). 

 

1.3.1.5 CT perfusion 

Coronary CT perfusion (CTP) is a relatively new technique based upon the concept that 

intravenously injected contrast agent migrates from the intravascular domain into the myocardial 

interstitium.  The increase in intensity in the myocardium can be quantified by measuring the time-

attenuation curve (TAC) determined by the wash-in and wash-out dynamics of the contrast agent 

interacting with the myocardium.  The TAC can be converted into absolute mean blood flow which 

is territory-specific.  CTCA and CTP protocols are simply combined into a single investigation, 

which means that anatomical and functional data can be acquired simultaneously.  However, 

minimising radiation dose remains a major challenge (Rossi et al., 2014).    

 

1.3.1.6 Hybrid imaging protocols.  

Hybrid protocols combine an anatomical imaging modality (CT or MRI) with a functional test such 

as SPECT or PET.  The combination of anatomy and function in a single study, is an attractive 

proposition and has demonstrated promising early results (Di Carli et al., 2007a, Di Carli et al., 

2007b).  However, hybrid protocols require further evaluation and technological maturation before 

the true power of their diagnostic accuracy is known and co-registration between tests can be 

challenging. 

 

Table 1.1. Summarises the diagnostic accuracy of tests commonly used to identify the presence or 

absence of stable CAD as reported in the literature. 

 

1.4 Functional invasive coronary artery disease assessment  

Invasive functional tests are based physiological indices derived from sensor-equipped guidewire 

measurement of intracoronary pressure and flow during left heart catheterisation.  These indices 

include: fractional flow reserve (FFR), coronary flow velocity reserve (CFVR), hyperaemic 

stenosis resistance (HSR), baseline stenosis resistance (BSR) and index of myocardial resistance 

(IMR).  Because these indices are measured during ICA, they can be used to guide directly 

decisions regarding PCI. 
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1.4.1 Fractional flow reserve 

Myocardial fractional flow reserve (FFR) is defined as:  “the maximal myocardial perfusion during 

hyperaemia in the presence of a stenosis in the epicardial artery, expressed as a fraction of its 

normal maximal expected value”  (De Bruyne et al., 1995).  FFR is an index of coronary flow but 

is derived from pressure measurements.  FFR is calculated from the ratio of the intracoronary 

pressure distal to a coronary stenosis (Pd), divided by the proximal intracoronary pressure (Pa), 

during maximal hyperaemia.  FFR objectively quantifies epicardial CAD lesion significance within 

the context of the remainder of the arterial circulation.  Supported by robust outcome data, FFR 

has quickly emerged as an important diagnostic modality within the armamentarium of 

interventional cardiologists. 

 

Table 1.1.  Diagnostic accuracy of tests commonly used to identify the presence or absence of CAD or 
IHD. 

 For detecting reference 
standard 

   

Modality Sensitivity  
(%) 

Specificity  
(%) 

Reference 
standard 

Key references Level of 
evidence 

CTCA 95-99 64-83 Obstructive CAD at 
ICA 

(Budoff et al., 2008, Miller et 
al., 2008, Meijboom et al., 

2008a) 

A 

CTCA 60-83 46-91 Perfusion defect on 
SPECT 

(Tamarappoo et al., 2010, 
Schuijf et al., 2006b, Hacker 

et al., 2005) 

B 

ETT  45-50 85-90 Obstructive CAD at 
ICA 

(Froelicher et al., 1998, 
Gibbons et al., 2003, Morise 

and Diamond, 1995) 

A 

Stress (exercise) 
echo  

80-85 80-88 Obstructive CAD at 
ICA 

(Heijenbrok-Kal et al., 2007) A 

Stress (pharm) 
SPECT  

90-91 75-84 Obstructive CAD at 
ICA 

(Heijenbrok-Kal et al., 2007, 
Higgins et al., 2006) 

A 

Stress (pharm) 
PET  

81-97 74-91 Obstructive CAD at 
ICA 

(Mc Ardle et al., 2012, 
Higgins et al., 2006, Jaarsma 

et al., 2012) 

A 

Stress (pharm) 
MRI 

67-94 61-85 Obstructive CAD at 
ICA* 

(Greenwood et al., 2012, de 
Jong et al., 2012, Nandalur et 
al., 2008, Hamon et al., 2010, 

Schwitter et al., 2013) 

A 

CT perfusion 68-96 62-93 Perfusion defect on 
MRI or SPECT 

(Feuchtner et al., 2011, Wang 
et al., 2011, Bamberg et al., 
2014, George et al., 2014) 

B 

CT perfusion 
(+CTCA) 

80-94 67-98 Perfusion defect on 
SPECT or MRI 

(George et al., 2011, Wang et 
al., 2011, Rochitte et al., 

2014, Feuchtner et al., 2011, 
Nasis et al., 2013) 

B 

CTCA, computed tomographic coronary angiography; ETT, exercise tolerance testing; pharm, 
pharmacologically induced; SPECT single photon emission computed tomography; PET, photon 
emission tomography; MRI, magnetic resonance imaging; CT, computed tomography; CAD, coronary 
artery disease; ICA, invasive coronary angiography.  *CE-MARC 2 will compare Stress MRI with FFR. 
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1.4.1.1 Physiological basis of FFR  

Young et al (Young et al., 1977) first described the physiological relationship between pressure 

and flow within a diseased coronary artery in the 1970s but it was Pijls and De Bruyne who 

developed the concept and described the experimental basis for pressure-derived FFR in 1993 (Pijls 

et al., 1993).  In any hydrodynamic system, the relationship between pressure and flow is a function 

of the resistance within the system.  This relationship is analogous to electrical circuits where, 

according to Ohms law (where: V = potential difference; I = current; and R = resistance): 

 
 � = �� Eq 1.4.1 

In a hydraulic system, V is analogous to pressure (P) and I is analogous to flow (Q), such that: 

 
 � = �� Eq 1.4.2 

 
In the coronary circulation, the resistance of the distal coronary bed is dynamic.  Through 

alterations in vascular tone, the distal coronary microvasculatature (CMV) resistance (CMVR) 

responds to a combination of neurohumoural, metabolic, endothelial and myogenic signalling 

pathways in order to:  

· maintain constant flow (within a physiological BP range) at times of stable metabolic 

demand i.e. autoregulation 

· increase or decrease flow according to the prevailing metabolic demands i.e. metabolic 

adaptation (Tiefenbacher and Chilian, 1998, Mosher et al., 1964) (see Figure 1.5 below).  

 

The epicardial artery therefore represents just a sub-compartment of a larger, more complex, and 

highly dynamic circulatory system, any part of which may influence flow through the system.  At 

times of minimal CMVR (maximal CMV vasodilatation), flow is maximal (maximal hyperaemia), 

and coronary arteriolar regulation of flow is obliterated.  At this point, flow becomes dependent on 

pressure.  The experimental basis for using a pressure-derived fractional flow reserve (FFR) 

therefore rests upon the assumption that the resistance of the coronary circulation is both minimal 

and stable, during maximal arteriolar dilatation.  As Pijls et al explain, it is ‘intuitively reasonable’ 

to assess patients under maximal hyperaemia since the ‘functional capacity of patients with 

ischemic heart disease is determined by the maximally achievable blood flow through the stenosis 

and its dependent myocardium’ (Pijls et al., 1993).   
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Figure 1.5. Pressure and flow in an unobstructed coronary artery. 
The dark blue line represents baseline conditions and the red and green lines 
represent the influence of autoregulation during decreased and increased metabolic 
demand. Note the relatively flat section within physiological pressure range. 
Pressure at zero-flow (Pzf) occurs slightly above venous pressure (Pv). The dotted 
grey line represents the pressure-flow relationship during maximal hyperaemia 
when flow becomes dependent upon pressure. Linearity is dependent on the absence 
of stenosis. Note the non-zero intercept corresponding to the wedge pressure (Pw). 
Adapted from van de Hoef et al (van de Hoef et al., 2013) 

 

 

1.4.1.2 Derivation of FFR 

FFR is an index of flow but is derived purely from pressure measurements. It is therefore important 

to understand the derivation of FFR along with the assumptions upon which it is based.  More 

comprehensive reviews are reported by Hoffman et al and Pijls et al (Pijls et al., 1993, Hoffman, 

2000).  By definition, FFR is equal to the ratio of the flow in the presence of a stenosis by the flow 

in the hypothetical absence of stenosis.  In a simple coronary circulation, assuming no collateral 

flow, the system can be represented as:   
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Figure 1.6. Simple coronary circuit 
The coronary stenosis and microvasculature act as two resistors arranged in series. 
The distribution of pressure is determined by the magnitude of these resistances. Pa is 
the proximal aortic pressure, Pd is the distal pressure, Pv is the venous pressure 
(assumed to be zero), Rs is the stenosis resistance and R is the resistance of the CMV 
(CMVR).   

 
 

 

Where Pa is the proximal aortic pressure, Pd is the distal pressure, Pv is the venous pressure 

(assumed to be zero), Rs is the stenosis resistance and R is the resistance of the CMV, then according 

to Ohm’s law:  

� = ��  
and  

� = �� 
then  ��−�� = ��� 
and ��−�� = ��  
Therefore, by combining these two circulations: ��−�� = � (�� + �) 

which can be rearranged to: 

� =  �� − ���� + �  

FFR, by definition is equal to: �������� 
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i.e. the ratio of flow through the artery (QRs) to the flow in the hypothetical situation where there is 

no stenosis and, thus the resistance is equal to zero (QRs=0). Therefore:  

 ��� = ���������  ∙   ��������   
i.e. 

��� = �� − ���� + �  ∙   ��� − �� 

Which simplifies to: 

��� = ��� + � 

Which expands to: 

��� = �� − ���  ∙   ��� − �� 

And since the flow cancels out:  

 ��� = ��−����−��   
Since Pv is assumed to be zero: 

 
 ������ =  ����  Eq 1.4.3. 

 
This derivation rests upon the assumption that the resistance (R) will be the same in both in the 

presence of a stenosis, and in the hypothetical absence of a stenosis.   

 

In a circulation with collateral flow connections the system is better represented as two epicardial 

‘circuits’ arranged in parallel as shown in Figure 1.7: 
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Figure 1.7.  Coronary circuit with collateral flow. 
Rc is the resistance of the collateral system. 

 

 

Where Rc is the resistance of the collateral system. The contribution of the collateral circulation to 

the overall system can be calculated if Pd is measured with the index stenosis (Rs) completely 

occluded. This can be achieved in vivo by positioning the pressure transducer distal to the stenosis 

while completely occluding (wedging) the stenosis via balloon inflation during PCI. When this 

occurs the situation can be represented as in Figure 1.8 below: 

 

 

Figure 1.8.  Coronary wedge pressure (Pw). 
Measured whilst Rs is occluded by the angioplasty balloon. 

 

Note that with the stenosis occluded, Pd becomes the wedge pressure (Pw). Therefore:  �� − �� = ��� 

and: �� − �� = �� 

and so: 
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����� =  �� − ���� − ��  

1. Flow through the collateral system (Qc) can be calculated thus: 

�� = �� − ����  

2. And flow through the stenosis (Qs) is calculated thus: 

�� = �� − ����  

3. And total flow through the myocardium (Q) is calculated thus: 

� = �� − ���  

Therefore, by adding the first two equations, total flow, which is equal to flow through the collateral 

and stenosis can be calculated: 

� = (�� − ��)( 1�� + 1��) 

this can be rearranged to:  �� ��� + ���� =  �� − �� 

and 

�� −  �� ��� + ���� =  �� 

We have already described flow thus: 

� = �� − ���  

and rearranged: �� = �� + �� 

Therefore: 

�� −  �� ��� + ���� = �� + �� 

and: 
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�� − �� = � ∙ �� + 1��� + ���� 
Rearranged, this forms the general equation which expresses flow in the presence of collateral flow 

and a stenosis: 

� = �� − ���� + ����� ���� 
Since FFR is defined as: 

��� = �������� 

then: 

��� = �� − ���� + ����� ����  ∙ �∗�� − �� 

 

*note that this term reduces to zero since when Rs is equal to zero (as in the hypothetical scenario 

which defines FFR), �� = 0. Therefore, all that remains is R.  Since the “Pa-Pv” terms cancel out, 

we are left with:  

��� = �� + � ����� ���� 
and if we the divide top and bottom terms by R then we can express FFR in terms of a resistance 

ratio:  

��� = 11 + � ����� ���� 
To express this in terms of pressure we need to go back to: 

� = (�� − ��)( 1�� + 1��) 

and  

� = �� − ���  
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and so: 

� = �� − ��� =  (�� − ��)( 1�� +  1��) 

rearranged: ��� + ��� =  �� − ���� − �� 

inverted: 1� ��� + ���� =  �� − ���� − ��  

Substituted into the general equation: 

��� = 11 + ������������ 
If we multiply by (Pd - Pv) then: 

��� = �� − ��(�� − ��) + (�� − ��) 

i.e. 

��� = �� − ���� − ��  

 

This equation provides the myocardial FFR (FFRmyo) i.e. the total amount of myocardial flow (Q) 

in the presence of a stenosis compared with the hypothetical normal artery.  Coronary FFR (FFRcor) 

can also be calculated i.e. the total amount of flow through the stenosed artery (Qs) achievable with 

the stenosis, compared with the hypothetical normal artery.  Calculation of the FFRcor requires a 

value for the wedge pressure (Pw).  Given that:  

 

� = �� − ���� + ����� ���� 
then the proportion of flow through the stenosis (Qs) can be given by: 
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� = �� − ���� + ����� ����  ∙  ���� − �� 
 

Note that when Rc is zero, Qs is zero, and when Rs is zero, Qs is the same as Q, which is appropriate.  

FFRcor can therefore be calculated thus: 

 

������ = �������� =  
�������� ����� ����  ∙  �������

�������� ����� ����
  

 

Note that if Rc is zero then the  ����� ���  term reduces to zero. This is further rearranged to: 

 

= 11 + �� ���� ����
 ∙  ���� − �� 

 

Going back to the original equations describing flow through the three compartments: 

 �� = �������    �� = �������          � = ������  

then 

� = (�� − ��) � 1�� +  1��� =  �� − ���  

and 

�1 + ����� =  ���  (�� − ��)(�� − ��) 

and ���� =  ���  (�� − ��)(�� − ��) − 1 
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since: 

���� − �� = �����1 + ����� = ���  (�����)(�����) − 1���  (�����)(�����)  

therefore: ���� − �� = 1 − ��� (�� − ��)(�� − ��) 

but  ��� = �� − ���� − ��  

therefore: 

= 1 − (�� − ��)(�� − ��) (�� − ��)(�� − ��) 

and by multiplying out and cancelling terms: 

= (�� − ��)(�� − ��) (�� − ��)(�� − ��)  

therefore: 

������ = (�� − ��)(�� − ��)  ∙  (�� − ��)(�� − ��) (�� − ��)(�� − ��)  

 

Thus coronary FFR is calculated from: 

 ������ = (�� − ��)(�� − ��) 
 

Eq 1.4.4. 

 

Myocardial blood flow is the most important physiological parameter.  Furthermore, coronary 

wedge pressure is rarely measured in normal clinical practice.  For these reasons, FFRcor is rarely 

measured.  Unless explicitly stated, throughout this thesis, the term FFR refers to the FFRmyo. 

 

 



CHAPTER ONE: CLINICAL BACKGROUND 
 
 
 

 
24 

 

1.4.1.3 FFR and fluid dynamics 

The concept of FFR is based upon the total pressure drop across a stenosis which can be divided 

into: 

· Poiseuille pressure losses, which are the viscous losses in a straight tube, associated with 

fully developed parabolic flow.  Poiseuille pressure (P) losses increase linearly with flow.  

They are dependent upon blood viscosity (μ), vessel length (L), and critically, the fourth 

power of the radius (R) (Westerhof et al., 2010):  
 ∆� = 8������  

 

Eq 1.4.5. 
 

 

· Bernoulli losses (Figure 1.9 below), which are due to convective acceleration of blood 

flow through stenotic narrowing.  These losses increase quadratically with flow velocity 

(V) due to squared velocity term.  Where � is blood density:  
 ∆� = 12�(��� − ���) 

 

Eq 1.4.6. 

(neglecting gravitational terms) 

 

The Bernoulli principle predicts pressure full recovery if the vessel diameter is restored.   However, 

in the post-stenotic region high velocity jets cause flow separation, vortex formation and eddy 

currents.  This prevents full pressure recovery (see section 2.2).  Within the narrowing part of the 

stenosis, the conversion of potential to kinetic energy (reduced pressure, increased velocity) is 

efficient and predictale.  In the post-stenotic region, kinetic energy is not converted back to 

potential energy efficiently, nor fully.  Therefore, the laws of Bernoulli and Poiseuille only partly 

characterise the relationship between vessel geometry, flow and pressure under idealised 

circumstances.  It takes a more sophisticated mathematical (numerical) method to fully describe 

the haemodynamics in a dynamic 3-D system like the coronary circulation.  Figure 1.9 

demonstrates the pressure-flow relationship for three stenoses of increasing severity.  This 

relationship is described by the equation: ∆� = ��� + ����.  Where ∆P is the pressure drop and 

V is blood flow velocity.  K1 and K2 are coefficients which characterise the stenosis geometry and 

the rheological properties of blood.  These coefficients, uniquely characterise the relationship 

between flow and pressure on an individual case basis.  

 

As stenosis severity increases (beyond ~50% diameter loss), progressive dilatation (autoregulation) 

of the distal CMV ensures preservation of myocardial blood flow.  This corresponds with the 

angiographic work of Lance Gould in the 1970’s (Gould et al., 1974, Gould et al., 1975) (section 
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1.2.1).  During this phase, the flow reserve is reduced during exercise, but flow at rest is preserved.  

There comes a point when CMV dilatation is maximal and thus flow reserve is exhausted.  During 

this phase, even a slight increase in either stenosis severity or metabolic demand causes the 

myocardial demand for flow to exceed supply i.e. myocardial ischaemia occurs.  According to 

Gould et al, this roughly corresponds to a lumen diameter loss of ~85% (Gould et al., 1974, Gould 

et al., 1975) (see section 1.2.1). 

 

 

Figure 1.9.  Pressure and flow relationship in the presence of stenosis.   
In this idealised diagram, the green, blue and red lines represent mild, 
moderate and severe stenoses. The dotted grey line represents a hypothetical 
normal artery without stenosis. The equation describes the P-Q plot.  Each 
unique geometry is characterised by different K1 and K2 coefficients. Without 
a stenosis, the equation simplifies to the linear Poiseuille term which explains 
the interrupted, linear, grey line.  

 

 

Coronary flow velocity reserve (CFVR) is therefore recognised as an objective marker of stenosis 

severity, defined as the ratio of mean hyperaemic flow through a stenosis (��� ) to the mean basal 

flow (��� ): 

 
 ���� = ������   Eq 1.4.7. 

 

CFVR reflects the magnitude of vasodilatory reserve of the CMV.  A normal CFVR is a reflection 

of a healthy epicardial and microvascular circulation whereas an abnormal CFVR (<2.0) indicates 

an abnormality in either the epicardial or CMV compartments but does not distinguish which.  
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Furthermore, CFVR is vulnerable to alterations in the prevailing hemodynamic conditions under 

both baseline and hyperaemic flow (Hoffman, 2000).  For example, CFVR is reduced by 

tachycardia, due to an increase in basal flow and decrease in hyperaemic blood flow (McGinn et 

al., 1990).  A further limitation is that coronary flow is challenging to measure.  Doppler ultrasound 

guidewires are capable of estimating coronary flow velocity.  However, the sensor tip may have to 

be repeatedly re-positioned before the ‘maximal velocity’ is recorded.  Even then it is impossible 

to know for sure that the wire is aligned with the centreline of the vessel and unless this is the case 

only a velocity vector is recorded.  Doppler signal artefact affecting the velocity envelope is another 

common problem (Kern, 2000) and even in expert hands inadequate signal acquisition occurs in 

up to 15% of cases (Kern et al., 2006).  These factors have restricted the clinical applicability of 

CFVR as a decision making aid in the catheterisation laboratory.  This is explored further in 

Chapter 2 and Chapter 6. 

 

As mentioned previously, FFR is based upon pressure measurements during hyperaemia and is 

therefore not affected by variability in baseline flow dynamics which limits CFVR.  The 

relationship between coronary flow and pressure in the presence of a stenosis is demonstrated in 

Figure 1.10 below.  The blue line represents the baseline flow condition (Qb) which, due to 

autoregulation, is relatively flat within the physiological pressure range.  The dotted red and grey 

lines represent hyperaemic flow with and without stenosis.  In the hypothetical non-stenosed artery 

the P-Q relationship is straight (dotted grey line) because (linear) Poiseuille forces are dominant.  

In the presence of a stenosis, hyperaemic flow is restricted (relative to the hypothetical normal 

artery) and the line curves towards the pressure axis due to (non-linear) Bernoulli forces (dotted 

red line).  As the severity of the stenosis increases, hyperaemic flow (Qs) more limited relative to 

flow in the hypothetical normal artery (Qn).  This decreases the value of both CFVR (Qs/Qb) and 

FFR (Qs/Qn).  Note that in the context of FFR, distal and proximal pressures are used as surrogates 

for flow according to the derivation previously described.  It should also be noted that the x axis 

intercept is not at zero but at a value just above venous pressure (Pv) termed pressure at zero-flow 

(Pzf) (also see Figure 1.5).  The wedge pressure (Pw) is slightly greater and incorporates the 

influence of collateral flow.   

 
1.4.1.4 FFR measurement and the role of adenosine and minimal CMVR 

The clinical protocol for measuring FFR in the cardiac catheter laboratory is described in Chapter 

3.  FFR measurement necessitates the induction of minimal CMVR, i.e. maximal hyperaemia.  

This is achieved pharmacologically with parenteral adenosine or, rarely, with papaverine 

administration.  Adenosine is a very potent CMV vasodilator.  It is a naturally occurring purine 
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nucleoside and is involved in endogenous coronary autoregulation and metabolic adaptation.  

Adenosine is metabolised very quickly, has a plasma half-life <10s and is administered either as a 

peripheral i.v. infusion at a standardised 140μg/Kg/min rate or as a bolus intracoronary injection 

of 60μg through the guiding catheter. 

 

Figure 1.10.  Pressure (P) and flow (Q) relationships in CFVR and FFR. 
CFVR, coronary flow velocity reserve; FFR, fractional flow reserve; Qs, trans-stenotic 
flow; Qn, flow through a hypothetically normal artery; Qbl, flow at baseline. Legend and 
explanation in the text immediately above. Adapted from van de Hoef et al (van de Hoef 
et al., 2013). 

 

The adenosine receptor is widely expressed and so infusion has far-reaching, across multiple organ 

systems including regulation of the sympathetic nervous system and reduced blood pressure and 

heart rate.  The notion that a single protocol of administration is able to successfully induce 

maximal and stable minimal CMVR in all recipients, is controversial.  Adenosine is one of many 

influences regulating CMVR.  CMVR response to hyperaemic stimulus demonstrates inter-

individual (Meuwissen et al., 2001, Chareonthaitawee et al., 2001) and intra-individual variability 

(between adjacent myocardial territories) (Chareonthaitawee et al., 2001).  Furthermore, ‘minimal 

CMVR’ implies that CMVR cannot be reduced further, yet several authors have demonstrated that 

compared with the standard regime, incrementally larger doses of adenosine induce progressively 

lower FFR values, suggesting that minimal CMVR is not universally attained by a single protocol 

(De Luca et al., 2011, Rioufol et al., 2005).  The currently applied ischaemic thresholds were 

determined by the standard protocol and validation using higher doses has not been performed.  

This must be borne in mind when measuring FFR in the cardiac catheter laboratory.   
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Further uncertainty regarding the measurement of FFR was reported by Petraco et al (Petraco et 

al., 2013b) who analysed the original DEFER trial data (see section 1.4.1.7) (Bech et al., 2001) and 

found that, when two consecutive FFR measurements were taken in the same lesion, ten minutes 

apart, variability was observed over and above measurement error.  The probability that the FFR-

guided revascularisation strategy would not change if the test was repeated 10 min later was 

established.  Measurements >0.85 or < 0.75 were associated with >95% diagnostic certainty, 

whereas those falling between 0.77 and 0.83 gave <80% diagnostic certainty. Diagnostic certainty 

around the 0.80 level fell to ~50%. They reported that “in clinical practice, [this] means that each 

time a single FFR value falls between 0.75 and 0.85, there is a chance that the FFR-derived 

revascularization recommendation will change if the measurement is repeated 10 min later, with 

this chance increasing the closer the FFR result is to 0.80.” (Petraco et al., 2013b).  Repeatability 

may be improved by the adoption of the automatic detection of the ‘smart minimum’ proposed by 

Johnson et al.  In this study the coefficient of variation was just 2.5% but, unlike in the Petraco 

study, there was no stratified analysis based upon FFR value (Johnson et al., 2015).  

 
1.4.1.5 Ability to detect ischaemia 

The ability of FFR to detect ischaemia-causing (functionally significant) lesions has been widely 

evaluated.  Van de Hoef et al reviewed 24 studies investigating the performance of FFR to identify 

ischaemic heart disease using non-invasive testing (ETT, MPS, DSE, MPS) as the reference 

standard (see Table 1.2) (van de Hoef et al., 2013).   

 

Table 1.2.  Summary of studies investigating FFR as a surrogate for myocardial ischaemia. 

Method of hyperaemia induction N patients 

(lesions) 

Optimal FFR 

cut-off 

Diagnostic accuracy 

(%) (range) 

Intravenous adenosine 271 (271) 0.75 87 (76-97) 

Intracoronary adenosine 613 (732) 0.74 83 (67-95) 

Other protocols (papavarine and 

mixed protocols)  

661 (698) 0.74 81 (69-91) 

All studies (average) 1545 (1701) 0.74 83 

 

 

However, it is important to remember that, in these validation studies, the reference standard was 

a non-invasive test such as MPS or stress echocardiography.  Myocardial ischaemia can be caused 

by epicardial stenosis or by CMV disease.  Non-invasive techniques (e.g. MPS, CMRI) detect the 
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presence, extent and location of inducible ischaemia caused by either pathology; a positive test 

result does not distinguish whether the ischaemic aetiology lies within the epicardial or CMV 

compartments, or whether both are affected.  Although FFR is influenced by CMV disease, it only 

provides information on the flow limiting characteristics of epicardial stenoses i.e. the amount of 

flow potentially restorable by revascularisation.  Since epicardial stenosis is more common than 

CMV disease, a correlation would be expected between the detection of ischemia by FFR and non-

invasive techniques.  However, in the absence of a true gold standard reference, there will never 

be 100% agreeability between modalities. 

 

Whilst it is has been established that FFR can be used to detect significant lesions with a high level 

of accuracy, some uncertainty remains as to the precise threshold ‘cut-off’ which can be taken to 

indicate significance.  As highlighted in  
Table 1.2 above, several early reports suggest various thresholds with high sensitivity for detecting 

ischaemia.  The landmark DEFER and FAME (Fractional Flow Reserve versus Angiography for 

Multivessel Evaluation) trials (see below) identified a diagnostic ‘grey-zone’ between 0.75 and 

0.80.  In DEFER, lesions with a FFR>0.75 were safely treated with medical therapy.  Indeed, the 

0.75 cut-off was associated with a 100% sensitivity for detecting ischaemia (Bech et al., 2001).  

The later FAME and FAME 2 trials employed a 0.80 cut-off (>90% specificity) but similarly 

demonstrated clinical efficacy (Pijls et al., 1993, Bech et al., 2001, Tonino et al., 2009, De Bruyne 

et al., 2012).  However, the fact that a single test is unlikely to provide a standard, pre-defined cut-

off, suitable for all lesions, in all patients, under all circumstances is perhaps not surprising given 

the large natural variability in patient anatomy, physiology and pathology.  The role of all clinical 

investigations is to guide, not rule the physician.  Therefore, for FFR values falling within the grey-

zone, it may also be important to consider other patient factors which influence the risk-benefit 

balance such as frailty, exercise tolerance and multi-vessel disease. 
 

1.4.1.6 Clinical decision making 

Sant’Anna et al investigated 250 patients (471 lesions), referred for PCI (93% SCAD, 7% unstable 

angina).  Based solely upon the referral angiogram, a panel of three expert interventionists placed 

each case into ‘treat’ or ‘do not treat’ groups.  Patients were re-grouped depending on FFR 

measurement (cut-off of 0.75).  FFR changed management in 48% patients (32% lesions).  100 

‘treat’ lesions were subsequently left alone and 44 ‘do not treat’ lesions were subsequently treated 

(including 7 patients (9 lesions) with surgery) (Sant'Anna et al., 2007).  Increased numbers of UK 

patients referred for diagnostic angiography without prior non-invasive testing provided the 

rationale for the RIPCORD (Does Routine Pressure Wire Assessment Influence Management 
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Strategy at Coronary Angiography for Diagnosis of Chest Pain?) study which evaluated the impact 

of routine FFR measurement in all major coronary artery branches, in patients undergoing 

diagnostic (cf. PCI) angiography (Curzen et al., 2014).  The management plan was altered in 26% 

of patients: medical therapy increased from 72 to 89 patients, PCI reduced from 90 to 80 patients, 

CABG increased from 23 to 30 patients and the requirement for additional information reduced 

from 15 to 1 patient.  For 32% of cases, the number of vessels considered to have physiologically 

significant lesions changed in light of the FFR data.  RIPCORD raises challenging questions 

regarding the future of diagnostic angiography in non-PCI centres.  Although scientifically less 

rigorous, a large registry based study of  1028 patients demonstrated a reclassification of 

revascularisation strategy (based on FFR result) in 43% of cases (33% a priori medical patients, 

56% a priori PCI patients and 51% a priori CABG patients) (see) (Van Belle et al., 2014). 

 

1.4.1.7 Clinical outcome data 

In 2007 the landmark Clinical Outcomes Utilizing Revascularization and Aggressive Drug 

Evaluation (COURAGE) trial was published (Boden et al., 2007).  Patients with stable CAD were 

randomised to OMT (n=1149) or OMT plus PCI (n=1138).  After 4.6 years there was no significant 

difference in the primary endpoint (all-cause mortality or death) between the groups.  Although the 

study had limited applicability (94% subject exclusion rate) and was heavily criticised, some used 

these data to challenge the benefit of PCI in stable CAD.  Of relevance to the current thesis, the 

demonstration of inducible ischaemia was not an essential inclusion criteria and none of the patients 

in the PCI group underwent intra-coronary physiological assessment.  Since the COURAGE trial, 

multiple studies have demonstrated benefit from PCI in stable CAD with the greatest benefit 

observed in those with the most significant ischaemic burden (Davies et al., 1997, Beller and Zaret, 

2000, Smith et al., 2006, Erne et al., 2007, Shaw et al., 2008, Wijns et al., 2010).  The most 

compelling validation for the use of any novel technique is through clinical outcome data.  Three 

landmark FFR outcome trials are discussed below. 

 

1.4.1.7.1 DEFER 

The ‘DEFER’ trial (Pijls et al., 2007, Bech et al., 2001) challenged the notion that all 

angiographically significant coronary lesions should receive PCI.  In this trial, patients with 

functionally insignificant stenoses (FFR>0.75), referred for PCI, were randomized into either the 

PCI ‘perform’ group (n=90) or the PCI ‘defer’ group (n=91).  Those with functionally significant 

lesions (FFR<0.75, n=144) received PCI and were entered into a reference registry. The primary 

endpoint was a composite of death, MI, CABG, or PCI.  Results were reported at two and five 

years.  The five year results, based on follow up of 97% of the original cohort, demonstrated no 
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significant difference in event-free survival between the PCI or defer groups.  Despite PCI, the 

event-free survival in the reference group was significantly lower than in the ‘perform’ and ‘defer’ 

groups (61%, reference group; versus 73%, perform; 79%, defer group).  Furthermore, the rate of 

cardiac death or MI in the reference group was five times higher than in those with functionally 

non-significant lesions treated with OMT alone.  Although this study was performed before the 

adoption of drug-eluting stents and patients with multi-vessel CAD were under-represented, the 

results suggest that: 

· OMT and deferral of PCI is a safe strategy in those with physiologically non-significant 

lesions (FFR>0.75) 

· the risk of death in those with physiologically non-significant lesions is <1% and this is 

not reduced by stenting 

· those with functionally significant lesions (FFR<0.75) are associated with the highest risk, 

even after PCI 

 

1.4.1.7.2 FAME  

The Fractional Flow Reserve versus Angiography for Multivessel Evaluation (FAME) trial 

demonstrated the benefits of FFR in guiding revascularisation.  This multicentre study randomised 

1005 patients with multi-vessel CAD to either angiographically-guided (n=496), or FFR-guided 

(n=509) PCI with DES.  Baseline and angiographic characteristics were similar between the two 

groups.  Results were reported at one and two years (Tonino et al., 2009, Pijls et al., 2010).  In the 

FFR guided group at one year: 

· the number of stents deployed was reduced (1.9 v 2.7, per patient, p<0.001) 

· the one year MACE rate (composite of death, MI, repeat revascularisation) was reduced 

(13.2% v 18.3%, p=0.02) 

· the number of patients free from angina were similar (78% v 81%, p=0.20) 

· the one-year cost saving was ~$2000 per case (Fearon et al., 2010) 

At two years, the rate of mortality or MI was reduced in the FFR group (8.4% v 12.9%, p=0.02) 

but this was driven mainly by the reduction in MI as opposed to a mortality benefit.  There was no 

difference in angina symptoms or functional status between the groups at two years.  

 
1.4.1.7.3 FAME 2  

The FAME 2 trial (De Bruyne et al., 2012) helped answer some of the criticisms of the COURAGE 

trial.  FAME 2 compared OMT versus FFR-guided revascularisation in stable patients with 
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functionally significant stenoses in a multicentre trial involving 28 European and North American 

centres.  Patients with stable CAD who were being considered for PCI had all coronary stenoses 

assessed by FFR.  Patients with ≥1 functionally significant lesion (FFR <0.80) were randomised to 

either OMT (n=441) or FFR-guided PCI plus OMT (n=447).  Patients with no significant lesions 

(FFR >0.80) were entered into a registry.  The composite primary endpoint was defined as death, 

MI, or urgent revascularisation.  Recruitment was terminated prematurely at 213 days due to a 

significant, between-group difference in the percentage of patients who experienced the primary 

endpoint (4.3% in the FFR guided PCI group vs 12.7% in the OMT group, HR 0.2; 95% CI, 0.06-

0.30, P<0.001).  The percentage of patients experiencing the primary endpoint in the registry group 

was 3%.  The difference between the two groups was driven primarily by a reduction in urgent 

revascularisation in the FFR group (1.6% vs. 11.1%; hazard ratio, 0.13; P<0.001).  Rates of any 

revascularisation were also reduced in the FFR group (1.7% vs 12.1%, HR 0.14 p<0.0001).  It 

remains unclear whether premature termination of the study precluded the identification of re-

stenosis as a late complication in the FFR group.  However, it is hard to imagine that this would 

have had an impact on the sevenfold increase in urgent revascularisation events in the OMT group.  

Had the study run to completion, it is possible that a mortality benefit may have emerged.  A further 

limitation is that only the PCI group received dual anti-platelet therapy but again, it is hard to 

imagine that this would have had such a large effect as to cancel out the significant difference 

between the two groups.  This study challenged the findings of the COURAGE trial and suggested 

that: 

· OMT plus physiologically-guided PCI is superior to OMT alone in the context of stable 

coronary disease.  

 

1.4.1.7.4 Other outcome studies 

Since these seminal publications, several large, retrospective, observational, registry-based studies 

have assessed the clinical outcomes of patients undergoing adjuvant FFR-assessment (see  

 
 
Table 1.3).  The lack of a prospectively defined study protocol mean that such studies are inherently 

prone to variability in clinical protocol and operator practice which, in theory, can dilute any 

associated positive (or negative effects) of FFR use.  Nonetheless, they do report, what might be 

considered, ‘real-world practice’.  Furthermore, despite methodological constraints, each of these 

studies report a positive effect of FFR use.  FFR is the subject of several, ongoing, major clinical 

trials looking at FFR in an extended role beyond assessment of stable CAD including its role in: 

multivessel disease assessment (NCT01881555), NSTEMI (NCT01764334), assessing 
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intermediate lesions in comparison to IVUS (NCT01175863), STEMI with multivessel disease 

(NCT01399736 and NCT01960933), CABG planning (NCT01810224) and its routine use in 

assessment of chest pain (NCT01070771). 

 

1.4.1.8 Cost benefit economic analysis 

Measuring FFR incurs increased ‘upfront’ costs (approximate) including single-use pressure wire 

(£550), pressure monitor /transducer (£22,500), technology service contract (£1-2,000 PA), the 

cost of 20 minutes additional catheter laboratory time per patient (variable) and, where appropriate, 

additional personnel to administer the hyperaemic drug.  Despite these increased costs, FFR-guided 

PCI is associated with reduced long-term costs ($2,385 dollars less per patient), even as early as 

twelve months (Fearon et al., 2010).  Increasingly, parsimonious healthcare providers require proof 

of the physiological significance of CAD as a pre-requisite for financial reimbursement.  FFR is 

apposite for this purpose since it is deployed at the time of catheterisation.  Although no UK-

specific economic analysis has been conducted, a series of conference abstracts analysing potential 

savings in major European nations (including the  UK) in those in whom ICA is indicated suggest 

that, compared with standard ICA, FFR-guided ICA is associated with cost savings of €300-600 

per patient (Bornschein et al., 2011, Siebert et al., 2011a, Siebert et al., 2011b, National Institute 

for Clinical Excellence, 2015). 

  



CHAPTER ONE: CLINICAL BACKGROUND 
 
 
 

 
34 

 

 
 
 

Table 1.3.  Summary of studies assessing the effect of FFR on clinical outcome. 

Author, study, 
year, reference 
 

Study 
design 

N patients Resarch 
question/s 

Primary results  Conclusion/s 

Bech and Pijls 
DEFER  
2001, 2007 
(Bech et al., 
2001, Pijls et al., 
2007) 

Prospective 
RCT  

90 
‘perform’  
91 ‘defer’ 

PCI+OMT 
(perform) vs 
OMT alone 
(defer) in 
pateints with 
FFR>0.75 

Event (death, MI, CABG, or PCI) free 
survival no different between perform 
and defer groups at 2 and 5 years. 
Prognosis worse in those with 
FFR<0.75, even after PCI. 

OMT alone is safe 
when FFR>0.75. 
Mortality risk 
<1%, not affected 
by PCI 

Tonino and Pijls  
FAME  
2009, 2010  
(Tonino et al., 
2009, Pijls et al., 
2010) 

Prospective 
RCT 

496 std 
angio 
509 FFR 
angio 

FFR guided 
PCI versus 
standard 
angiography 
guided FFR 

1 year: FFR guidance associated with: 
less stents deployed (1.9 v 2.7, per 
patient); reduced MACE (13 vs 18%), 
cheaper procedure.   
2 years: death /MI reduced in FFR 
group. Symptoms similar between 
groups. 

FFR guided PCI is 
associated with 
reduced stent 
implantation, 
reduced cost and 
increased event 
free survival. 

De Bruyne,  
FAME 2 
2012  
(De Bruyne et 
al., 2012) 

Prospective 
RCT 

441 PCI  
447 OMT 

OMT versus 
OMT+PCI in 
those with 
FFR<0.80  

Terminated prematurely (213 days) 
due to reduced event (death, MI, or 
urgent revascularisation) free survival 
in the PCI group. Effect driven by 
increased urgent revascularisation. 

In those with FFR 
<0.80, PCI + 
OMT superior to 
OMT alone. 

Li 
Mayo clinic* 
2013  
(Li et al., 2013) 

Single 
centre 
registry 
(retrospectiv
e 
observation
al) 

6268 std 
PCI, 1090 
FFR 
guided 
PCI 

Is FFR guided 
PCI superior 
to std PCI? 

MACE (death/MI/rpt 
revascularisation) less frequent in the 
FFR-guided group (50 vs 57%, P < 
0.001). Repeat revasc’ similar (35 vs 
36%, P=0.97) after 7years follow up. 

FFR-guided PCI 
superior to 
standard PCI in 
terms of long term 
clinical outcomes 
in a large cohort of 
largely unselected 
CAD pateints. 

Van Belle 
French registry 
2013  
(Van Belle et al., 
2014) 

Multicentre 
regsitry 
(retrospectiv
e 
observation
al) 

1028 FFR 
cases 
across 20 
centres 

Does FFR 
assessment 
change revasc 
decision 
compared 
with std PCI? 

Revasc’ strategy reclassified (in light 
of FFR result) in  43% of cases (33% a 
priori medical patients, 56% a priori 
PCI patients and 51% a priori CABG 
patients). 1 year MACE as good in 
reclassified pateints as in those whose 
revasc strategy remained unchanged 
post FFR. 

FFR assessment 
during ICA 
reclassifies 
revasc’ strategy in 
43% cases  

Frohlich  
Pan-London 
registry* 
2014 (Frohlich 
et al., 2014) 

Single city, 
Multicentre 
registry 
(retrospectiv
e 
observation
al) 

37090 std 
PCI,  
2767 FFR 
cases 

Was FFR (or 
IVUS) guided 
PCI guidance 
associated 
with any 
clinical 
benefit? 

No mortality difference between std 
and FFR-guided PCI (HR, 0.88; 95% 
CI, 0.67-1.16; P=0.37) over 3.3 years. 
The mean no. stents implanted was 
lower in the FFR group compared with 
IVUS and std angio groups (1.1 vs 1.6 
vs 1.7, P < .001). 

Less stents 
deployed when 
FFR used to guide 
PCI but no 
mortality 
advantage versus 
std PCI 

Only statistically significant differences are reported (at the 95% confidence leve). RCT, randomised 
controlled trial; PCI, percutaneous coronary intervention; OMT, optimal medical therapy; FFR, fractional 
flow reserve; MI, myocardial infarction; CABG, coronary artery bypass graft surgery; revasc, 
revascularisation; std angio, standard angiography.  *also included ~10% acute /NSTEMI cases. 
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1.4.1.9 FFR in the guidelines 

NICE issued a Medtech innovation briefing which describes the currently available FFR 

technology and reviews the current place of FFR in the management of CAD (National Institute 

for Clinical Excellence, 2015).  Although the briefing reviews the safety, economics, strengths and 

weaknesses of FFR as described in the literature, its purpose is to inform local decision-making by 

clinicians, managers and procurement professionals and does not constitute ‘guidance’ per se.  
Table 1.4 summarises the recommendations regarding FFR in the major European and US 

guideline documents. 

 

Table 1.4. Fractional flow reserve in major guideline documents. 

Guideline document 
      Recommendation 

Class Level of 
evidence 

2013 ESC guidelines on the management of stable coronary artery disease (Montalescot et al., 2013) 
FFR is recommended to identify haemodynamically relevant coronary 
lesion(s) when evidence of ischaemia is not available. 

1 A 

Revascularisation of stenoses with FFR <0.80 is recommended in patients 
with angina symptoms or a positive stress test. 

1 B 

Revascularisation of an angiographically intermediate stenosis without 
related ischaemia or without FFR <0.80 is not recommended. 

III B 

2014 ESC guidelines on myocardial revascularization (Windecker et al., 2014) 
FFR to identify haemodynamically relevant coronary lesion(s) in stable 
patients when evidence of ischaemia is not available. 

1 A 

FFR-guided PCI in patients with multi-vessel disease.  IIa B 
2012 ACCF/AHA Guidelines for the Diagnosis and Management of Patients With Stable IHD (Fihn et 
al., 2012) 

FFR <0.80 considered to indicate physiological lesion significance 1 A 
CABG /PCI should not be performed to improve survival in patients with 
stable IHD with ≥1 stenoses that are not anatomically (<70% diameter) or 
functionally (FFR<0.80, or only mild or absence of ischaemia on non-
invasive testing) involve only the LCx or RCA, or subtend only a small 
area of viable myocardium 

III B 

 

 

1.4.1.10 Critique of FFR 

Although, simple, elegant, and supported by clinical outcome data, FFR is based upon 

physiological assumptions which are not wholly supported by evidence.  The assumption of both 

minimal and stable CMVR is of paramount importance to the rationale of FFR.  Section 1.4.1.4 

(page 26) discusses issues affecting the induction of ‘minimal’ CMVR.  The derivation of FFR is 

based upon the assumption that CMVR is constant with and without a stenosis (CMVRs, CMVRN).  

This implies that changes in perfusion pressure (e.g. Pd vs Pa) do not affect the CMVR.  This may 
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not be a valid assumption because, as already discussed, distal vascular tone is affected by 

perfusion pressure (autoregulation).  Furthermore, even under hyperaemic conditions, perfusion 

pressure does affect CMVR.  Chamuleau et al demonstrated a positive correlation between lesion 

severity and CMVR which normalises with PCI (Chamuleau et al., 2003).  Verhoeff et al, studied 

24 CAD cases in conditions of hyperaemia and demonstrated that restoration of Pd  by PCI induced 

a reduction in CMVR below the level of corresponding reference vessels, suggesting that not only 

does Pd influence CMVR but also that ‘microvascular remodelling is induced by long-term 

exposure to a low-pressure environment’ (Verhoeff et al., 2005).  This indicates that more severe 

lesions will be associated with a lower Pd and thus a higher CMVR.  In turn, this would result in 

an increased Pd thus overestimating the FFR.  Consequently, physiologically significant lesions 

might be inappropriately left untreated. 

 

The mathematical and physiological rationale for FFR is that pressure is a suitable surrogate marker 

for flow i.e. pressure and flow are linearly related such that, in the presence of a stenosis, distal 

pressure is reduced in proportion to flow.  Pijls and de Bruyne state that ‘a direct relation between 

coronary pressure and flow or flow reserve, however, may be presumed only if coronary 

resistances remain constant (and minimal) as theoretically is the case during maximum arteriolar 

vasodilation. In that case, pressure measurements alone theoretically can be used to predict flow 

and thereby functional stenosis severity’ (Pijls et al., 1993).  However, several authors have 

demonstrated that this is not the case (Spaan et al., 2006, Heusch, 2010, van de Hoef et al., 2012b).  

Even under maximal hyperaemia, the combined effects of resistance, coronary venous back 

pressure, collateral flow and myocardial compliance result in coronary blood flow ceasing, not at 

zero pressure but at approximately 20mmHg (Hanley et al., 1984, Grattan et al., 1986).  Although 

the hyperaemic P-Q relationship becomes approximately linear within the physiological pressure 

range, this line deviates towards the pressure axis at lower pressures.  This has led some authors to 

describe the relationship as incremental linear (van de Hoef et al., 2013). 

 

Taken alone, the information provided by CFVR and FFR are limited.  An abnormal CFVR 

indicates coronary disease but does not distinguish whether this occurs in the epicardial, the CMV, 

or both compartments.  FFR is only capable of providing information about the flow limiting 

potential of the epicardial artery.  FFR does reveal any information about the CMV but is heavily 

influenced by this important component of the coronary circulation.  Combined pressure and flow 

measurement integrated into a single assessment provides a more comprehensive, more detailed 

and possibly more reliable interrogation of coronary pathophysiology.  This is discussed further in 

section 1.4.2 (page 38) and in Chapter 6.  Furthermore, unlike most non-invasive functional tests, 
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FFR (and CFVR) are unable to quantify the location or extent of ischaemic myocardium, a key 

determinant of prognosis (Shaw et al., 2008). 

 

Reported variability in the FFR result ranges from 2.5% (Johnson et al., 2015) to 4.8% (de Bruyne 

et al., 1996) and higher (Petraco et al., 2013b) but the precise figure and impact on the procedure 

is dependent upon proximity to the 0.80 threshold..  The adoption of a single cut-off value of 0.80 

(in itself controversial) as the ischaemic threshold which is applied to all patients, in all cases, in 

all circumstances is a simplification.  Although this approach has had beneficial effects (because 

using ‘some’ physiology is better than none), it is likely that either a more sophisticated 

physiological index, or a more sophisticated application of FFR will better represent the needs of 

individual circumstances.  However, such an approach is yet to be described.  FFR is considered 

independent of haemodynamic conditions (de Bruyne et al., 1996) but this is challenged by Siebes 

et al who demonstrated, with an electrical analogue model that, for a given stenosis, FFR increases 

with either increasing IMR or decreasing Pa, an effect which was most prominent in the 

intermediate range. 

 
1.4.1.11 FFR adoption 

The UK and USA have been the most enthusiastic adopters of FFR, but even in these countries, 

use is well below what might be expected.  The British Cardiovascular Interventions Society 

evaluated total UK catheterisation data (244229 coronary catheter procedures) carried out during 

2013.  FFR was used in 6.3% of all catheterisations, relatively evenly split between diagnostic 

cases (6.0%) and PCI cases (6.8%).  This represented a 12% increase on FFR use from 2012 and 

284% increase over 5 years.  UK FFR use is significantly higher than IVUS (3.1%) or OCT (0.4%) 

as an angiographic adjunct (Ludman. P, 2014).  Table 1.5 outlines a decade of FFR use in the UK.  

In the USA, Dattilo et al analysed the US CathPCI Registry (includes data from ~85% of US 

catheter laboratories) over twelve months from 2009-2010 (Dattilo et al., 2012).  Analysis was 

restricted just to those with intermediate (40-70%) stenoses (n= 61,874).  FFR was used in 6.1% 

of cases which is low considering that non-moderate lesions were excluded.  IVUS was used in 

20.3% and the remaining 73.6% received no adjunctive procedure.  FFR cases were more often 

younger males assessed in University hospitals.  The authors attributed underuse of FFR to high 

cost and low, or zero, reimbursement.  A similar CathPCI Registry analysis performed twelve 

months later (2010-2011) by Dehmer et al, studied 1,110,150 patients undergoing cardiac 

catheterisation (941,248 PCI) (Dehmer et al., 2012).  13% of the PCI cohort had a 40-70% stenosis.  

Of this highly selected group, FFR was used in 7% of cases (cf. IVUS; 18%).  However, there is a 
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lag phase between large scale epidemiological data collection and publication and Medicare 

reimbursement for FFR has improved since this time.   

 
Why is FFR used so infrequently, 20 years after its introduction, with such a strong evidence base?  

First, decisions regarding the mode of revascularisation are usually made at the time of invasive 

CAG; but this is limited specifically to PCI operators, working in an interventional catheter 

laboratory, with the time and facilities to perform FFR.  Second, the procedure is prolonged, and 

short-term costs increased, because of the need for a pressure wire and a hyperemic drug.  Third, 

confidence is exhibited by many operators that their own visual assessment is physiologically 

accurate, allied to a misconception that multiple visual assessments (e.g. in a ‘Heart Team’ setting), 

or when supported by a prior non-invasive test of ischaemia, improve their accuracy.  Finally, 

despite the FAME trial data (Tonino et al., 2009, De Bruyne et al., 2012), some clinicians remain 

sceptical of the value of PCI in the context of stable coronary artery disease which reduces 

enthusiasm for invasive FFR assessment (Boden et al., 2007). 

 

1.4.2 Other invasive physiological indices 

Other invasive physiological indices include instantaneous wave free ratio (iFR), hyperaemic and 

basal stenosis resistance, and index of microvascular resistance. 

 

1.4.2.1 Instantaneous wave-free ratio (iFR) 

Whereas FFR represents the trans-lesional pressure ratio during hyperaemia, averaged over the 

entre cardiac cycle, iFR measures the pressure ratio from mid to end diastole under resting 

conditions.  iFR makes use of the wave-free, high-flow, diastolic period when CMVR is at its 

lowest basal level.  During this phase, the ratio of Pd to Pa demonstrates high agreeability with 

FFR (Sen et al., 2012).  The central concept of iFR is the notion that resting (diastolic) CMVR is 

equivalent to the mean hyperaemic resistance, something which remains controversial (Johnson et 

al., 2013, Berry et al., 2013).  Although iFR requires the passage of an intracoronary, pressure-

sensitive wire, it does not require induction of hyperaemia which is the key advantage (Petraco et 

al., 2012).  iFR has been demonstrated to have high diagnostic accuracy for the diagnosis of 

ischaemia causing lesions as defined by an FFR of <0.80 (area under ROC curve = 0.93), with iFR 

values correlating closely with FFR (r=0.9) in a preliminary study of 118 cases (Sen et al., 2012).  

In contrast to FFR, iFR was shown to be resistant to spontaneous beat-to-beat variability caused by 

arrhythmia and ectopic beats because these artefactual anomalies occur predominantly during 

systole.  A hybrid iFR-FFR approach is proposed as an adenosine-saving strategy whereby iFR 

results <0.86 or >0.93 indicate intervention and deferral, with intermediate results requiring  
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additional adenosine administration for FFR measurement.  This approach generated good results 

in the hybrid iFR study (Petraco et al., 2013a) but less accurate evaluations are reported by other 

groups (Berry et al., 2013, Johnson et al., 2013).  The lack of a true gold-standard method for 

identifying ischaemia causing lesions has left room for debate as to the relative value of iFR 

compared with FFR (Jeremias et al., 2014), with some data suggesting that iFR use may even be 

superior to FFR (Sen et al., 2013).  Data from two large outcome trials which together will study 

iFR and FFR in over 4500 patients are awaited (NCT02053038, NCT02166736). 

 
1.4.2.2 Indices combining pressure and flow 

The potential confounding influence of CMVR on FFR and basal flow fluctuations on CFVR 

(Hoffman, 2000, Pijls et al., 2000, van de Hoef et al., 2013) has led to the investigation of other 

physiological indices of intracoronary physiology.  The ability to measure both pressure and flow 

within the coronary lumen provides the means by which trans-stenotic and myocardial resistance 

can be assessed.  Thus, ambiguity regarding the relative contribution that these components 

influence pressure-derived FFR and /or flow-derived-CFVR can be reduced.  The velocity-based 

index of microvascular resistance (IMR) is defined as the ratio of mean distal coronary pressure 

(venous pressure assumed zero) mean peak blood flow velocity as determined by Doppler during 

hyperaemic flow conditions (see also Chapter 6.1).  Alterations in IMR influence the flow velocity 

and distal pressure (and thus FFR) in opposite directions.  IMR helps to explain discordance in 

FFR and CFVR (27% cases) (Meuwissen et al., 2001) and adds value to the quantification of FFR 

by improving the diagnostic accuracy after adjustment for the IMR (van de Hoef et al., 2014b).  In 

2014 van de Hoef et al investigated the physiological basis and clinical outcome of FFR-CFVR 

discordance in 157 patients with intermediate lesions in whom revascularisation was deferred (van 

de Hoef et al., 2014c).  Discordance was reported in 37% which was characterised by CMVR 

measurement. Over 11.7 years, compared with concordant results (normal FFR and CFVR), a 

normal FFR but abnormal CFVR was associated with an increased MACE rate.  Conversely, and 

abnormal FFR but normal CFVR was comparable to concordant results.  This study demonstrates 

that discordance between CFVR and FFR originates in the CMVR and that increased MACE is 

determined more by an abnormal CFVR than FFR, thus supporting the measurement of both 

pressure and flow.  Measuring both flow and pressure also allows the epicardial stenosis resistance 

to be specifically calculated which is also advantageous (see below). 
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1.4.2.2.1 Hyperaemic stenosis resistance 

Hyperaemic stenosis resistance (HSR) (Gould et al., 1975, Logan, 1975, Meuwissen et al., 2002), 

is defined as the ratio of the mean trans-lesional pressure gradient and average peak flow velocity 

(APV), under hyperaemic (H) flow conditions: 

 
 ��� = ��� − �������  Eq 1.4.8. 

 

where; ��� is distal pressure, ��� is proximal pressure and ���� is the peak flow velocity, averaged 

over a cardiac cycle.  Meuwissen et al evaluated the predictive power of HSR to identify ischaemia 

causing lesions (with SPECT as the reference standard) in 151 patients with stable CAD (181 

arteries).  The HSR ischaemic threshold was optimally defined as 0.8 mmHg/cm, with results 

higher than this indicating ischaemia causing lesions.  HSR outperformed both CFVR and FFR 

(AUC, 0.90±0.03; 0.80±0.04, p=0.024; 0.82±0.03, p=0.018 respectively) particularly the group 

with discordant FFR-CFVR results (Meuwissen et al., 2002).  In a study similar in design to 

DEFER, the same group compared the prognostic value of combined FFR and CFVR results in 

determining lesion non-significance in 186 intermediate lesions, ranked as negative or non-

diagnostic for ischaemia by non-invasive testing.  Cases were divided into four groups: group A 

(FFR ≥0.75 and CFVR ≥2.0), group B (FFR≥0.75 and CFVR <2.0), group C (FFR<0.75 and CFVR 

≥2.0) and group D (FFR<0.75 and CFVR <2.0).  Despite the negative non-invasive results, there 

was a 31% MACE rate overall.  MACE rates were lowest (4.7%) when both FFR and CFVR were 

negative (group A).  In comparison, MACE rates were significantly higher in groups B (21%), C 

(17%) and D (33%) (p=0.008).  These results, particularly the results of the discordant groups (B 

and C) suggest that reliance upon either FFR or CFVR alone is suboptimal and that a combined (P 

and Q) index may be superior.  The prognostic power of HSR (multivariate analysis) was superior 

to both FFR and CFVR as an independent predictor of MACE (Meuwissen et al., 2008).  The 

benefits of combined pressure-flow measurement and HSR are re-visited in Chapter 6. 

 
1.4.2.2.2 Basal stenosis resistance 

In 2012, van de Hoef et al published an evaluation of baseline stenosis resistance (BSR), defined 

as the ratio of the pressure gradient across the stenosis to the basal average peak flow velocity 

(APV) measured under baseline (B) flow conditions, averaged over a cardiac cycle (van de Hoef et 

al., 2012a): 
 ��� = ��� − �������  Eq 1.4.9. 
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The ischaemic threshold was optimally determined as 0.66 mmHg/cm/s.  The great advantage of 

this index is that is it a) combines pressure and flow and b) does not require induction of hyperaemia 

with the associated problems described above.   

 

In a comparison with HSR, FFR and CFVR at detecting ischaemia, as defined by SPECT, BSR 

was comparable to FFR and CFVR. However, HSR was superior as is demonstrated in Figure 1.10 
(van de Hoef et al., 2012a) where the area under the curve for HSR (0.81, 0.76-0.87) was 

significantly greater than for BSR (0.77, 0.71-0.83), FFR (0.77, 0.71-0.83) and CFVR (0.75, 0.68-

0.81) (p<0.05).  In a similar comparison (MPS and HSR combined reference standard), BSR, iFR 

and FFR all demonstrated similar diagnostic accuracy (van de Hoef et al., 2014a). 

 

In a stenosed coronary artery, the relationship between pressure and flow is curvilinear, described 

by the equation ∆� = ��� + ���� (Young et al., 1977, Gould, 1978, Gould, 1985).  It is therefore 

perhaps not surprising that prediction of physiological lesion significance using one out of the two 

variables might be inferior to an approach which incorporates both.  Resistance indices are not 

dependent upon variability in the magnitude of pharmacological vasodilatation in the coronary 

catheter laboratory. 

 

 

Figure 1.11. Receiver operator characteristic curves of FFR, CFVR, HSR and BSR.  
Reprinted with permission from van de Hoef et al (van de Hoef et al., 2012a) 
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Both HSR and BSR require further clinical validation before they are adopted into routine clinical 

practice.  Furthermore, measuring coronary blood flow velocity with Doppler tipped coronary 

wires is technically challenging for many operators whereas pressure measurement acquisition is 

much simpler.  For these reasons cardiologists have almost exclusively turned to FFR as their index 

of choice, but this should not hamper the development of potentially superior physiological 

approaches and indices.  

 

1.5 What is the best test for diagnosing and assessing CAD? 

There is no gold standard investigation for the diagnosis and assessment of stable CAD and there 

is no standard assessment pathway suitable for all.  Pre-test likelihood of CAD broadly determines 

the choice of investigation/s.  If: 

· high (61–90%), ICA should be the first-line diagnostic investigation 

· moderate (30–60%), functional imaging should be the first-line diagnostic investigation  

· low (10–29%), CT calcium scoring (±CTCA) should be the first-line diagnostic 

investigation  

 

Table 1.6.  Recommendations and level of supporting evidence for investigations indicated 
in the investigation of CAD /IHD. 

 

 Asymptomatic Symptomatic 

Pre-test probability of CAD* 

Low 

(<15%) 

Intermediate 

(15-85%) 

High 

(>85%) 

Test Class Level Class Level Class Level Class Level 

ICA III A III A IIb A I A 

CTCA III B III C IIa A III B 

Stress echo III A III A I A III A 

MPS SPECT III A III A I A III A 

MPS PET III B III C I A III B 

Stress MRI III B III C I A III B 

According to the 2014 European Society of Cardiology (Windecker et al., 2014). ICA, invasive 
coronary angiography;  CTCA, Coronary computed tomography; echo, echocardiography; 
SPECT, single photon emission computed tomography; PET, photon emission tomography; 
MRI, magnetic resonance imaging; CAD, coronary artery disease . *See Figure 1.2.1.  
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Non-invasive tests such as SPECT, stress echocardiography and CMRI provide information about 

the location and extent of myocardial ischaemia and detect ischaemia caused by either epicardial 

or CMV disease but (with the possible exception of CT-perfusion) cannot distinguish between 

these two aetiologies.  Table 1.6 (above) summarises the European guidelines regarding 

investigations used in CAD /IHD.  Anatomical tests provide detailed information specific to the 

artery or even an individual lesion but ignore the functional consequences of disease and do not 

detect CMV disease at all.  Catheter laboratory based functional tests have the advantage of 

providing combined anatomic and functional data at an artery-, or even lesion-specific level.  

Importantly, indices such as FFR reveal the potential value of revascularisation, a key factor in 

clinical decision making.  However, they cannot estimate the myocardial ischaemic burden.  

Because these tests are deployed in the catheter laboratory during invasive angiography, they can 

also be used to directly guide decisions about the mode and strategy of treatment.  The literature is 

confusing because of wide variability in terms of which investigation is used as the reference (gold) 

standard, the criteria used to define significant CAD and whether the reported accuracy is defined 

on a per-patient or per-vessel basis.  For example, some studies evaluate accuracy against SPECT 

and some against ICA.  Even for those using ICA, some define significance as a stenosis >50% 

and others >75%.  Per-patient analysis enhances sensitivity at the expense of the specificity 

whereas the opposite is true of per-vessel analysis.  

 

The value of an individual test is determined by a wide range of individual, patient-specific factors 

(e.g. clinical stability, age, frailty, gender, comorbidities, mobility, heart rate, arrhythmia, body 

mass index) which must be weighed against a wide range of heterogeneous investigation-specific 

factors (e.g. radiation exposure, invasiveness, habitus, sensitivity and specificity) and other 

considerations such as the strength of supporting evidence, available resources, cost, and local 

expertise.  Although guideline documents are helpful, these case-specific factors are often 

underrepresented.  Table 1.7 summarises some of the key considerations of the major 

investigations used in the diagnosis and assessment of stable CAD. 

 

1.6    Chapter One: Key Clinical Considerations 

Revascularisation should be targeted to ischaemia causing lesions.  In terms of coronary 

assessment, physiology should supersede anatomy.  Within the cardiac catheter laboratory, FFR 

has become adopted as the standard of care in terms of physiological lesion significance.  FFR-

guided PCI is associated with improved clinical outcomes, reduced stent insertion and reduced 

healthcare costs.  FFR remains underused due to a number of procedural, economic and operator-
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related issues.  Other physiological indices that incorporate both pressure and flow provide a more 

comprehensive physiological assessment and may provide superior diagnostic and prognostic data 

with which to better guide treatment.  Because coronary flow remains difficult to measure, 

operators have mostly adopted pressure-derived FFR as their index of choice. 

 

There is a need for a method which can deliver the advantages of intracoronary physiological 

assessment which is not limited by the factors which restrict use of the invasive technique.  All 

patients undergoing assessment for proven or suspected CAD should be afforded the benefits of 

physiological coronary assessment, not just a small minority.  This thesis describes the 

development, optimisation and preliminary validation of such a method. 
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2 Chapter two: 
Technical Background 

 

 

2.1 Introduction 

The basic haemodynamic laws such as those of Bernoulli and Poiseuille (described in section 

1.4.1.3) are a simplification of reality.  Poiseuille’s law, for example, is based upon the balance 

between the pressure gradient and the viscous stresses and assumes fully developed flow within a 

straight tube, neither of which are consistent with coronary arterial physiology.  Although the 

Bernoulli equation predicts pressure loss into a coronary stenosis (vena contracta), it cannot 

accurately predict the degree of pressure recovery distal to a coronary lesion.  These simple laws 

cannot capture the complex haemodynamic effects of vessel tortuosity (variation in three 

dimensional space); nor do they capture the effects of dynamic (pulsating) vascular flow.  Although 

these simplifications may yield useful clinical predictions, for example for determining the severity 
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of obstruction in stenotic valve disease, they do not provide satisfactory results in the context of 

predicting intracoronary physiology from measures of lesion length and percentage stenosis using 

quantitative coronary angiography, IVUS and OCT measurements (Koo et al., 2011b, Ben-Dor et 

al., 2012, Ben-Dor et al., 2011, Gonzalo et al., 2012, Bartunek et al., 1995).  Accurate intracoronary 

physiological simulation requires a more sophisticated model which can adequately capture the 

haemodynamic characteristics of blood flow through a diseased coronary lumen.  Computational 

fluid dynamics (CFD) modelling meets these requirements. 

 

2.2 Coronary haemodynamics 

Pressure drives flow through the vascular system according to Ohm’s law (see section 1.4.1.2).  

However, in contrast to other circulations, coronary flow is reduced in systole when driving 

pressure (Pa) is increased and is augmented in diastole when driving pressure falls.  This occurs 

because of extravascular compression of the CMV during myocardial contraction.  Resistance to 

flow is therefore increased during systole and reduces to baseline during diastole.  Both epicardial 

and myocardial coronary vessels offer resistance to flow and the sum of these two resistances 

determines flow at a given pressure.  It is the pressure gradient across the system which drives 

flow.  However, it is widely accepted that the coronary venous pressure is low enough to regard as 

zero (although this results in Pd/Pa (FFR) slightly exceeding Qstenosis/Qnorm) (Siebes et al., 2002).  

The relative influence of these two resistances is key to understanding and interpreting 

physiological indices of coronary flow such as FFR, CFVR, HSR and IMR. 

 

2.2.1 Translesional energy loss 

When blood flows across an epicardial coronary stenosis a reduction in pressure occurs.  The 

magnitude of the pressure drop is incorporated into the calculation of both FFR and HSR.  There 

are two primary contributors to the pressure drop along a stenosed vessel. The first, and generally 

most significant, is captured by the Bernoulli equation (section 1.4.1.3).  As the flow accelerates 

into the vena contracta within (or just beyond) the stenotic region, the kinetic energy increases and, 

as a consequence, the hydrostatic energy (associated with the static pressure) falls.  The process of 

conversion of hydrostatic energy into kinetic energy is efficient and generally the Bernoulli 

equation provides a good estimate of the static pressure drop between the inlet and the throat of the 

stenosis (the vena contracta).  Flow decelerates distal to the lesion, where kinetic energy is lost and 

the Bernoulli equation predicts a concomitant increase in hydrostatic energy i.e. pressure.  However 

this conversion is not efficient, and typically there is a significant non-recovery of the static 
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pressure.  A number of factors explain this including: flow separation, vortex formation, and, under 

some conditions, turbulence; and viscous energy losses.  Conservatively, it might be assumed that 

there is no pressure recovery; certainly full pressure recovery is unlikely in real systems.  The 

second source of pressure loss is the viscous loss associated with the normal, undisturbed, flow of 

fluid in tube, described by the Poiseuille equation (section 1.4.1.3 and Figure 2.1 below).  Relative 

to the Bernoulli loss, this is likely to be significant only in less severe stenoses.  Poiseuille losses 

increase linearly with flow (∝ Q), whereas Bernoulli losses are related quadratically with flow (∝ 

Q2).  Total pressure loss can be described the quadratic equation: 

 

 ∆� = ��� + ���� Eq 2.1 

 

Where K1 and K2 are case-specific coefficients of the geometry in question and the rheological 

properties of blood.  The first term accounts for Poiseuille losses and the second term Bernoulli 

losses.  In the absence of stenosis, the equation reduces to the Poiseuille term alone and the ∆P-Q  

plot becomes linear.  Analytical solutions such as Poiseuille and Bernoulli represent only a crude 

estimation of reality.  Poiseuille assumes steady, fully developed, laminar flow within a motionless, 

straight tube.   

 

 

 

Figure 2.1. Trans-stenotic flow dynamics 
Developed (parabolic) flow accelerates across a stenosis. The vena contracta is demonstrated 
diagrammatically in the neck of the stenosis. The position of the vena contracta can extend beyond 
the point of minimal stenosis. The position and dimensions of the vena contracta are not easily 
predicted.  Flow separation, vortices and eddy currents occur in the post-stenotic region resulting 
in energy losses. Pressure recovery is therefore not complete, thus the Bernoulli equation fails to 
accurately predict the translesional pressure gradient. Pd is also influenced by the distal CMV 
physiology which is not represented in this diagram. 
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Coronary flow is pulsatile, not fully developed (depending upon the Womersley number), in some 

pathological cases turbulent, and follows a dynamic and tortuous course.  This is likely to explain 

why the aforementioned approaches which were based on analytical solutions have failed to predict 

physiological indices such as FFR and demonstrates why a numerical solution is required (see 

section 2.4.1 also). 

 

2.2.2 Laminar and turbulent flow  

The Reynolds number is a dimensionless number which defines the ratio of inertial (momentum) 

forces to viscous forces: 

 

 �� = �������� ������������� ������ = ����  
Eq 2.2. 

 

Where ρ is density, V is fluid velocity, D is hydraulic diameter and μ is dynamic viscosity.  Laminar 

flow is associated with low Reynolds numbers where viscous forces dominate.  However, in a 

straight tube, at Re >2300, inertial forces dominate and laminar flow breaks down to transition into 

chaotic, turbulent flow at Re ≥4000.  Re numbers in the 2300 - 4000 range are known as critical 

Re numbers where laminar flow transitions into turbulent.  From the previous sections above, it is 

clear that turbulence is not essential for the generation of pressure loss but, when present, it is 

associated with additional energy and pressure loss in the decelerating post-stenosis flow.  For a 

coronary diameter of 3 mm and mean baseline flow velocity of 7 cms-1 the Re = 60.  At a mean 

peak velocity of 40 cms-1: Re = 343.  Within a 75% diameter stenosis, the luminal diameter falls 

to 25% and thus the velocity increases sixteen-fold, resulting in Re = 1371.  Two additional effects 

must also be considered.  First, flow is pulsatile, thus velocities reach higher peak values.  Second, 

the calculation of the Reynolds number assumes a straight tube; it is recognised that Re is 

influenced by alterations in geometry, and sudden and abrupt alterations in diameter in particular.  

This is the situation at the entrance and exit from a stenosis and critical Re numbers can be reached 

at human vascular length scales (Brown, 2012).  The Bernoulli equation describes the pressure loss 

into the vena contracta.  Several processes including, flow separation vortices, eddy current 

formation, and, at higher Re numbers, turbulence may compromise pressure recovery.   
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2.3 CFD modelling in the cardiovascular system 

CFD is a specialist area of mathematics and a branch of fluid mechanics.  It is used routinely in the 

design of many safety-critical systems subject to hydro- and aero-dynamic forces including aircraft 

and vehicle design.  CFD uses computer processors to solve differential equations to analyse and 

simulate fluid flow in two or three dimensions.  Almost all CFD analyses are based upon solving 

the governing equations of fluid motion namely, the Navier-Stokes and continuity equations (Eq 

2.3.1 below).  The Navier-Stokes equations are non-linear, partial differential equations based upon 

the principles of conservation of mass and momentum (derived from Newton’s 2nd law of motion), 

which provide relationships between the velocity field and pressure gradients.  Simplifications 

yield familiar formulae such as those of Bernoulli or Poiseuille. 

 
 � ���� + ∇ ∙ (���) = −���� + ������ + ������ + ������  

� ���� + ∇ ∙ (���) = −���� + ������ + ������ + ������  

� ���� + ∇ ∙ (���) = −���� + ������ + ������ + ������  

∇ ∙ � = 0 Eqs 2.3.1. 

 

Where � is fluid density, �, v and � are the components of velocity in the �, y and � direction; p is 

the pressure; � is time; � is the velocity vector and � is the shear stress.  The Navier Stokes 

equations are non-linear, partial differential equations which are transformed into a system of non-

linear algebraic equations which are solved iteratively.  The momentum equations can be derived 

by applying Newton's second law to the principles of fluid dynamics.  Nonlinearity, due to 

convective acceleration (�� term), makes the numerical solution for these equations extremely 

challenging.  The first term in each equation accounts for the acceleration in either the x (� ����), y 

or z direction.  The second term (∇ ∙ (���)) is the velocity vector accounting for convective 

acceleration in the appropriate direction.  In simple 1-D model constructs, this term can be 

simplified into the Bernoulli equation.  The third term (− ����) refers to the pressure gradient in the 

given direction and the final three components (������ + ������ + ������ ) account for viscous losses 

which, in simple 1-D constructs, may be simplified to the Poiseuille equation.  The first, second 

and third equations together account for the conservation of momentum in the x, y and z direction.  

The final equation assures conservation of mass, or continuity.  The Navier-Stokes equations are 
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applicable to a diverse range of physical and industrial systems including blood flow within the 

cardiovascular system.  Specialised software applications, known as CFD ‘solvers’, are used to 

solve the Navier-Stokes and continuity equations, which are transformed into a series of non-linear 

algebraic equations prior to their solution.  For complex geometries analytical solutions typically 

do not exist and so computation is used to achieve an ‘approximate’ numerical solution.  Non-

linearity due to convective fluid acceleration makes this challenging, especially in 3-D models and 

as a result CFD analyses require time and significant computational power.  Cardiovascular CFD 

model construction and solution can broadly be described in seven stages: 

 

1. Clinical imaging 
A range of medical imaging modalities can be used, including ultrasound, computed tomography 

(CT), magnetic resonance imaging (MRI) and X-ray angiography (de Vecchi et al., 2014, Gasser 

et al., 2014, Rengier et al., 2014, Bossers et al., 2014, Tu et al., 2014, Villa-Uriol et al., 2011).  

Imaging must provide sufficient anatomical and physiological detail, in an appropriate format and 

quality, to enable segmentation and data extraction (Weese et al., 2013, Cimen et al., 2014). 

 

2. Segmentation & reconstruction 
Segmentation methods identify vascular geometry from medical images which can be 

reconstructed into 3-D geometric representations in silico and support the extraction of 

physiological data.  The segmented geometry defines the physical bounds of the region of interest 

in the model.  Images acquired over a cardiac cycle must either track anatomical motion or be 

acquired during a uniform cardiac phase (i.e. ECG gated).  Segmentation algorithms have evolved 

considerably over the last two decades and a range of manual, semi-automatic and automated 

protocols are now available to clinicians and scientists (Barber and Hose, 2005, Steinman, 2002, 

Taylor and Steinman, 2010, Zhao. Feng and Xie. Xianghua, 2013). 

 

3. Discretisation 
Spatial discretisation, or ‘meshing’, divides the geometry into a number of discrete volumetric 

elements or cells.  Temporal discretisation divides the solution into discrete time steps.  The 

accuracy and numerical stability of the analysis are influenced by both spatial and temporal 

refinement (Löhner, 2008).  The fabrication of the mesh, and the level mesh refinement are 

influenced by case- and context-specific factors.  The mesh and timestep (i.e. spatio-temporal 

discretisation) must be refined enough to capture the important haemodynamic behaviour of the 

modelled compartment (the final solution should be independent of mesh parameters), but without 

excessive refinement because this impacts negatively on computational resource and solution time. 
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4. Boundary conditions 
Although it is impossible, and perhaps unnecessary, to model in 3-D the c5 billion vessels in the 

entire cardiovascular system, the region to be analysed must have at least one inlet and one outlet.  

To enable CFD analysis, the physiological conditions at the wall, inlet and outlet boundaries must 

be specified.  Boundary conditions are a set of applied physiological parameters (which may vary 

over time) that define the physical conditions at the inlets, outlets and walls.  They may be based 

on patient-specific data, population data, lower order physical models (see 2.3.1.1 and Chapter 3) 

or assumptions.  The process of coupling together models of different dimensions or length scales 

is known as multi-scale modelling.  Multi-scale modelling allows detailed analysis of a region of 

interest but does not waste high levels of temporal and spatial refinement on areas beyond.  Instead, 

these regions may be represented by reduced order models (Brown et al., 2012a). 

 

5. Simulation 
A computer file defining the physical parameters of the model is written.  In addition to geometric, 

discretisation and boundary condition data, this file must define properties including: blood density 

and viscosity (i.e. the characteristics of the fluid model), the initial conditions of the system (e.g. 

whether the fluid is initially static or moving), time discretisation information (time step length and 

numerical approximation schemes) and the desired output data (e.g. number of cardiac cycles to 

be simulated).  This information instructs the CFD solver to solve the Navier-Stokes and continuity 

equations, proceeding incrementally towards a final solution (convergence’).  A typical 3-D 

cardiovascular simulation involves >1 million elements run over several cardiac cycles, each 

divided into hundreds or thousands of individual time-steps.  For linear systems the equations can 

be solved directly at every time step.  For nonlinear systems such as those generated by the Navier-

Stokes equations the solution is generated by an iterative process in which the application of a 

solution algorithm leads to a reduction in error at each iteration until the equations are satisfied, 

within some pre-defined tolerance, after which the time step is incremented and the process 

repeated.  In some cases the error does not reduce to the required tolerance, and this is referred to 

as non-convergence.  In some cases the error grows at each iteration, and this is divergence.  The 

number of iterations required for convergence at each time step depends on many things, including 

the timestep itself, but typically for the problems that are addressed in this thesis it is of the order 

of 10.  Typically three cycles are simulated, with a timestep of 1 ms.  Thus of the order of four 

million equations are solved thirty thousand times.  3-D CFD modelling is therefore time-

consuming and computationally demanding.  CFD simulates laminar flow with high degrees of 

accuracy.  The length and time-scales of turbulent flow demand impractically fine mesh elements 

and time-step refinement for full resolution of the fields (Direct Numerical Simulation, DNS).  
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There are approximations that are used to model turbulence by solving additional equations 

representing the statistical processes, but none of these models have been explicitly designed for 

the transitional Reynolds numbers typical of certain arterial flows.  In a challenge to the community 

issued by the FDA (Stewart et al., 2013), one such method, the Shear Stress Transport turbulence 

model was successfully applied by most CFD practitioners.  In this thesis turbulence has not been 

considered, because the Reynolds numbers are below critical zone.  The issue of turbulence in the 

context of CAD pathophysiology is explored in more detail in Chapter 6. 

 

6. Post-processing 
Typically, the solver produces pressure and velocity fields for each element at each time-step.  The 

sheer volume of data is too much for a human to interpret, and so some post-processing is required 

to ensure relevant data are extracted and presented appropriately.  For the FFR studies in this thesis, 

it is possible to extract just one characteristic measure, the FFR, although other details such as the 

pressure variation along the centreline throughout the arterial system or the flow streamlines to 

illustrate the nature of the flow might also be of interest. 

 

7. Validation 
It is vital that modelled results are validated against an acceptable standard.  Commonly, this 

involves comparison with either values measured within an in vitro phantom or acquired during in 

vivo assessment.  Validation generates confidence in the accuracy and reliability of a CFD model. 

 

Collectively, the steps one to six outlined above are known as a workflow or toolchain.  Although 

there are many specialised software applications facilitating the construction and operation of 

CFD-based workflows, considerable skill and experience are required at each stage to ensure 

reliability of results. 
 

2.3.1.1 Model design and tuning 
Rather than specifying a pressure or flow signal at a boundary, an additional, lower-order (simpler) 

model may be coupled to the 3-D solver to generate more realistic physiological representations 

proximal and distal to the simulation domain.  Electrical circuit models are often used.  These 

models lack spatial dimensions and are referred to as lumped-parameter, or zero-dimensional since 

the variables (flow, pressure, concentration) are spatially uniform within each compartment, 

varying only in time.  In some cases the model representing the distal boundary also provides input 

for the proximal boundary.  Such closed-loop models or system models, require very careful tuning.  

Coupling a lower order model is efficient as it allows detailed analysis in the 3-D region without 
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wasting high temporal and spatial refinement on regions beyond this.  Because the 0-D models do 

not recognise any spatial distribution at the boundary with the 3-D model, which does contain this 

information on the boundary, an averaging process is required.  There is a long history of 

simplification of the governing equations to lower spatial dimensions.  Table 2.1 summarises the 

relationship between these approaches and provides clinical examples of their use.  2-D analyses 

typically assume symmetry of the solution about the central axis, 1-D models capture variation of 

the solution along the axial direction only, and 0-D representations lump the behaviour of vascular 

regions into a model with no spatial dimensions, hence the term ‘lumped-parameter models’ (Shi 

et al., 2011, van de Vosse and Stergiopulos, 2011).  Care must be taken to ensure that the 

formulation of the coupling deals appropriately with this discontinuity, but the mathematical details 

of this are beyond the scope of this thesis.   

 

2.3.1.2 Assumptions 
CFD analyses usually rely on a number of assumptions.  First, many CFD models assume that the 

segmented region has rigid walls.  Although untrue in the cardiovascular system, this 

approximation is considered to be acceptable for some applications (Jeays et al., 2007).  

Compliance allows vessels to store blood during systole and release it during diastole.  At the 

system level this results in a finite speed of pressure-wave transmission and tends to reduce the 

peak pressures associated with the inertial acceleration of the blood.  Compliance tends to reduce 

shear stresses because the vessels are slightly larger when peak flow occurs.  It is possible to model 

the deformation of the wall in response to fluid pressure using fluid-solid interaction (FSI) models.  

However, these are far more complex to solve, boundary conditions are a challenge, many wall 

parameters remain unknown and, largely because of the uncertainty of individual arterial 

properties, it is yet to be established if FSI approaches improve accuracy in patient-specific 

simulations.(Brown et al., 2012b)  An alternative is to impose wall movement derived from 

imaging data (e.g. gated MRI).  There are exciting developments in the use of data assimilation 

techniques in which sparse clinical data, e.g. from 4-D imaging, are integrated with the analysis 

process so that material properties of tissues in individual patients are recovered as the simulation 

progresses (Bertoglio et al., 2014).  Second, in biomedical workflows it is assumed the boundaries 

of the fluid geometry are smooth, yet medical images may not generate smooth surfaces due to 

poor resolution or imaging artefacts.  Instead, structures may be smoothed in silico after 

segmentation.  Third, blood is a non-Newtonian fluid.  The viscosity depends on the shear rate: for 

low shear rates the viscosity is high, but as the shear rate increases the viscosity reduces rapidly, 

and is asymptotic to a value of about 3.5 times the viscosity of water.  This must be considered for 

flow in small capillaries, whereas in larger vessels, in which the shear rate is higher and the 
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viscosity approaches the asymptotic limit, the non-Newtonian behaviour of the fluid is often 

neglected. 

 

 
Table 2.1. Summary of the orders of CFD modelling applied to the cardiovascular system. 

Model Figure CFD solution Description /examples Solution 
time* 

0-D                                          $ 

 
 
 
 

No spatial dimension.  
Physiological variables such 
as pressure (P), flow (Q) and 
resistance (R) are assumed 
spatially uniform within the 
model, varying only as a 
function of time (t) e.g. �(�) = �(�) ∙ �(�) 
 
Solved with ordinary 
differential (0-D NS) 
equations 

Lump together distributed physiological 
systems into a single description. They 
describe the global behaviour of the 
modelled segment. The 0-D Windkessel 
model (pictured) (Westerhof et al., 2009) 
is often used to represent the compliant 
and resistive nature of the arterial 
circulation.(Kim et al., 2010a)  0-D 
models are frequently used to model 
components of the cardiovascular system 
or to improve boundary conditions for 3-
D models of, arterial, ventricular or 
venous pathophysiology. (Morris et al., 
2013, Lucas, 1984, Biglino et al., 2013, 
Kim et al., 2009, Zervides and 
Giannoukas, 2013) 
 

Immediate 
solution 

1-D  
 

 
 
 

Physiological variables are 
solved as a function of a 
single spatial variable, 
typically length (x) e.g. �(�,�) = �(�,�) ∙ �(�,�) 
 
Solved with partial 
differential (1-D NS) 
equations 

Used to represent wave propagation 
characteristics and wave reflection. 1-D 
models may also be used to provide 
boundary conditions for higher order 
models in order to increase refinement of 
the solution, especially where the effects 
of wave reflection are significant. 
(Reymond et al., 2012, van de Vosse and 
Stergiopulos, 2011, Shi et al., 2011) 
 
 

Seconds 
(static)  
 
Minutes 
(transient) 

2-D  

 
 
 

Physiological variables are 
solved as a function of two 
spatial variables, typically 
length and distance from 
centreline (r) e.g.  �(�,�,�) = �(�,�,�) ∙ �(�,�,�) 
 
Solved with axisymmetric NS 
equations 

Able to resolve the solution in 2-D. Used 
less often now than previously due to 
ready availability of improved computer 
processing and 3-D solvers.(Xiong et al., 
2011) Examples include the simulation of 
para-prosthetic valve haemolysis and 
improvement of the assessment of the 
proximal flow convergence zone in the 
clinical evaluation of regurgitant valve 
disease.(Garcia et al., 1996, Rodriguez et 
al., 1992, Rodriguez et al., 1993) 
 

 

3-D  

 
 
 
 
 
 
 
 

Physiological variables are 
solved as a function of all 
three spatial variables, 
including the angle around the 
centreline axis (θ) e.g. �(�,�,�,�) = �(�,�,�,�) ∙ �(�,�,�,�) 
 
Solved with full 3-D NS 
equations 

Full 3-D CFD can resolve the 
physiological solution in all dimensions 
including time.  Examples are more 
widely reviewed in the main body of the 
text.  

Minutes 
for steady- 
state 
 
Hours or 
days for 
transient  

$Hydro-electrical analogue diagrams are often used to describe physiological components such as 
resistance, pressure (voltage), compliance (capacitance) and flow (current).  *Solution times vary 
according to complexity of the model and the mathematical solution.  The times presented are 
approximate and are based on a model of coronary physiology.(Morris et al., 2013) 
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2.3.1.3 Benefits of cardiovascular CFD modelling 
The wider benefits of CFD modelling in the cardiovascular system are beyond the scope of this 

thesis.  However, CFD modelling has already proven beneficial in the context of device design 

(Yoganathan et al., 2005) (Farag et al., 2014); simulating disease process (Morlacchi and 

Migliavacca, 2013); analysis of wall shear stress (Chien, 2007, LaDisa et al., 2005); less invasive 

diagnostic tools (Lungu et al., 2014) and personalised assessment and risk assessment 

(Venkatasubramaniam et al., 2004, Martufi and Gasser, 2013). 

 

2.4 Computational fluid dynamics modelling and FFR 

The economic and clinical benefits of FFR have driven a number of investigators to explore the 

possibility of computing FFR using in silico models based on anatomical imaging methods. In fact, 

the goal of attaining a single, non-invasive assessment which delivers both anatomical and 

physiological detail has been described as the ‘holy grail’ of non-invasive imaging (St. Goar et al., 

2012).  At the outset of this thesis, there were no publications that derived FFR from CFD analysis.  

More recently, several papers including those by the current author describing techniques whereby 

CFD modelling, allied to anatomical models based upon coronary imaging, are used to compute 

FFR, without passage of a pressure wire.  This is becoming known as ‘virtual’ or computed FFR 

(vFFR).  In a relatively short period of time vFFR has undergone rapid development.  Two broad 

categories of approach have emerged: FFR derived from CTCA imaging data (vFFRCT) and FFR 

derived from ICA imaging data (vFFRICA).   

 

2.4.1 Analytical models 

Many investigators have attempted to infer FFR from simple 2-D and 3-D QCA measurements 

using analytical mathematical models based on Bernoulli energy loss calculations.  Although there 

is broad correlation between QCA parameters and FFR, results have been universally disappointing 

(Brown et al., 1977, Bartunek et al., 1995, Fischer et al., 2002, Sun et al., 2012, Yong et al., 2011, 

Christou et al., 2007).  The results from similar analyses using OCT (Belkacemi et al., 2013, 

Gonzalo et al., 2012) and IVUS (Koo et al., 2011b, Ben-Dor et al., 2011, Ben-Dor et al., 2012, 

Koh et al., 2012) have demonstrated similar results.  This is explained by two main factors: (i) the 

inability of the Poiseuille and Bernoulli equations to capture the complex haemodynamics within 

a diseased coronary artery (see section 2.2) and (ii) studies based purely upon 2- and even 3-D 

QCA do not represent the patient-specific physiological conditions of the distal small vessels 
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within the myocardium.  These influence the distal pressure and thus are critical to determining the 

FFR in a particular case. 

 

2.4.2 CT derived FFR 

A single group has pioneered vFFRCT: HeartFlow Inc. (Redwood City, CA).  Building upon 

previous theoretical and development work (Taylor and Figueroa, 2009, Taylor and Steinman, 

2010), in December 2011, Koo et al published the DISCOVER-FLOW (Diagnosis of ISChemia-

Causing Stenoses Obtained Via NoninvasivE FRactional FLOW Reserve) study (Koo et al., 

2011a), the first major evaluation of vFFR.  CTCA data were used to segment coronary luminal 

anatomy. This prospective, multicentre study, funded by HeartFlow, compared the diagnostic 

performance of CTCA (stenosis ≥50%) against CT derived vFFR (vFFRCT≤0.80) in predicting 

myocardial ischaemia as defined by an invasively measured FFR of ≤0.80.  One hundred and fifty 

nine vessels with ≥50% stenosis (by CTCA) were studied in 103 patients.  A broad range of FFR 

values were observed, particularly within the challenging 0.70-0.90 range.  vFFRCT was found to 

be more accurate than CTCA alone in predicting a measured FFR ≤0.80.  The area under the 

receiver operating characteristics curve (AUC) was 0.90 for vFFRCT and 0.75 for CTCA (p=0.001).  

For dichotomised data, accuracy, sensitivity, specificity, PPV, and NPV were 84.3%, 87.9%, 

82.2%, 73.9%, 92.2% for vFFRCT and 58.5%, 91.4%, 39.6%, 46.5%, 88.9%, for CTCA 

respectively. vFFRCT led to a 70% reduction in false positive diagnoses, a two-fold increase in true 

negatives and a 25% increase in overall diagnostic accuracy.  These results demonstrated the 

potential for CFD modelled vFFR and paved the way for further investigation.   

 

In a follow-up study of 252 patients (407 vessels), the same group attempted to demonstrate the 

effectiveness of vFFRCT according to pre-defined standards of accuracy (Min et al., 2011).  The 

primary endpoint of the Determination of Fractional Flow Reserve by Anatomic Computed 

Tomographic Angiography (DeFACTO) study assessed if vFFRCT plus CTCA could predict 

ischaemia (FFR ≤0.80) on a per-patient basis, such that the lower boundary of the 1-sided 95% 

confidence interval for diagnostic accuracy was >70% (Min et al., 2011).  The study did not achieve 

this pre-defined target.  Per-patient diagnostic accuracy for vFFRCT plus CTCA was 73% (95% CI, 

67-78). Sensitivity, specificity, PPV, and NPV were 73% (67- 78), 90% (84-95), 54% (46-83), 

67% (60- 74), and 84% (74-90) respectively.  Although DeFACTO did not meet its accuracy-

driven primary endpoint, improved diagnostic utility of using physiological data computed using 

CFD was demonstrated.  In a sub-study analysis, Nakazato et al performed a sub-group analysis of 

150 intermediate vessels (30-69% stenosis by ICA) from the DEFACTO cohort (Nakazato et al., 

2013).  Unlike DeFACTO, analysis was similar to DISCOVER-FLOW, in that the diagnostic 
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performance of vFFRCT was compared with CTCA in predicting an invasively measured FFR of 

≤0.80.  For intermediate lesions, on a per-patient basis the accuracy, sensitivity, specificity, PPV 

and NPV for CTFFR were 71%, 74%, 67%, 41% and 90%, compared with; 63%, 34%, 72%, 27% 

and 78% for CTCA.  The discriminatory power of vFFRCT was superior to CTCA with an AUC of 

0.81 vs. 0.50, P = 0.0001.  Most recently, the same group published the NXT trial (Analysis of 

Coronary Blood Flow Using CT angiography: Next Steps) (Gaur et al., 2013, Norgaard et al., 

2014).  Using “updated proprietary software”, “improved image segmentation”, “refined 

physiological models”, “increased automation” and “stricter adherence” to CTCA guidelines, 

vFFRCT demonstrated improved diagnostic power in terms of predicting FFR≤0.80.  These trials 

demonstrate superior diagnostic power value of vFFRCT when compared with CTCA alone.  In 

addition the marked increase in specificity and high values of NPV (perhaps a reflection of the 

nature of CTCA) allow this tool to provide evidence to exclude even more patients from 

unnecessary invasive catheterisation.  Table 2.2 (below) summarises the findings of these key 

vFFRCT studies. 

 

A particular strength of vFFRCT is that the computational methods work on standard image 

algorithms and do not require any additional images or techniques.  A criticism common to the 

vFFRCT studies is that average error is not reported; only dichotomised FFR data (< or > 0.80) 

predictions are presented.  A Bland-Altman plot is included in the NXT trial manuscript which 

demonstrates a slight positive bias (mean delta) for vFFRCT (0.03, SD 0.074) and limits of 

agreement (± 2SD) from -0.115 to +0.175.  A disadvantage of vFFRCT is the long list of 

contraindications for the technique (Gaur et al., 2013).  Nonetheless, vFFRCT adds value to CTCA.  

vFFRCT has become the most advanced tool of its kind and, subsequent to the aforementioned 

studies, HeartFlow Inc. has gained FDA approval for the use of vFFRCT as a class II Coronary 

Physiologic Simulation Software Device (Food and Drug Administration, 2014, USA).   

 

More recently, in a study similar in design to RIPCORD (section 1.4.1.6), Curzen et al 

demonstrated the influence of vFFRCT on treatment in the FFRCT RIPCORD study (Curzen et al., 

2015) by reviewing 200 CTCA cases from the HeartFlow NXT study.  Consensus agreement 

decided best treatment from four options: OMT, PCI+OMT, CABG+OMT, or more information 

from performing invasive FFR.  After vFFRCT data were made available, the cardiologists altered 

their decision in 36% of cases.  Table 2.3 demonstrates the overall results.  18% of vessels selected 

for PCI were re-categorised post vFFRCT.  11.8% and 26.3% of patients in the ‘more information’ 

and ‘OMT’ categories, went on to require revascularization post vFFRCT.  Conversely, 29.8% of 

patients selected for PCI moved to the OMT group.  
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Table 2.3.  Results from the vFFRCT RIPCORD study. 

Treatment option CTCA alone CTCA + vFFRCT % Change 

OMT 33.6% 56.5% +23% 

OMT+PCI 43.5% 39.0% -5% 

OMT+CABG 4% 4.5% +0.5% 

More information required 19% 0% - 

OMT, optimal medical therapy; PCI, percutaneous coronary intervention; CABG, 
coronary arterial bypass graft surgery. (Curzen et al., 2015) 

 

2.4.2.1 vFFRCT method 
The vFFRCT computational workflow begins with the segmentation of CTCA images using 

proprietary software in order to extract the geometry of the aortic root and the topology of the 

coronary arterial tree.  The luminal surface is reconstructed and a volumetric mesh is generated.  

Zero-dimensional models are used to represent the proximal and distal boundary conditions (see 

Figure 2.2).  Zero-D model parameters are tuned so that “cardiac output matches that computed 

from an allometric scaling law, and the computed mean aortic pressure matches the patient’s 

measured mean brachial pressure”(Taylor et al., 2013).  Distal coronary boundaries (represented 

by Windkessels) are tuned so that “a relationship between pressure and flow based on a model of 

the coronary microcirculation is enforced” (Taylor et al., 2013).  The derivation of these 

parameters is based on Murray’s law of constant shear-stress which states that flow (Q) through a 

vessel is proportional to the cube of the diameter (Murray, 1926): � ∝ �� 

Murray’s law explains anatomical adaptation whereby blood vessels continuously remodel in order 

to homeostatically maintain shear stress.  From Poiseuille’s law, constancy of wall shear stress 

implies that vessels must remodel in order to maintain constant shear-stress when exposed to 

chronic alterations in flow conditions.  Thus low flow conditions result in diameter reduction and 

vice versa.  Since: � = ��    and    � ∝ ��   (for constant shear) 

 � ∝ ��� 
 
Baseline coronary is flow is calculated from myocardial mass derived from CTCA.  Resistance 

values are predicted from flow and pressure is derived from mean cuff (brachial arterial) pressure.  

The calculation of the resistance (R) of each coronary outlet is based upon morphometric laws (� ∝
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���), where D is vessel diameter, and resistance is inversely related to individual vessel diameter.  

The wall boundary is represented by a no-slip condition for viscous fluids.  Hyperaemic flow 

conditions are simulated on the assumption that during standard adenosine infusion, total coronary 

resistance reduces to 24% of baseline.  This is based on work by Wilson et al (Wilson et al., 1990).   

 

Limitations of vFFRCT include those of CTCA such as blooming artefacts arising from 

calcification, motion, arrhythmia and tachycardia.  Artefacts cause ambiguity in identifying the 

true bounds of the coronary lumen which impairs segmentation, even in the hands of experienced 

CTCA doctors (Rollano-Hijarrubia et al., 2009).  Previous PCI remains a contraindication.  

Boundary condition tuning and the application of generic (population-based) boundary conditions 

is explored further in Chapter 3 and Chapter 5.  Overestimating CMVR results in underestimating 

lesion significance (falsely elevated FFR) and vice versa.  CMVR is variable between individuals 

and between perfusion territories in an individual heart.  Furthermore, the CMVR fluctuates 

according to metabolic adaptation and autoregulation. The assumption that there can be a 

‘predictable reaction to hyperaemia’ (Koo et al., 2011a) is also debatable considering the highly 

variable response to adenosine already described above.  Although the scientific basis of vFFRCT 

is described by Taylor et al (Taylor et al., 2013), and summarised above, the precise details of the 

algorithms and individual case tuning have not been disclosed. 

 

2.4.3 ICA derived FFR 

ICA provides images of coronary luminal anatomy with superior temporal and spatial resolution 

and routinely measures the aortic pressure which is equivalent to the proximal boundary conditions.  

It therefore offers a platform upon which a 3-D CFD model of the coronary physiology could 

potentially be built.  This approach circumvents some of the limitations of vFFRCT but, inevitably, 

introduces fresh challenges.  Although ICA is invasive, it does offer the opportunity to perform 

PCI during the same procedure, offering a complete single assessment and management tool for 

CAD.  This would significantly simplify the currently crowded and complicated assessment 

algorithms. As mentioned previously, at the time of commencing this thesis, no papers on CFD 

modelled vFFR from ICA had been published.  Morris et al was the first to publish details of such 

a model in 2013 and this work forms the basis of Chapter 3 (Morris et al., 2013).  Subsequently, in 

2014 two alternative models with broad overlap to the work in this thesis were described.  Tu et al 

developed a method based on 3-D CFD in order to predict vFFR (Tu et al., 2014).  Arterial 

segmentation was from CAG images (QAngio XA 3D research edition 1.0 Medis Special BV, 

Leiden NL) (Tu et al., 2012).  Steady-state CFD simulation was used which converged to a result  
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Figure 2.2. Mathematical modelling of vFFRCT. 

(A) Zero-dimensional, lumped parameter models are used to represent the heart (model 
input), the non-coronary vessels, and the coronary outlets. (B) Transient pressure and flow 
waves reflect high pressure and reduced flow in response to CMVR during systole. (C) The 
result of transient CFD analysis are demonstrated graphically with pressure and flow 
colour maps. P, pressure; R, resistance; C, capacitance; L, inductance; E(t), elastance as 
a function of time; LA, left atrium; AV, atrioventricular; V-Art, ventricle-arterial; p, 
proximal; d, distal; a, arterial; im, intermyocardial, V, venous. From Taylor et al, with 
permission from Elsevier (Taylor et al., 2013). 
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within approximately 5 minutes.  Flow boundary conditions were used.  This is advantageous 

because if hyperaemic flow is known then no further assumptions are required to aid tuning.  

However, coronary flow is difficult to measure, even with invasive intra-coronary instrumentation 

and so mean hyperaemic flow was derived from Thrombolysis In Myocardial Infarction (TIMI) 

frame by counting the rapidity of the flowing contrast wavefront within the coronary arteries during 

injection.  This is advantageous since this can be estimated during routine angiography.  However, 

this method was originally developed for use in identifying the coronary no reflow phenomenon in 

the context of acute myocardial infarction (indicating abnormal tissue perfusion) (Eeckhout and 

Kern, 2001).  Validation data are absent from the paper (and from the literature) in respect of the 

precision to which this method estimates true mean flow velocity.  A disadvantage of the method 

is that it still requires induction of hyperaemia (another potential factor contributing to FFR under-

use) and, because it is only an estimation of mean flow, the method can only easily be applied to 

steady-state CFD analysis.  Nevertheless, their vFFR model provided reasonable diagnostic 

accuracy in 77 intermediate (40-70% DS) cases (68 patients) with  physiological lesion significance 

(FFR > or ≤ 0.80) being determined with 88.3% accuracy (AUC, 0.93) and agreeability between 

vFFR and FFR reported with 97% of cases falling within the Bland-Altman limits of agreeability 

(mean ±delta vFFR values not reported).  Figure 2.3 and Figure 2.4 (below) demonstrate elements 

of the workflow and results.  More recently, the same group have described methods for using a 

similar approach to bifurcation lesions which although promising requires further validation prior 

to implementation (Tu et al., 2015).  

 

Papafaklis et al reported a new computationally-derived parameter; the virtual functional 

assessment index (vFAI) for fast functional assessment of intermediate coronary lesions 

(Papafaklis et al., 2014).  3D-QCA was performed, and FFR measured in 139 intermediate (30-

70% DS) cases (120 patients).  Segmentation from ICA allowed 3-D reconstruction with 

proprietary software (CAAS QCA-3D, Pie Medical Imaging, Maastricht, NL).  CFD simulation 

was used to construct the pressure gradient to be plotted against flow (ΔP-Q curve) for each case.  

Unlike vFFRCT CFD boundary conditions were specified (paired steady-state analyses at 1 and 3 

ml/s with Pa set to 100 mmHg).  The quadratic relationship was defined and vFAI was computed 

based upon the ratio of distal to proximal pressure over the lesion for flows in the range zero to 4 

ml/s, normalised by the ratio over this range for a normal artery.  
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Figure 2.3.  Computing vFFRICA using TIMI derived flow 

(A&B) demonstrate coronary luminal segmentation in the context of a right coronary artery 
stenosis. (C) 3-D reconstruction with superimposed ‘normal’ arterial contours. (D) Steady flow 
CFD result based on TIMI derived flow (panels E1-E9) demonstrating FFRQCA of 0.87. From Tu 
et al with permission from Elsevier (Tu et al., 2014). 
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Figure 2.4. Correlation (A) and agreement (B) between FFR and vFFRICA (‘FFRQCA’) 
Note that the limits of agreement (±2SD) roughly correspond to those of vFFRCT (section 
2.4.2). From Tu et al with permission from Elsevier (Tu et al., 2014). 

 

 

The optimal vFAI threshold for significance was ≤0.82.  vFAI discriminated physiological lesion 

significance (FFR≤0.80)  with an area under the receiver operator characteristic curve: 0.92 (95% 

CI: 0.86-0.96).  Overall diagnostic accuracy, sensitivity and specificity for vFAI were 88%, 90% 

and 86%, respectively.  Virtual-FAI performed better than 3D-QCA–derived % area stenosis 

(AUC: 78% [95% CI: 70-84%]; p<0.0001 compared to vFAI).  vFAI was correlated with FFR 

(r=0.78, p<0.0001) and the mean delta between vFAI and FFR was −0.0039 ±0.085, p=0.59.  The 
results in terms of correlation with fractional flow reserve (FFR) are impressive for this medium-

sized cohort study.   

 

However, certain aspects of the methodology raise concern.  First, the vFAI is computed based 

upon the ratio of distal to proximal pressure over the lesion for flows in the range zero to 4 ml/s, 

normalised by the ratio over this range for a normal artery. The pressure ratio as a function of flow 

is described as a quadratic equation with coefficients determined by steady-state computational 

fluid dynamics analysis at two flow rates (1 and 3 ml/s).  Although it is not explicitly stated, the 

vFAI is numerically equal to the average of the computed pressure ratio over this flow range and 

this seems to be a simple way to describe the parameter and gives it a physiological interpretation.  

Second, the vFAI is entirely a function of the geometry of the stenosis.  It is likely to be better than 

QCA because the geometric description is transformed into a more physiologically relevant 

measure, namely pressure ratio, by the computation of the relationship between pressure ratio and 

flow.  However vFAI can never be a surrogate for FFR because the point of FFR is that it measures 

the pressure ratio in the context of the patient-specific physiology.  The vFAI will always be low, 
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Figure 2.5.  Example of vFAI computation. 
(A) Coronary angiogram demonstrating a left anterior descending artery with moderate 
stenosis (arrow).  (B) fractional flow reserve is measured at 0.64  with pressure wire 
(dashed arrow). (C) Reconstructed coronary lumen with CFD results at 1 and 3 ml/s with 
the quadratic ΔP–Q relationship described. (D) Pd/Pa pressure ratio is plotted against 
flow, and vFAI is calculated at 0.62. From Papafaklis et al with permission from 
EuroIntervention (Papafaklis et al., 2014). 
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indicating the need for intervention, if the lesion is geometrically significant, whilst the FFR could 

be high or low for the same lesion depending on the overall physiology, and in particular on the 

status of the coronary microvasculature. Although on average there is a correlation between vFAI 

and FFR, simply because the pressure ratio is likely to be lower when the lesion is more 

geometrically significant, large differences can occur when the impedance of the microvasculature 

deviates significantly from the norm, and these are exactly the circumstances that are captured by 

the FFR.  This may explain the sometimes high deviation of the vFAI measure from the FFR, as 

illustrated in the Bland-Altman plot; and would risk incorrect diagnosis of the physiological 

importance of the lesion in certain circumstances.  

 

The methods and findings of the key vFFR trials (as of July 2015, excluding published work 

included in this thesis) are summarised in Table 2.5 (page 48).  

 

2.4.4 vFFRCT ‘versus’ vFFRICA 

The development of FFRCT and FFRICA reflects the desire to introduce the clinical and economic 

benefits of physiological lesion assessment into previously anatomical tests.  However, these two 

approaches are neither competitive, nor exclusive.  vFFRCT is associated with high levels of 

specificity and NPV and is therefore apposite for outpatient cases where the pre-test probability of 

significant IHD is low or intermediate.  In this scenario, FFRCT can be used as a ‘gatekeeper’ for 

ICA in order to minimise unnecessary left heart catheterisations.  Furthermore, prolonged 

computational protocols (c 5 hours) (Kim et al., 2010b, Taylor et al., 2013) are not convenient in 

the outpatient setting.  FFRICA is better suited to higher risk cases where vFFR can be used to guide 

revascularisation decisions directly.  All patients undergoing PCI or CABG undergo an ICA.  

However, for vFFRICA techniques to become truly useful, they must provide results within tractable 

timescales.  Table 2.4 (below) compares the key elements of vFFRICA and vFFRCT. 

 

2.5 Summary 

Simple haemodynamic constructs provide only a crude estimation of coronary haemodynamics 

which are challenging due to: 

· Pulsatility: which flattens the flow profile (according to Womersley number) 

· Vascular curvature: which, due to centrifugal forces, introduces asymmetry of flow and 

WSS 

· Frequent bifurcations: before flow is fully developed 
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· Transitional Reynolds numbers which occur in the context of hyperaemic flow within 

diseased arteries 

3-D CFD provides an ideal platform upon which to base a predictive model of intra-coronary 

physiology.   

 

 
Table 2.4. Comparing vFFRICA with vFFRCT. 

Factor vFFRICA vFFRCT 
Invasive Yes No 
Contraindications Few Many 
Accuracy Depends on technique High specificity and NPV 
Imaging Good resolution Artefact can limit image quality 
Segmentation Less well developed algorithms Well developed proprietary 

algorithms 
Boundary conditions Individualised tuning scheme 

required* 
Individualised tuning scheme 

required 
Simulation Prolonged* Prolonged 
Ideal subject High risk of CAD Low-intermediate risk of CAD 

*Unless hyperaemia induced and TIMI flow used. 

 

 

2.6     Thesis hypothesis, aims, objectives 

The hypothesis underpinning this thesis is that intracoronary physiology can be computed from 

invasive coronary angiography using computational fluid dynamics (CFD). 

 

The aim of this thesis is to develop, validate and optimise a method which can deliver the clinical 

and economic benefits of physiological lesion assessment that is not associated with the factors 

which restrict use of the current invasive methods. 

 

 

2.7     Thesis outline 

Chapter 3 describes the development of the initial CFD model of intracoronary physiology which 

is capable of computing trans-lesional pressure gradients and thus FFR and validates the model 

within a clinical trial. 
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Chapter 4 focuses on model acceleration and describes two novel methods for computing 3-D 

CFD in timescales which rival invasive FFR measurement. 

Chapter 5 focuses on the design tuning of model boundary conditions and describes a novel 

approach for patient-specific tuning of the distal (outlet) boundary conditions. 

Chapter 6 investigates whether the model can usefully be used to compute coronary flow from 

measured pressures and with an experimental validation performed using 3-D printed, patient-

specific arterial phantoms. 

Chapter 7 brings the work of the preceding chapters together and explores future opportunities 

and strategies for clinical translation and commercialisation. 
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3 Chapter Three:    
Model Development and Validation 

 

 

3.1     Introduction 

This chapter describes the development and validation of the initial computational model, ‘VIRTU-

1’.  The purpose of the model was to test the hypothesis that it is feasible to compute ‘virtual’ 

fractional flow reserve (vFFR) from invasive coronary angiography.  At the time of commencing 

development no other models of vFFR were described in the literature.  Therefore, in this initial 

period, many of the decisions regarding design and construction were made based upon the clinical 

and technical experience of the current group.  Many well-constructed in silico models of human 

physiology lack either direct clinical application or suitability for use in the clinic.  Therefore, a key 

priority in the current project was to maintain a focus on developing a useful and practical model. 
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3.2     Aims and objectives 

The aim of the work described in this chapter was to design, construct, and validate a system capable 

of simulating clinically relevant physiology.  The objectives were threefold: 

1. design and implement an in silico prototype for computing vFFR using routine clinical data 

2. test the workflow in a small clinical pilot study 

3. identify the major challenges of modelling vFFR in order to guide further work 

 

3.3     Model development 

The development of VIRTU-1 proceeded in line with the generic steps of a typical CFD workflow 

as outlined in Chapter 2 (section 2.3). 

 

3.3.1     Segmentation and reconstruction 

Segmentation from invasive coronary angiography (ICA) has already been described (Liao et al., 

2010) but proves challenging due to both the small length scales involved in CAD, and cardiac 

motion.  Clinical segmentation and reconstruction protocols have become more established in the 

context of CTCA, where images are acquired, according to the phase of the cardiac cycle, by ECG-

triggered gating.  This is not possible in ICA.  The local cardiac catheter laboratory (South 

Yorkshire Cardiothoracic Centre, Sheffield Teaching Hospitals NHS Foundation Trust (STH), 

Sheffield, UK) is a Philips Healthcare reference centre equipped with the facility to perform single-

axis rotational coronary angiography using the Philips Allura Xper Swing system (Philips 

Healthcare, Best, NL).  Rotational CA (RoCA) is a relatively new method of angiographic image 

acquisition, originally conceived and developed for imaging cerebral vessels, to overcome the 

limitations of conventional multiple single plane angiography described in section 1.2.1 (Cornelis 

et al., 1972, Thron and Voigt, 1983, Tu et al., 1996).  In RoCA, 121 individual X-ray images are 

acquired as the X-ray C-arm sweeps around the patient (transverse axis) in a 120° arc at a rate of 

30° per second (Figure 3.1).  Once the images have been acquired, the 3-D coronary luminal 

anatomy can be reconstructed and visualised using the Philips XtraVision 3D-CA software (Philips 

Healthcare, Best, NL).  Using this system, the operator selects two images from a single rotational 

acquisition.  Using a semi-automatic process, the system enables the operator to segment the 

luminal surface from both projections, following which reconstruction (including the addition of 

branches) is performed.  The result is a branching 3-D coronary luminal surface.  The Philips system 
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is adapted so that 3-D quantitative coronary angiography (3-D QCA) can then be performed and 

the ‘TrueView’ function, which calculates the best view with least foreshortening, can be used to 

select the optimal view with which to assess 3-D coronary anatomy and pathology.  This is 

demonstrated in Figure 3.2. 

 

 

Figure 3.1.  Rotational coronary angiography. 
Representative frames from a rotational angiogram of a LAD artery. 

 

 

 

Figure 3.2. Segmentation and reconstruction using the Philips system. 
An LAD artery is segmentation in the first (a) and second (b) planes. The reconstruction (c) and 2-D QCA 
function (d). 
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RoCA was developed to help circumvent the limitations of multiple single-plane (standard 

angiography) whereby operators are required to recall the appearance of previous angiographic runs 

and reconstruct 3-D anatomy using their ‘mind’s eye’.  In the context of diagnostic angiography, 

RoCA is associated with a reduction in the volume of contrast agent used and the total radiation 

dose delivered to the patient (Horisaki, 2008a, Raman et al., 2004, Maddux et al., 2004, Rigattieri 

et al., 2005).  More recently, work by the current author has demonstrated that RoCA may also have 

a role in planning coronary revascularisation because, compared with conventional ICA, RoCA 

augmented assessment of 3-D bifurcation anatomy, vessel calibre and improved operator 

confidence when assessing lesion length and stenosis, but did not affect X-ray dose, contrast agent 

volume, or procedure duration (Morris et al., 2015a). 

 

A priority was to develop a model of vFFR that could rapidly enter clinical practice, with as many 

components as possible already externally validated (including segmentation and reconstruction).  

For this reason, and because it was already installed and available at STH, the Philips 3DRA system 

was therefore used as the first step in the workflow.  The standard Allura 3DRA system exports 

image data from RoCA studies (in binary form) to the 3-D station where segmentation and 

reconstruction are performed.  In the normal mode of operation, 3-D reconstructions can be 

visualised in viewing software but the 3-D virtual reality modelling language (VRML - *.wrl) files 

are not exportable.  A formal arrangement was reached with Philips Interventional X-ray (see 

acknowledgements) whereby a prototype PC enabled the export of VRML files was built and 

provided to the Medical Physics Group, the University of Sheffield (UoS). 

 

3.3.2     VRML import and geometric definition 

The Medical Physics group had experience working with an open source software platform called 

Graphical Interface for Medical Imaging Analysis and Simulation (GIMIAS, 2015), originally 

developed within the Universitat Pompeu Fabra (Barcelona, ESP), and latterly within the Centre 

for Computational Image and Simulation Technologies in Biomedicine at the University of 

Sheffield.  GIMIAS is an open source workflow-oriented software environment for processing 

biomedical imaging and physiological simulations and is well-suited for the development of 

academic and clinical workflow prototypes. 

 

As the available library of image analysis tools accessible to GIMAS was not sufficiently 

comprehensive for the needs of the current workflow additional functionality in the form of 

software plugins, coded in C++ was developed locally (by RL and DR) and incorporated into the 

GIMAS framework  
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3.3.3     “Load a coronary VRML” plugin 

GIMIAS processed geometric data in the Visualization Toolkit (*.vtk) format.  The bespoke Philips 

workstation produces a *.vrml file which defined the 3-D coordinates of the luminal surface and 

the centreline/s (skeleton).  The Philips system does not produce a single surface representation of 

the branching tree structure and, instead, regarded the centre lines and lumens of each of the 

branches as separate entities.  This plugin was required to; (i) convert *.vrml into *.vtk, (ii) close 

the surface, (iii) merge the centrelines, and (iv) merge the luminal surfaces thus eradicating internal 

vessel overlap. 

 

 

  

Figure 3.3.  The VRML import function incorporating the left main stem and left anterior 
descending artery of patient #1. 
Note the proximal reconstruction inconsistency at the left main stem ostium introduced by 
the Philips reconstruction software (see section 3.7 below). 

 

 

3.3.4     “Cut openings and define inlets /outlets” plugin 

The next plugin was developed in order to identify and extract the region of interest, and then to 

define the boundary regions of the luminal surface.  A ‘ring cut’ was performed tangential to the 

skeleton at points defined by the operator as corresponding to the inlet and outlet/s.  These, locations 

were then defined as ‘inlet’ or ‘outlet’.  The ‘region of interest’ and the inlets and outlets were then 

extracted as a single entity but saved as separate *.vtk files as ‘extracted surface’.   
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Figure 3.4.  Cut openings and export surfaces 
The inlet (red plane) and outlet (green plane) were defined, and the region of interest was 
extracted as a *.vtk surface. The proximal inconsistency at the origin of the left main 
coronary artery was eliminated. 

  

 

3.3.5     “Mesh vessel” plugin 

High quality volumetric meshes can now be produced with a variety of proprietary codes.  ANSYS 

ICEM CFD (ANSYS, Inc. PA, USA) was selected for inclusion in the current workflow.  ICEM 

mesh generation was a semi-automatic process whereby the operator defined the mesh parameters 

and the mesh was then fabricated and saved in a working directory.  In order to streamline the 

workflow, a CFX command language (*.ccl) prompt was implemented as a plugin within the 

GIMIAS framework.  In VIRTU-1 a tetrahedral mesh approximating 1-1.5 million elements was 

implemented based upon previous group experience, reinforced by mesh sensitivity testing on 

representative cases (see Figure 4.1). 

 

3.3.6     “Time series analysis” plugin 

This function processes and averages physiological data to be processed and averaged in order to 

derive boundary conditions.  Pressure and flow data were exported from the catheter laboratory via 

optical disc.  Data were loaded into software (ComboMap Study Manager), provided courtesy of 

Volcano Corps (Zaventem, BE, EU) which enables study data to be exported as a text file  
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Figure 3.5.  Fabricating the volume mesh. 

GIMIAS instructed ICEM to fabricate the mesh according to the parameters chosen in the 

command panel (lower right). The DOS window (upper left) describes the meshing process 

progress in real time. 

 

 

comprising; proximal (catheter tip) pressure, distal (wire) pressure, Doppler flow velocity, and 

electrocardiogram curve data (including an R wave trigger), all as a function of time, in 5 ms 

increments.  The plugin enabled these text data to be loaded, visualised and processed.  First, the 

period of clinical measurement was identified and selected (‘raw data windowing’, Figure 3.6, 

panel a).  The selected data could then be used to calculate the FFR for that period.  Second, the 

signals within the period of interest were divided into individual cycles according to a signal and 

threshold value of the operator’s choice (‘cycle selection’, Figure 3.6, panel b).  The ECG R wave 

was identified as the optimal signal for splitting signals according to cardiac phase.  Errant cycles 

with poor signal and artefact were then excluded or merged in order to ensure precise cycle division.  

Finally, the included cycles were ensemble-averaged into a single cycle representative of the period 

of measurement minus any errant cycles (‘averaged’, Figure 3.6, panel c).  Output data included; 

cycle length, minimum, mean and maximum pressure values for each pressure trace (Pa and Pd) 

including errors (as plotted on the pressure traces in panel c) and the facility to save each signal as 

a text document. 
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(a)  

 (b)  

(c)  

Figure 3.6.  Workflow physiological signal processing. Legend on next page. 
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Figure 3.6 (previous page). Panel (a) demonstrates a period of hyperaemia from 22 min 01 s - 22 min 44 s 
recorded by the Volcano ComboMap system and displayed in the workflow environment.  ECG curve (top), 
proximal (blue) and distal (green) pressure traces (middle row) and flow signal (bottom) are displayed. The 
plugin automatically calculated the FFR and /or CFVR averaged over the selected period which was defined 
visually or by manual time entry. Panel (b) demonstrates cycle selection. The signal has been split into 
individual cycles (periods) according to the ECG R wave trigger (top right). Individual cycles were deleted 
or merged (using the right middle panel controls) to ensure signal artefact did not pollute the final process 
of averaging the signals. Panel (c) demonstrates the ensemble averaged data as a single cardiac cycle 
(period). The mean error is plotted on the signals and detailed in the information panel (right). Minimum, 
maximum and mean values for all signals and cycle length (s) were detailed, along with corresponding error 
values. 
 

3.3.7     Boundary condition selector plugin 

A separate plugin was developed which ascribed (via CFX command language) the boundary 

conditions after the relevant volumetric mesh file (*.msh) was loaded.  The arterial wall function 

was set to default as a rigid wall; an acceptable approach in this context (Zeng et al., 2003, Zeng et 

al., 2008).  Inlets and outlet boundary conditions were defined as transient or steady, pressure or 

flow.  Transient data were imported, plotted and selected as text files (as a function of time).  Once 

all boundaries were defined, a file comprising these data was written (file extension *.bcs) and 

saved which informed simulation definition (see 3.3.8). 

 

 

Figure 3.7. Selecting and specifying boundary conditions 
The grey panel (middle right) enables pressure or flow (steady or transient), or a zero-
dimensional model to be applied at the boundaries according to operator selection. The top 
left panel demonstrates what conditions have been specified to which boundary and which 
are complete or incomplete. The bottom left panel displays the arterial geometry. In this case, 
pressure boundary conditions have been applied at the proximal and distal boundaries and 
the selected traces are plotted.  
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3.3.8     “Definition file creator” plugin 

The final step within the GIMIAS workflow was to set up the ANSYS CFX files.  The relevant 

volume mesh and boundary conditions files were selected and loaded.  This plugin enabled a variety 

of ANSYS CFX Pre commands to be defined including: 

· Time control: time-step (period /n), total time (period * nCycles) 

· Solution control; convergence criteria, residual target, minimum and maximum coefficient 

loops (number of iterations per time-step) 

· Fluid properties; Newtonian /non-Newtonian, rheological parameters (density and viscosity) 

· Output control: nature and volume of output data, transient folders 

· Units; pressure and flow converted to Pascals and m3s-1. 

· Volumetric mesh information; region (inlets, outlets, wall) definitions 

 

Once the above parameters had been selected /defined, the plugin wrote a CFX Pre case file (*.cfx), 

a CFX command language text file (*.ccl) and a CFX definition file (*.def). 

 

 

Figure 3.8. CFX Definition file creator 
All of the major blood, time, convergence and output parameters were defined at this stage 
according to the tabs at the top of the display. The command panel (bottom right) specifies 
the selected mesh and prompts the user to select the appropriate boundary condition files 
(*.bcs). 
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3.3.9     ANSYS CFX Pre, Solver Manager and Post 

Within CFX Pre, the mesh and regions were visualised and the simulation details (defined in 3.3.8) 

checked.  Once the simulation setup was verified, the simulation was compiled.  Once compiled, 

the simulation proceeded within ANSYS CFX Solver Manager until completion, whereupon a 

results file (*.res) and an ‘out’ file (*.out) were written.  The results were exported from the solver 

manager as a comma separated values file (*.csv) into Microsoft Excel where results could be 

analysed. 

 

3.3.10     Boundary conditions  

Accurately representing the physiological behaviour at the boundaries is critical to model accuracy.  

Even if an appropriate boundary model is applied, a challenge common to all human biological 

CFD modelling is to understand how to tune (‘parameterise’) this on an individual case basis.  

Parameterisation strategy is critical to model output accuracy, but requires detailed knowledge of a 

variety of physiological metrics in the proximal or distal circulations which may be either 

challenging to measure or, in the case of the coronary model, not measured at all in a truly predictive 

model.  Often these conditions display wide heterogeneity in both healthy and diseased states and 

thus should not be assumed or based on population-averaged data.  It is important to understand the 

sensitivity of model outputs to individual input parameters such as boundary conditions, so that 

effort can focus on the dominant factors (see Chapter 5).  It is necessary to determine which are the 

most influential, which can be assumed, or averaged, and which require individual-patient tuning.  

This facilitates scaling back of unnecessary model complexity (although simplicity should be 

balanced against accuracy).  Relatively simple models (by technical engineering standards) can be 

surprisingly valuable and effective in biological modelling (Brown et al., 2012).  Within this thesis, 

the design and tuning of the distal boundary condition are explored and revisited both here, and in 

Chapter 5.  As in silico modelling of vFFR has developed over the last three years, the distal 

boundary condition has emerged as the single greatest challenge facing accurate vFFR prediction 

(Morris et al., 2015b).  The greatest challenge is to accurately represent the physiological behaviour 

at the distal boundary in a way which supports predictive modelling of the pressure distal to a 

coronary lesion (Pd) and thus vFFR.  Both the model and the parameters applied at the distal 

boundary had to be determined. 

 

3.3.10.1 Proximal boundary condition 

During ICA, the pressure at the catheter tip is monitored continuously, and hence the patient-

specific proximal boundary pressure condition is readily available.  Knowledge of hyperaemic flow 

would be ideal because this would fully define the simulation but, unless specifically recorded, 
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coronary flow is not known during ICA.  Mean flow can be inferred from the speed of travel of the 

wave-front of injected contrast along the coronary lumen (Tu et al., 2014).  However, the ‘wave-

front’ is actually unclear due to mixing with the blood, baseline flow is variable (a limiting factor 

for CFVR) and hyperaemic flow requires pharmacological induction which is to be avoided, 

because this is a limitation of the current invasive FFR measurement technique. 

 

3.3.10.2 Wall boundary condition 

The epicardial coronary arteries were studied after intracoronary (i.c.) glyceryl trinitrate (GTN), 

and the vessels were considered to be maximally dilated.  Although un-diseased epicardial arteries 

are compliant, this was considered negligible and the arteries were simulated as rigid tubes.  This 

is an acceptable approximation if the capacitance of the epicardial vessels themselves is negligible, 

one of the consequences being that any phase shifts associated with wave transmission within the 

artery itself is not captured.  This approach has been used and validated in a number of 

cardiovascular simulations including coronary (Zeng et al., 2003, Jeays et al., 2007, Zeng et al., 

2008, Brown et al., 2012).  Coronary segmentation was performed at end diastole since this is when 

maximal coronary flow occurs. 

 

3.3.10.3 Distal boundary condition: modelling 

In the context of vFFR modelling, neither flow nor pressure distal to the lesion are known.  Because 

the inlet pressure condition can be known (as above) and the arterial wall is assumed to be rigid, 

model accuracy at the distal boundary represents a critical factor when predicting Pd and thus vFFR.  

This boundary represents the physiological behaviour of the coronary microvasculature (CMV), i.e. 

all the distal coronary vessels (arterioles, capillaries, venules and veins) which penetrate and drain 

the myocardium.  It is possible to reduce the entire CMV compartment into a single, lumped-

parameter, zero-dimensional, model which can be coupled to the distal outlet/s of the 3-D domain.  

In such models, flow, pressure, vascular compliance, viscous energy losses (Poiseuille law) and the 

inertial properties of flowing blood are represented as current, potential difference (voltage), 

capacitance, resistance and inductance in electrical analogue constructs.  A limitation of zero-

dimensional, lumped-parameter models is that the pressure and flow vary as a function of time but 

there is no concept of spatial variation within the compartment.  The advantage is that it is possible 

to discretise the cardiovascular system into a number of lumped models according to the segmental 

arrangement of the cardiovascular system, in the form of a distributed model (Westerhof et al., 

2010).  The Windkessel model has been used for over 100 years to represent compliant arterial 

physiology.  Frank’s two-element Windkessel comprised a resistance component (representing the 

smaller distal resistance vessels) and a capacitance component (representing elastic compliance of 
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the proximal larger arteries) arranged in parallel (Frank, 1899).  This arrangement neglects the veins 

which are considered as ‘far field’ elements, at zero pressure.  The arterial system is pulsatile, which 

is analogous to electrical alternating current (AC).  The typical flow and pressure signals have a 

fundamental frequency of about 1 Hz (period 1 second), but higher frequency components, up to 

10Hz and beyond, are significant.  The simple two-element Windkessel model is known to perform 

poorly in the higher-frequency range (Wetterer, 1940) and this can be addressed by addition of a 

further resistance element (Zc) arranged in series, forming the three-element, Zc-C-R configuration 

representing the system impedance (Landes, 1943).  The Zc component represents the characteristic 

impedance, defined as the ratio of oscillatory pressure and flow when no reflected waves are present 

(unit: Ohms) (Nichols et al., 2011), with the sum of R and Zc equal to the total systemic vascular 

resistance in the previous RC model.  This improves higher frequency performance and has been 

widely used for cardiovascular simulation (Westerhof et al., 1969, Westerhof et al., 1971, Westerhof 

and Elzinga, 1991).  Further elements can be added to the Windkessel model (Shi et al., 2011, van 

de Vosse and Stergiopulos, 2011) to improve particular characteristics of the performance, but of 

course each extra parameter needs to be tuned to represent the patient.  Furthermore, all of these 

models are passive in that they represent the pressure/flow relationship into an elastic vessel, and 

there are special issues with respect to coronary flow, associated with pressurisation within the 

ventricle of the endocardial vessels and with the contraction of the ventricle causing the active 

squeezing of the intra-myocardial coronary vessels.  This is discussed in the next paragraphs.  

Ultimately, the important test of the model is that it is able to reproduce adequately the measured 

responses of the system.  For the current work the three-element Windkessel, modified to represent 

ventricular loads on the CMV, is shown, in Chapter 5, to have acceptable performance for the 

characterisation of the pressure/flow relationship in the distal coronary vasculature. 

 

 

 

Figure 3.9.  Three element Windkessel model. 
Zero-dimensional, lumped parameter model used to represent the compliant and resistive 
properties of the CMV.  Pd, pressures distal to stenosis; Zc characteristic impedance; C, 
capacitance; R, resistance; Pv coronary venous pressure 
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The passive 3 element Windkessel model is unable to represent the dependency of the CMVR on 

the phase of the cardiac cycle; failing to capture realistic diastolic flow predominance – an 

acknowledged physiological phenomenon of coronary physiology.  To this end, the compressive 

effects of ventricular systole on the CMV were represented by the addition of a dynamic 

‘backpressure’ and thus a dynamic voltage was added to the distal side of the capacitor to drive 

flow from the coronary microvasculature into the larger coronary arteries and veins.  Essentially 

this represents the loads imposed by the ventricle on endocardial and intra-myocardial coronary 

vessels.  Other groups have described the adoption of a similar approach previously (Keijsers, 2012, 

Bessems, 2007).  For the purpose of this model a backpressure function has been defined with a 

shape that is broadly representative of the temporal distribution of the ventricular pressure.  There 

is a rise of pressure, followed by a plateau and then a reduction back to the ventricular filling 

pressure (taken to be zero).  The function is smooth, with rise and fall both represented as a sigmoid 

shape.  The model is described by four parameters, representing the amplitude, the period of 

pressure increase, the period of the plateau and the period of the decay.  Thus the final model has 

seven parameters – two resistances, one compliance, and four representing the direct ventricular 

load. 

 
Figure 3.10.  Modified (seven element) coronary Windkessel 
In this model, a time (t) dependent voltage (v) is applied to the capacitor in order to represent the rise 
and fall of intramyocardial pressure during systole and diastole. Other labels as in Figure 3.9. 

 

Pd is distal pressure (analogous to voltage), Q is flow, Rc is characteristic impedance, C is 

capacitance, R is resistance, Pv is the venous pressure, taken to be zero although any other value 

could be specified.  Total resistance can be calculated by the ratio of mean Pd and mean Q.  In 

Figure 3.3, the capacitor has a variable potential applied to the distal plate as shown. 

 

3.3.10.4 Distal boundary condition; tuning 

The physiological parameters of the CMV (total resistance in particular) are heterogeneous in both 

healthy and disease states (Meuwissen et al., 2001), and these directly influence FFR (Hoffman, 

2000, Verhoeff et al., 2005).  Therefore, the Windkessel model parameters should, ideally be tuned 



CHAPTER THREE: MODEL DEVELOPMENT AND VALIDATION 
 
 
 

 
86 

on an individual patient basis to ensure accuracy on an individual case basis.  Paradoxically, this 

requires knowledge of invasive measurements which we seek to avoid.  There is no accepted 

scheme for deriving these parameters non-invasively.  For this reason, in VIRTU-1 a generic set of 

parameters were applied based on averaged values derived from a sub-group of 6 RCA and 6 LCA 

cases.  Initially, and as a starting point in the passive system (no active backpressure), the 

Windkessel parameters were derived using the following strategy: 

1. The patient-specific coronary arterial volume mesh was simulated using in vivo measured 

pressure values as inlet and outlet boundary conditions (transient analysis) 

2. The simulated pressure-flow relationship was extracted, as a function of time 

3. Assuming that coronary venous pressure drains to zero, then Zc + R (total resistance) was 

calculated from P�d / Q� 

4. C was calculated by matching the decay exponential to the diastolic distal pressure profile.  The 

calculated exponent of the fit is equal to -1/RC (Stergiopulos et al., 1995).   

5. Zc is often considered as 0.1∙R but it can be calculated explicitly from (fluid density)(wave 

speed)/area where wave speed is calculated from (ΔQ)/(ΔA) where A is area (Westerhof et al., 

2010, O'Rourke, 1982). 

 

Unlike in other models, such as the aorta, this scheme was inappropriate for the coronary because, 

(i) there is no zero inlet flow phase and (ii) the addition of the active component (backpressure) 

means that the capacitance value and the distribution of resistances becomes dominated by the 

active squeeze phenomenon.  Therefore, to tune the active model and derive values for the 

ventricular backpressure curve, an analytical solver representing the Windkessel model, was 

encoded in Matlab (by DRH) (MathWorks, UK).  A manual optimisation process was then 

performed in order to identify the parameters which produced the best agreement (least squares 

(RMS) fit) between extracted flow and the flow solution calculated by the forward solver. 

 
Table 2.1. Generic 0-D parameters 

Parameter RCA  LCA   
(main outlet) 

LCA  
(minor outlet) 

Passive (Windkessel)    
Rtotal  ( Pa.s/m3) 3.29E+09 3.29E+09 5.21E+09 

Active (backpressure)    
Ventricular amplitude (Pa) 4000 6000 6000 
Ramp up* 0.20 0.20 0.20 
Flat section* 0.25 0.25 0.25 
Ramp down* 0.20 0.20 0.20 

RCA, right coronary artery; LCA, left coronary artery; Rtotal, total resistance; 
C, capacitance; Zc, characteristic impedance.  *as a fraction of the period.  # 

fraction Zc of Rtotal (Zc+R). All simulated over 5 cycles 
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In the predictive model the seven-element Windkessel model was coded as an external function in 

User Fortran.  The 3D-CFD model is coupled to the 0-D Windkessel model at each arterial outlet. 

In the implementation used for this pilot study, at the completion of each individual time-step the 

CFD solver (CFX) passes the computed outlet flow solution to the Windkessel function.  The 

(analytical) Windkessel uses the flow solution to compute the corresponding pressure which is 

passed back to the 3-D solver where the value is used as the outlet pressure for the next iteration. 

This is known as explicit coupling.  The generic parameters applied for all simulations in the pilot 

study are shown in Table 2.1: 

 

3.4     Model validation 

The VIRTU-1 model workflow was validated in a pilot study, against a clinical reference standard 

of invasively measured FFR.  The aims of this section were to evaluate the diagnostic accuracy and 

precision of computed vFFR against invasively measured FFR in a population of patients with 

stable coronary disease and to investigate the feasibility of this approach as a potential tool for use 

in the cardiac catheter laboratory. 

 

3.4.1.1 Study design and location 

This was an observational, analytical study.  Clinical data collection was performed at the South 

Yorkshire Cardiothoracic Centre, Northern General Hospital, Sheffield Teaching Hospitals NHS 

Foundation Trust, Sheffield, UK.  Data analysis and workflow operation was performed within the 

Medical Physics Group, Department of Cardiovascular Science, UoS. 

 

3.4.1.2 Ethics and governance 

The VIRTU-1 study protocol and all supporting documentation and proformas were approved by 

the National Research Ethics Service (REC #08/H108/193) and by Sheffield Teaching Hospitals 

Research and Development board (STH15740) 

 

3.4.1.3 Study population 

Patients with known stable CAD were identified from elective PCI referrals from the South 

Yorkshire region (total catchment population: 1.8 million), to the two clinical operators (JPG and 

ACM) involved in the study.  Patients were eligible if they were older than 18 years of age and had 

angiographically confirmed CAD, considered suitable for elective PCI.  Referrals were screened 

and cases with relatively simple, native vessel disease consistent with the ACC/AHA classification 

of coronary lesions category of ‘Type A’ lesions (Maier et al., 2001) were selected.  Exclusion 
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criteria were: serious comorbidity; previous MI; inability to provide informed consent; significant 

(>30%) left main stem disease; chronic total occlusion; acute presentation in the previous 60 days; 

intolerance of intravenous adenosine, nitrate or iodine based contrast media; previous coronary 

artery bypass graft (CABG) surgery or PCI; or were too obese for RoCA to be performed. 

 

3.4.1.4 Recruitment and data collection 

Patients received a letter of invitation and a patient information sheet by post prior to attending for 

their procedure.  On the day of the procedure, the patient was counselled about the study and 

informed consent was gained.  Clinical data regarding inclusion and exclusion criteria, age, gender, 

comorbid conditions, medication, height, weight, body mass index, smoking status were 

documented onto the data collection sheet.  During the procedure, data were documented according 

to; coronary anatomy, details of angiographic and rotational runs, precisely when and where FFR 

was measured and the treatment delivered.  SYNTAX (SYNergy between PCI with TAXus and 

cardiac surgery) scoring (Serruys et al., 2009) was performed and documented after the procedure. 

 

3.4.1.5 Angiographic protocol 

Angiography was performed using single axis RoCA, using the Allura XperSwing system (Philips, 

Best, NL) (Horisaki, 2008b) after iso-centering in posterior-anterior (PA) and lateral planes.  Each 

RoCA acquisition recorded 21 images, at 12.5 frames per second in a standard 512 by 512 pixel 

matrix.  For right coronary artery (RCA) cases image acquisition was from LAO 55° to RAO 55° with 25° of cranial tilt.  For left coronary artery  (LCA) cases, images were acquired from  LAO 

55°, RAO 55°, with both 25° of cranial and 25° degrees of caudal angulation. Intra-coronary 

glyceryl trinitrate (GTN) was administered immediately prior to RoCA.  RoCA was performed 

during a breath-hold, with a hand injection of 15-20mls of contrast agent through a 6F guiding-

catheter ensuring optimal vessel opacification.  After the procedure, stenosis severity was assessed 

visually, and lesions were categorised according to percentage diameter stenosis (<30%, 30-70%, 

>70%).  Other vessel characteristics were also documented at the time of angiography including the 

SYNTAX (SYNergy between PCI with TAXus and cardiac surgery) score (Serruys et al., 2009) 

and whether the target lesion was tortuous, was long or diffuse, or affected a bifurcation.  

 

3.4.1.6 Invasive measurement of fractional flow reserve and percutaneous coronary 

intervention 

All arteries with disease affecting ≥50% vessel diameter, judged by visual estimation, were 

interrogated with a pressure and (Doppler) flow sensitive ComboWire® XTPressure angioplasty 

wire using the ComboMap® Pressure and Flow System (Volcano Corp, Rancho Cordova, 
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California) (Volcano Corp, 2001).  Hyperaemia was induced by an intravenous infusion of 

adenosine 140 mg/kg/min.  Intracoronary pressure and (Doppler) flow were recorded throughout 

the study.  FFR was measured in the diseased vessels according to the method described by Pijls 

and De Bruyne et al (Pijls et al., 1993, Pijls et al., 1995, Pijls et al., 2000).  The position of the wire 

was recorded as an angiographic run each time a physiological measurement was taken.  Stent 

implantation proceeded according to the operator’s normal practice, based upon both the 

angiographic appearance and the FFR.  If a stent was implanted, RoCA and physiological 

assessment were repeated.   

 

3.4.1.7 Data management 

Patient identifiable data were removed from the digital studies within the Xcelera viewing software 

(Philips, Best, NL), following which RoCA data were exported to the Philips XtraVision 3D-CA 

PC within the cardiac catheter laboratory.  From here, the studies were exported onto DVD.  

Physiological data were archived from the ComboMap® transducer hard drive onto CD.  Discs and 

datasheets were then transported to the computer research laboratory at the University of Sheffield 

for analysis.   

 

3.4.1.8 Segmentation and reconstruction 

Segmentation and reconstruction was performed using the custom PC built for the project by Philips 

fitted with the Philips XtraVision 3D-CA software.  Two 2-D images are selected from the RoCA 

acquisition (121 in total).  There must be ≥60° angle separation between the two projections and 

ideally, images should be chosen from the same phase of the cardiac cycle.  A semi-automatic edge 

detection protocol is then used to delineate the luminal surface in both projections.  The system co-

registers these luminal segments and reconstructs an axi-symmetric luminal surface geometry in 3-

D with a vessel centreline.  Although this system is available commercially (integrated into catheter 

laboratory hardware), the bespoke prototype PC provided by Philips Healthcare was used since this 

supported export of the 3-D reconstructed arteries (including the un-closed surfaces and branch 

centre lines) in virtual reality modelling language (*.vrml) format.   

 

3.4.1.9     Workflow operation and the computation of vFFR 

The VRML file was imported into the workflow.  VRML files were converted to VTK, the surfaces 

were closed and the centrelines of any branches were merged.  The tolerance (in mm) was manually 

adapted to ensure successful merger of branches without inappropriately joining overlapping 

branches.  Importantly, the branch-merging algorithm eliminated any internal projections (overlap) 

between the parent vessel and the branch.  Landmarks along the centreline (known as the skeleton) 
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were selected and designated as the inlet and outlet boundaries.  The vessel was then cut at these 

points and planes were inserted at each boundary, perpendicular to the skeleton.  The surface was 

re-closed and the extracted surface defined the region to be modelled.  The extracted surface was 

then spatially discretised using ICEM CFD v14.5 (ANSYS Inc, Canonsburg, USA) via the 

developed meshing plugin.  A virtual tetrahedral mesh was fabricated within the extracted surface.  

The plugin enabled the global mesh, and surface vessel mesh element size (GMES and SVES) to 

be varied which directly influences the spatial refinement of the volumetric mesh.  In this initial 

validation study, GMES and SVES edge lengths of 0.125 mm and 0.06 mm were chosen 

respectively.  This yielded a mesh with between 1 and 1.5 million elements in all cases.  In later 

work an improved mesh structure featuring prism layers at the wall boundary was developed, but 

the pilot study reported in this chapter used only tetrahedral elements. 

 

In the predictive model, the patient-specific zero-dimensional parameters are unknown; so generic, 

averaged parameters were applied from a cohort of 6 RCA and 6 LCA cases.  The proximal 

boundary condition was estimated using an average of the inlet (i.e. aortic) transient pressure (i.e. 

pressure as a function of time) waveform, measured via the coronary catheter for RCA and LCA 

cases (described in section 3.3.10.1).  The transient pressure data were added (text file) as a function 

within ANSYS CFX Pre.  Each of the distal outlets were coupled with a zero-dimensional, modified 

three-element Windkessel model as described in section 3.3.10.3.  Windkessel elements were 

parameterised according to the method in section 3.3.10.4.  This approach sacrifices vFFR accuracy 

compared with using individually tuned parameters, but demonstrates most effectively the 

predictive capability of the model with minimal personalized data.  An a posteriori correction was 

also calculated in a subgroup, which incorporates the distal impedance as per the measured data.  

This provides an indication of the accuracy that would be achievable if the Windkessel parameters 

could, in future, be effectively personalised.  The correction is based on the assumption that the 

distal impedance remains unchanged after revascularisation.  The developed software automatically 

saves the meshed arterial geometry which was imported into into ANSYS-CFX Pre.  Within 

ANSYS CFX Pre, the rheological properties of blood were defined and the time-step was defined.  

The target residual (i.e. a measure of the error by which the computed results at each timestep fail 

to satisfy the governing equations) was set to RMS 10 e-6.  Table 3.1 outlines the definition file 

parameters applied. 

 

The Windkessel was coded in User Fortran (by DR/DRH) and applied to the CFX file as a user 

routine, which had to be individually compiled prior to simulation.  The definition file also had to 

be compiled before simulation.  Simulation was performed using a Dell desktop PC using 4 cores.  

Solution stability was monitored using ANSYS CFX Solver Manager.  ANSYS-CFX writes an 
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output file and a transients folder (containing all of the transient results) upon completion.  A 

separate script file was written (by DR) in order to calculate the pressure and flow at the inlet and 

outlet, averaged over the cross-sectional area of the boundary (inlet or outlet/s).  These transient 

data were exported into MS Excel, within which the data were divided into individual cycles and 

analysed.  The vFFR was calculated from the ratio of mean outlet pressure (Pd) to mean inlet 

pressure (Pa) over the last period. 

 

Table 3.1.  Parameters used in the predictive simulation 

Parameter Value 
Rheological properties of blood  
    Blood viscosity 0.0035 Pa∙s 
    Density 1066 kgm-3 
Time constraints  
    Timestep (tstep) Period /80ms 
    Timesteps per period 80 
    Total analysis time 241*timestep 
Solution control  
    Target residual 10 e-6 
    Maximum iterations per timestep 100 
    Minimum iterations per timesep 2 

 

3.4.1.10     Statistical analysis 

Both measured and virtual FFR (mFFR and vFFR) data were dichotomised according to whether 

they were ≤ or > 0.80; the threshold of physiological significance.  The ability of vFFR to predict 

whether mFFR was ≤ or > (i.e. the diagnostic accuracy of the workflow) was evaluated by 

calculating sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV) 

and overall accuracy.  95% confidence intervals for sensitivity, specificity, PPV and NPV were 

calculated using the exact binomial test (Harper and Reeves, 1999).  Agreeability between mFFR 

and vFFR was assessed by calculating the bias (mean delta, vFFR-mFFR) and the standard 

deviation (SD) of the differences.  A Bland-Altman plot was drawn (Bland and Altman, 1986) and 

the average absolute error was calculated.  The correlation between vFFR and mFFR was assessed 

using Pearson’s correlation coefficient (R). 

 

3.5     Results 

3.5.1.1   Patient and clinical characteristics 

Twenty patients were recruited.  One patient was subsequently found to have had a previous MI 

(NSTEMI: diagnosed on basis of chest pain and mild troponin rise) and was therefore excluded in 
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accordance with the exclusion criteria (section 3.4.1.3).  Nineteen patients were therefore included 

in the final analysis.  Baseline characteristics of the included patients are presented in Table 3.2.  

The mean age of the group was 64 (range 45 to 81) years.  Twelve patients were male (63%).  

Sixteen patients had hypertension (84%), and 19 patients had treated hyperlipidemia (100%).  One 

patient had type 2 diabetes mellitus (5%).  None had prior stroke or peripheral vascular disease.  Of 

the 19 patients included, 13 received PCI (6 LCA, seven RCA), and six patients had physiologically 

non-significant stenoses (four LCA, five RCA) that did not receive PCI.  Three patients had stenoses 

in both the LCA and RCA.  Therefore, the total number of datasets analysed in the study was 35 

(two for each stent case [before and after intervention], one for each non-stent case, and three cases 

that included both RCA and LCA stenoses).  Table 3.3 provides details of the lesion characteristics. 

 

3.5.1.2   Computation.  

Generic boundary conditions were applied in all cases.  CFD solutions were successfully obtained 

in all 35 cases.  The CFD simulation time was between 24 and 48 hours.  The solution in eight cases 

was unstable at the default time-step (50 ms) and did not settle, even by the end of the first period.  

These cases were re-simulated at a reduced time-step of 10 ms which improved solution stability 

and convergence in all but two cases which required further time-step reduction down to 5 ms to 

ensure solution stability. 

 

3.5.1.3 Diagnostic accuracy of vFFR 

Lesions were stratified into two groups: those with an invasively measured FFR ≤ 0.80; and those 

with an FFR > 0.80.  The computed vFFR was stratified in the same way, and the results were 

compared.  There was a high level agreement between mFFR and vFFR.  Diagnostic accuracy of 

vFFR was evaluated as follows; sensitivity 86% (95% CI : 0.48 to 0.97), specificity 100% (0.87 to 

1.00), positive predictive value 100% (0.60 to 1.00), and negative predictive value 97% (0.82 to 

0.99).  The overall diagnostic accuracy was 97%.  Applying the more stringent and more traditional 

threshold of physiological lesion significance for FFR (≤ 0.75) (see section X), the sensitivity was 

71% (2 false negatives), specificity 100%, PPV 100%, NPV 93% and overall diagnostic accuracy 

94%.  Table 3.4 and Table 3.5 demonstrate the accuracy of vFFR based on dichotomised data. 
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Table 3.2.  Baseline characteristics of the included patients 

General demographics 
  Mean age, years (range) 64 (45-81) 
  Male 12 (63) 
  Mean body-mass index 29 
Comorbidities 
  Hypertension 16 (84) 
  Hyperlipidaemia 19 (100) 
  Diabetes 1 (5) 
  Current smoker 4 (21) 
  Prior myocardial infarction 1 (5) 
  Stroke 0 (0) 
  Peripheral vascular disease 0 (0) 
Medication 
  Aspirin 17 (90) 
  Beta-blocker 15 (79) 
  Nitrate 3 (16) 
  Statins 19 (100) 
  ACE inhibitors 11 (58) 
  Calcium-channel blockers 6 (32) 
  Clopidogrel 19 (100) 
  ARBs 0 (0) 

Values are mean (range) or n (%). ACE, angiotensin-converting 
enzyme; ARB, angiotensin receptor antagonist. 

 
 

3.5.1.4 Quantitative accuracy of vFFR. 

There was a strong correlation between vFFR and mFFR values (Pearson’s correlation coefficient; 

R = 0.84) (Figure 3.11).  However, correlation is no indicator of agreement, because it is possible 

to achieve 100% correlation with 0% agreement (see Chapter 6).  A Bland-Altman plot is shown in 

Figure 3.12.  Each individual mFFR is compared with its corresponding vFFR in Figure 3.11.  

 

The quantitative accuracy of the workflow is described in Table 3.6.  The mean difference (bias) 

between mFFR and vFFR was + 0.02 (SD 0.08).  The average absolute error of vFFR, when 

compared with mFFR, was ± 0.06 (± 8.1%). 
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Table 3.3. VIRTU-1 lesion characteristics. 
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1 R RCA >70 N N N N 2 Y 
2 R LAD 30 - 70 N N N N 5 Y 
3 R LAD 30 - 70 N N Y N 7 N 
4 R RCA 30 - 70 N N Y N 3 N 
5 R LAD >70 N N Y N 9 Y 
6 R RCA 30 - 70 N N N N 2 N 
7 R RCA >70 N Y Y Y 6 Y 
8 R LAD 30 - 70 N N N N 7 N 
9 R LAD 30 - 70 N N N N 7 Y 
10 R RCA >70 N N Y N 3 Y 
11 R LAD 30 - 70 N N N N 7 Y 
12 R RCA 30 - 70 N N N N 2 N 
12 R LAD 30 - 70 N N Y N 5 Y 
13 R RCA 30 - 70 N Y N N 4 Y 
14 R RCA 30 - 70 N N N Y 6 N 
15 R LCX 30 - 70 N N N N 3 Y 
16 R RCA 30 - 70 N N N N 2 N 
16 R LAD 30 - 70 N N Y N 8 N 
17 R LAD 30 - 70 Y N N N 10 Y 
18 R LAD 30 - 70 N N N N 7 N 
19 R RCA >70 N N Y N 3 Y 
19 R OM >70 N N N N 2 N 

Percentage diameter stenosis was assessed visually.  Values are n (%) unless 
stated otherwise.  The average SYNTAX (SYNergy between PCI with TAXus 
and cardiac surgery) score of the vessels studied was 4.9.  Twelve of the 22 
vessels had a measured fractional flow reserve (FFR) > 0.80 and were not 
stented.  LAD, left anterior descending artery; LCX, left circumflex artery; 
RCA, right coronary artery; OM, obtuse marginal; R, right; N, no; Y, yes. 

 

3.5.1.5 Doppler flow 

In the majority of cases, the ComboWire® XTPressure angioplasty wire did not return reliable flow 

velocity profiles during hyperaemia.  The use of flow data in this study was therefore abandoned. 

 
Table 3.4.  True and false positives.  

 vFFR ≤ 0.80 vFFR > 0.80 Total 

mFFR ≤ 0.80 6 1 7 

mFFR >0.80 0 28 28 

Total 6 29  
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Table 3.5.  Diagnostic accuracy (all cases). 

All cases % 95% CI 

Sensitivity 86% 0.48-0.97 

Specificity 100% 0.87-1.0 

Positive predictive value 100% 0.60-1 

Negative predictive value 97% 0.82-0.99 

Overall diagnostic accuracy 97%  
 

 

 

 

Figure 3.11. Measured FFR plotted against virtual FFR for all 35 datasets 
Pearson’s correlation coefficient (R) is 0.84. The grey line indicates the line of best fit for the 
correlation. The dotted red lines indicate the 0.80 threshold for intervention. From a treatment 
perspective, cases falling in the bottom left or top right quadrant are correctly categorised, 
whereas those in either of the other two quadrants are incorrectly categorised. 
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Figure 3.12.  Bland Altman plot for all cases.  

Dark lines represent the limits of agreement (mean ± 2 SD) 

 

 

3.5.1.6 Sub-group analyses 

Right versus left coronary cases 

A typical RCA case, shown in the CFD workflow (ANSYS CFX Post, post-processing) 

environment, is demonstrated in Figure 3.14.  For RCA cases the mean difference between vFFR 

and mFFR was + 0.03 (SD 0.08).  The average absolute error of vFFR when compared with the 

mFFR was ± 0.07 (± 8.5%).  A typical LCA case, shown in the CFD workflow environment, is 

demonstrated in Figure 3.15.  For LCA cases the mean difference between vFFR and mFFR was + 

0.01 (SD 0.09).  The average absolute error of the vFFR when compared with the mFFR was ± 0.06 

(± 7.8%).  

 

Pre- versus post-PCI cases 

To investigate whether accuracy was consistent across all values of FFR we compared the 

agreeability of vFFR and mFFR, excluding data from post-stent cases.  This enabled us to focus on 

the cases with lower mFFR values, i.e. those of most clinical interest.  There was a small non-

significant increase (0.01) in the average absolute error, ± 0.07, p=0.41.  Table 3.6 summarises the 

accuracy of vFFR for all cases and for the subgroup analyses described immediately above. 

 

A posteriori correction 
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This correction was applied to the pre- and post-PCI cases.  The correction re-calculated the 

pressure distal to the lesion when individualised, patient specific Windkessel parameters were 

applied as calculated from simulation using the invasive pressure data as boundary conditions.  The 

correction reduced the average absolute error from ± 0.070 to ± 0.035.  

 

 
Table 3.6. Quantitative accuracy of vFFR: all cases and sub-group analysis. 

Measure of quantitative 
accuracy of vFFR 

RCA cases 
n = 16 

LCA cases 
n = 20 

Post-stent cases 
excluded 

n = 22 

Total cases 
 

n = 35 
Mean difference (bias) 0.03 0.01 0.01 0.02 
Standard deviation 0.08 0.09 0.1 0.09 
Average absolute error ± 0.07 ± 0.06 ± 0.07 ± 0.06 
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Figure 3.14. Example of vFFR in a right coronary artery case. 
Images from Patient #10, a 63-year-old woman with chronic stable angina and a stenosis in the RCA. 
A single rotational angiogram was recorded with cranial tilt. (A and B) Single frames from that 
rotation, in the left anterior oblique (A) and right anterior oblique (B) projections. The arrows identify 
the stenosis. The baseline mFFR was 0.45. The angiographic data were processed for anatomic and 
physiological reconstruction, which is displayed in C. The colours represent pressure (Pa) according 
to the scale shown. The vFFR was 0.56. A 3*38 mm stent was implanted. The rotational angiogram 
was repeated, and the mFFR was 1.0. The corresponding images, taken from the post-implantation 
angiogram and the reconstruction, are shown in D, E, and F. The vFFR post-implantation was 0.91 
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Figure 3.15. Example of vFFR in a left coronary artery case. 
Images from Patient #11, a 50-year-old man with chronic stable angina and a stenosis in the proximal 
LAD artery. Two RoCAs were recorded, 1 with cranial, and the other with caudal tilt. (A and B) Single 
frames from the cranial rotation, in the posteroanterior (A) and right anterior oblique (B) projections. 
The arrows identify the stenosis. The baseline mFFR was 0.51. The angiographic data were processed 
for anatomic and physiological reconstruction, which is displayed in C. The colours represent pressure 
(Pa) according to the scale shown. The vFFR was 0.60. A 4*12 mm stent was implanted. The rotational 
angiogram was repeated, and the mFFR was 0.95. The corresponding images, taken from the post-
implantation angiogram and the reconstruction, are shown in D, E, and F. The vFFR post-implantation 
was 0.96. 
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3.6     Discussion 

The VIRTU-1 workflow demonstrated the feasibility of using the combination of image analysis 

and 3-D CFD modelling to predict clinically useful physiological measures within a diseased 

coronary circulation solely from angiographic images.  The workflow has been developed to create 

a simplified, 3-D virtual coronary tree from a single RoCA.  With a CFD solver, and with generic 

boundary conditions, the pressure and flow solution are calculated.  The results enable assessment 

of 1 or more stenoses in silico.  The vFFR values agree well with the measured values, with an 

overall average deviation from the measured values of ± 0.06.  Lesions requiring PCI (mFFR <0.80) 

were identified from non-significant lesions (mFFR >0.80) with 97% accuracy.  This level of 

accuracy is excellent considering the small number of patients in this study.  Furthermore, the 

coefficient of variation of mFFR itself is reported as ± 4.8% (de Bruyne et al., 1996).  

 

3.6.1.1 Advantages of modelled physiology 

There are several advantages offered by using physiological measures derived from our CFD 

workflow.  The model only requires knowledge of vessel geometry.  There is no need for the 

induction of hyperaemic flow, additional procedure time, the inconvenience (or hazard) of passing 

an intracoronary wire, or additional equipment, training, or cost i.e. all factors which have limited 

uptake of the invasive FFR technique.  A computational tool such as this would therefore improve 

operator and patient access to physiologically guided decision making with potential impact on 

clinical outcomes and cost.  A further advantage of vFFR is that the effects of multiple lesions or, 

indeed, collateral vessels can be included in the simulation.  Moreover, this technique is able to 

provide a pressure (and flow) solution at point within the modelled region in a single analysis which 

is superior to the invasive technique which provides a single-point FFR unless a pullback procedure 

is performed.  Finally, in silico techniques enable the virtual arterial geometry to be manipulated in 

order to simulate stenting.  Virtual stenting provides a means by which the physiological impact of 

various PCI strategies can be simulated and predicted thus enabling the optimal strategy (which 

balances the maximum physiological result for least intervention) to be selected prior to delivery of 

treatment in vivo.   

 

3.6.1.2 Comparison with FFRCT.   

Papers by Koo, Min and Nakazato et al. (Min et al., 2012, Koo et al., 2011a, Nakazato et al., 2013) 

report the calculation of FFR from CCTA.  Both the CCTA and this angiographic study succeed in 

inferring the physiological significance of coronary lesions by applying CFD to reconstructed 

cardiovascular anatomy.  There are similarities in how this is achieved.  Both approaches apply a 
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lumped parameter model at vessel branches, and both model blood as a Newtonian fluid with the 

incompressible Navier Stokes equations.  However, unlike vFFRCT, VIRTU-1 relies on vessel 

geometry alone from ICA and does not involve an estimation of myocardial mass from CT.  

Furthermore, the results of this study appear more accurate than those reported in these articles. 

However, it is important to note that whilst the greater accuracy of these results may reflect the 

superior resolution of ICA over CCTA it may simply be related to the small patient cohort in the 

current study.  Koo et al. describe the DISCOVER-FLOW (Diagnosis of Ischemia-Causing 

Stenoses Obtained Via Noninvasive Fractional Flow Reserve) study as being based upon three key 

principles: 1) as patients with rest angina were excluded in their study, coronary supply met 

myocardial demand at rest, enabling calculation of total resting coronary flow relative to ventricular 

mass; 2) resistance of the microcirculation at rest is inversely, but not linearly, proportional to the 

size of the feeding vessel; and 3) microcirculation reacts predictably to maximal hyperaemic 

conditions in patients with normal coronary flow.  An explicit comparison of the current method 

with theirs is not possible, since precise details of their simulation and the parameters used to inform 

their model are not disclosed.  Disadvantages of vFFRCT include the requirement for a separate test 

(many patients will require ICA anyway), and that CTCA overestimates lesion severity in calcific 

CAD and is limited in those with irregular heart rhythm, tachycardia or motion artefact.  Ultimately, 

just as CTCA and ICA serve different purposes in different populations, vFFRCT, which is useful in 

low-moderate risk patients and vFFRICA, which is useful in guiding directly interventional 

management, should be regarded as complementary rather than competing technologies.  

 

3.6.1.3 Comparison with other studies 

Other investigators have attempted to predict the physiological significance of CAD from luminal 

geometry.  Quantitative coronary angiography, intravascular ultrasound (IVUS) and, more recently, 

optical coherence tomography (OCT) have all been used to predict indexes of intracoronary 

physiology but with disappointing results (Koo et al., 2011b, Ben-Dor et al., 2011, Gonzalo et al., 

2012).  Gonzalo et al compared the use of OCT and IVUS in predicting an FFR of<0.8.  There was 

no significant difference between OCT and IVUS, and diagnostic accuracy was described as 

“modest” (sensitivity 82%, specificity 63%).  Rather than applying simplified haemodynamic laws 

such as the Poiseuille drop and statistical regression techniques to measures, such as minimum 

lumen diameter, minimum lesion area, or lesion length (or combinations of these), the current 

methodology employs 3-D CFD which better characterises the complexity of 3-D flow.  Similar to 

previous studies, the current method requires geometric knowledge of the vessel.  However, vFFR 

uses the segmented geometry of the diseased artery, employs generic boundary conditions (on the 

basis of multiple arterial resistance and compliance measurements and a Windkessel model), and 

solves the 3-D unsteady Navier-Stokes and continuity equations (CFD) for multiple heart cycles.  
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This gives a fuller physical picture of the time-varying pressure and flow velocity profiles in the 

artery.  Calculations also include assumptions with regard to the upstream pressure and downstream 

resistance and compliance, transiently, over a full heart cycle.  

 

3.6.1.4 Doppler flow velocity 

In the majority of cases, the ComboWire® XTPressure angioplasty Doppler wire did not provide 

reliable signal (as interpreted by the primary operator) and had to be abandoned.  However, this 

issue is widely reported by interventionalists and explains the low clinical uptake of Doppler wires 

relative to pressure wires.  The limitations of the Doppler wire are further explored in Chapter 6. 

 

3.7     Methodological challenges and limitations 

3.7.1.1 Study limitations 

The number of cases included in this preliminary study was modest, and deliberately prioritised 

simple lesions in stable patients for this proof-of-concept study.  Therefore the results were 

hypothesis-generating.  The high level of diagnostic accuracy obtained for this small sample of 35 

datasets may have included an element of serendipity.  Nevertheless, the results were encouraging, 

and the data sufficient to warrant further investigation.  Although the majority of lesions were 

intermediate by visual assessment, (Table 3.3), only a limited subgroup of cases (n = 9) had an 

mFFR falling between 0.70 and 0.90, the range that is of greatest clinical interest, representing the 

lesions which cause most doubt regarding the need for intervention.  This was unfortunate given 

the unbiased patient selection, but further supports the fact that physiology cannot be inferred from 

visual angiographic analysis alone. 

 

3.7.1.2 Methodological challenges 

A major limitation of the method, at this point, was the time required to compute a result (24-48 

hrs).  99% of this time was dedicated to CFD simulation.  It was clear that this had to be improved 

in order to make the workflow viable as a clinical tool.  The workflow required significant 

computational expertise (i.e. a PhD student or computer scientist) to operate and involved five 

separate programs.  Systems instability lead to frequent crashes with associated loss of processed 

data.  A typical analysis (without crashing) took approximately 5-10 minutes to segment and 

reconstruct (Philips), 10 minutes to prepare (GIMIAS), 5-10 minutes to mesh (ICEM via GIMIAS), 

10 minutes to set up the simulation (ANSYS ± ssh client), 24-48 hours to run the simulation 

(ANSYS) and 15 minutes to post process the result.  Clearly, this process required significant 
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rationalisation and development before the workflow can be deployed as a clinical tool, for 

example, in a clinical trial.  CFD is accurate, and its use is well established for a wide range of 

safety-critical industrial applications.  The precision of the VIRTUheart™ model is therefore 

dependent upon two main factors: accuracy of the segmentation and application of boundary 

conditions.  Both areas require further development. 

 

The image segmentation and reconstruction software used in this study (Philips) was associated 

with numerous procedural, methodological, and even commercial challenges.  Procedurally, 

compared with standard angiography, RoCA was associated with: 

· procedure prolongation due to protracted patient set up – necessary to avoid frequent 

proximity alarm activations which terminates image acquisition 

· achieving good opacification throughout the entire acquisition 

· default caudal and cranial angulation settings (25°) compromise and constrain the quality 

of the images, relative to standard angiography 

 

Moreover, the hardware and software required to perform RoCA is available in only a minority of 

centres in the UK and even fewer globally.  If VIRTUheart™ is to be used more widely, reliance 

upon RoCA will limit the potential applicability and commercial viability of the VIRTUheart™ 

system. 

 

Vessel reconstruction is also currently inadequate as a clinical tool.  As mentioned previously, 

coronary segmentation is inherently challenging due to cardiac motion and the small length scales 

involved within the coronary stenoses.  When the project started, the Philips system was the only 

proprietary system which segmented and reconstructed coronary arterial luminal surfaces.  

However, the VIRTU-1 study identified numerous limitations of the technique.  First, only two 

images are used for reconstruction from a possible 121.  This means that, not only is the majority 

of data discarded, but the system generates an axisymmetric geometry and any eccentricity of 

plaque within the luminal circumference ignored.  Although the Philips system requires both images 

to be from the same cardiac phase (end diastole) in order to eliminate potential artefacts introduced 

by the beating heart, not all patients are able to achieve breath hold, thus the heart moves with 

ventilation.  There is no correction for this.  Third, it was observed that during the first and last 20% 

of the 3 second acquisition the vessel lumen was poorly opacified, relative to the middle 60%.  This 

is important because the quality of the reconstruction is influenced by the angle of separation 

between the two selected images used which is constrained if the first and last images are sub-

optimally opacified.  Fourth, choice of images is significantly constrained.  This is because images 

must be selected from the same cardiac phase and RoCA is completed within three seconds.  
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Therefore, there are only ever 2-4 segments of the acquisition that can be used.  In short, there are 

conflicting priorities when selecting the two images for segmentation.  Major priorities include 

ensuring; good opacification, minimal overlap (difficult with fixed RoCA caudal-cranial 

angulation), minimal foreshortening, that the stenosis is clearly seen, and that images are from the 

same cardiac phase.  Given the rapidity of the rotation and the limited number of cardiac cycles 

recorded, satisfying even two of these criteria was a challenge, and any more was impossible.  

Finally, one projection image cannot identify the 3-D co-ordinates of a point: its location must be 

identified in two images.  An epipolar line is the line in a second projection image on which a point 

identified in a first projection image must lie.  Errors were introduced when segmentation of the 

second image proceeded parallel (or close to parallel) to the epipolar line from the former image.  

This is understandable and logical but was impossible to avoid, particularly in the context of RCA 

cases since course of the RCA deviates through approximately 180°.  It is therefore impossible to 

maintain perpendicular epipolar lines through the entire course when segmenting from just two 

images.  All these issues are being resolved in work carried out in parallel to the current project but 

are beyond the scope of the current thesis (Cimen et al., 2014). 

 

It is clear that the microcirculatory impedance presents a significant challenge.  FFR represents the 

fraction of the normal maximal myocardial flow that can be achieved despite the epicardial stenosis.  

Alterations in the resistance or impedance of the downstream CMV limit the rise in hyperaemic 

blood flow and restrict the corresponding pressure drop distal to the stenosis in the epicardial artery 

(Pijls et al., 1996, Hoffman, 2000, De Bruyne et al., 1995).  The developed model makes universal 

assumptions about the downstream resistance applying a “one-size fits all” approach.  

Consequently, in cases with abnormally high CMVR, or when maximal hyperaemia has not been 

achieved, the vFFR will overestimate lesion significance whereas, in cases with abnormally low 

CMVR, vFFR will underestimate physiological lesion significance.  If deployed clinically, this risks 

unnecessary revascularisation, or inappropriate deferral of treatment.  It is recognized that mFFR 

might be less reliable in cases with microvascular damage, and an important future challenge is to 

represent this in the model, with patient information to inform the distal resistance model.  The 

reduction in error observed when the a posteriori correction was applied suggests that a better 

appreciation of the factors governing the coronary microcirculatory resistance, on an individual 

patient basis may, in the future, enable improvements to be made to the tuning of the distal 

Windkessel. This is likely to result in an even closer estimation of mFFR and is the focus of Chapter 

5.  
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Figure 3.16.  Examples of errors introduced when epipolar lines are approximately parallel to the 
local vessel centreline 
In the left column, two images (a and b) are selected for segmentation and reconstruction (c).  The 
left main stem falls almost parallel to the epipolar (blue) lines. This introduces artefact in the final 
model (c) in this region.  The right column (d, e and f) demonstrates the same phenomenon in a distal 
LAD. 
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3.8     Conclusions and subsequent work 

The developed workflow uses images from a RoCA, segments and reconstructs the luminal surface, 

meshes and applies 3-D CFD analysis, and calculates vFFR to identify physiologically significant 

coronary lesions with 97% accuracy.  The model quantifies FFR with an accuracy of ± 0.06 on 

average.  This is the first in vivo study to report such accurate CFD-based measurements within the 

coronary circulation.  The potential advantages of this approach justify further investigation and 

development.  Subsequent sections of this thesis focus on optimising the accuracy, speed and 

usability of the model with greater patient numbers and with more complex cases.   

 

Further work will focus on the major limitations of the technique which are fivefold.  First; the 

workflow operates too slowly for use in the cardiac catheter laboratory where results are needed 

quickly in order to guide treatment decisions.  This limitation is dealt with in the following chapter 

(Chapter 4).  Second; the use of generic boundary conditions limits accuracy in patients whose 

coronary microvascular impedance diverges from the average value applied.  This risks unnecessary 

intervention when the impedance is underestimated and inappropriate not intervening if the 

impedance is over-estimated.  A strategy for circumventing this problem is described in Chapter 5.  

Third; the method of segmentation is key to accuracy.  Significant limitations have been identified 

with use of the Philips system deployed in this study.  Although, the development of an alternative 

segmentation and reconstruction method is beyond the scope of the current thesis, collaborative 

work performed in parallel has provided two alternative methods which are resolving the issues 

raised above.  Fourth; the CFD calculations of flow are impossible to validate due to the absence of 

an adequate Gold Standard.  Chapter 6 investigates this further and describes an experimental model 

suitable for this purpose.  Fifth; the current workflow is unstable with frequent crashes.  

Furthermore, it involves expertise in using five separate programs.  A graphical user interface (GUI) 

is needed to streamline the workflow to make it easier to use without losing functionality.  GUI 

development is described in Chapter 5. 
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4 Chapter Four: 
System Acceleration 

 

 

     Introduction 

VIRTU-1 demonstrated the feasibility of computing coronary physiology from coronary 

angiography despite relatively crude methods of segmentation, reconstruction, boundary condition 

application and meshing.  It is important that the generated result is not dependent upon simulation 

run time, nor the refinement of the spatial discretisation process.  It is also important to ensure that 

the run time and mesh refinement are not unnecessarily long, nor overly refined because this 

prolongs simulation time beyond what is necessary.  This chapter, includes a sensitivity analysis 

to ensure an asymptotic result for the least appropriate computation time.  In VIRTU-1, the time 
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taken to compute results ranged from 24 to 48 hours, and 99% of this time was taken up by CFD 

analysis.  This is far from apposite for a clinical tool where speed is proportional to clinical 

applicability.  Measuring FFR invasively during angiography takes a minimum of an extra10 

minutes in most cases and this is reported as a contributory factor for the current under-use of FFR, 

even in the context of PCI (Morris et al., 2015b).  Whilst a tool which takes c24 hours to compute 

may be acceptable for an outpatient test, such as CTCA, it is not for suitable for an invasive test 

such as ICA because decisions regarding revascularisation therapy are often made during ICA.  For 

practical reasons, a vFFR tool should ideally compute a result within the period which allows 

decisions to be made while the patient remains on the angiography table.  In practical terms this 

would be approximately 5-10 minutes.  Real-time, or close to real-time, on-table results are 

therefore the standard to which to aspire if clinical applicability of vFFR is to be maximised.  

System acceleration is therefore a key priority.  The aims of this chapter were to: 

1. Optimise the mesh and CFD solution to ensure an asymptotic solution; 

2. Explore, and investigate, methods for accelerating VIRTUheart™ solution time; 

3. Develop and validate a method which accelerates VIRTUheart™ to within a tractable 

timescale for use in the cardiac catheterisation laboratory i.e. an accurate result in ≤ 10 

minutes. 

 

     Mesh sensitivity analysis 

Haemodynamic models of the cardiovascular system require relatively complex, refined 

volumetric meshes.  In addition to capturing the key geometric features (via segmentation and 

reconstruction), it is important that the design, and refinement, of the fabricated mesh is appropriate 

for capturing the haemodynamic behaviour and physiology of the vascular compartment being 

simulated (flow and pressure fields) at the required length-scales.  The fully converged result 

should be independent of the operator-dependent meshing parameters selected.  Highly refined 

meshes with increased element density result in more accurate results, especially in regions with 

high pressure and flow gradients (stenoses) but simulation times are increased.  Conversely, coarser 

meshes compute quickly but may not capture fully the haemodynamics thus generating an 

inaccurate result.  There comes a point where further increasing mesh refinement sacrifices 

computational speed without significant additional increase in accuracy; there is a trade-off 

between mesh refinement and speed of computation.  For this reason, it is beneficial to perform a 

mesh sensitivity analysis in order to identify the minimal degree of mesh refinement associated 

with an acceptable level of accuracy so as to avoid the redundancy of excessive mesh refinement.  

Mesh refinement does not necessarily have to be homogeneous throughout the domain.  Fluid 

velocity decreases non-linearly from the luminal centre, towards the wall due to viscous friction.  
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In no-slip simulations, the velocity immediately adjacent to the wall is zero with the largest velocity 

gradients within regions closest to the wall.  Boundary (or wall) inflation layers can be designed 

and implemented so that thinner elements (usually prisms) close to the wall can accurately capture 

these gradients. 

 

4.2.1     Method 

The most challenging cases are those with the greatest pressure and flow gradients, i.e. those with 

the tightest stenoses.  In Chapter 3, the most severe arterial stenosis was case 15, pre-PCI (FFR = 

0.36).  This case was therefore selected to perform the mesh sensitivity analysis.  The meshes were 

constructed in ANSYS ICEM (ANSYS, Canonsburg, PA, USA) by means of a parameterised script 

file as discussed previously. 

 

4.2.1.1     Tetrahedral elements 
In Chapter 3, a homogenous tetrahedral mesh (without boundary prism layers) with a surface 

volume element size (SVES) of 0.125mm and global mesh element size (GMES) of 0.06mm was 

used (LaDisa et al., 2003, Shrestha, 2010).  This produced a 1-1.5 million element mesh in all 

cases.  In this analysis, the same GMES and SVES parameters were used as the starting point and 

a purely tetrahedral mesh (without prisms) was evaluated.  Relative to the starting point, the GMES, 

and then the SVES, were reduced to 50% (halved) and then increased to 200% (doubled).  The 

effects of this on the number of elements, simulation wall clock time, and whether the pressure 

results were asymptotic were recorded over 40 periods (i.e. 40 cardiac cycles), transient, 3-D CFD 

analysis. 

 

4.2.1.2 Tetrahedral elements with prism layers activated 
Tetrahedral elements are inefficient for capturing and resolving the physical solution at the 

boundary whereas prisms better resolve the physics perpendicular to the boundary wall where the 

viscous blood and the vessel wall come into contact.  Activating prism layers generates thinner 

(prism) elements adjacent to the wall surface allowing more calculations per unit distance and is, 

therefore, more efficient and realistic resolution of the surface numerics, without increasing the 

total number of surface elements.  This produces a more accurate, realistic, and quicker solution, 

without the need for a very fine tetrahedral mesh (ANSYS Inc, 2011). Prism layers were activated.  

The chosen starting parameters were: growth law, exponential; initial height, 0.01625mm; height 

ratio, 1.2; layers, 10; giving a total height of 0.422mm.  The GMES was then reduced to 75% and 

increased to 125% relative to the starting point.  The SVES was reduced to 75% and 62.5% (i.e. a 
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further 75% reduction) and increased (relative to the starting point) to 125% and to 162.5% (i.e. a 

further 25% increase). 

 

4.2.1.3 Prism layers 
Within ANSYS ICEM it is possible to manipulate the growth law (exponential or linear), initial 

height, height ratio and number of layers of prisms.  The number of layers was varied and the effect 

on: the number of elements; simulation wall clock time; and the point at which the pressure and 

FFR solution became asymptotic were recorded.  Simulations were run for 40 cardiac cycles to 

ensure that the asymptote was reached. 

 

4.2.2 Results 

4.2.2.1 Tetrahedral mesh 
The results of this experiment (see Table 4.1) show that, for a purely tetrahedral mesh, the finer 

the mesh the better the convergence of the FFR solution.  The solution converges towards the 

asymptote from above.  Complete mesh independency was not achieved with a homogeneous 

tetrahedral mesh, and for this reason, prism layers were activated. 

 

4.2.2.2 With Prism layers 
The results of the second analysis are presented in Table 4.2. Once prism layers are activated, the 

solutions converged from below. In addition, the asymptote was reached, and the GMES, SVES 

and prism parameters chosen as the reference appear to be converged and can be considered 

reliable. 

 
Table 4.1. Tetrahedral mesh evaluation. 

 Start Varying GMES Varying SVES 

Alteration Reference 50% GMES 200% GMES 50% SVES 200% SVES 
GMES (mm) 0.25 0.125 0.5 0.25 0.25 
SVES (mm) 0.125 0.125 0.125 0.0625 0.25 
Elements (n) 6.91×105* 2.12×106 6.32×105 2.76×106 2.65×105 
Distal Pressure (Pa) 3915 3820 3871 2884 4595 
FFR 0.350 0.342 0.346 0.270 0.411 
Time (min) 2549 4739 2348 7221 599 
Time (days) 1.77 3.29 1.63 5.01 0.42 

Coupled analysis with a specified proximal pressure and a distal Windkessel. GMES, global mesh 
element size; SVES, surface vessel element size. *Nodes in the reference mesh = 141687. 
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Figure 4.1. Examples of the mesh arrangement at the inlet boundary. 

(a) demonstrates a purely tetrahedral mesh and (b) demonstrates a tetrahedral mesh 

with prism layers at the wall. The yellow boxes are a ‘zoom in’ to emphasise the wall.  

 

 

 
Table 4.2. Varying the GMES and SVES with prism layers activated. 

 Start Varying GMES Varying SVES 
Alteration  Reference 75% 125% 75% 56.25% 125% 156.25% 
GMES (mm) 0.25 0.1875 0.3125 0.25 0.25 0.25 0.25 
SVES (mm) 0.125 0.125 0.125 0.09375 0.070313 0.15625 0.195313 
Initial Height 
(mm) 

0.016 0.016 0.016 0.016 0.016 0.016 0.016 

Height ratio 1.2 1.2 1.2 1.2 1.2 1.2 1.2 
Layers (n) 10 10 10 10 10 10 10 
Total Height 
(mm) 

0.422 0.422 0.422 0.422 0.422 0.422 0.422 

Tetrahedra 
(n) 

309550 1052602 310099 674827 1381938 557375 294336 

Prisms (n) 9.97×105 10.0×105 9.96×105 1.77×106 3.15×106 6.40×105 4.10×105 
Elements (n) 1.3 ×106 2.1×106 1.3×106 2.4×106 4.5×106 1.2×106 0.7×106 
Distal 
Pressure (Pa) 

2603 2618 2608 2639 2636 2598 2507 

FFR 0.2339 0.2343 0.2335 0.2362 0.2359 0.2325 0.2244 
Time (mins)  5882 8400 4680 9555 11670 2399 1230 
Time (days) 4.08 5.83 3.25 6.64 8.10 1.67 0.85 

GMES, global mesh element size; SVES, surface vessel element size 
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4.2.2.2.1 Prism Elements 

In the final stage of this analysis, the prism layer parameters were manipulated to understand the 

influence upon the computation time and results.  Results are demonstrated in Table 4.3.   

 

Table 4.3.  Evaluation of prism layers 

 Start Reducing prism layers 

Alteration Reference 5 layers 4 layers 3 layers 

GMES (mm) 0.25 0.25 0.3125 0.3125 

SVES (mm) 0.125 0.125 0.195313 0.195313 

Initial height (mm) 0.01625 0.01625 0.01625 0.01625 

Height ratio 1.2 1.2 1.2 1.2 

Layers (n) 10 5 4 3 

Total height (mm) 0.422 0.121 0.097 0.059 

Tetrahedra (n) 309550 462171 535037 554519 

Prisms (n) 996851 499045 164192 123144 

Elements (n) 1.31×106 9.6×105 7.0×105 6.8×105 

Distal Pressure (Pa) 2603 2639 2571 2650 

FFR 0.233 0.236 0.230 0.237 

Time (min)  5882 2189 988 928 

Time (days) 4.09 1.52 0.69 0.64 

GMES, global mesh element size; SVES, surface volume element size 

 
 

4.2.3     Conclusion  

On the basis of the analysis, the following mesh parameters were deemed to provide a reasonable 

balance between execution time and accuracy of computation: GMES, 0.3125; SVES, 0.195313; 

type, exponential; initial height, 0.01625; ratio, 1.2; layers, 4; total height, 0.08723. 

 

     Number of simulated cardiac cycles 

The nature of the fully transient 3-D CFD solution (with coupled Windkessel) is such that as 

successive cardiac cycles are simulated the, global solution approaches, or converges, towards the 

final result, i.e. the solution is approached in a time-dependent manner.  If the solution is plotted 

as a function of time, an exponential shape is observed.  Therefore, it is essential that solution 
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simulation continues until the asymptote is reached, i.e. the point at which the curve towards 

convergence approaches linear and the solution space is flat.  At this point, further simulation yields 

no significant improvement and the result is considered independent of the solution time.  VIRTU-

1 arbitrarily simulated physiological dynamics over ten cardiac cycles.  It is observed that cases 

with more severe stenosis cases take longer to converge than those with mild stenoses.  It is 

important that the final result, which is expected to be periodic, is not polluted by a dependence on 

the initial conditions. 

 

4.3.1.1 Method 
Four cases were selected to assess the effect of lesion severity on the number of simulated cycles 

required to reach the asymptote.  The cases chosen represented a range of severities including: 

severe (vFFR = 0.36), significant (vFFR = 0.61), borderline (vFFR = 0.81), and mild stenosis 

(vFFR = 0.90).  Each case was run for 40 cycles.  The asymptote was determined stringently as the 

point at which there was a difference of < 5 e-5 between the FFR solution for two successive cardiac 

cycles.  In addition, a less stringent, more pragmatic approach was taken which defined the point 

at which the time of simulation no longer affected the FFR.  This was taken as the point at which 

there was a difference of < 4 e-3 between the FFR solution for two successive cardiac cycles. 

 

4.3.1.2 Results 
Table 4.1 summarises the number of periods the simulation needed to run before reaching the 

asymptotic result.  To reach the asymptote, the severe case (vFFR = 0.36) took 25 periods, the 

significant case (vFFR = 0.61) 23 periods, the borderline case (vFFR = 0.81) 21 cycles, and the 

mild case (vFFR = 0.90) 19 cycles to reach the asymptote.  At the less stringent level of defining 

the asymptote, the severe case took 17 periods, significant 14, borderline lesion 13 cycles and the 

mild lesion 11 periods.  Figure 4.3 demonstrates the convergence of the severe case.  The longest 

total simulation time was the severe case (vFFR = 0.35) at 79 hours. 
 

Table 4.4.  The number of periods taken to reach the asymptote 

Case FFR N cycles  
(delta 5 e-5) 

N cycles  
(delta 4e-3) 

Severe 0.35 25 17 
Significant 0.61 22 14 
Borderline 0.81 21 13 
Mild 0.89 19 11 

N cycles indicates the number of periods taken to reach the asymptotic result 
according to the delta criteria, between successive cycles. 
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For both thresholds, the FFR was plotted against the number of cardiac cycles taken for the 

simulation to reach the asymptote.  The line of best fit (linear) reflects the number of simulated 

periods required to reach the asymptote for a given FFR (see Figure 4.2).  

 

 

 
Figure 4.2. Number of periods to reach asymptote with extrapolated line of best fit. 

 

 

 

 

4.3.2 Conclusion 

In the current analysis, the number of cycles required for a simulation to reach full convergence 

(asymptote) is dependent upon the severity of the lesion and the criteria by which the asymptote is 

defined.  Very severe lesions require approximately twice the number of cycles than very mild 

stenoses.  According to the stringent criterion, approximately 30 cycles are needed to ensure a fully 

asymptotic result.  However, the focus of this project is to develop a practical clinical tool.  On that 

basis, the less-stringent criterion indicates that very severe lesions require approximately 20 - 21 

cycles to reach full convergence.  However, in terms of dichotomised data prediction (FFR < or ≥ 

0.80), the borderline region (FFR 0.75 – 0.85) is where accuracy matters most.  In this region, 13 

cycles produced an acceptable result.  Outside this region, small differences in result will not 

influence the revascularisation decision.  Furthermore, very severe lesions with > 90% stenosis by 

visual criteria do not require FFR measurement (Tonino et al., 2010).  Either way, when applying 

the current method of CFD simulation (fully transient 3-D with coupled 0-dimensional model), 10 

cycles is not sufficient to give confidence that a fully converged result has been achieved.  This 

extends rather than decreases computation time relative to VIRTU-1.  
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Figure 4.3. Convergence of case 15 (severe 

lesion) over 40 periods.   

The numbers above the cycles indicate the cycle 

number and the corresponding delta value 

between the FFR of that cycle and the previous 

cycle.  The yellow and green highlighted figures 

indicate when the pragmatic and stringent 

thresholds for reaching the asymptote were 
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4.3.3 Richardson’s extrapolation 

Since convergence towards the asymptote follows an exponential, it may be possible to extrapolate 

the asymptote from the results of the initial cardiac cycles thus predicting the fully converged result 

without completing the full simulation.  The Richardson extrapolation (Roache, 1994, Roache, 

1997) is a sequence acceleration method which allows the estimation /prediction of the asymptote 

from the relationship between earlier interval observations.  Given an exponential relationship such 

as is shown in Figure 4.4 (below), where X1, X2 and X3 are three, equally spaced (i.e. h1 = h2) early 

observations (cycle solutions).  The predicted final, asymptotic result (y0) can be calculated 

according to: 

 �� = ���� − ����� − 2�� + �� Eq 4.1 

It is expected that later observations will yield more accurate predictions of the final result.  A 40 

cycle 3-D CFD simulation was run using the same four cases used in the mesh sensitivity analysis 

(section 4.3). A range of cardiac cycle solutions were substituted into the equation in order to 

predict the fully converged result.  

 

 

Figure 4.4.  CFD solution convergence 
See text for explanation 

 

 

4.3.3.1 Results 
Table 4.5 outlines the results of this evaluation.  The results demonstrate that it is possible to 

predict the final asymptote from early interval observations.  These results are consistent with the 

hypothesis in that later observations would yield more accurate results; the number of the last cycle 
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used in the calculation was inversely proportional to the magnitude of error between the predicted 

and actual results (Pearson’s correlation coefficient = 0.72, p=0.018).  In this preliminary 

evaluation, using cycles 6, 7 and 8 generated < 1.0% error in all cases and cycles 7, 8 and 9 were 

associated with <0.50% error in all cases. 

 

4.3.3.2 Conclusion 
This novel application of the Richardson extrapolation provides a reliable estimation of the fully 

converged result without the need to run a simulation to full, periodic, convergence.  This could be 

integrated into the final model in order to reduce computation time.  It may also be deployed in a 

manner which provides a pre-determined level of confidence according to whether the priority for 

a given case is speed or accuracy.  For example if a vFFR result of 0.45 was predicted from the 

results of cycle 4, 5 and 6, even a 10% error margin would give an accurate assessment of the 

physiological significance of the given lesion.  In this provisional evaluation on a small number of 

representative cases, using cycles 7, 8 and 9 generated an appropriately accurate prediction of the 

final solution in all cases.  Therefore, although successful in reducing the total time of computation 

from 20 or 30 cycles (depending on the desired level of accuracy – see section 4.3) down to just 8 

or 9 periods, this is almost identical to the number used in Chapter 3 which was associated with 

very protracted simulations.  Whilst successful and of potential use in other fields of CFD analysis, 

this novel use of the Richardson’s extrapolation is not a viable option for VIRTUheart™. 

 
Table 4.5.  Demonstrating the extrapolated /predicted result from early cycle solution interval 
observations. 

 Case 1 
vFFR=0.363 

 Case 2 
vFFR=0.816 

 Case 3 
vFFR= 0.895 

 

Cycles 
used 

Extrapolated 
result 

Error Extrapolated 
result 

Error Extrapolated 
result 

Error 

1,2,3 0.2041 -43.78% 0.7941 -2.64% 0.8357 -6.62% 
2,3,4 0.3275 -9.79% 0.7646 -6.25% 0.8381 -6.36% 
3,4,5 0.3495 -3.71% 0.7989 -2.04% 0.8786 -1.83% 
4,5,6 0.3544 -2.38% 0.8075 -0.99% 0.8882 -0.77% 
5,6,7 0.3557 -2.01% 0.8105 -0.62% 0.8910 -0.45% 
6,7,8 0.3608 -0.60% 0.8136 -0.25% 0.8936 -0.15% 
7,8,9 0.3613 -0.46% 0.8144 -0.15% 0.8944 -0.07% 
1,3,5 0.3152 -13.15% 0.7440 -8.78% 0.8194 -8.45% 
3,6,9 0.3534 -2.63% 0.8060 -1.17% 0.8865 -0.95% 

vFFR values refer to the final result after 40 cycles. Error indicates the percentage difference between 
the predicted result and the asymptote. 
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 Reasons for prolonged computation 

The coronary circulation is a dynamic, 3-D, pulsatile system.  In order to best characterise this, 

VIRTU-1 implemented a transient, 3-D CFD simulation.  However, this method involves solving, 

for several millions of degrees of freedom, a set of non-linear, partial differential equations (Navier-

Stokes), simultaneously and repeatedly, thousands of times each cardiac cycle.  Even using a high 

performance desktop PC (Intel Xeon processor, 32GB RAM), this takes considerable time.  The 

optimal CFD simulation method for computing vFFR has yet to be established.  In order to 

accelerate result generation, VIRTUheart™ requires either an increase in computing power, or an 

alternative, reduced-order method of computing the result.   

 

4.4.1 Potential methods for acceleration 

Upscaling computational power remains one option for accelerating CFD simulation but this is not 

easily accommodated within traditionally parsimonious healthcare systems.  Nowadays, this 

problem can be resolved by accessing high performance computing (HPC) within a cloud service.  

The feasibility of this approach was tested.  A simple ANSYS definition file was written and a 

workflow was designed within the Taverna Workbench Core (v2.5.0, School of Computer Science, 

University of Manchester, UK) (Taverna Workbench 2015) to read the definition file to the 

Amazon Cloud (Amazon Web Services, Inc. USA), via VPH-Share infrastructure.  The simulation 

ran in the cloud and the results and *.out files were written back to the VPH-Share filestore.  With 

a simple simulation (300 000 element straight tube, steady-state analysis, residual target (RMS) 

≤10-4), the process took >15 minutes to return results, the majority of which was taken up by file 

transfer.  Therefore, simulation speed aside, this is impractical for a clinical tool.  Furthermore, in 

a clinical application, sensitive clinical data would need to be exported beyond hospital firewalls 

into a proprietary web service; this associated with a wide range of separate issues.  Remote 

computation has been adopted by HeartFlow, Inc (Redwood City, USA) where physicians upload 

anatomical data (standard CCTA protocols) to the secure HeartFlow system.  HeartFlow perform 

their patent-protected CFD analysis on high-performance computers and return a result with a 

color-coded 3-D model of the coronary arteries showing vFFR.  However, prolonged computation 

times are less crucial for CT-derived FFR because of the intervening time period between the non-

invasive CT scan and the invasive CAG.  Whether or not the clinical community (and hospital 

management) have an appetite for this is yet to be determined.  A system which allows real-time 

processing within software integrated into local catheter-laboratory systems is likely to be more 

desirable.   
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If major reductions in simulation time are to be made, an alternative, reduced order model or 

method is required.  The remainder of this chapter focuses on alternative methods for computing 

vFFR. 

 

 1-D CFD modelling 

In the context of VIRTU-1, the excessive simulation times are a consequence of the transient 3-D 

CFD analysis.  It is therefore logical to either reduce the dimensions of the model to a 1-D transient 

(this section) model, or change to an analysis based upon a 3-D steady-state method (see section 

4.6).  The operation of a 1-D model on sixteen cases from the VIRTU-1 dataset is reported in the 

MSc thesis of Jeroen Feher (Feher, 2014).  This work is summarised in this section, culminating in 

the comparison, in Figure 4.8, of JF’s 1-D results with the 3-D results reported in Chapter 3 of this 

thesis.  Clinical data was generated by Morris.  Simulations and analysis were done in collaboration 

 

In 1-D wave propagation models, the motion of blood is resolved by the axisymmetric (1-D) form 

of the Navier Stokes equations, whereas the motion of the elastic vascular walls is governed by the 

equations of equilibrium (Shi et al., 2011).  1-D models require significantly less computational 

expense than higher order CFD models because the 3-D domain is reduced simply to a measure of 

vessel radius as a function of vessel length.  Zero- and 1-dimensional (0-D and 1-D) models are 

often used to represent the principal cardiovascular components, such as the heart, valves, and 

vessels.  0-D and 1-D models are frequently coupled to more complex multi-scale models where 

their role is to represent the boundary conditions.  The great advantage of 1-D models is that they 

typically solve in seconds or minutes.  The disadvantage is that they only represent the vessel radius 

as a function of length, thus ignoring the complex 2-D and 3-D effects of coronary arterial anatomy.  

Furthermore, blood flow in the radial direction is assumed to be zero; this is not the case in the 

post-stenotic region.  The hypothesis in this section is that a 1-D model will provide faster, but less 

accurate, results than a 3-D model. 

 

4.5.1 The model 

A 1-D wave propagation model of coronary physiology was developed during the course of this 

project with JF and was based upon a circulation model by Keijsers et al (Keijsers, 2012b).  The 

model consists of three types of elements; a heart contraction model element, a 1-D wave 

propagation element representing the large (systemic and coronary) arteries, and, similar to 

VIRTU-1, a set of 0-D lumped parameter elements to represent the distal boundary conditions.  

The model is outlined inFigure 4.5. 



CHAPTER FOUR: SYSTEM ACCELERATION 
 
 
 

 
121 

Detailed descriptions of the one-fibre heart model (Bovendeerd et al., 2006), 1-D wave propagation 

models of the arterial segments (Kroon et al., 2012), coupled Windkessels (Feher, 2014), valves, 

(Mynard et al., 2012), parameterisation (Cox et al., 2009), stenosis element (Bessems et al., 2007) 

and generation of geometric data (Stergiopulos et al., 1992) can be found in the referenced 

manuscripts (Keijsers, 2012b). 

 

 

 

Figure 4.5. The full circulation model from Keijsers et al (Keijsers, 2012a) 
The model comprises a 1-D arterial model coupled to zero-dimensional elements grouped into a 
heart, pulmonary, microcirculation and venous models.  The focus in this section was on patient 
specific modelling of diseased coronary arteries with the remainder of the model providing 
boundary conditions. The ventricles in the heart model provide input to the coronary 
microcirculation. L, inertance; R, resistance; Z, impedance; C, capacitance; TV, tricuspid valve; 
PV, pulmonary valve; AV, aortic valve; MV, mitral valve; LV, left ventricle; RV, right ventricle; Pim-

RV and Pim-LV, intramyocardial pressure of right and left ventricles. 
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4.5.2 Method 

In this analysis the relevant coronary element was replaced with a 1-D topology informed by 

patient-specific data.  In order to provide a comparison with the model used in VIRTU-1, the same 

generic Windkessel parameters and the same arterial geometry data were used as for VIRTU-1 

(segmented and reconstructed from rotational angiography) to construct the patient-specific 1-D 

models.  A script file was coded in Matlab (DR) which (i) skeletonised the 3-D files encoding the 

extracted vessel and (ii) computed the radius at each point along the centerline.  The output 

comprised a set of radii and relevant axial coordinate in 3-D (x, y, z) space (*.vtk).  The 3-D 

coordinates were reduced to a 1-D description by calculating distance between each axial 

coordinate and plotting the cumulative distance against radius, thus radius versus arterial length 

could be plotted.  The stenosis model was limited to representation of a single stenosis, on the 

assumption that the most significant pressure drop would be associated with the major stenosis.  

The stenosis is represented by a smooth cosine wave (defined below).  The numerical solution 

assumes laminar flow.  The remainder of the non-stenosed artery was represented as a smooth 

tapered tube with decreasing radius. 

 

Patient specific arterial data were plotted in MS excel.  The position of the stenosis according to 

length along the centerline, stenosis length and severity were determined visually and used to 

define the stenosis element geometry (see below).  Thus, the non-stenosed regions were defined, 

and by fitting a linear regression best-fit to these data, the normal vessel radius, true length of the 

modelled segment and the proximal and distal radii were defined.  Stenosis severity (Sv) was 

defined according to: 

 �� = �1 − ����� ∙ 100 Eq 4.2. 

Where, as is the minimum luminal cross sectional area and a0 is the normal, non-diseased area 

according to the linear regression fit. 

 

These data (vessel length, proximal radius, distal radius, stenosis severity, position and length) 

were then used as input functions to inform the model which is implemented in Matlab 

(MathWorks, UK).  For cases without stenoses (post-PCI), the stenosis severity was programmed 

as 0%.  Stenosis geometries were defined by radii according to Figure 4.6 and Eq 4.3 based on an 

inverse cosine wave.  Figure 4.7 demonstrates an example of the raw and resulting 1-D modelled 

data. 
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Figure 4.6.  Stenosis geometry 
Lm, length to the middle of the stenosis; Ls, stenosis length; a0, normal area; as, 
area of the stenosis; L, length 

 

 

 

 � = �� − �� − ��2  �1 − cos�2� � − �� − ��/2�� �� Eq 4.3. 

 

 

 

Figure 4.7. Raw data and 1-D estimation 
Patient-specific clinical data are used to inform the 1-D radius-length model 
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The remaining coronary arteries and parameters remain the same as in the normal condition case.  

The parameters for the coronary microcirculation Windkessel elements were used as in Chapter 3.  

This enables comparison between the vFFR3-D, and vFFR1-D. 

 

4.5.3 Results 

The 1-D model results computed considerably more rapidly than the 3-D model.  Mean 1-D 

computation time was 556.5 s (9.3 min) (SD, 27 s; range, 534 – 624 s).  3-D computation times 

were all in excess of 24 hours.  The 3-D model categorised (FFR ≥ or < 0.80) all cases correctly, 

whereas, even on this small dataset, the 1-D model computed 3 false negatives.  The 1-D model 

had a positive bias (mean delta) of +0.09 (SD 0.12) whereas the 3-D model was associated with a 

small negative bias of -0.04 (SD 0.08).  Mean error was also greater for the 1-D model (± 0.085 

(SD 0.11) vs ± 0.070 (SD 0.05)).  This difference was not statistically significant on this small 

dataset but, the worst results from the 1D model were associated with the more physiologically 

significant cases.  There was a strong correlation between mFFR and the 1-D model results (r= 

0.85), but this was not as strong as the correlation between mFFR and 3-D model results (r=0.90). 

 

There are limitations to this study.  First, the number of cases was modest.  Second, the proximal 

boundary condition differed from that used in VIRTU-1.  However, using an already established 

model was more convenient than developing a model de novo, especially in the context of a small 

pilot study.  Moreover, subsequent work has demonstrated by the use of sensitivity analysis that 

the vFFR model (1-D and 3-D) is relatively insensitive to even large differences in the input 

pressure (see Chapter 5).  Third, the representation of the coronary artery lumen and stenosis 

remains a simplification compared with the 3-D model. 

 

4.5.3.1 Conclusion 
The results are consistent with the hypothesis in that a 1-D wave propagation model would provide 

far quicker but less accurate results.  Even 10 minutes might be too slow for a clinical application 

for use in the cardiac catheter laboratory (although it is likely that the code and processing could 

be optimised further).  Furthermore, without significantly more work, the current implementation 

of the code restricts modelling to a single stenosis which is not consistent with real-world 

interventional cardiology.  1-D modelling represents a promising method. 1-D development lies 

outside of the scope of the current thesis but work on this is continuing at the Technical University 

of Eindhoven, NL.  Even in the current form, the 1-D model may provide a useful and expedient 

method of tuning the distal Windkessel parameters and analysing model output sensitivity to input 

parameters variation without expending significant time computing 3-D simulations.  
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Figure 4.8.  vFFR1-D and vFFR3-D results plotted against the measured FFR  
Note the wider discrepancy between 1-D and measured FFR (mFFR) in the physiologically more 
significant cases 

 

 Steady-state analysis 

Steady-state CFD analyses run several orders of magnitude more quickly than transient analyses.  

Steady-state analysis cannot characterise the accelerative /de-accelerative, time-dependent 

behaviour of pulsatile blood flow in the context of coronary arterial physiology, but it remains to 

be determined whether it can be used to calculate FFR, which by definition is a time average 

measure. 

 

4.6.1.1 Steady-state assumptions in pulsatile cardiovascular systems 
In 1951 Gorlin and Gorlin proposed an equation which could be used to predict cardiac orifice area 

in the context of the cardiac valves, patent ductus arteriosus, ventricular septal defect and atrial 

septal defect.  Their equation was notable because it incorporated mean (steady) flow and ignored 

flow pulsatility (Gorlin and Gorlin, 1951).  Where A is orifice cross-sectional area in cm2; Q is 

flow rate in C.C. per second; C is an empirical constant; g is gravitational acceleration and h is 

pressure gradient across the orifice in mmHg, then: 
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 � = ����2�ℎ� Eq 4.4. 

 

Accurate predictions for numerous valve and orifice areas were made.  The authors themselves 

expressed surprise at the results:  “considering that the equations were derived from systems of 

steady flow through fixed orifices, the surprise was that the equations worked at all!” (Gorlin, 

1987).   

 

Nevertheless, the implication was that accurate predictions of cardiac anatomy, namely orifice area, 

could be made assuming and applying measures steady flow and ignoring dynamic, pulsatile 

behaviour.  Many years later Cochrane et al proposed replacing cardiac output (CO) with stroke 

volume/systolic duration as the flow parameter (or diastolic duration for the atrioventricular valves) 

because CO is the product of stroke volume and rate, and is affected by valvular regurgitation.  The 

accuracy of their predictions was independent of heart-rate, stroke volume, and changes in 

peripheral resistance (Cochrane et al., 1991): 

 ��� = �6.96 × �� �/�  − 0.7 Eq 4.5 

Where EOA is effective orifice (cross-sectional) area; Q is mean flow over systole in L min-1and 

Pd is the pressure drop over systole. 

 

Predicting pulsatile vascular physiology on the basis of steady flow assumptions is, thus not 

entirely without precedent.  However, the coronary circulation is distinct in that vascular 

dimensions are an order of magnitude smaller (coronary arterial diameter ~3mm versus mitral 

valve diameter ~3cm); stenoses are fixed and immobile (cf. cardiac valves), and the course of the 

arteries is far more tortuous and dynamic throughout the cardiac cycle. 

 

4.6.1.2 Steady state CFD analysis in the context of intra-coronary physiology 
Tu et al developed a 3-D steady-state model in order to predict vFFR.  Arterial segmentation was 

from ICA images.  CFD simulation was completed within circa 5 minutes.  However, coronary 

flow is difficult to measure even with invasive intra-coronary instrumentation.  The authors 

circumvented this by deriving mean hyperaemic flow from Thrombolysis In Myocardial Infarction 

(TIMI) frame counting the rapidity of the flow wave-front within the coronary arteries during 

contrast injection.  This is advantageous because this can be estimated during routine angiography.  

However, this method was originally developed for use in identifying the coronary no reflow 

phenomenon in the context of acute myocardial infarction (indicating abnormal tissue perfusion) 
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(Eeckhout and Kern, 2001).  Validation data are absent from the paper (and from the literature) in 

respect of the precision to which this method estimates true mean flow velocity.  A disadvantage 

of this method is that it requires induction of hyperaemia (another potential factor contributing to 

FFR under-use) and, because it is only an estimation of mean flow, the method can only easily be 

applied to steady-state CFD analysis thus generating cycle-averaged, mean physiological results.  

Nevertheless, their vFFR model provided respectable diagnostic accuracy in 77 cases with FFR > 

or ≤ 0.80 being determined with 88.3% accuracy (area under ROC curve, 0.93).  Agreeability was 

not quantitatively reported but 97% of vFFR results fell within the Bland-Altman limits of 

agreeability (Table 2.4). 

 

Papafaklis et al developed a novel parameter, the ‘virtual functional assessment index (vFAI) for 

fast functional assessment of intermediate coronary lesions’ which was also based upon steady-

state analysis (Papafaklis et al., 2014).  vFAI was computed based upon the ratio of distal to 

proximal pressure over the lesion for flows in the range 0-4 ml/s, normalised by the ratio over this 

range for a normal artery.  The pressure ratio as a function of flow is described as a quadratic 

equation with coefficients determined by steady-state CFD analysis at two flow rates (1 and 3 ml/s).  

vFAI is numerically equal to the average of the computed pressure ratio over this flow range.  

Although this is likely to be superior to QCA-derived functional lesion assessment (because the 

geometric description is transformed into a more physiologically-relevant measure, namely 

pressure ratio, by the computation of the relationship between pressure ratio and flow), reasonable 

diagnostic accuracy was reported (n=139; diagnostic accuracy, 87.3%; AUC, 0.92) and CFD 

results were processed within 7 minutes.  However, vFAI is entirely a function of the geometry of 

the stenosis and as such it can never be a surrogate for FFR because FFR measures the pressure 

ratio in the context of the patient-specific physiology. The vFAI will always be low, indicating the 

need for intervention, if the lesion is geometrically significant, whilst the FFR might be high or 

low for the same lesion depending on the overall physiology, and in particular on the status of the 

coronary microvasculature. Although on average there is expected to be a correlation between vFAI 

and FFR, simply because the pressure ratio is likely to be lower when the lesion is more 

geometrically significant, large differences would occur whenever the impedance of the 

microvasculature deviates significantly from the norm, and these are exactly the circumstances that 

are captured by FFR.  This is likely to explain the occasionally high deviation of vFAI from FFR 

in the Papafaklis’ paper, as illustrated in the Bland-Altman plot.  This error risks incorrect diagnosis 

of the physiological significance of a lesion in certain circumstances. 
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4.6.2 System development 

The starting point for developing a system capable of predicting vFFR using only steady-state CFD 

analysis was based upon the assumption that the relationship between flow (Q) and pressure 

gradient (∆P) across any given coronary stenosis is quadratic, as demonstrated in Figure 4.9. 

 

 

 

Figure 4.9.  Relationship between translesional blood flow and pressure gradient 
The ΔP-Q relationship is quadratic, as defined by the equation. Only a small segment of this line 
will represent the physiological range for a given lesion. 

 

 

The relationship between pressure gradient and flow is thus defined as: 

 ∆� = ( �� ∙ ��) + (�� ∙ �) + �� Eq 4.6 

The linear term (�� ∙ �) represents the Poiseuille pressure loss and the quadratic term (�� ∙ ��) 

represents the Bernoulli losses.  The two constants (K1 and K2) are derived from 3-D CFD analysis.  

Since a zero intercept is assumed, K0 can be dropped from the equation.  Therefore, according to 

Figure 4.9: 

 

 ��� = ( �� ∙ ���) + (� ∙ ��) Eq 4.6.1 

P1 

P2 

Q1 Q2 
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 and  

 ��� = ( �� ∙ ���) + (�� ∙ ��) Eq 4.6.2 

In order to calculate K1 and K2 one of the constants must first be eliminated.  Therefore, by 

dividing Eq 4.6.1 by ��� and then multiplying by ��� : 

  ��� ∙ ������ = ( �� ∙ ���) + �� ∙ �� ∙ ������  
Eq 4.6.3 

By subtracting equation 4.6.3 from equation 4.6.1: 

 ��� − ��� ∙ ������ = �( � ∙ ���) + (��  ∙ ��)�−  �( �� ∙ ���) + ��  ∙ �� ∙ ������ � 
Eq 4.6.4 

This eliminates K2 and becomes:  

 ��� − ��� ∙ ������ = (��  ∙ ��)− �� ∙ �� ∙ ������  
Eq 4.6.5 

Which simplifies to: 

 ��� − ��� ∙ ������ = (��  ∙ ��) −� ∙ �����  
Eq 4.6.6 

Therefore, K1 is equal to: 

 ��� ���� − ��� ∙ ������ ���� − ������ = (��� ∙ ��� − ��� ∙ ���)(����� − �����)  

Eq 4.6.7 

And once K1 is known, K2 can also be solved for:  
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 ��� ������ −�� ∙ �����  
Eq 4.6.8 

 

Once K1 and K2 are known then the flow at any known pressure gradient can be calculated and vice 

versa. 

 

Therefore, paired steady-state analyses, run at different pressure gradients (or flow rates), should, 

in theory, yield all the data required to determine both coefficients (K1 and K2) and thus define the 

case-specific quadratic ΔP-Q relationship.  This allows the flow to be computed from any known 

pressure gradient.  Since the pressure gradient is known throughout the cycle, flow can be 

calculated for the entire cycle.  The two constants characterise the ΔP-Q relationship on a case-

specific basis, acting like a unique fingerprint for an individual case.  This is significant because if 

the stenosis section is characterised in this way, and if the model is coupled to an impedance 

(Windkessel) with assumed zero distal pressure, and if the parameters of the Windkessel are 

known, then the system effectively represents two non-linear impedances in series with known 

pressure at both ends which can be used to calculate flow and pressure at the middle node, distal 

to the lesion, and thus the FFR, without the need for performing transient analysis.  To the best of 

the current author’s knowledge, this has not been attempted or described previously. 

 

4.6.2.1 Proof of concept experiment 
Before developing a system which predicts vFFR purely on the basis of steady-state analysis, a 

proof of concept experiment was devised.  The premise of this experiment was to evaluate whether 

realistic pulsatile flow could be accurately predicted from measured pressure gradients using 

steady-state analysis from data in the physiological range. 

 

4.6.2.1.1 Methods: Computing flow curves using transient 3-D CFD analysis 

As previously described, volumetric coronary flow is challenging to measure in vivo.  Coronary 

flow velocity was measured during initial development of VIRTU-1 using a Volcano Combowire 

(Volcano Corps, San Diego, CA, USA) but significant artefact and poor Doppler windowing made 

these measured data sub-optimal and unreliable for use.  For the purposes of this experiment, 

transient flow was computed using transient 3-D CFD analysis applying patient-specific, measured 

time-dependent pressure signals as the boundary conditions. 

 

In this analysis, RoCA and physiological data were collected from 12 patients with stable CAD.  

VIRTU-1 cases were not used since data collection for the Wellcome Trust /Department of Health, 
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Health Innovation Challenge Fund (HICF) grant had commenced and these newer cases provided 

a richer dataset.  Data collection was consistent with the methods described in Chapter 3.  Data 

were collected pre-PCI and in those with treated, physiologically significant lesions, post PCI.  All 

datasets were segmented using the Philips 3DCA segmentation software as previously described 

(Chapter 3) (Philips Healthcare, Best, NL).  The cases were simulated using full transient 3-D CFD 

with measured pressure boundary conditions consistent with the workflow described in Chapter 3.  

Rather than applying a lumped-parameter model at the outlet, measured pressure data were applied 

as the boundary condition.  Inlet and outlet pressure boundary conditions were derived using the 

VIRTU-1, GIMIAS-based workflow as follows: 

1. Pressure data (Pa and Pd) were selected from the appropriate section of the analysis 

(Volcano study files were exported as text files).  

2. The workflow plugin was used to divide the signal into individual cardiac cycles, defined 

by the electrocardiographic R wave signal trigger automatically recorded by the Volcano 

ComboMap software. 

3. Individual pressure cycles contain significant artefact, and /or regions of unreliable signal 

were eliminated. 

4. The remaining pressure data were ensemble-averaged into a single time dependent Pa and 

Pd signal, representative of all included data within the period of interest.  These ‘trace 

data’ were applied as proximal and distal boundary conditions to the inlet and outlet of the 

volumetric mesh respectively, saved as a batch compiler specification (BCS or .bcs) file. 

5. Simulations were performed using ANSYS-CFX.  Table 4.6 outlines the simulation setup 

parameters used to define each simulation. 

6. Output data (Pin, Pout, Qin, Qout) were exported from the ANSYS-CFX Solver Manager and 

a CFX results file was written. 

7. This was repeated for each case under baseline and hyperaemic conditions, pre- and post-

PCI where appropriate. 

 

The output from the 3-D CFD analysis (Pa, Pd and Qin and Qout) was tabulated in MS Excel.  The 

pressure gradient across the modelled segment, over the cardiac cycle was calculated from these 

data.  This enabled each data-set to be plotted according to  
Figure 4.10. 
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Table 4.6.  Def file set up for computing flow 

Category Parameter/s Value Units 
Volumetric mesh Patient-specific geometry  See section 4.2  mm 
Boundary conditions Inlet pressure Patient-specific mmHg 
 Outlet pressure Patient-specific mmHg 
 Arterial wall Rigid wall - 
Blood properties Dynamic viscosity 0.0035 Pa.s 
 Density 1066 kg m-3 
 Molar mass 1 kg Kmol-1 
Time settings Initial time 0 s 
 Period Patient-specific s 
 Number of oscillations 3 cycles 
 Total simulation time 3 ∙ period s 
 Time step Period / 80 s 
 Total no. of time-steps 241 steps 
Convergence criteria Min no. of iterations 2 iterations 
 Max no. of iterations 100 Iterations 
 Residual target 10 e-6 RMS 

 

 

4.6.2.1.2 Steady-state analysis 

To construct the quadratic curve, at least two steady-state analyses are required.  Because 

simulations should ideally proceed within the physiological range, initially case-specific pressure 

gradients were used to compute flow.  Two schemes were initially proposed to produce paired flow 

results.  Analyses could be run with pressure gradients corresponding to the following points in the 

cardiac cycle: 

1. maximum Pa and maximum dP  

2. maximum dP and half maximum dP 

 

Both strategies were evaluated on all cases.  Steady-state analysis was performed applying the 

values of Pa and Pd as the boundary conditions.  The same mesh and blood parameters were applied 

as in the transient analysis and detailed in Table 4.6.  A small analysis of 10 cases revealed that 

there was <0.1% difference in the flow result between steady-state results computed at residual 

targets (RMS) of 10 e-6 and 10 e-5.  Therefore, in the interests of system acceleration, convergence 

criteria was set to a RMS of 10 e-5.  All steady-state analyses were performed on 10 cores on a Dell 

Precision T5600 desktop PC (Intel Xeon processor, 32GB RAM). 
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Figure 4.10.  Transient 3-D CFD output data. 
Data from a left anterior descending arterial case from study patient 1. Inlet flow is considered 
negative. 

 

 

Equations 4.6.7 and 4.6.8 were used to calculate both coefficients from the pressure and case-

specific flow result.  Once the coefficients are known, measured dP was used to calculate flow for 

all time points.  Thus, ‘pseudo-transient’ flow is calculated based upon steady-state analyses (Qss).  

This can then be compared to flow computed by the transient 3-D method which is based on 

measured data (Qtrns).  Figure 4.11 demonstrates an example Qss result plotted against Qtrns. 

 

4.6.2.1.3 Quantifying agreeability between the two methods 

The precision to which Qss approximated Qtrns was evaluated by calculating two statistical 

measures.  First, the delta Q was calculated at each of the 80 time points over a cardiac cycle, from 

which, the root mean square (RMS) was calculated.  The root mean square was normalised by 

dividing by the average (mean) Qtrns and multiplying by one hundred, thus transforming this 

measure into a percentage error; ‘instantaneous (RMS) error’.  Instantaneous (RMS) error is the 

most stringent, measure of time-dependent precision.  However, FFR is calculated as the ratio of 

Pd/Pa averaged over the entire cardiac cycle.   
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Figure 4.11.  Transient flow versus pseudo-transient flow derived from paired 
steady-state analyses. 
In this case, data are from a pre-PCI, left anterior descending artery case, under 
hyperaemic conditions, from study patient 1. 

 

 

A second method was thus used to calculate the percentage difference between Qss and Qtrns 

averaged over cycle because this is more indicative of FFR.  This is referred to as ‘cycle averaged’ 

precision.  Unless stated otherwise, data are presented as mean (± SD, range).  1-tailed Pearson’s 

correlation coefficient is used to demonstrate the strength of any correlation. 

 

4.6.2.2 Results 
4.6.2.2.1 Case mix and analysis details 

12 patient cases yielded 62 individual arterial datasets.  Transient 3-D CFD analysis successfully 

computed in all cases.  Steady-state analyses were performed at maximum Pa, maximum dP, and 

at half maximum dP for all cases.  A total of 248 3-D CFD analyses were performed; 186 steady-

state, and 62 transient.  All CFD analyses ran to successful completion.  Mean FFR value was 0.87 

(±0.14, range; 0.35 – 1.00).  26 cases had an FFR value below 0.90 i.e. in the region of clinical 

interest.  The arterial case mix is described in Table 4.7.   

 

4.6.2.2.2 Computation time 

The average time to compute the paired steady-state CFD results was 140.5 s (± 38 s, range 29 – 

208 s).  The average time for computing the transient 3-D results was 2.23 ×104 s (± 1.51 ×104 s, 

range; 4.03 ×104  - 5.77 ×104 s).  This is not entirely indicative of predictive vFFR computation 
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which involves solving over many more cycles with a coupled-lump parameter model at the outlet/s 

(>24 hrs in VIRTU-1, Chapter 3). 

 

 
Table 4.7. Characteristics of the arterial datasets 
included in the proof of concept study. 

Case type Number 
Right coronary artery 19 
Left anterior descending artery 30 
Diagonal artery 3 
(Left) Circumflex artery 6 
Left main coronary artery 4 
Pre-PCI 28 
Post-PCI 26 
No-PCI 8 
Baseline conditions 29 
Hyperaemic conditions 33 

Total cases included = 62 

 

 

4.6.2.2.3 Steady-state pairings 

Two strategies were trialled for predicting transient flow.  The first used the results from computing 

steady-state flow results at maximum Pa and maximum dP. (strategy 1).  The second, used the 

results from computing steady-state flow results at maximum dP and half maximum dP (strategy 

2).  There were problems with strategy 1.  In six cases, Pd > Pa at this point in the cardiac cycle 

producing a negative pressure gradient and therefore flow.  In one case, the value of dP at maximum 

Pin, by chance, was very similar to the value of maximum dP which of course is unhelpful when 

determining the quadratic relationship between pressure gradient and flow.  Due to unreliability, 

strategy 1 was dropped at this point.  Strategy 2 computed results successfully in all cases. 

 

4.6.2.2.4 Agreeability between steady-state and transient analysis 

In all cases, Qss was plotted against Qtrns.  Examples of good and bad instantaneous agreement are 

demonstrated in  
Figure 4.12.  For all cases, mean instantaneous (RMS) error was 37.1% (±68.8%, range; 1.43% - 

348.0%).  Accuracy was significantly worse for less severe cases (higher FFR value).  Not only 

was the FFR value correlated with instantaneous (RMS) error (r = 0.37, p=0.0015) but the error 

was significantly lower for cases where the FFR was < 0.90, compared with cases where FFR ≥ 

0.90 (6.82% ±4.01% vs 59.64% ±84.42%, p<0.001).  Considering the cases of most clinical 
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importance, i.e. the pre-PCI, hyperaemic cases, mean instantaneous (RMS) error was similarly low 

at 6.12% (±4.26, range; 1.43% - 18.7%). These data are summarised in Table 4.8. 

 

 
Table 4.8. Instantaneous (RMS) precision of Qss in matching Qtrns 

 All cases FFR < 0.90 FFR ≥ 0.90 Pre-PCI, 
hyper’mic 

N 62 26 36 15 
Norm RMS error (±SD) 37.1% (±68.8) 6.82% * (±4.01) 59.64% (±84.42%) 6.12% (±4.26) # 
Minimum error 1.43% 1.43% 8.35% 1.43% 
Maximum error 348.0% 18.71% 348.0% 18.7% 

*p<0.001 compared with FFR > 0.90.  #p<0.001 compared with all other cases. Pre-PCI hyper’mic 
indicates pre-PCI under hyperaemic flow conditions 

 

 

Over all cases, the mean error of the cycle average was ± 9.41% (± 12.07).  Overall, the Qss method 

tended to underestimate (bias) Qtrns by -4.40%.  The mean error of the cycle average was ± 4.68% 

(± 2.26) in cases where the FFR < 0.90, compared with ± 12.83% (± 14.88%) in cases where FFR 

≥ 0.90.  In pre-PCI cases under hyperaemic conditions, the mean error of the cycle average was ± 

4.47% (± 2.02).  These data are summarised in Table 4.9. 
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Figure 4.12. An example of good and poor instantaneous agreement. 
The example of good instantaneous agreement (top) comes from study patient 9, a left 
anterior descending artery case with a low FFR (0.35) under hyperaemic conditions.  The 
example of poor agreement comes from the same case but after PCI, under baseline 
conditions when the FFR was 0.96. Note that despite poor instantaneous (RMS) accuracy of 
the second case, the mean error of the cycle average is much better. 

 

 

 

Instantaneous (RMS) error = 24.74% 

Cycle average error = -6.84% 

Instantaneous (RMS) error = 1.43% 

Cycle average error = -1.42% 
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Table 4.9. Cycle averaged precision of Qss in matching Qtrns 

 All cases FFR < 0.90 FFR ≥ 0.90 Pre-PCI, 
hyper’mic 

N 62 26 36 15 
Cycle average error (SD) ±9.41% (12.07) ±4.68%* (2.26) ±12.83% (14.88%) ±4.47%# (2.02) 
Bias (SD) -4.40% (14.69) -3.98% (3.38) -4.71 (19.18) -3.14 (10.59) 
Minimum error -44.72% -11.09% -44.72% -8.84% 
Maximum error +73.82% +4.54% +73.82% +4.54% 

*p<0.001 compared with FFR > 0.90.  #p<0.001 compared with all other cases. 

 

 

4.6.2.3 Discussion and conclusion 
This proof-of-concept analysis demonstrated the feasibility of deriving realistic coronary 

physiology from a plurality of steady-state analyses.  Furthermore, ‘pseudo-transient’ flow data 

was derived without performing transient analyses.  The steady-state analyses ran in just over two 

minutes.  Whilst overall instantaneous accuracy (as defined by norm RMS error) was poor it was 

significantly better in cases with a lower FFR under hyperaemic conditions i.e. the clinically 

relevant group.  This is likely to be due to the fact that these cases provided the greatest pressure 

gradients, thus the lowest dP error.  Greater accuracy might therefore be achieved, if paired steady-

state analyses were run at higher flow rates, rather than the current pairings (max dP and half max 

dP).  A further positive consideration is that the cycle averaged flow predictions were consistently 

superior, likely because regions of flow under-estimation were balanced by regions of over-

estimation which, at least partly, cancelled over the entirety of the cardiac cycle.  Due to the nature 

of FFR calculation (similarly averaged over a cycle), this maybe a more practical measure by which 

to judge the validity and ultimate utility of this novel approach. 

 

Using steady-state analyses to compute a pseudo-transient flow appears feasible and advantageous 

but a more sophisticated scheme to derive the individual case ΔP-Q coefficients is required to 

minimise error. 

 

 Steady state method development 

Simulating steady-state flow from patient-specific pressure gradients was not an advantageous 

approach because for two reasons.  First, although this was guaranteed to be physiological, in many 

cases, the pressure gradients were often low (high FFR values) which is associated with increased 

error.  Second, in a truly predictive model, the actual pressure gradients would be unknown.  

Therefore, the same geometric meshes were run at a series of steady-state flow rates in order to 
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compute the corresponding pressure gradients.  These data could then be used to derive the ΔP-Q 

coefficients as in 4.6.2.   

 

4.7.1.1 What flow rate pairings should be used? 
Coronary arterial flow under baseline conditions in a single main vessel is approximately 60 ml 

min-1 but this increases up to fourfold during exercise or physiological (or pharmacological) stress 

(i.e. from ~1-5 ml s-1) (Morris et al., 2015a).  This increase is limited by epicardial coronary 

stenosis; the phenomenon upon which coronary flow reserve (CFR) is based.  Therefore, it would 

not be physiological to expect coronary flow to increase 4-fold in a severe lesion, although this is 

feasible using CFD simulation.  However, this range does provide a physiological envelope which 

can be investigated.  Furthermore, selecting purely physiological pressure gradients limited 

accuracy during the proof-of-concept phase.  This approach is similar to that used to compute vFAI 

(Papafaklis et al., 2014).  In computing vFAI, Papafaklis et al simulated steady-state flow at 1 and 

3 ml s-1 in order to construct the quadratic and extract the linear and quadratic terms (K1 and K2).  

In order to reduce the chance of narrowly missing the most useful flow range, it was decided to 

simulate each mesh at a steady-state flow of 0.5, 1, 1.5, 2, 3, 4 and 5 ml s-1.  This is incorporates 

and extends just beyond the physiological range. 

 

4.7.1.2 Methods 
The 32 unique patient specific arterial meshes used in the proof-of-concept evaluation were each 

simulated under steady-state flow conditions at 0.5, 1, 1.5, 2, 3, 4 and 5 ml s-1.  Unlike in the proof-

of-concept evaluation, flow rate was controlled and pressure gradient was computed.  Distal outlet 

pressure was set to zero.  All other parameters are similar to the previous section including 

performing the simulation on the same PC.  Any two of the seven results can be paired to compute 

pseudo-transient flow from the measured pressure gradients.  Individual pairings were compared 

in terms of instantaneous accuracy and (as defined by norm RMS error) and by cycle averaged data 

consistent with the previous section.  Individual pairings evaluated were:  0.5 and 1 ml s-1; 1 and 

1.5 ml s-1; 1 and 2 ml s-1; 1 and 3 ml s-1; 1 and 4 ml s-1; 1 and 5 ml s-1; and 0.5 and 5 ml s-1. 

 

4.7.1.3 Results 
224 individual steady-state analyses were performed.  All completed successfully.  Average 

simulation time was 128.7 s (SD 22 s).  FFR ranged from 0.35 – 1.0 (mean = 0.827 ±0.145).  The 

majority of cases had a FFR<0.90 (n=20).  Computed pressure gradients ranged from 19.34 Pa 

(0.15 mmHg) – 168468 Pa (1266.7 mmHg), i.e. from sub- to supra-physiological levels. 
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In terms of instantaneous (RMS) accuracy, the single best pairing overall was 0.5 and 5 ml s-1.  In 

terms of cycle-averaged error, the single best pairing was 1and 5 ml s-1 (Table 4.10 and Table 

4.11).  As predicted by the previous evaluation, the instantaneous (RMS) error was higher than the 

average cycle error.  It is noteworthy that, the majority of cases (n=16) had a relatively flat solution 

space whereby the specific flow pairing had little effect upon the accuracy of prediction.  14 cases 

demonstrated a pattern whereby predictive accuracy improved at higher flow separations; a rising 

profile.  Conversely, two cases demonstrated worse predictive accuracy at higher flow separations. 

 

 

Table 4.10. Instantaneous (RMS) error of the seven flow pairings. 

 Flow rate pairings (ml s-1) 
 0.5 & 1 1 & 1.5 1 & 2 1 & 3 1 & 4 1 & 5 0.5 & 5 
Min error (%) 2.36 1.48 1.17 0.91 0.68 0.19 0.43 
Max error (%) 354.20 353.70 354.06 354.87 355.69 356.48 284.99 
Mean (SD) (%) 30.37  

(65.10) 
29.37  

(65.30) 
29.04  

(65.49) 
28.65  

(65.74) 
28.44  

(65.95) 
28.38  

(66.14) 
26.13  

(55.30) 

The optimal flow pairing was 0.5 and 5 ml s-1 (green highlight). 

 

 

Table 4.11. Average cycle error of the seven different flow pairings (all cases). 

 Flow rate pairings (ml s-1) 
 0.5 & 1 1 & 1.5 1 & 2 1 & 3 1 & 4 1 & 5 0.5 & 5 
Min error (%) -21.53 -20.86 -20.60 -20.07 -20.79 -21.68 -52.80 
Max error (%) 12.49 11.38 10.98 10.04 9.36 8.89 14.63 
Mean error (SD) (%) ±7.78  

(5.22) 
±6.61 
 (4.91) 

±6.14  
(4.71) 

±5.43 
(4.59) 

±4.96  
(4.65) 

±4.60  
(4.81) 

±4.89  
(9.93) 

Bias (SD) -6.82  
(6.45) 

-5.50  
(6.16) 

-4.93  
(6.00) 

-4.06  
(5.86) 

-3.55  
(5.84) 

-3.14  
(5.90) 

-3.02  
(10.67) 

The optimal flow pairing was 1 and 5 ml s-1 (green highlight). 

 

Once again, both the instantaneous (RMS), and the cycle averaged error were significantly better 

in the group of 20 patients where FFR was <0.90 (Table 4.12 and Table 4.13): 

· Best mean instantaneous error; 5.49% (4.38) vs 26.13% (55.30) 

· Best cycle averaged error; ±1.66% (2.12) vs ±4.89 (9.93) 
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Table 4.12. Instantaneous (RMS) error in the 20 cases where FFR<0.90 

 Flow rate pairings (mls s-1) 
 0.5 & 1 1 & 1.5 1 & 2 1 & 3 1 & 4 1 & 5 0.5 & 5 
Min (%) 2.36 1.48 1.17 0.91 0.68 0.19 0.43 
Max (%) 18.72 18.28 18.06 17.95 17.85 17.85 18.17 
Mean (SD) (%) 8.91  

(4.83) 
7.41  

(4.29) 
6.88  

(4.14) 
6.29  

(3.99) 
5.92  

(4.01) 
5.78  

(4.05) 
5.49  

(4.38) 

The optimal flow pairing was 0.5 and 5 ml s-1 (green highlight). 

 

 

Table 4.13. Average cycle error in the 20 cases where FFR<0.90. 

 Flow rate pairings (ml s-1) 
 0.5 & 1 1 & 1.5 1 & 2 1 & 3 1 & 4 1 & 5 0.5 & 5 
Min (%) -12.29 -9.82 -8.45 -6.31 -5.82 -5.92 -7.24 
Max (%) 2.08 3.58 4.23 5.13 5.63 5.98 6.79 
Mean (SD) (%) ±6.47  

(3.43) 
±4.93  
(2.47) 

±4.42  
(2.01) 

±3.64  
(1.66) 

±3.16  
(1.64) 

±2.81  
(1.87) 

±1.66  
(2.12) 

Bias (SD) -6.24  
(3.85) 

-4.53  
(3.18) 

-3.95  
(2.86) 

-3.05  
(2.64) 

-2.54  
(2.55) 

-2.15  
(2.65) 

-0.79  
(2.60) 

The optimal flow pairing was 0.5 and 5 ml s-1 (green highlight). 

 

 

These results suggest that selecting a flow pairing on either 0.5 and 5 ml s-1, or 1 and 5 ml s-1, is 

optimal.  Severe cases aside, this is close to a physiological range and is also roughly consistent 

with the work of Papafaklis et al (Papafaklis et al., 2014).  Whilst it might seem tempting to 

evaluate other pairings, it should be borne in mind that the solution space for the majority of cases 

was relatively flat.  Furthermore, the predictive accuracy of certain cases actually worsened as flow 

separation increased.  1 and 5 mls s-1, appeared to be the best pairing overall, whereas 0.5 and 5 

appeared to be the best pairing for cases where FFR < 0.90.  Once again, it is clear that accuracy 

was improved in the group of most clinical interest i.e. those with a FFR <0.90, which is reassuring. 

 

 Paired steady-state analyses to predict vFFR 

Of all the methods piloted in this chapter, the steady-state method appears to demonstrate the most 

promise in terms of accelerating the computation of vFFR.  However, the method described in 

section 4.6.2.1 and 4.7 has no immediate practical use because it cannot be used to determine vFFR.  

Therefore, the method was developed so that vFFR could be predicted from data routinely available 

during diagnostic angiography, namely the arterial geometry and the proximal catheter pressure.  
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Two methods were developed (see below) both of which are based on the results of paired steady-

state analyses to compute the linear and quadratic coefficients (K1 and K2) which characterise the 

pressure-flow relationship for a given coronary artery.  In this section, both novel methods are more 

formally tested against the current vFFR simulation method i.e. fully transient, 3-D CFD coupled 

to a lumped parameter Windkessel as described in VIRTU-1, Chapter 3.  The aims of the current 

study were twofold: 

· to develop two novel methods for computing vFFR, based upon steady-state analysis, 

which are practical for use in the cardiac catheter laboratory 

· to validate these methods using clinical data and compare computation time against the 

transient method 

 
 

4.8.1.1 Methods 
This was an observational, analytical, single-centre study in which two novel accelerated methods 

for computing vFFR were developed and validated against both invasive FFR measurement and 

against fully transient CFD analysis.  All work was approved by the local ethics committee.  20 

patients were studied.  Patients were recruited from the Wellcome Trust and Department of Health, 

HICF study as detailed in Chapter 3.  Patients were eligible for recruitment if they had proven CAD 

and were awaiting assessment for elective PCI.  Apart from chronic total occlusion, all patterns 

and severities of stable CAD were eligible for recruitment.  Exclusion criteria were: acute 

presentation within 60 days; intolerance to intravenous nitrate, adenosine or iodine based contrast 

media; coronary artery bypass graft (CABG) surgery, or obesity which precluded ICA. 

 
The clinical protocol for RoCA and FFR measurement were identical to the description in Chapter 

3.  To ensure a diverse and wide ranging case mix, RoCA and physiological measurements were 

repeated post-PCI and under baseline and hyperaemic conditions.  The RoCA images were 

segmented and reconstructed into 3-D in silico geometric representations using the Philips Allura 

3D-RA system (Philips Healthcare, Best, NL).  A 1-2 million element volumetric mesh was 

fabricated in ICEM (ANSYS, PA, USA) for each unique arterial geometry using the optimised 

mesh parameters described in section 4.2.  The proximal physiological boundary condition was the 

patient-specific pressure measured from the guiding catheter.  The distal boundary condition was 

derived from the distal pressure measured by the pressure wire (Volcano), which is reflective of 

the state of the coronary microvasculature (CMV).  Based upon the work by Lungu et al (Lungu et 

al., 2014), a semi-automatic optimisation algorithm was developed within Matlab (Mathworks Inc, 

MA, U.S.A) to derive the parameters of the CMV from invasively measured values (more detailed 

description in Chapter 5).  These parameters included the CMV impedance, resistance and 
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compliance, along with four parameters reflecting the amplitude and timing of intra-myocardial 

systolic pressure as described in Chapter 5.  Computation and all simulations were performed using 

ANSYS-CFX (PA, USA) (ANSYS, 2009) on a Dell Precision T5600 computer (Intel Xeon 

processor, 32GB RAM).  Steady-state CFD analyses were performed on each arterial geometry at 

0.5, 1, 2, 3, 4, 5 ml/s.  Although the optimal pairing had been investigated (section 4.7), the full 

range of flow rates were re-evaluated in order to identify the flow pairing which optimally 

characterised the K1 and K2 terms in this larger, more representative patient cohort.   

 

4.8.1.1.1 Computing ‘pseudo-transient’ vFFR results  

The computed pressure gradient and corresponding flow from paired analyses were used to derive 

the linear and quadratic coefficients (K1 and K2) that characterise the ΔP-Q relationship for each 

unique arterial geometry, as described in section 4.6.  Pseudo-transient vFFR (vFFRps-trns) is a 

function of nine parameters: the transient proximal pressure trace, K1 and K2 coefficients, CMV 

resistance, CMV compliance, CMV impedance, and the parameters describing the myocardial 

systolic contraction including pressure rise, magnitude, plateau, decay and amplitude.  The 

mathematical derivation of the vFFRps-trns analytical solution is described below.  The vFFRps-trns 

workflow is outlined in Figure 4.13.  In this section and the next, the analysis protocol was 

developed in discussion with my supervisor (DRH), who first wrote down the detailed mathematics 

and did the coding.  The execution on the cohort and subsequent data analysis were performed 

entirely by the author of this thesis. 
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Figure 4.13.  Workflow for pseudo-transient vFFR (vFFRps-trns).  
Model input parameters are the linear and quadratic coefficients (K1 and K2); transient 
proximal pressure; distal coronary microvascular resistance (R), impedance (Z) and 
compliance (C); along with the intra-myocardial pressure rise, plateau, decay and amplitude. 
Parameters in the red box are unknown, all others are known or can be derived. This workflow 
outputs a vFFR results and pseudo-transient physiological data. 

 

 

 

 

 
Figure 4.14. Electrical analogue model of the epicardial and myocardial circulations 
P, pressure; Q, flow; Z, impedance; R, resistance; C, capacitance 
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According to Figure 4.14, the derivation of vFFRps-trns is as follows: 

 ��Q� + ��Q + ZQ = p − p� Eq 4.7 

 RQ�  = p� − p� Eq 4.8 

 Q�  = C�(p� − p�)��  Eq 4.9 

 Q −  Q� − Q� = 0 Eq 4.10 

Eliminating 

Qi: 
Q −  Q�  = C�(p� − p�)��  Eq 4.11 

Derive differential equation for Q given: p=p(t),  p2=0,  pC=pC(t): 
Eliminate        Q�  = ��� = �������(����)��   → 

Q −  p − ��Q� − (�� + Z)QR  = C�(p − ��Q� − (�� + Z)Q − p�)��  

Eq 4.12 

CK� d(Q�)dt + C(K� + Z) dQdt + K�Q�R + �1 + (K� + Z)R �Q = C d(p − p�)dt +  pR 

Eq 4.13  

2K�(K� + Z) Q dQdt + dQdt + K�Q�(K� + Z)RC + �K� + Z + R(K� + Z)RC�Q = 1K� + Z d(p − p�)dt + p(K� + Z)RC 

Eq 4.14 

Numerical Solution 

First order Forward Euler to solve for Q given p: 



CHAPTER FOUR: SYSTEM ACCELERATION 
 
 
 

 
146 

� 2��(�� + Z) Q� + 1� �Q��� − Q��dt + ��Q��(�� + Z)RC + ��� + Z + R(�� + Z)RC�Q�
= 1(�� + Z) (dp)� − 1(�� + Z) (dp�)� + p�(�� + Z)RC 

Eq 4.15 

where: (dp)� = �������   ;    (dp�)� = ������ ��  

Q��� = Q� + dt2��(�� + Z) Q� + 1�− ��Q��(�� + Z)RC − ��� + Z + R(�� + Z)RC�Q� + �(dp)� − (dp�)��(�� + Z) + p�(�� + Z)RC� 

Eq 4.16 

 

These equations were coded in Matlab in order to generate and plot pseudo-transient and vFFR 

results.   

 

4.8.1.1.2 Computing non pseudo-transient vFFR results 

Because FFR is a ratio of pressures, averaged over the cardiac cycle, a simpler method was 

developed and evaluated whereby mean inlet pressure was used and the 7-element Windkesssel 

was reduced to a single resistance value.  Thus the simpler method computed ‘steady’ vFFR 

(vFFRsteady) as a function of just three parameters: mean proximal pressure, coefficients K1 and K2, 

and total distal CMV resistance (Rtotal).  The proximal boundary condition was the mean, case-

specific, catheter pressure.  The workflow for this method is demonstrated in Figure 4.15.  The 

derivation of the equation for calculating vFFRsteady is described below.  Because vFFRsteady is 

calculated using mean inlet pressure it is only capable of predicting the mean pressure gradient.  

Although this is sufficient for generating a vFFR result, vFFRsteady is not capable of generating 

pseudo-transient results. 
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Figure 4.15. Workflow for steady vFFR (vFFRsteady). 
Model inputs parameters are reduced (compared with Figure 4.13) to K1 and K2; 
mean proximal pressure; and the total distal coronary microvascular resistance 
(Rtotal). Parameters in the red box (Rtotal only) are unknown, all others are known or 
can be derived. 

 

 

vFFRsteady was derived as follows: 

 �� − �� =  �� ∙ � + �� ∙ �� Eq 4.17 

Because ∆� = �� (where R is resistance) then: 

 �� − (���� ∙ �) =  �� ∙ � + �� Eq 4.18 

Where RCMV is the total resistance of the coronary microvasculature.  By deducting �� ∙ �: 

 ��∙�� + (�� + ����) � − �� =  0 Eq 4.19 

And thus: � =  −(�� + ����) +  �(��� + ����)� + (4 ∙ �� ∙ ��)2 ∙ ��   Eq 4.20 
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Therefore: ��� = ���� = � ∙ ������  Eq 4.21 

Since Pa is known and Q can be derived as above, FFR can be calculated as long as the value of 

RCMV can be approximated.  Again, these equations were coded in Matlab (by DRH) in order to 

generate and plot vFFRsteady results 

 

4.8.1.1.3 Computing vFFR using transient analysis 

The precision and speed of vFFRsteady and vFFRps-trns solutions were compared with the fully 

transient, 0-D coupled vFFR model used in VIRTU-1 (vFFRtrns-0D) in a subset of cases.  In order 

perform an appropriate comparison between the steady-state (vFFRsteady, vFFRps-trns) and transient 

coupled (vFFRtrns-0D) methods, on a case by case basis: 

· the same volumetric meshes were used (using optimised parameters – see section 4.2) 

· the same 0-D parameters representing the CMV were used 

· the same case-specific proximal pressure was applied as the proximal boundary condition 

 

Otherwise, vFFRtrns-0D was computed consistent with the methods described in the VIRTU-1 trial 

(Chapter 3). 

 
4.8.1.1.4 Statistical analysis 

The diagnostic accuracy of the workflow (ability of vFFR to predict FFR < or >0.80) was assessed 

by calculating the sensitivity, specificity, positive predictive value, negative predictive value and 

overall accuracy.  The agreeability between vFFR and FFR was assessed by calculating the bias, 

mean delta and standard deviation of the mean delta and was demonstrated graphically as a Bland-

Altman plot  (Bland and Altman, 1986).  Time-dependent error between transient and pseudo-

transient results is expressed as the instantaneous error expressed as the normalised root mean 

square (RMS norm).  Because FFR is calculated using cycle mean values, the cycle averaged error 

between the means is also expressed.  Pearson’s correlation coefficient is used to demonstrate the 

strength of correlation between two variables.  Unless stated otherwise, data are presented as mean 

(SD). 
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4.8.1.2 Results 
4.8.1.2.1 Patient and clinical characteristics. 

Data were collected from 20 patients.  Their baseline characteristics are summarised in Table 1.  

In total 73 unique arterial datasets were studied which comprised: 34 left anterior descending, 21 

right coronary, 3 diagonal, 7 left circumflex and 8 left main coronary arteries.  39 cases were pre-

PCI, 25 cases were post-PCI and 9 cases did not receive a stent.  41 cases were under hyperaemic 

conditions and 32 were baseline measurements.  The mean SYNTAX score was 10.45 and mean 

New York risk score was 0.22. 

 
Table 4.14. Baseline characteristics. 

Baseline characteristics  
Mean age, years (range) 66 (51-87) 
Male 70% 
Mean body-mass index (kg/m2) 29.6 (3.4) 
Comorbidities 
  Hypertension 60% 
  Hyperlipidaemia 90% 
  Diabetes 30% 
  Current smoker 0% 
  Prior myocardial infarction 45% 
  Stroke 0% 
  Peripheral vascular disease 15% 
Medication 
  Aspirin 90% 
  Beta-blocker 65% 
  Nitrate 60% 
  Statins 90% 
  ACE inhibitors 45% 
  Calcium-channel blockers 25% 
  Clopidogrel 75% 
  ARBs 20% 

Unless otherwise stated, all values are %. ACE = angiotensin-
converting enzyme; ARB = angiotensin receptor antagonist. 

 

 

4.8.1.2.2 Optimal flow steady-state flow pairing 

438 steady-state simulations were performed (73 cases, each at 0.5, 1, 2, 3, 4, 5 ml/s), and each 

pairing combination was assessed.  Consistent with the findings in section 4.7, when comparing 

error between the steady-state method (pseudo-transient) with measured FFR, the best overall 

accuracy was produced when K1 and K2 were derived from steady-state flows simulated at 0.5 and 

5 ml/s (vFFR mean error vs measured values ±0.0043 (0.004)).  However, neither of these flow-

rates are physiological in the context of physiological significant CAD.  Furthermore, at a flowrate 
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of 5 ml/s, one steady-state analysis became unstable and failed to converge to a satisfactory result 

due to excessively high Reynolds number (unrealistic physics for biological flow through a tight 

stenosis).  For this reason, flow rate pairings of 1 and 3 ml/s were adopted for use in the vFFRsteady 

and vFFRps-trns workflows and all subsequent analyses are based on this pairing.  This pairing is 

more representative of the prevailing underlying physiology, converged to a satisfactory result 

expediently in all cases, and was associated with an error which was only mildly higher than that 

of the 1 and 5 ml/s pairing (mean error ±0.0069 (0.005)).  

 

4.8.1.2.3 Steady-state CFD analysis time 

Using the 1 and 3 ml/s flow pairings, all 73 steady-state flow pairings converged successfully, at 

the first attempt, with no alteration to the protocol.  The mean total time for paired steady-state 

analysis (the basis for the pseudo-transient and steady vFFR workflows) was 189.3 s (SD 34 s). 

 

4.8.1.2.4 Accuracy of pseudo-transient vFFR 

Agreement between vFFRps-trns and measured FFR was high.  In percentage terms, relative to 

measured values, mean vFFRps-trns error was ±0.86% (0.60).  These data are summarised in Table 
4.15 and a Bland-Altman plot is shown in Figure 4.16.  vFFRps-trns correlated closely with measured 

FFR (R2 = 0.998, p<0.001).  vFFRps-trns achieved 100% sensitivity, specificity, positive predictive 

accuracy, negative predictive accuracy and overall diagnostic accuracy for diagnosing 

physiological lesion significance (FFR < or > 0.80).  Aside from the computation of vFFR, pseudo-

transient results were compared with those derived from measured values for goodness of fit i.e. 

instantaneous accuracy.  An example of a measured transient versus pseudo-transient result is 

demonstrated in Figure 4.17.  Over all 73 datasets the RMS norm between the pseudo-transient 

results and measured data was 0.37 (0.49).  However, this was significantly better in the cases 

where FFR was <0.90 (RMS norm 0.15 (SD 0.34)).   

 

4.8.1.2.5 Accuracy of vFFRsteady 

Agreement between vFFRsteady and measured FFR was also high (Table 4.15).  A Bland-Altmann 

plot is shown in Figure 4.16.  In percentage terms, relative to measured values, mean error was 

±0.50% (0.40).  vFFRsteady correlated closely with measured FFR (R2 = 0.998, p<0.001) and also 

achieved 100% sensitivity, specificity, positive predictive accuracy, negative predictive accuracy 

and overall diagnostic accuracy when diagnosing physiological lesion significance (FFR < or > 

0.80).   
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4.8.1.2.6 Comparison with transient results 

For comparison, the complex, 0-D coupled, fully transient method was compared with the vFFRps-

trns and vFFRsteady methods.  The mean time for the completion of the fully transient CFD analyses 

was 26 hours and 48 minutes (range: 6-48 hrs).  The steady-state method therefore processed more 

than 500 times faster, in 0.20% of the time of fully transient analysis.  Unlike the steady-state 

analyses, the transient CFD analyses often became unstable, necessitating reductions in the 

simulation time-step (at the expense of increasing computation time).  Mean error for the transient 

method (± 1.0%) was not statistically significantly different to vFFRps-trns and vFFRsteady methods 

in a small subset of 6 transient cases.   

 
Table 4.15. Mean error, bias and error range of the pseudo-transient and steady vFFR methods 
relative to measured FFR values. 

Group 
      Method 

N = Mean error (SD) Bias (SD) Max error 
range* 

 All cases 
      Pseudo-transient  73 ±0.0070 (0.0045) -0.0051 (0.0065) -0.018 – +0.013 
      Steady  73 ±0.0044 (0.0044) -6e-4 (0.0062) -0.011 – +0.022 
 FFR <0.90 
       Pseudo-transient 37 ±0.0094 (0.0038) -0.0080 (0.0063) -0.018 – +0.013 
       Steady 37 ±0.0050 (0.0049) -9.7e-5 (0.0070) -0.011 – +0.022 
 FFR 0.70 – 0.90 
       Pseudo-transient 29 ±0.0098 (0.0037) -0.0090 (0.055) -0.018 – +0.013 
       Steady 29 ±0.0048 (0.0045) -3.1e-4 (0.0067) -0.011 – +0.022 

*Indicates worst underestimation – worst overestimation. 
 

4.8.1.2.7 Areas of clinical interest 

FFR is typically used to help determine the best course of action in borderline cases.  Accuracy of 

both steady-state vFFR methods was therefore also assessed in the sub-groups of cases in which 

FFR was <0.90 (n=37) and FFR 0.70 - 0.90 (n=29) (Table 4.15).  There was no statistically 

significant difference in the accuracy of either method when deployed in either sub-group or when 

deployed in all cases.  

 

4.8.1.2.8 Generic boundary conditions 

The influence of CMV resistance was further demonstrated by re-analysing all cases applying a 

generic (averaged) value of CMV resistance as the distal boundary condition.  The effect this had 

on vFFR error is demonstrated in Table 3.  Accuracy improved as the averaged value for CMV 

applied at the distal boundary better and more specifically reflected the coronary arterial sub-

grouping.  
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Figure 4.16.  Bland-Altman plots demonstrating agreement between vFFR and measured FFR. 
Panel A demonstrates agreement for vFFRps-trns and panel B demonstrates agreement for vFFRsteady. 
The green lines indicate bias (mean delta, mFFR-FFR) and the red lines represent the limits of 
agreement (± 2 SD).  Note the high number of cases in the clinically important FFR range from 0.7-0.9 
(cf. VIRTU-1). 

 

 

 

 

 

 

a 
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Figure 4.17. Pseudo-transient FFR results 
An example of a pseudo-transient pressure result from a left anterior descending 
arterial case.  Invasively measured FFR was 0.350 and the computed vFFR was 
0.346.  The pseudo-transient result closely matches the invasively measured result 
(RMS norm 0.026) despite no transient data being used in its computation. 

 

 

 
Table 4.16 .The effect of applying generic (averaged) boundary conditions on quantitative and 
diagnostic error (vFFRsteady). 

Basis upon which subgroup CMVRtotal 

averaging was performed  

N 

datasets 

Mean error (SD) 

of vFFR result 

Bias (SD) 

(mean delta) 

Diagnostic 

accuracy 

All cases 73 ±0.11 (0.12) 0.11 (0.12) 75% 

Baseline and hyperaemic conditions 73 ±0.096 (0.096) 0.088 (0.104) 52.1% 

Right and left coronary arteries (under 

hyperaemic conditions) 

40 ±0.078 (0.079) 0.046 (0.102) 80% 

Artery specific (LAD, RCA, DX, 

LMCA, LCX) (under hyperaemic 

conditions) 

40 ±0.0050 (0.0046) -2.6 e-5 (0.0068) 82% 

Case specific (no averaging) 73 ±0.0044 (0.0044) -6.0 e-4 (0.0062) 100% 

CMVRtotal, total coronary microvascular resistance; SD, standard deviation; LAD, left anterior 
descending artery; RCA, right coronary artery; DX, diagonal artery; LMS, left main coronary 
artery;  LCX, left circumflex artery. 
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4.8.1.3 Discussion and chapter conclusions 
In this chapter, two new methods were developed for the fast and accurate computation of vFFR.  

Both methods rely upon performing two steady-state CFD analyses to derive the linear and 

quadratic terms which characterise the relationship between pressure and flow for each unique 

arterial case.  Both methods ran in approximately three minutes on a standard desktop PC (Dell 

Precision T5600, Intel Xeon processor, 32GB RAM) and, given an accurate measure of distal 

resistance, both methods quantified FFR with <1% error and were 100% accurate in diagnosing 

physiological lesion significance.  These results suggest that time-consuming, high-powered 

computer processing for complex transient CFD analysis is not necessary for the computation of 

vFFR.  Furthermore, steady-state analysis was more robust and reliable than full transient analysis 

which repeatedly became unstable in a number of cases.  The magnitude of this acceleration means 

that vFFR can be computed in less time than it takes to measure FFR invasively with a pressure-

sensitive wire.  Both methods are the subject of a UoS patent application.  CFD analysis is now no 

longer the rate limiting step in vFFR computation.  Rather, segmentation, pre- and post-processing 

protocols are now the time-critical processes.  

 

The ability to predict transient values without performing transient analysis is also a significant 

development.  The quality of the fit between pseudo-transient and actual values is dependent upon 

the accuracy of the Windkessel parameters applied (CMV resistance, impedance, compliance and 

intra-myocardial systolic pressure).  For methodological reasons, parameter derivation is improved 

when there is a greater difference between proximal and distal pressure signals.  It is therefore, 

unsurprising that pseudo-transient agreement with values derived from measured values was better 

for cases where the FFR was lower.  The accuracy and value of the pseudo-transient method are 

impressive and are applicable to a wide range of engineering applications (with, but not necessarily 

limited to, models with similar length-scales and Reynolds numbers) beyond the cardiovascular 

system and even beyond biological modelling.  The pseudo-transient method retains the high 

temporal and spatial resolution of the transient analysis but relies upon faster and more robust 

steady-state analysis.  The major drawback of the pseudo-transient method is that, in addition to 

K1 and K2, it requires the application of 7 parameters (impedance, resistance, compliance and 4 

parameters describing the timing and amplitude of intramural myocardial systolic pressure), 

whereas the steady method only requires resistance (Figure 4.13 and Figure 4.15).  Deriving these 

parameters may be simple in non-biological modelling, but remains a significant challenge for the 

current application. 
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Apart from lesions causing chronic total obstruction, all patterns and severities of CAD including 

LMS disease were included in this study.  The current study therefore reflects ‘real world’ working 

practice and is widely applicable which is unlike VIRTU-1 which focused primarily on simple, 

type A lesions.  A further strength of the current methods was that they can be applied to any 

arterial geometric reconstruction including CAG and CCTA. 

 

Now that feasibility has been demonstrated and acceleration of the simulation method has been 

achieved, the primary limitation of the model is the tuning of the distal boundary condition.  In this 

study the parameters of the CMV were inferred from a process relying upon invasive measurement.  

The application of completely generic boundary conditions yielded inferior accuracy.  When we 

applied sub-categorised averages based upon arterial sub-type, accuracy improved, supporting the 

notion that the precision of the CMV resistance is critical to computing physiological lesion 

significance.  In a truly predictive study, where invasive measurement is avoided, these would not 

be known.  This was appropriate in the current study because the aim was to develop and validate 

a method of vFFR computation which could operate within timescales which are practical for real-

time use in the cardiac catheter laboratory.  Tuning the boundary conditions to reflect CMV 

physiology now represents the single greatest challenge for vFFR prediction.  For this reason, the 

success of vFFRsteady in particular is encouraging because this method is associated with just a 

single unknown parameter, as opposed to vFFRps-trns which is associated with 7 unknown 

parameters.  The tuning of the distal boundary condition is the focus of Chapter 5.  
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5 Chapter Five: 
The Distal Boundary Condition 

 

 

5.1 Introduction 

In Chapter three I demonstrated the development and validation of an in silico model capable of 

simulating intracoronary physiology and predicting vFFR.  Three major limitations of the model 

were identified; (i) prolonged computation times, (ii) methodological imprecision of the 

segmentation and reconstruction algorithm and (iii) the lack of personalisation in the design and 

tuning of the 0-D model used to represent the distal boundary condition.  In Chapter four I 

demonstrated the development and validation of a novel method based upon paired steady-state 

analyses for accelerating the CFD simulation enabling the computation of results within timescales 
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which are tractable for use in making treatment decisions in the cardiac catheter laboratory.  

Collaborative work being performed in parallel to this thesis is focusing on the development of 

improved segmentation protocols (Cimen et al., 2014).  Optimising the segmentation algorithms is 

achievable but is beyond the scope of the current thesis.  The tuning of the boundary conditions 

therefore represents the final major limitation and challenge of the VIRTUheart™ model. 

 

In the VIRTUheart™ model, the proximal inlet condition is known because pressure is 

continuously monitored from the catheter tip during ICA.  The arterial wall is a boundary, and this 

condition is regarded as a rigid wall.  This approach has been demonstrated to be acceptable in 

certain contexts including the coronary circulation (Zeng et al., 2003, Zeng et al., 2008, Jeays et 

al., 2007, Brown et al., 2012).  Therefore, the major challenge lies in tuning the distal boundary 

condition.  I have already demonstrated the improvement in accuracy using patient-specific tuning 

of the distal boundary conditions, versus the application of generic tuning (Chapter 3).  The design 

and tuning of the distal boundary condition at an individual patient level represents, universally, 

the principal challenge facing the vFFR modelling community at the current time (Morris et al., 

2015). 

 

This chapter is divided into three sections: the first (section 5.2) focuses on the appropriateness of 

the design of the model used to represent the distal boundary condition; the second section (section 

5.3) explores the importance of patient-specific tuning of the distal boundary; and the final section 

(section 5.4) describes the development of a novel method for patient-specific model tuning. 

 

5.2 Modelling the distal boundary condition 

Before a strategy for tuning the parameters of the distal boundary condition is developed, it is 

important that the design and implementation of the applied model is appropriate.  Because it is 

impossible to represent the many myocardial micro-vessels within the 3-D domain of the model, 

VIRTU-1 applied a zero-dimensional (0-D), lumped parameter model at the arterial outlets/s to 

represent the distal physiological conditions. 

 

5.2.1 Zero-dimensional models 

0-D models incorporate a number of distributed physical schemes into a single, concise, simplified 

physical description.  They lump all the parameters within a particular compartment of the 

cardiovascular system together to characterise the global behaviour of the entire compartment 

within a single relationship.  The more physical compartments which are incorporated into a single 
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representation, the greater the number of assumptions which are made, and the greater the 

simplification of reality.  This global characterisation lacks spatial dimensions (hence the terms 

‘lumped parameter’ and ‘zero-dimensional’) because the variables (e.g. flow, pressure, 

capacitance, concentration) are regarded as spatially uniform, varying only in time.  Coupling a 

lower order model to a 3-D model such as in VIRTUheart™ is efficient because it allows detailed 

analysis in the 3-D region without the need for high temporal and spatial refinement on regions 

beyond this.  In the context of vFFR, this approach is ideal because the spatial distribution of 

physiological parameters within the CMV is not of clinical interest or methodological importance.  

Rather, it is the global influence that this compartment has on the pressure distal to a coronary 

lesion within the 3-D domain which is critical, and this is precisely what this model design 

provides.  Furthermore, from a clinical perspective, CMV pathophysiology is described, 

characterised and investigated globally, for example, in terms of coronary microvascular resistance 

(CMVR) which is a marker of coronary microvascular dysfunction and a key influence upon FFR 

(Knaapen et al., 2009) (see section 5.4.1.2). 

 

5.2.1.1 Lumped parameter modelling: the arterial Windkessel 
The 0-D Windkessel (air chamber) model is most commonly used to represent compliant arterial 

physiology and is described in Chapter 3.3.  Rather than representing the entire CMV within a 

single compartment, it is possible to discretise the system into a number of lumped parameter 

models according to different segments or branches of the arterial system in a distributed manner 

(Westerhof et al., 2010).  This is the approach taken in preceding chapters and also by Taylor et al 

in modelling vFFRCT (Taylor et al., 2013). 

 

5.2.2 What is the best Windkessel design? 

As described previously, the coronary circulation is unique in that the resistance varies with the 

phase of the cardiac cycle due to compression of the CMV during systole.  Numerous previous 

modelling studies of coronary physiology have ignored this phenomenon within models which, in 

the main, prescribe rather than predict coronary flow (Santamarina et al., 1998, Berry et al., 2000, 

Myers et al., 2001, Zeng et al., 2003, Boutsianis et al., 2004, Gijsen et al., 2008, Zeng et al., 2008) 

or which use idealised geometries with low mesh resolution (Lagana et al., 2005, Migliavacca et 

al., 2006).  The influence of myocardial contraction must be represented within the model if 

realistic flow profiles are to be modelled.  Thus far, VIRTUheart™ has represented this 

phenomenon by applying a transient pressure (voltage) at the terminal node of the capacitor in the 

three-element (Zc-C-R) Windkessel model.  Taylor et al describe a more complex five-element 

Windkessel model used to represent the CMV in a 3-D model of coronary physiology which is 
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similarly deployed within a hybrid 3-D, 0-D (Zc-C1-R1-C2-R2) model (Kima et al., 2010, Taylor et 

al., 2013).  In this model, the back-pressure (Pb) is applied at the second capacitor arranged in 

series.  Theoretically, the five-element model may better reproduce CMV physiology because the 

additional elements allow the coronary arteriolar and venous physiology to be individually 

simulated.  However, the overall effects on predicted coronary flow remain unknown.  Figure 5.1 

demonstrates the three- and five-element Windkessel model designs.  This first section of the 

current chapter focuses on determining an appropriate 0-D design for representing the CMV in the 

context of vFFR modelling. 

 

 

 

 
a 
 

 

 
b 

Figure 5.1. The simple and complex Windkessel models 
(a) The simple three-element model applies the ventricular back-pressure 
(Pb) at the terminal node of the capacitor. (b) In the complex five-element 
model, the first capacitor (C1) discharges to earth whereas the 
ventricular back-pressure is applied to the second capacitor (C2). Pd, 
distal pressure; Zc, characteristic impedance; Pc, pressure at the 
capacitor; R, resistor; Pv, venous pressure; Q, flow. 
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5.2.3 Method 

There is no established or recognised method for evaluating the precision of a 0-D model in 

representing distal CMV physiology.  It was therefore proposed that a Windkessel model could be 

evaluated by its ability to reproduce realistic coronary flow profiles, especially in the context of 

the coronary circulation where the myocardium complicates the P-Q relationship.  A good 

Windkessel design will produce a realistic flow profile, whereas a poor Windkessel will fail in this 

regard.  The ability to reproduce realistic coronary flow and the ability to generate an accurate 

vFFR result are not mutually exclusive.  This has already been demonstrated in Chapter 4 with the 

vFFRsteady method which represented the CMV as single resistance element.  Whilst this method 

estimates vFFR and mean coronary flow accurately, it is unable to replicate transient flow 

physiology which may yield additional information about coronary physiology. 

 

A scheme was developed whereby an analytical solution was formulated for the 0-D domain.  This 

was used to compute transient coronary flow (Qoptim) from the transient pressure measured by the 

pressure-sensitive angioplasty wire during ICA.  The goodness of fit (least squares, RMS error, 

similar to Chapter 4) was then calculated relative to the actual coronary flow at this point.  

However, because transient volumetric coronary flow is very challenging to measure in vivo, the 

reference standard was provided by CFD computed flow (Q3-D) consistent with the methods 

demonstrated in Figure 5.2 below and as described in Chapter 3 and 4.  The hypothesis for this 

strategy was that an appropriate 0-D model would provide an analytical solution similar (least RMS 

error) to transient 3-D transient analysis. 

 

However, in order to generate the best fit, the system requires the appropriate parameters to be 

programmed.  It is important that the parameters applied are first, accurate for the particular patient 

case and second, applied consistently between models when making comparisons.  In Chapter 3, a 

manual parameter optimisation process was used within Matlab to tune Zc, C and R according to a 

least squares fit.  This is labour-intensive and imprecise.  Therefore an optimisation process was 

developed which extracted the optimal parameters for the least squares fit between the analytical 

and 3-D solutions. 
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Figure 5.2. An example of computed flow (Q3-D) derived from measured pressure 
boundary conditions 
For a borderline left anterior descending coronary arterial case (mFFR = 0.78). 
(a) Measured proximal (Pa) and distal (Pd) pressures are used as boundary 
conditions for the 3-D CFD analysis.  (b) Computed flow (Q3-D) demonstrating 
systolic flow predominance (time 0 corresponds to the ECG R wave). 

 

5.2.3.1 Parameter optimisation: extracting the boundary conditions 
An optimisation scheme was developed which identified the optimal combination of 0-D 

parameters that together, returned the flow profile (Qoptim) that was closest approximation (i.e. 

minimal error) to the flow derived from the 3-D analysis (Q3-D).  The developed scheme was based 

upon the work of Lungu et al in which Windkessel parameters were derived for a model of 

pulmonary arterial hypertension (Lungu et al., 2014).  The developed model comprised a genetic 

algorithm (GA), followed by a local gradient descent (GD).  The GA is a class of stochastic 

searching strategies, modelled on Darwinian evolutionary mechanisms, a popular strategy to 

optimise non-linear systems with a large number of variables.  The GA searches quickly through a 

large, diverse combination of parameters analogous to a randomly generated ‘population’ of 

parameter combinations.  For each combination of parameters, Qoptim is evaluated relative to Q3-D 

via the least squares fit: 

 ��� ����� = �� �����(�) −������(�)���
���  Eq 5.1 

The best combinations are then selected and then crossed with other selected combinations in order 

to produce, in theory, a population of even ‘fitter’ offspring combinations carrying forward the best 

traits from each parent combination.  This process is then repeated over a number of generations 

until the best combination is selected with the cost function being the RMS error.  This combination 
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provides the input to the second routine, the gradient descent algorithm which refines the output of 

the GA by searching for local minima in the RMS error within the solution space.  Both the GA 

and the GD were implemented in Matlab using the optimisation toolbox.  The output was the single 

best combination of 0-D parameters for that particular case along with the RMS error associated 

with that combination, relative to Q3-D.   

 

5.2.3.2 Ventricular back-pressure 
As demonstrated in Figure 5.2, coronary blood flow predominates during ventricular diastole due 

to the increased CMVR during systole.  In the 0-D model this is represented as a back-pressure 

(Pb) which is applied to the terminal node of the capacitance.  The back-pressure is defined 

according to five parameters: amplitude, sine curve power, ramp up, plateau, and ramp down (see 

Figure 5.3).  The amplitude of the back-pressure is defined as a fraction of Pa and the latter three 

parameters are defined as a fraction of the period.  The curve power is fixed at two (i.e. sin2).  

Therefore, there are four variables used to define the back pressure on an individual case basis. 

 

 

 

Figure 5.3. Ventricular back-pressure (Pb) 
Ventricular back-pressure is defined by the amplitude, ramp up, plateau 
and ramp down. The amplitude is informed by the mean systolic Pa trace 
whilst the aortic valve is open and the optimisation algorithm optimises 
Pamp-fraction which, when multiplied by Pamp defines the amplitude of the 
ventricular back-pressure. 

 

In Chapter 3, a generic back-pressure was applied for right and left coronary cases based upon 

averaged data.  In the current analysis, these four parameters of ventricular backpressure were 

optimised along with Zc, C and R.  Therefore, the three-element Windkessel was in fact comprised 

of seven (variable) elements, all of which require optimisation.  Any case- or patient-specific 

information which can be used to inform the tuning of the Windkessel parameters should be 
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exploited.  Since the Pa signal reflects intraventricular pressure during systole, this can be used as 

a guide to the back-pressure amplitude.  However, the Pa signal only reflects intra-myocardial 

physiology when the aortic valve is open.  Early attempts to use ECG timing to define this period 

were fruitless, likely due to inter-individual variability in cardiac electromechanical coupling.  

Instead, this period was identified from the Pa pressure trace as the period commencing when Pa 

begins to rise (corresponding with aortic valve opening) until the dicrotic notch (corresponding 

with aortic valve closure).  Because the pressure data were derived from ensemble averaging the 

dicrotic notch was smoothed and difficult to identify.  Therefore, the dicrotic notch was identified 

as the point when the polynomial interpolation (used to approximate complicated curves) of the Pa 

time derivative reaches its minimum (see Figure 5.4).  The amplitude (Pamp) is calculated as the 

mean value of the aortic pressure between aortic valve opening and closing.  The value of the back-

pressure applied to the 0D model (Pb) is calculated as: 

 �� = ���� ∙ ����_���� Eq 5.2 

In this way, readily available patient-specific data from the ICA procedure were used to inform the 

0-D model parameters.  This routine was algebraically coded in Matlab by PDR. 

 

 

Figure 5.4.  Identifying aortic valve opening and closure 
The top diagram demonstrates the Pa trace and the points of aortic valve 
opening and closure.  The bottom panel demonstrates the time derivative of 
Pa (dP/dt) along with the polynomial.  The minimum point of the polynomial 
(min dPao/dt) corresponds to aortic valve opening. 
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5.2.3.3 Evaluation 
An analytical solution was derived for the three- and five-element Windkessel models.  In each 

case, this was implemented in Matlab as a direct solver (coding by PDR).  Analytical solutions 

were tested against the numerical solution method which were based on the backward Euler 

method.  Because the underlying phenomenology is periodic in time, a Fourier series representation 

of each analytic solution was used. 

 

The inputs to the optimisation algorithm were the two pressure waveforms (Pa and Pd) and the 

transient volumetric flow rate through the lesion simulated by the 3-D model using measured 

pressure boundary conditions (Q3-D).  The number of parameters optimised depends upon the model 

in question; three plus four for the simple (Zc, R and C plus Pamp, ramp up, flat and ramp down) 

and five plus four for the complex model (Zc, C1, R1, C2 and R2 plus Pamp, ramp up, flat and ramp 

down).  However, total resistance (Rtotal) is known because of Ohms law: 

 ������ = (�� + �)������ = (�� + �� + ��)�������  = �������  Eq 5.3 

Because �� is known from the Q3-D solution, the number of parameters which need optimising is 

reduced by one in each model.  However, in both models, four parameters characterising the back-

pressure are also required.  Therefore, the simple model is in fact a seven element optimisation and 

the complex model a nine-element model.  The GA allowed the range of possible results for each 

parameter to be constrained in a sensible manner in order to narrow the solution space in which the 

GA searches.  In addition to evaluating the simple and complex model, a delay function was also 

evaluated (see Figure 5.3).  This additional parameter allowed the commencement of the 

ventricular back-pressure signal to be varied and optimised in each case 

 

Patient data from the Wellcome Trust and Department of Health HICF study (section 5.4.2, page 

183) were collected.  Data from 20 patients with stable CAD were collected.  3-D arterial 

geometries were segmented and reconstructed from ICA as previously described (Chapter 3).  

Transient flow was simulated with measured pressure boundary conditions for all arterial datasets 

under baseline and hyperaemic flow conditions and pre- and post-PCI where appropriate.  These 

data were used to compute the amplitude of Pamp as described in section 5.2.3.2.  All cases were 

then processed with the optimisation protocol described above.  The boundary condition 

parameters were extracted, as was the RMS error in each case (relative to Q3-D). 
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5.2.4 Results 

An example set of results for the simple and complex model, with and without delay, in each of 

the physiological states for a LAD artery case is demonstrated in Figure 5.5 and in Figure 5.6 

overleaf (legends are below). 

 

 

 

 
Figure 5.5 (next page). An example of the optimisation results for the simple (Zc-RC) and complex 

(ZcRCRC) models with (-D) and without (-ND) delay, under baseline and hyperaemic flow conditions for 

a single case (for case V001, LAD, same as Figure 5.5 & Figure 5.6), pre-PCI 

In the top row of each case, the Pa and Pd pressure traces are seen along with the optimised back-pressure 

trace. In the bottom row, the flow computed from measured values and the flow computed by the direct solver 

with the optimised parameters are plotted alongside each other. The RMS error is displayed in each case. 

 

 

Figure 5.6 (subsequent page). An example of the optimisation results for the simple (ZcRC) and complex 

(ZcRCRC) models with (-D) and without (-ND) delay, under baseline and hyperaemic flow conditions for 

a single case (for case V001, LAD, same as Figure 5.5 & Figure 5.6), post-PCI 

The results of the same case as Figure 5.5 are demonstrated post-PCI. Note the increased RMS errors 

indicating inferior goodness of fit after revascularisation, especially under baseline flow conditions in the 

simple model (red outline). This is likely to be due to decreased dP when computing the 3-D flow with 

measured pressure boundary conditions. Abbreviations same as Figure 5.5. 
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5.2.4.1.1 Constraining the model and the solution space 

During preliminary testing it was observed that, without constraint, model parameter results were 

optimised to supra- or sub-physiological levels in some cases.  Although these parameter 

combinations were often associated with advantageous RMS errors, since the aim was to develop 

a physiological, rather than a phenomenological model individual model parameters were 

constrained within physiological limits.  Initially, the five-element model returned results with 

significantly higher RMS error than the three-element model.  The level of error was reduced when 

parameter constraints were manipulated on an individual case basis but this was a time-consuming 

process.  Stability of the solution was demonstrated by optimising a single case 100 times for each 

model and assessing the coefficient of variation (SD/mean) of each parameter.  The results are 

demonstrated below in Table 5.1and Table 5.2. 

 
Table 5.1. Coefficient of variation of each optimization parameter of the simple model after 100 runs 

 Zc C R Pamp-frac Rp up Rp flat Rp down RMS 
Coefficient of 
variation 

5.9e-7 4.5 0.6 0.03 0.07 0.5 0.09 0.1 

for case V001 LAD, same as Figure 5.5 & Figure 5.6   

 

 

 
Table 5.2. Coefficient of variation of each optimization parameter of the complex model after 100 runs  

 Zc R1 R2 C1 C2 Pamp-frac Rp up Rp flat Rp down RMS 
Coefficient 
of variation 

0.11 0.7 0.6 7.9 3.8 0.07 0.4 0.6 0.13 0.19 

for case V001 LAD, same as Figure 5.5 & Figure 5.6   

 

In both models, the impedance was stable.  In the simple model, capacitance was least stable.  The 

situation was more complex in the five-element model where the variation in R1, R2, C1 and C2 is 

significant.  The optimisation algorithm did not ‘know’ how to distribute these values between the 

elements.   

 

Once constraints were individually manipulated, the complex model appeared to cope better with 

the low flow region during diastole in the post-PCI cases than the simple model which struggled 

in this region (see Figure 5.6 a, b, c and d).  As discussed previously, it is not practical to manually 

tune parameter constraints for every case, especially since the only advantage was in cases of least 

clinical importance i.e. post-PCI cases where there is little separation of pressure during the systolic 

pressure ramp-up phase.  For this reason, the five-element model was not considered further. 
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5.2.4.1.2 Results from the simple model 

Twenty patient cases were analysed.  These yielded 74 individual datasets which comprised a 

mixture of coronary artery cases and physiological states as outlined in Table 5.3.  Patient and 

angiographic details are described in Table 5.4.  

 

Table 5.3. Case-specific characteristics of the Windkessel analysis 

Case Description Number 
Coronary Artery  
    LAD 12 
    RCA 7 
    Diagonal 1 
    Circumflex 3 
    Left main stem 4 
Physiological state  
    Pre-PCI 37 
    Post-PCI 26 
    Baseline Flow 29 
    Hyperaemic Flow 40 
Total Cases 74 

 
Table 5.4.  Baseline characteristics of the patients studied 

General demographics  
    Mean age, years 67 (9) 
    Male 80% 
    Mean body-mass index, Kg m-2 30.1 (4.0) 
Comorbidities 
    Hypertension 60% 
    Hyperlipidaemia 65% 
    Type 2 Diabetes Mellitus 30% 
    Current smoker 0% 
    Prior myocardial infarction 50% 
Angiographic details 
    Dominance 85% right 

5% left 
10% co-
dominant 

    SYNTAX 10.8 (6.8) 
    New York Risk Score 0.31 (0.39) 

Values are mean (SD) unless stated as % . 

 

The effect of adding the delay function is demonstrated in Table 5.5.  As expected, the delay 

function had a significant effect upon the ‘ramp-up’ fraction (0.27 (0.090) vs 0.19 (0.093), p=0.01), 
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without effect upon any other parameter.  More specifically, as there was no beneficial effect upon 

bias, mean or RMS error the delay function was not considered further.   

 
Table 5.5. Comparing parameter values and precision of the simple 
model with and without delay.  

 Mean value 
(ZcCR – delay) 

Mean value 
(ZcCR + delay) 

Significance 
P= 

Parameters    
Zc 1.73 e10 (5.4E10) 1.73E10 (5.4E10) 0.99 
C 1.95 (1.68E2) 1.32E-3 (6.1E-3) 0.32 
R 1.62E9 (6.1E9) 1.62E9 (6.1E9) 1.0 
Pamp-frac 8.61E-01 (0.19) 8.61E-01 (0.19) 0.91 
Ramp up 0.27 (0.090) 0.19 (0.093) 0.01* 
Ramp flat 0.20 (0.080) 0.20 (0.088) 0.58 
Ramp down 0.20 (0.128) 0.21 (0.128) 0.80 
Delay NA 0.032 (0.016)  

Precision    
Bias 1.40E-3 (2.77 e-3) 1.25E-3 (2.77E-3) 0.69 
Mean error 2.31E-3 (2.05 e-3) 2.24 (2.0E-3) 0.78 
RMS error 0.21 (0.25) 0.20 (0.25) 0.86 

Data presented as mean (SD). Zc, Impedance; C, capacitance; R, resistance 

 

Again, the effect of running the optimisation 100 times was assessed to see if stability was 

increased.  Due to time constraints, this was done on the first 60 arterial datasets (patients 1 – 12).  

The results are presented in Table 5.6.  There was no effect upon result stability or any marker of 

precision.  The three element model was therefore considered stable. 

 

Results across all cases and for patient subgroups for the three-element model are presented in 

Table 5.7.  In comparing the FFR < 0.90 and FFR ≥ 0.90 groups, resistance and Pamp-frac were both 

higher in the FFR ≥ 0.90 group (1.60E+08 vs 2.97E+09, p=0.046) whereas the ramp-down duration 

was decreased in the FFR ≥ 0.90 group (0.247 vs 0.156, p=0.02).  The most important difference 

between the groups was the increase improvement (decrease) in RMS error in the FFR < 0.90 group 

(0.073 vs 0.333, p = <0.0001).  The effect upon accuracy of the mean flow result was negligible 

(2.14E-03 vs 2.46E-03, p = 0.51).  When comparing pre- versus post-PCI cases, there was a small 

but statistically significant increase in impedance (7.11E+09 vs 1.88E+10, p = 0.02), resistance 

(4.03E+08 vs 1.97E+09, p = 0.007) and Pamp-frac (0.801 vs 0.936, p=0.009).  Ramp-down fraction 

was significantly shorter post-PCI (0.231vs 0.164, p = 0.036).  RMS error was significantly reduced 

in the group with the more significant pressure drop (0.113 vs 0.331, p = <0.001) whereas error in 

the computed mean flow was similar (2.13E-03 vs 2.49E-03, p= 0.51).   
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Table 5.6. Comparing a single optimisation run with the single best from 100 runs 

Factor Value from a 

Single run 

Best (SD) value  

100 runs 

Significance 
P= 

 Parameter    

Zc 1.96E+10 (5.89E+10) 1.96E+10 (5.89E+10) 0.99 

C 6.25E-04 (4.04E-03) 2.06E+02 (1.64E+03) 0.17 

R 1.92E+09 (6.61E+09) 1.96E+09 (6.60E+09) 0.96 

Pamp-frac 8.66E-01 (1.95E-01) 8.66E-01 (1.94E-01) 0.99 

Ramp up 2.13E-01 (9.51E-02) 2.16E-01 (9.83E-02) 0.83 

Ramp flat 1.93E-01 (8.72E-02) 1.89E-01 (8.23E-02) 0.69 

Ramp down 2.03E-01 (1.33E-01) 2.13E-01 (1.30E-01) 0.55 

 Precision    

Bias 1.40E-03 (2.82E-03) 1.31E-03 (2.79E-03) 0.81 

Mean error 2.29E-03 (2.15E-03) 2.21E-03 (2.15E-03) 0.75 

RMS error 2.23E-01 (2.63E-01) 2.65E-01 (2.65E-01) 0.91 
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5.2.5 Conclusions 

Work in this chapter suggests that the modified three-element 0-D Windkessel model is an accurate 

and practical design for modelling realistic coronary microvascular physiology.  Slightly better 

results can be predicted by more complex models such as the modified five-element model.  

However, the slight improvement in accuracy is associated with a significant increase in user-input 

which makes the method impractical for use in the current context.  Instantaneous accuracy is 

improved in cases where there is greatest pressure drop across a lesion, which is to be expected, 

considering that the method for deriving transient flow relies upon the pressure gradient to drive 

flow; thus small values of dP generate larger errors in Q3-D.  Similar to the results of Chapter 4, the 

accuracy of the computed mean (non-transient) flow remain accurate regardless of lesion severity 

and this has implications for the calculation of vFFR which considers pressure data averaged over 

the duration of the entire cardiac cycle.  The modified three-element model is an appropriate design 

for modelling CMV physiology in the context of vFFR and in terms of reproducing realistic 

coronary flow waveforms. 

 

 

5.3 The impact of 0-D tuning at the distal boundary  

Because the distal boundary condition is unknown without in the absence of invasive intracoronary 

measurement, estimating it remains a major challenge for the vFFR modelling community.   

 

5.3.1 Generic tuning 

In VIRTU-1 generic conditions were used (Chapter 3) (Morris et al., 2013).  This gave good 

diagnostic accuracy (97%) of physiological lesion significance based on data dichotomised 

according to the ≤0.80 FFR threshold.  However, a modest cohort of patients was studied and, on 

closer inspection of Figure 3.11, it can be observed that quantitative accuracy, on an individual 

case basis, was less impressive.  vFFR values deviated from mFFR with a mean error of ±0.06.  

Therefore, based upon this cohort, with generic boundary conditions, we can only be confident that 

the mFFR is above or below the threshold for significance if the vFFR is ≥0.86 or ≤0.74.  Although 

useful in many patients, applicability is limited in more marginal lesions.  The vFAI model 

described by Papafaklis et al (Chapter 2 and 4) is based purely upon vessel geometry and ignores 

the influence of the distal CMV completely (Papafaklis et al., 2014).  This is similar to applying a 

generic boundary condition.  The vFFR model by Tu et al does not implement a distal boundary 

condition.  Instead, mean coronary flow velocity derived from TIMI frame counting during induced 



CHAPTER FIVE: THE DISTAL BOUNDARY CONDITION 
 
 
 

 
174 

hyperaemia is used to tune the 3-D domain (Tu et al., 2014).  Consequently, patient-specific data 

have been used to tune the model.  Although this is methodologically advantageous, the induction 

of hyperaemia is a factor which has limited use of invasive FFR.  Thus far, no group has described 

a precise method for tuning the distal boundary condition on an individual case basis without the 

induction of hyperaemia.  Although relatively crude, and based on multiple levels of assumptions, 

the vFFRCT model of HeartFlow Inc. perhaps comes closest to achieving this.  vFFRCT estimates 

myocardial mass from cardiac CT and uses this value to estimate total resting blood flow (Taylor 

et al., 2013).  BP is measured non-invasively at the brachial artery.  Because pressure drop 

(coronary venous pressure assumed zero) and total myocardial flow are ‘known’, coronary outlet 

resistance (based on a Windkessel) is distributed according to vessel diameter, a relationship based 

on Murrays law which states that � ∝ ��� (see Chapter 2).  A generic response to adenosine is 

then applied to simulate hyperaemia.  This model does not account for any intra- or inter-individual 

heterogeneity in CMVR, nor does it reflect variability in response to adenosine from baseline. 

Table 5.8 summarises the accuracy of the different models of vFFR.  There is a consistency 

between these models, in terms of diagnostic and quantitative accuracy perhaps reflecting the 

maximum ceiling associated with generic distal boundary tuning.  This is demonstrated graphically 

in Figure 5.7.   

 

 

 
Table 5.8. Accuracy of vFFR models with generic tuning of the distal boundary condition 

 Diagnostic 
accuracy* 

AUROC# Agreeability Correlation 
coefficient 

Bias ± SD Limits of 
agreement$ 

VIRTU-1 
 

97% 0.97 ±0.06 0.84 0.02 ± 0.080 ± 0.16 

vFFRCT 

 
86% 0.93 Not reported 0.82 0.02 ± 0.074 ± 0.15 

vFAI 
 

87.8% 0.92 NA 0.78 0.00 ± 0.085 ± 0.17 

TIMI method 
 

88.3% 0.93 Not reported 0.81 0.00 ± 0.06 ± 0.12 

*for predicting FFR < or > 0.80. #Area under receiver operating curve. $Limits of agreement = ± 2× SD; 
NA, not applicable because vFAI is not a measure of FFR. References cited in text. Adapted from Morris 
et al (Morris et al., 2013) with permission of Elsevier. 
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Figure 5.7. Consistency of results of accuracy for models of vFFR using generic (or near-generic) 
distal boundary condition tuning. 
VIRTU-1 was the only study to publish agreeability data numerically. Abbreviations and 
explanations same as Table 5.8. 

 

In Chapter 4, the accelerated models of vFFR were applied with generic boundary conditions.  A 

similar and consistent level of accuracy was observed: diagnostic accuracy = 80%, bias = 0.05, and 

limits of agreement of ± 0.20.  However, in Chapters 3 and 4, patient-specific boundary conditions 

were applied to the VIRTUheart™ model using invasive measurements during ICA.  This was 

associated with significant improvement in the accuracy of vFFR, the mean quantitative error 

reducing to <1% (cf. 8%). 

 

These data suggest that the use of generic boundary conditions is associated with a relatively 

consistent error margin.  The challenge is in developing a scheme for tuning the model on an 

individual case basis in the absence of invasive intracoronary measurements. 

 

5.3.2 Parameter sensitivity analysis 

The outputs of any model are influenced by variance in input parameters which may occur due to 

natural biological variability (in health and disease), or due to error in measurement.  In the context 

of vFFR, these include a variety of geometric and physiological parameters.  Promising vFFR 

results have been produced despite limitations in coronary segmentation and reconstruction, and in 

how physiological parameters are applied in model tuning (Morris et al., 2013, Papafaklis et al., 

2014).  It is important and useful to understand the relative sensitivity of computed vFFR to 

individual model input parameters.  This way, time and effort can be focused on dominant 
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parameters whereas parameters with negligible effect on vFFR result can often be assumed or based 

on averaged data.  Sensitivity analysis is a formal mathematical process which allows the influence 

and interdependencies of individual model inputs to be decomposed and quantified in terms of their 

effects on model outputs; in this case, the vFFR result.   

 

Sensitivity analysis was performed in order to formally quantify the principal, accuracy-defining 

model features and parameters.   

 

5.3.2.1.1 Method 

Rotational coronary angiograms were segmented and reconstructed according to the methods 

described in Chapter 3.  Data from 20 patients with stable CAD were analysed.  The same clinical 

dataset used in section 5.2.3 was analysed.  The analysis was performed using the Sobol 

decomposition method (Sobol, 2001, Saltelli, 2002) which was applied to the accelerated vFFRsteady 

method described in Chapter 4.  The input parameters examined were CMV resistance (RCMV), 

geometry parameters (K1 and K2), and proximal pressure (Pa).  This variance-based method can be 

used to determine the magnitude of effect of individual input parameters on the output of a model, 

in this case vFFR.  The main sensitivity indices provide information about the reduction in model 

output variance if an input factor would be accurately applied.  Therefore, the main sensitivity 

indices are able to provide a ranking of the individual input parameters responsible for proportions 

of the model output variance, i.e. the inputs are ranked in order of the level of influence on the 

vFFR result that they have.  Additionally, the total sensitivity indices can be used to identify 

parameters that have little or even negligible effect on model output and can therefore be fixed to 

population averages.  For the current study, the main and total sensitivity indices have been 

determined over parameter ranges derived from the patient cohort.  This work was carried out in 

collaboration: the mathematical model was developed and executed by JF, model development, 

clinical data collection, processing and results analysis were performed by PM. 

 

5.3.2.1.2 Results 

Figure 5.8 provides a ranking of the main sensitivity indices and demonstrates that the principal 

influence on the variation of vFFR values was the total distal CMVR, accounting for 59% of the 

variance.   
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K1         K2         CMVR         Pa         Interaction terms 

Figure 5.8. Pie-chart demonstrating the relative effect of individual model input 
parameters on model output (vFFR) variance. 

 
 

Coronary anatomy and stenosis geometry (characterised by K1 and K2) were of secondary 

importance in the study population, accounting for 33% of vFFR variance.  As a summary, a heat-

map of the FFR sensitivity indices is displayed in Figure 5.9.  Only 8% of the model output 

variance was caused by higher order interaction effects.  Interaction (indirect) effects are defined 

as the difference between the total effect and the direct (main) effect of an input parameter.  The 

magnitude of the interaction effects is demonstrated in Figure 5.10 which displays the total 

sensitivity indices divided into the main effects (Si) and the remainder accounting for higher order 

interaction effects.  A relatively small proportion of the total effect of the individual input 

parameters can be attributed to interaction effects.  The total variance in vFFR caused by proximal 

pressure (Pa) was less than 1%, as demonstrated by the total sensitivity index value of 0.0038.  

Therefore, average proximal pressure had negligible (%) effect on vFFR result. 

 

5.3.2.1.3 Discussion 

The sensitivity analysis described here demonstrates the relative importance of each input 

parameter in the precision of vFFR computation.  For many years, angiographic assessment of 

CAD focused solely upon lesion anatomy.  More recently it has been demonstrated that 

physiological assessment (FFR) correlates more closely with clinical outcome than lesion anatomy 

alone.  A number of groups have tried, unsuccessfully to infer physiological lesion significance 

purely from lesion anatomy, using 2-D and 3-D QCA (Koo et al., 2011, Ben-Dor et al., 2012, 

Gonzalo et al., 2012).  The sensitivity analysis presented in this study explains this collective failure 
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because the aforementioned studies did not incorporate any measure of CMV resistance in their 

processing.  This study of a population of patients with stable CAD demonstrates that variability 

in the CMV resistance had a greater influence on the vFFR result than variability in epicardial 

coronary and lesion anatomy.  This highlights how critical it is to include an accurate estimate of 

CMVR into any virtual FFR model.  This also explains the strength and success of FFR over 

standard and quantitative CAG, because invasive FFR  

 

 

 

Figure 5.9. The main (Si) and total (SiT) sensitivity indices, and interaction 
effects. 
Data are displayed for the four input parameters: mean Pa, mean CMVR, 
and geometry parameters K1 and K2.  The axis on the right indicates the 
magnitude of the influence on output (vFFR) result with higher values having 
a stronger influence on result.  CMVR is the dominant influence on vFFR 
result. The colour legend indicates the relative strength of the effect (0-1). 

 

 

measurement automatically incorporates the magnitude of CMV resistance (Pijls et al., 1993).  

Similarly, it explains why other published work in this area has been able to report reasonable 

vFFR accuracy, despite employing relatively imprecise imaging and segmentation protocols 

(Morris et al., 2013, Norgaard et al., 2014, Papafaklis et al., 2014).  The construction of 

computational workflows which accurately compute FFR, without wire insertion, and without the 

induction of hyperaemia, require careful tuning of the distal boundary condition parameters 

(CMVR in particular) on an individual case basis. 

 

Pa 

 

 

CMVR 

 

 

K1 

 

 

K2 

Si                             S iT                      Interactions 
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Figure 5.10. Bar-chart demonstrating the magnitude of the total (direct and 
interactions) effects on vFFR caused by the input parameters CMVR, geometry 
parameters (K1 and K2) and average proximal pressure (Pa). 

 

 

5.4 A strategy for tuning the 0-D model parameters 

Section 5.2 describes the validation of the modified three-element Windkessel for simulating the 

physiological behaviour of the CMVR.  Section 5.3 demonstrates that tuning of the 0-D model 

parameters is the dominant factor in determining the accuracy of the simulated pressure and flow 

result on an individual case basis.  The aim of this section is to develop, execute and evaluate a 

novel method for achieving this. 

 

Despite significant interest, funding and financial investment (HeartFlow Inc Funding, 

CrunchBase, 2015), at the current time, there are no examples of non-invasive strategies for 

personalised boundary condition tuning in a model of vFFR in use or in the literature; this 

highlights the magnitude of the challenge.  In fact, patient- and case-specific tuning of boundary 

conditions using non-invasive data represents a wider challenge facing the in silico modelling 

community.  Thus far, all published models of vFFR apply generic tuning (Morris et al., 2013, Tu 

et al., 2014, Papafaklis et al., 2014, Norgaard et al., 2014).  Section 5.2.3.1 describes a method for 

accurately deriving the 0-D parameters within an acceptable level of error and Chapter 4 describes 

how these can be applied to compute vFFR with <1% error compared to measured data.  However, 

K1                                  K2                             CMVR                             Pa   

Total effect          Interaction effect 
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the optimisation method relies upon invasively acquired pressure data.  The major challenge 

therefore lies in developing a strategy which can infer the 0-D parameters from non-invasive data.  

More specifically, these data should not rely on intracoronary measurement.  Some level of 

invasive data are acceptable in a model of vFFRICA if they are acquired during routine diagnostic 

catheterisation.  For example, the tuning of the ventricular back-pressure amplitude uses data from 

the aortic pressure signal which is measured routinely via the catheter tip.  Moreover, the same 

dataset provides the proximal boundary condition.  Whereas vFFRCT has the advantage of being 

able to compute myocardial mass which is used to generate assumptions regarding distal 

parameters, vFFRICA has the advantage of providing a level of routinely available invasive data 

which potentially can be used to help tune the distal boundary condition. 

 

It is not anticipated that perfect case-specific tuning is required to generate significant improvement 

in vFFR accuracy.  Chapter four demonstrates how even relatively crude approximations can 

improve vFFR accuracy significantly.  A scheme which enables even a gross adjustment of the 

parameters on a case-specific basis without intracoronary measurement would represent a major 

advance within the field of intracoronary modelling and within in silico medicine more widely. 

 

5.4.1.1 How many parameters need to be tuned? 
Both steady-state-based acceleration methods described in Chapter 4 predict vFFR with <1% error, 

provided that case-specific 0-D parameters were applied.  Ideally, the FFRps-trns method would be 

used because this method generates pseudo-transient data regarding the flow and pressure 

dynamics over time.  However, as demonstrated in Figure 4.12 this method relies upon the tuning 

of seven parameters: impedance (Zc), capacitance (C), resistance (R), along with four parameters 

describing the ventricular back-pressure (Pb) namely the amplitude which is informed by the aortic 

pressure trace (Pa) and the durations of the pressure ramp-up, flat, and ramp-down phases defined 

as a fraction of the cardiac cycle.  Alternatively, the FFRsteady methodology (see Figure 4.13) relies 

upon just a single parameter, total resistance (Rtotal).  Because this method incorporates mean values 

(averaged over the period of the cardiac cycle) of flow, pressure and resistance, the entire distal 

model reduces down to a single value of resistance which is equal to the sum of Zc and R in the 

other model.  Although this model cannot produce dynamic data, it was able to accurately predict 

vFFR with only a single 0-D parameter variable.  The long term aim should be to tune the seven 

parameter model on an individual case basis in order to generate dynamic data.  However, at this 

early developmental stage the pragmatic approach is to attempt to predict only Rtotal because this is 

simpler, still allows accurate vFFR prediction and is more likely to succeed on a smaller cohort in 

a pilot proof of concept study. 
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5.4.1.2 Coronary microvascular resistance  
An understanding of the factors influencing coronary microvascular resistance (CMVR) and 

hyperaemic microvascular resistance (HMR) is important when deciding how to develop a method 

for predicting 0-D model parameters.  The value of the HMR is critical to FFR which is similarly 

measured under hyperaemic flow conditions.  CMVR demonstrates heterogeneity both between 

individuals and within different regions of the same heart.  Studies of HMR demonstrate up to 

fourfold variability between different hearts in animal (Vergroesen et al., 1987) and human studies 

(Meuwissen et al., 2001).  During diagnostic assessment for CAD, increased HMR is a marker for 

FFR-CFVR discordance and increased MACE (Meuwissen et al., 2001, van de Hoef et al., 2014).  

HMR also demonstrates intra-individual variability.  A detailed microsphere experiment 

investigated 384 separate regions of the left ventricular free wall of two canine hearts.  There was 

no correlation between baseline and hyperaemic flow at the local level and a twelvefold variability 

in CFVR was observed in some regions (Austin et al., 1990).  In a study of 169 adults with CAD, 

PET imaging detected a threefold variation in regional myocardial blood flow highest in the 

anterior and lateral regions and lowest inferiorly.  A gender discrepancy was observed, with 

baseline myocardial blood flow higher in females than males (Chareonthaitawee et al., 2001).  

HMR is also influenced by CMV perfusion pressure (Pd), and therefore lesion severity.  The 

mechanism is thought to involve the effect of hydrostatic pressure on the compliant CMV vessels 

(Kajiya et al., 1986).  Studies demonstrate increased HMR in the presence of a stenosis, an affect 

which reverses with restoration of Pd after PCI (Chamuleau et al., 2003, Spaan, 1985).  A further 

study by the same group demonstrated that after PCI, HMR reduced to a lower level lower than 

expected (relative to a reference vessel) suggesting chronic remodelling in response to chronic low 

perfusion pressure.  The reduction in CMVR accounted for 34% of the total reduction in coronary 

resistance after PCI (Verhoeff et al., 2005).  CMVR is higher during systole than diastole.  

Consequently, heart rate is an important influence on flow because relatively time is spent in 

diastole at higher heart rates. 

 

Increased CMVR and HMR are associated with coronary microvascular dysfunction (CMVD).  

The clinical and pathological basis for this are summarised in Table 5.9 and Table 5.9 respectively. 
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Table 5.9. Clinical classification of coronary microvascular dysfunction  

Type of CMVD Description Examples 
Without CAD and /or 
myocardial disease 

Reflects established coronary risk 
factors. Identified by non-invasive 
imaging. Partly reversible. 

Smoking - 21% CFVR reduction in asymptomatic 
smokers (Kaufmann et al., 2000a) 
 
Diabetes mellitus (Pitkanen et al., 1998) 
 
Hyperlipidaemia – inverse correlation between 
CFVR and lipids (Dayanikli et al., 1994, Kaufmann 
et al., 2000b) 

In the presence of CAD Accompanies stable CAD and 
unstable acute coronary syndromes. 
More difficult to identify. Diagnosis 
often requires combined clinical, 
invasive and non-invasive approach. 

In those with single vessel disease it can occur in 
myocardial territories subtended by normal arteries 
(Uren et al., 1993b, Pupita et al., 1990) 

In the presence of 
myocardial disease 

Sustained by adverse remodelling of 
intramural arterioles. Diagnosis is 
via invasive and non-invasive 
techniques. Reversibility is variable. 
Occurs with inherited and secondary 
cardiomyopathies. 

Hypertrophic cardiomyopathy – affects 
macroscopically non-hypertrophied areas also 
(Knaapen et al., 2008, Maron et al., 1986) 
 
Dilated cardiomyopathy – independent marker of 
prognosis (Canetti et al., 2003) 
Systemic arterial hypertension – even in absence of  
LVH (Vogt et al., 1992) 
 
Aortic stenosis – multifactorial (see Table 
5.10)(Choudhury et al., 1997) 
Infiltrative cardiac disease -  

Iatrogenic Post-revascularisation secondary to 
vasoconstriction and distal 
embolisation.   

May continue for 7 days post PCI (Uren et al., 
1993a).  Occurs due to α-adrenergic constriction and 
distal embolization (el-Tamimi et al., 1991, Prati et 
al., 2003). 

CMVD, coronary microvascular dysfunction; CAD, coronary artery disease; LVH, left ventricular 
hypertrophy. 
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Table 5.10. Pathogenic mechanisms of coronary microvascular dysfunction 

Pathological alteration  Examples 

Structural  

Luminal Post-PCI microembolisation 

Infiltrative Fabry’s cardiomyopathy 

Vascular remodelling Hypertrophic cardiomyopathy and systemic arterial hypertension 

Vascular rarefaction Aortic stenosis and systemic arterial hypertension 

Perivascular fibrosis Aortic stenosis and systemic arterial hypertension 

Functional  

Endothelial dysfunction Smoking, diabetes mellitus and hyperlipidaemia 

Smooth muscle cell dysfunction Hypertrophic cardiomyopathy and systemic arterial hypertension 

Autonomic dysfunction Post-PCI 

Extravascular  

Decreased diastolic time Aortic stenosis and tachycardia 

Extravascular compression Aortic stenosis, systemic arterial hypertension and hypertrophic 

cardiomyopathy 

Individual factors frequently coexist. PCI, percutaneous coronary intervention. Based on Camici et al 
(Camici and Crea, 2007) 

 

 

5.4.2 Method rationale 

Many of the factors which influence HMR can be identified non-invasively from the clinical 

history, examination and basic bedside tests such as 12-lead electrocardiography (ECG) and 

echocardiography.  It was therefore decided to collect routinely-available clinical data from a larger 

population of patients with CAD undergoing ICA and FFR estimation.  In that way the relationships 

between known input parameters (clinical data) and the desired output parameters (Rtotal, Zc, C, R 

and the parameters of Pb which are derived from measured values as previously described) could 

be modelled mathematically.  For this phase of work, funding was secured from the Wellcome 

Trust and Department of Health, Health Innovation Challenge Fund (HICF, 2015) (HICF-R6-365).   

 

The hypothesis of the experiment was to investigate whether the distal 0-D parameters could be 

tuned using routinely available patient-and case-specific data.  Data collection was performed 

under the auspices of the HICF grant.  Aspects of the clinical protocol differed from the VIRTU-1 

study as detailed here.   
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5.4.2.1 Project design and ethical approval 
This was an analytical observational study.  Clinical work was carried out at the South Yorkshire 

Cardiothoracic Centre at the Northern General Hospital, Sheffield, UK.  In silico development was 

performed within the Medical Physics Group, Department of Cardiovascular Science, University 

of Sheffield, UK.  The study was approved by the NHS Research Ethics Committee (NREC 

13/YH/0070) and by STH Research and governance (STH16467) and conformed to the Declaration 

of Helsinki guidelines (http://www.wma.net/) on research involving human subjects. 

 

5.4.2.2 Patients 
Patients with stable CAD of any pattern/severity, potentially suitable for PCI, were recruited.  

Potential participants were identified by a clinical member of the care team from pre-admission 

clinic lists or from referrals from other Cardiologists.  Patients were sent a patient information sheet 

with their invitation to attend for left heart catheterisation and were consented and recruited to 

participate in the study by research nurse or doctor (PM, JG) either in the pre-assessment clinic or 

on the ward.  During the PCI a member of the research team (PM) recorded procedure details 

relevant to the computational modelling on an anonymised data collection form and latterly, 

directly into the ArQ database (see section 5.4.2.6 below). 

 

5.4.2.3 Inclusion and exclusion criteria 
Inclusion criteria included stable symptoms of coronary ischemia, coronary angiographic findings 

of significant or borderline coronary lesions of any morphology which were potentially suitable 

for PCI.  Exclusion criteria included critical ischemia, severe valvular heart disease, bleeding 

diathesis precluding ICA, terminal cancer, pregnancy, lack of informed consent, chronic total 

occlusion of target vessel, acute presentation in the previous 60 days, intolerance of adenosine, 

nitrate, iodine based contrast media, inability to take dual antiplatelet therapy, target vein graft.  

Patients with previous history of MI or PCI and those with LMS disease were included. 

 

5.4.2.4 Data collection 
Apart from the data collected in the catheter laboratory, similar to those collected in VIRTU-1, 

new data collection focused upon aspects of clinical history, examination and bedside tests which 

may help to identify CMV-determining features.  A rich dataset was collected from each patient.  

This is summarised in Table 5.11.  

 

5.4.2.5 Transthoracic echocardiography 
Transthoracic echocardiography was performed using a Philips CX50 CompactXtreme Ultrasound 

System (Philips Healthcare, Best, NL).  All data were acquired by PM under resting conditions 

http://www.wma.net/)
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with concurrent ECG recording, at the bedside, immediately prior to left heart catheterisation.  A 

list of parameters is included in Figure 5.14 below.  Because coronary blood flow is influenced by 

ventricular myocardial systolic contraction and diastolic relaxation, echocardiography focused 

upon objective, quantitative measures of systolic and diastolic ventricular function.  In addition to 

the protocol outlined in Table 5.11, each valve was assessed using colour Doppler flow mapping.  

Any additional pathology, including cardiac valve disease, was further assessed according to the 

operator’s normal practice, consistent with British Society of Echocardiography (BSE) guidelines 

UK (Wharton, 2012).  In order to eliminate any bias in reporting, echocardiograms were jointly 

reported by PM and a BSE accredited echocardiographer physician (PG) who was blinded to the 

patient details.  All echocardiograms were reported according to the minimum dataset detailed in 

Table 5.11.  
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Table 5.11. Summary of clinical data collected from each patient 

Patient record 
/history 

Examination Cardiac 
catheter 

laboratory 

ECG Bedside 
transthoracic 

Echocardiography
* 

Age, gender, ethnicity Resting pulse rate 2-D QCA Rate LV dimensions 
Smoker (Y/N/ex) plus 

pack year history 
Resting BP 3-D QCA Rhythm Aortic dimensions 

MI (+ details of artery, 
territory and when) 

Height, weight 
and BMI 

SYNTAX score Axis Ejection fraction 

Valve disease (+ 
details) 

FBC NY risk score P-R interval RV systolic 
function 

Lung disease (+ 
details) 

U&E Dominance QRS duration LV systolic 
function 

History of DM, PVD Random glucose Bifurcation 
disease 

QT and QTc 
interval 

LV diastolic 
function 

Other comorbidities Total cholesterol Collateral 
vessels visible 

QRS axis LV wall motion 
scoring 

History of rhythm 
disturbance (+ details) 

 Tandem lesions Q wave 
territory 

MV and AV 
Doppler 

History of 
hyperlipidaemia 

 IVUS T wave 
territory and 

axis 

LV TDI 

History of hypertension  Rotablation LV voltage 
criteria 

Simpson’s biplane 
ejection fraction 

CCS angina score  OCT ECG scanned  
NYHA class  Complications 

(+ details) 
  

Frailty score     
Medications     

QCA, quantitative coronary angiography; LV, left ventricle; RV, right ventricle, MI, myocardial infarction; 
BMI, body mass index; SYNTAX, SYNergy between PCI with TAXus and cardiac surgery; FBC, full blood 
count; UE, urea and electrolytes; QTc, corrected QT interval; MV, mitral valve; AV, aortic valve; TDI, 
tissue Doppler imaging; IVUS, intravascular ultrasound; OCT, optical coherence tomography; CCS, 
Canadian Cardiovascular Society grading of angina pectoris 1 (Rockwood et al., 2005); NYHA, New York 
Heart Association Classification of Heart Failure. 
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5.4.2.6 Data management 
A bespoke project database was used instead of the disparate, manual system employed in the RISC 

study (Chapter 3).  Using funds from the Virtual Physiological Human Share (VPH-Share) project 

(FP7-ICT-2009-6 ) (E.C. CORDIS, 2015) a bespoke project database was developed with 

Scientific Computing at STH (MB and SW) within the ArQ software.  The database was created 

in Structured Query Language (SQL) format, a programming language purpose designed for 

storing and managing data within in a relational database management system.  ArQ storage is 

backed up every 24 hours and historical storage can be retrieved at a variety of time intervals.  All 

patient data was entered into the ArQ database (see Table 5.11 and Table 5.12).  The 

VIRTUheart™ ArQ database provided a structured file upload and storage system.  Therefore, all 

raw digital files were uploaded to ArQ on the University of Sheffield servers behind the University 

firewall.  Raw digital data comprised pressure files, Xcelera imaging, RoCA imaging, along with 

ECG, datasheet, echo reports, processed data (e.g. mesh, pressure trace and definition files) and 

results (including the generated files as uploads) in a structured manner.  Within ArQ, each patient 

had a unique entry.  All data specific to the patient were stored in a categorised manner.  Each 

patient generated several arterial datasets.  Therefore, all data specific to a unique dataset (e.g. 

artery, QCA, FFR) were stored as child tables at the lesion level.  Figures 5.11 - 5.12 demonstrate 

the VIRTUheart™ ArQ database GUI and the detail and structure of the data.  The ArQ database 

provided an interrogation and export facility (*.csv).  ArQ also allowed selected data to be exported 

to the VPH-Share web portal (vph-share.eu, 2015) for secure transfer with collaborators and project 

partners across Europe.  
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Figure 5.11. VIRTUheart™ ArQ database: main dash demonstrating general patient 
demographic details and lesions studied for case #9. Data are categorised according to the tabs 
across the top. 

 

 
Figure 5.12.  VIRTUheart™ ArQ databse: lesion analysis details and file upload. 
Each lesion studied has its own lesion analysis page (child table) 
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Figure 5.13.VIRTUheart™ ArQ database: angiographic data and file upload 

 

 
Figure 5.14. VIRTUheart™ ArQ database: echocardiogram data collection and file upload 
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5.4.2.7 Angiography 
The protocol for rotational coronary angiography was identical to that described in Chapter three 

but, in addition, non-rotational, standard angiographic acquisitions (multiple single plane) were 

also stored for future use. 

 

5.4.2.8 Segmentation and reconstruction 
In silico arterial models were processed as described in Chapter three using the Philips system. 

 

5.4.2.9 Processing 
Instability in the GIMIAS based workflow (Chapter 3) necessitated development of the 

VIRTUheart™ workflow.  The workflow was re-coded by DS outside the GIMIAS framework.  

Development was based upon open source libraries used extensively in the current context using 

the Visualisation Toolkit (VTK).  The new workflow was coded in C# within Microsoft Visual 

Studio to run on any 64-bit OS.  Functionality of the new system was similar to the workflow 

described in Chapter 3 but stability and user-experience were improved based upon user feedback 

and the demands of the project.  Examples of the workflow environment are included in Figure 
5.15.  As in the previous workflow, ANSYS ICEM and ANSYS CFX routines were called for 

spatial discretisation and definition file setup.  Mesh design and parameters were consistent with 

the sensitivity analysis in Chapter 4.  
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(i) The overview screen 
demonstrating all functions. 

 

(ii) Pressure data (y axis) are 
loaded in and the period 
corresponding to clinical 
measurement is selected. Red is Pa 
and blue is Pd. The x axis is 
procedure time. 

 

(iii) The cycle data are processed 
and ensemble averaged into a 
single representative cycle. These 
data are used to simulate flow 
(QCFD). 

 

(iv) The *.vrml file (Philips 
segmentation output) defining the 
vessel lumen and the centreline is 
imported 
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(v) The surface and centreline are 
manipulated.  The region of 
interest (purple) is extracted and 
capped (green circle) from the 
original data (white translucent) 

 

(vi) Meshing of the extracted 
surface is performed within a 
separate tab.  The mesh 
parameters (tetrahedra and prism) 
are defined. 

 

(vii) Mesh characteristics and 
metrics are viewed. 

 

(viii) The boundary conditions are 
defined for each boundary. 
Options include transient /static, 
pressure /flow, value /from file. 

Figure 5.15 (this page and previous). The stand-alone VIRTUheart™ workflow environment 
developed. 
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5.4.2.10 Simulation 
As described in Chapter three, simulation was performed in ANSYS CFX v14.5.  Boundary 

conditions were: wall, rigid wall; proximal, Pa; distal, Pd where Pa and Pd were case-specific, 

derived from clinical data using the workflow software.  Time-step was defined as period /350 

which was altered to increase stability of the solution.  Residual error target was set 10E-06 with 

minimum and maximum iterations of 2 and 60 respectively.  Other parameters remained similar to 

those previously described. 

 

5.4.2.11 Statistical methods 
Statistical calculations were performed in IBM SPSS Statistics for Windows (IBM Corps, USA).   

 

5.4.2.11.1 Sample size  

The required sample size was calculated based upon the primary objective; namely to identify 

statistically significant relationships between the dependent variable (Rtotal) and the independent 

variables (non-invasive clinical data) using analysis of variance (ANOVA) and multiple regression 

analysis.  For an anticipated ‘medium’ effect size (f2) of 0.15 (F=0.38), at a statistical power level 

of 0.80, and a probability level of 0.05, Cohen's f2 effect size for an F-test was used to calculate 

that 67 datasets were required to identify one significant input variable.  91 samples would be 

required to identify up to five variables.  In order to detect a ‘small’ effect size (F=0.14), 478 

samples would be needed to identify just a single variable.  VIRTU-1, which included post-PCI 

cases, yielded approximately 2 unique datasets per patient.  Although the current study did not 

include post-PCI cases, it did have wider inclusion criteria.  The aim was therefore to recruit 50 

patients, in order to yield 100 datasets.  These patients were from the Wellcome Trust funded 

project (see section 5.4.2) 

 

5.4.2.11.2 Statistical processing 

The outlying labelling rule was applied to exclude any spurious outliers according to the resistance 

results (Hoaglin and Iglewicz, 1987, Hoaglin et al., 1986).  Continuous data were screened for 

normality of distribution by calculating skewness and kurtosis.  Normality was accepted when the 

skewness statistic value was <1.0 and /or the z-value (statistic/SE) was between -1.96 and +1.96).  

In addition the corresponding histograms, normal Q-Q and box plots were inspected (Doane and 

Seward, 2011) and a Shapiro Wilk normality test (p>0.05) was performed (Shapiro and Wilk, 

1965).  Non-normally distributed data were logarithm (log10) transformed for analysis.  One way 

analysis of variance (ANOVA) with post hoc analysis (Fischer’s least significant difference) was 

used to quantify the statistical significance between means.  Levine’s test was used to ensure 

homogeneity of variance (p>0.05).  Resistance data are presented in non-SI units of Pa min ml-1 
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because it maintains a practical number for making comparisons.  Data can be converted into the 

SI units of Pa s m-3 by multiplying by 60 000 000.  Previous analyses demonstrated that 0-D 

parameter estimation was inferior in cases with FFR>0.95 (see section 4.8) and for that reason, 

these cases were excluded in the current analysis.   

 

5.4.2.11.3 Linear regression modelling  

Linear regression analysis was used to identify candidate predictive variables, i.e. those 

demonstrating statistically significant relationships with the dependent variable (Rtotal).  Candidate 

variables were screened individually.  Statistical significance was accepted at the 5% level (P ≤ 

0.05).  Because each regression analysis constitutes a statistical ‘model’, as opposed to a statistical 

‘test’, no post hoc correction for multiple analyses was required.  All candidate variables were 

entered directly into a regression model.  A step-wise, backward elimination of the least significant 

candidate variable was performed manually until five predictive variables remained.  The size of 

the study population precluded division of the dataset into 2/3 training and 1/3 validation sets.  

Therefore a 1000 fold bootstrap validation was performed for model validation.  

 

5.4.2.11.4 Statistical constraints 

The quantitative relationship between Rtotal and diverse non-invasive clinical data are unknown.  

The aims of the current study were therefore to demonstrate (i) whether a statistical mathematical 

approach may be useful in identifying relationships between dependent and independent variables 

and (ii) to determine which categories of non-invasive data appear most influential.  This was 

intended to be hypothesis generating.  It was not anticipated to definitively resolve the issue of 0-

D tuning.  The modest population size precluded any more than five predictive variables to be 

identified.  

 

5.4.3 Results 

5.4.3.1 Patient recruitment and inclusion 
69 patients were recruited (Wellcome Trust funded study).  Between recruitment and the date of 

the procedure, four cases were subsequently found to meet the exclusion criteria (two CTOs, one 

case had no significant CAD and one had recent MI) and were therefore excluded.  One patient 

was withdrawn from the study due to anxiety attack during the pre-operative period.  The operator 

was unable to advance the pressure wire across the target lesion in one case, which was therefore 

not included in the final analysis.  One case was cancelled due infection.  One case was cancelled 

by the patient, and one case was deferred because the patient required elective implantable 

cardioverter defibrillator implantation.  A further case was deferred due to a technical problem with 
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the X-ray C arm.  The quality of the data was inadequate in four patients (e.g. no rotational 

angiogram or incorrect physiological system employed) which were therefore not included. 

 

5.4.3.2 Segmentation and reconstruction 
Seven arterial datasets could not be segmented and reconstructed using the Philips system.  This 

was due to parallel alignment of the epipolar lines, a direct consequence of the constraining nature 

of RoCA (see discussion).  Overall, 52 patients and 104 unique arterial datasets were included in 

the final analysis.  Consistent with Chapter 3, significant limitations were noted regarding the 

segmentation method.  Confidence scoring demonstrated the mutual exclusivity of satisfying 

multiple important priorities (e.g. ECG gating, minimising overlap, lesion definition, opacification, 

epipolar line alignment and projection angle separation) while selecting images for segmentation.   

 

Table 5.12 describes the clinical and demographic data collected from each patient and the 

completeness of collection in the current cohort for each data field.  These data are important when 

interpreting the size and magnitude of effect in the following regression analyses.  

 

Table 5.12. Data description and completeness  

Data field Notes Data completeness 
(%) (per-case) 

 
General demographic and physiological data 

Artery Name of artery 100.0 
Arterial code Artery coded by number 100.0 
Lesion code Lesion-specific unique identifier 100.0 
Excluded Patient /case excluded from the final analysis? 100.0 
Reason Why the patient /case was excluded? 100.0 
Age Age in years 100.0 
Sex Male /female 100.0 
Ethnicity Ethnicity, coded by number 90.4 
Smoking status Current, ex- or never 100.0 
Given up If ex-smoker, for how long? 82.7 
Pack-years Total pack-year smoking history (1 pack year 

= 20 day-1 for one year 
88.8 

Height Height in metres 100.0 
Weight Weight in Kg 100.0 
BMI Body mass index in Kg/m2 100.0 
Resting pulse Palpated in PAC 98.1 
Resting SBP Resting systolic BP measured in PAC 96.2 
Resting DBP Resting diastolic BP measured in PAC 96.2 

 
Comorbidities (Y/N) 

MI history History of MI (Y/N) 100.0 
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MI culprit artery Culprit artery if previous MI 78.8 
MI territory 1 Affected region if previous MI 78.8 
MI territory 2 Secondary affected region if previous MI 78.8 
MI affecting territory of 
culprit artery? 

Y/N 78.8 

MI date Year of previous MI 100.0 
Type 2 diabetes mellitus  100.0 
Type 1 diabetes mellitus  100.0 
Hyperlipidaemia Defined as on active treatment 100.0 
Peripheral vascular disease  100.0 
Atrial fibrillation  100.0 
Pulmonary arterial hypertension  100.0 
Hypertension  100.0 
Frailty As defined by the Canadian Study of Health 

and Aging Study criteria$ 
84.6 

NYHA New York Heart Association class of 
breathlessness 

86.5 

CCS Canadian Cardiovascular Society Class of 
angina  

87.5 

Mitral stenosis  100.0 
Mitral regurgitation  100.0 
Tricuspid regurgitation  100.0 
Aortic stenosis  100.0 
Aortic regurgitation  100.0 
Interstitial lung disease Diagnosis requires confirmation from 

specialist clinic with PFTs 
100.0 

Asthma Diagnosis requires confirmation from 
specialist clinic with PFTs 

100.0 

Chronic obstructive pulmonary 
disease  

Diagnosis requires confirmation from 
specialist clinic with PFTs 

100.0 

Procedure details What procedure did the case undergo? (PCI, 
diagnostic imaging and pressure wire only or 
rotablation) 

100.0 

 
Measured /processed data 

 

Baseline FFR  100.0 
Hyperaemic FFR  100.0 
Mean Pa  100.0 
Mean Pd  100.0 
Sampled FFR  100.0 
Sampled period  100.0 
Computed mean flow  100.0 
Computed Rtotal Dependent variable in statistical analysis 100.0 

 
Current active drug treatments (Y/N) 

Beta blocker  100.0 
Statin  100.0 
Aspirin  100.0 
Clopidogrel  100.0 
Prasugrel  100.0 
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Ticagrelor  100.0 
ACE inhibition  100.0 
Angiotensin receptor blocker  100.0 
Spironolactone  100.0 
Bendroflumethiazide  100.0 
Furosemide  100.0 
Nicorandil  100.0 
Ranolizine  100.0 
Indapamide  100.0 
Amlodipine  100.0 
Proton pump inhibitor  100.0 
Warfarin  100.0 
Diltiazem  100.0 
Novel oral anticoagulant  100.0 

 
Blood analysis (blood acquired at pre-assessment clinic) 

Sodium  99.0 
Potassium  99.0 
White cell count  99.0 
Creatinine  99.0 
Estimated glomerular filtration 
rate 

 99.0 

Glucose  99.0 
Total cholesterol  99.0 
Haemoglobin  99.0 
Urea  99.0 
Platelets  99.0 
Haemoatocrit  99.0 
Mean cell volume  99.0 

 
Electrocardiographic (acquired during pre-assessment clinic) 

Rate  95.2 
Rhythm coded by number 95.2 
PR interval ms 95.2 
QRS interval ms 95.2 
QT interval ms 95.2 
QRS axis degrees 92.3 
T wave axis degrees 88.5 
Corrected QT interval ms 95.2 
Q waves? Coded by number according to territory 95.2 
LV voltage criteria in mV as the sum of the deepest S wave in 

V1/2 and the tallest R wave in V5/6 
95.2 

 
Echocardiographic data 

TAPSE Tricuspid annular plane systolic excursion 65.0 
LV mass Left ventricular mass: auto-calculated by 

Philips CX-50 from IVSDd, LVIDd and 
LVPWDd 

75.0 
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LVEF Teicholz Left ventricular ejection fraction based on the 
Teicholz formula (Vol=(7D^3)/(2.4+D)* 

72.0 

LV fractional shortening Left ventricular fractional shortening 65.4 
LV cardiac output (LVOT) Left ventricular cardiac output base don 

LVOT diameter measurement Doppler time 
integral and heart rate 

60.6 

LV stroke volume Based on the above 77.0 
IVSDd Interventricular septal diameter in diastole 75.0 
LVIDd Left ventricular internal diameter in diastole 75.0 
LVPWDd Left ventricular posterior wall diameter in 

diastole 
75.0 

IVSDs Interventricular septal diameter in systole 67.3 
LVIDs Left ventricular internal diameter in systole 67.3 
LVPWDs Left ventricular posterior wall diameter in 

systole 
67.3 

Aortic root diameter  8.7 
LVOT diameter  76.9 
Ejection fraction Simpson’s biplane measurement from 4 and 2 

chamber views 
70.0 

Stroke volume Based on the above 70.0 
E wave velocity Doppler PW at mitral valve inlet 73.0 
A wave velocity Doppler PW at mitral valve inlet 73.0 
E:A ratio  73.0 
Medial and lateral e` and a` Tissue Doppler imaging 75.0 
Medial and lateral E/e` Ratio of PW at MV and TDI 75.0 
Flow propagation velocity (Vp) Colour M mode at MV inflow (cm/s).  A 

surrogate marker of LVEDP# 
59.0 

E/Vp ratio As a marker of diastolic dysfunction 58.0 
LV RWMA score for 
anteriorseptal region 

Left ventricular regional wall motion scoring 77.9 

LV RWMA score for 
anteriorseptal region 

Left ventricular regional wall motion scoring 77.9 

LV RWMA score for lateral 
region 

Left ventricular regional wall motion scoring 77.9 

LV RWMA score for posterior 
region 

Left ventricular regional wall motion scoring 77.9 

LV RWMA score for inferior 
region 

Left ventricular regional wall motion scoring 77.9 

LV RWMA score for septal 
region 

Left ventricular regional wall motion scoring 77.9 

LV RWMA score for apex 
region 

Left ventricular regional wall motion scoring 77.9 

LV RWMA score total According to standard BSE 17 segment model 
(total score /80) 

77.9 

LV RWMA index Score total /17 77.9 
 
Angiographic data 

SYNTAX score  90.4 
New York PCI risk score  83.7 
Arterial dominance  100.0 

 
2-D quantitative coronary angiography data 
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Lesion length mm 53.8 
Percentage lesion severity  53.8 
Percentage area stenosis  53.8 
Calculated normal flow From Poiseuille equation and QCA data 53.8 

Red shading indicates values based on measured data which could not be considered 
independent variables in the current model.  PAC, pre-assessment clinic; MI, myocardial 
infarction; PFT, pulmonary function tests; ACE, angiotensin converting enzyme; LV, left 
ventricle; MV, mitral valve; PW, pulse wave Doppler; SYNTAX, Synergy between PCI with 
Taxus and Cardiac Surgery.  $(Rockwood et al., 2005), *(Teichholz et al., 1976), #(Garcia 
et al., 1997, Garcia et al., 2000). 

 

5.4.3.3 Baseline characteristics 
Baseline characteristics of all 53 patients are demonstrated in Table 5.13.  The angiographic and 

physiological characteristics of the 104 individual cases are presented Table 5.14 and Table 5.15.  

Data for Rtotal were normally distributed (skewness = 0.71, kurtosis = -0.11).  Two outlying samples 

were excluded according to the outlier labelling rule on the basis Rtotal.   
  



CHAPTER FIVE: THE DISTAL BOUNDARY CONDITION 
 
 
 

 
200 

 

 

 

 

Table 5.13. Patient characteristics  

General demographics Mean (SD) Range 
Mean age, years 65.5 (10.2) 47 -89 
Male 76.9%  
Mean body-mass index, Kg m-2 29.3 (4.6) 21.6 – 44.8 
Ethnicity                 

White Caucasian 
Asian 
Black Afro Caribbean 

 
93.8% 
4.2% 
2.1% 

Smoking history     
Current 
Ex 
Never 

 
5.8% 
65.4% 
28.8% 

CCS class 2.22 (0.74) 1 - 3 
NYHA class 2.07 (0.70) 1 - 3 
Frailty* 2.81 (0.91) 2 - 6 

   
Comorbidities  

Hypertension 50%  
Hyperlipidaemia 40  
Type 2 diabetes mellitus 15.4%  
Prior myocardial infarction 40.4%  
Peripheral vascular disease 8%  
Atrial fibrillation 4%  
Lung disease* 9.6%  
Valve disease* 2.9%  

   
Angiographic details  

Dominance                
Right 
Left 
Co-dominant 

 
85% 
6% 
5% 

SYNTAX 12.0 1.0 - 29.5 
New York Risk Score 4.2 (2.8) 0 - 11 

Values are mean (SD), range unless stated as %. 
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Table 5.14. Angiographic and procedural characteristics 

Target artery % or mean (SD) Range 
Left anterior descending artery 47.1% N/A 
Right coronary artery 21.2% N/A 
Circumflex 15.4% N/A 
Left main stem 9.6% N/A 
Diagonal 6.7% N/A 

Procedure performed (case mix)   
No PCI 49.0% N/A 
PCI 50.0% N/A 
PCI and rotablation 1.0% N/A 

Mean QCA details   
Lesion length (mm) 18.51 (11.6) 6.1 – 60.9 
Diameter stenosis (%) 54.9% (13.3) 21.0 – 82.5 
Area stenosis (%) 77.3% (12.5) 33.5 – 97.0 

 

 
Table 5.15. Overall physiological case details 

Physiological details Mean Range 
Period of cardiac cycle (s) 0.79 (0.16) 0.49 – 1.70 
Myocardial resistance value (Pa min ml-1) 106.3 (56.40) 20.67 – 254.90 
Arterial blood flow (ml/min) 106.3 (52.70) 35.74- 276.78 
Mean Pa (mmHg) 86.3 (13.70) 54.7 – 120.4 
Mean Pd (mmHg) 66.84 (16.57) 30.10 – 100.35 
FFR (catheter laboratory) 0.754 (0.152) 0.32 – 0.98 
FFR (from sampled data) 0.776 (0.150) 0.32 – 0.95 

 

 

5.4.3.4 Regression modelling 
Data regarding regression modelling are presented in the same broad categories as presented in 

Table 5.12. 

 

5.4.3.4.1 Patient demographics and baseline physiology 

Of the demographic and baseline clinical data, gender, ethnicity, smoking status, pack-year 

smoking history and resting systolic blood pressure all had a significant effect on the response 

variable (Rtotal).  These data are presented in Table 5.16.  Females had significantly increased Rtotal 

compared with males (132.5 vs 98.9 Pa min ml-1, P=0.013).  White Caucasians had a significantly 

lower mean Rtotal than Black Afro Caribbeans (103.5 vs 189.90 Pa min ml-1, P=0.03).  Current 

smokers had significantly increased Rtotal (158.0 Pa min ml-1) compared with both ex- (95.4 Pa min 

ml-1, p=0.03) and never-smokers (113.6 Pa min ml-1, P=0.002).   
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5.4.3.4.2 Comorbidities 

Overall, none of the recorded comorbidities (including history of myocardial infarction) were 

associated with any differences in Rtotal.  However, when data from cases where there was history 

of MI in the territory of supply of the target artery (group a, n=14) were compared with those with 

history of AMI outside of the territory of the target artery (group b, n=10) and with those with no 

history of myocardial infarction (group c, n=62), there was a large and statistically significant 

difference in Rtotal (154.13 vs 111.8 and 115.0 Pa min ml-1 respectively, P=0.02) suggesting that MI 

affecting the territory of supply of the target artery was a significant predictor of Rtotal for that artery 

(see Table 5.16).   

 

5.4.3.4.3 Sampled and invasively measured data 

None of the sampled and invasively measured data demonstrated any significant relationships with 

Rtotal. 

 

5.4.3.4.4 Current drug therapies 

Taking ACE inhibiting medication was associated with a lower mean Rtotal compared with those 

not actively taking this medication (91.5 vs 118.6 Pa min ml-1, P=0.008).  This was also true of 

furosemide (47.0 vs 111.4 Pa min ml-1, P=0.04) and nicorandil (69.7 vs 115.7 Pa min ml-1, 

P=0.008).  Regression data for these relationships are presented in Table 5.16. 

 

5.4.3.4.5 Blood tests 

Serum creatinine was associated with small but statistically significant variation in Rtotal (see Table 
5.16).  Each unit increase in creatinine was associated with a reduction in Rtotal of 1 Pa min ml-1.  

No other blood test (including random glucose) demonstrate any significant relationship with Rtotal. 

 

5.4.3.4.6 Electrocardiographic relations 

None of the recorded ECG parameters had any significant relationship with Rtotal. 

 

5.4.3.4.7 Echocardiographic relations 

Analysis of echocardiographic parameters was limited by missing data; not every patient was 

suitable for echocardiography and, in those who were scanned, a full dataset was not always 

possible.  Despite this limitation, significant relationships were identified.  LV mass, 

intraventricular septal wall thickness in systole (IVSWs), mitral valve E:A wave velocity ratio 

(reflective of increased diastolic dysfunction) and E:Vp ratio (another marker of diastolic 

dysfunction (Garcia et al., 1997, Garcia et al., 2000)) all demonstrated significant relationships 

with Rtotal.  Wall motion scoring index (WMSI) did not.  However, when the data were separated 
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into cases where a WMSI abnormality matched the supply territory of the target artery and when 

it did not, there was a significant relationship (see Table 5.16).  Cases where there was overlap of 

territory had a significantly higher Rtotal than those where there was no overlap (82.04 vs 115.24 Pa 

min ml-1, P = 0.024).   

 

5.4.3.4.8 Angiographic and 2-dimensional quantitative coronary angiographic data 

QCA-Poiseuille derived ‘normal flow’ was significantly related to Rtotal, whereas lesion length by 

2-D QCA was of borderline significance (adjusted R2 = 0.051, B coefficient =1.14, P = 0.055).  

Normal flow is calculated as part of QCA assessment and is a marker of normalised flow through 

the artery, based upon physiological assumptions and the laws of Bernoulli and Poiseuille.  It is a 

marker of the diameter of the normal segment of artery (Schrijver, 2002).  

 

 

Table 5.16.  Linear regression data for all statistically significant candidate predictive variables. 

Variable Adjusted R2 B coefficient Std Error t P 
General demographic and physiological data 

Female gender 0.052 33.6 17.10 3.8 0.01 
Afro Caribbean ethnicity 0.042 34.1 17.20 3.9 0.05 
Current smoker 0.084 56.8 18.90 3.0 0.003 
Pack-year smoking history 0.171 1.15 0.37 3.1 0.003 
Weight 0.048 -0.87 0.35 -2.5 0.016 
Resting SBP 0.032 1.216 .514 2.4 0.02 

Comorbidities 
MI in supply territory of target artery 0.270 61.8 16.05 3.9 0.0004 

Current active drug treatments 
ACE inhibitor 0.039 -23.2 11.57 -2.00 0.048 
Nicorandil 0.075 -43.1 15.27 -2.82 0.006 
Furosemide 0.037 -61.8 28.25 -2.19 0.031 

Blood tests 
Creatinine 0.101 -1.0 0.30 -3.32 0.001 

Echocardiographic data 
LV mass (g) 0.051 -0.36 0.15 -2.22 0.030 
IVSWs 0.405 24.1 7.2 3.35 0.005 
MV E:A ratio  0.140 70.0 20.2 3.46 0.001 
E:Vp ratio 0.059 -34.62 16.4 -2.11 0.039 
WMI abnormality and artery territory 
match 

0.105 39.30 16.9 2.33 0.024 

Angiographic and 2-D QCA 
QCA normal flow 0.103 -45.31 17.17 -2.64 0.011 

SBP, systolic blood pressure; LV, left ventricle; IVSWs, intraventricular septal width during systole; MV 
E:A, mitral valve E:A wave velocity ratio; E:Vp ratio, mitral valve E wave velocity to velocity of flow 
propagation ratio; WMI, wall motion index; QCA, quantitative coronary angiography. 
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5.4.3.4.9 Final model 

All seventeen candidate variables were entered into a stepwise, backward elimination model.  The 

model eliminated twelve variables, leaving 5 in the final model.  With the most significant first, 

the remaining variables were MI affecting the territory of the target artery, E:A ratio, nicorandil 

therapy, 2-D QCA normal flow and ACE inhibitor therapy.  The final model was associated with 

an R2 of 0.37 and a significance of <0.001. Table 5.17 outlines included variables in the final 

model. 

Table 5.17.  Details of the final linear regression model. 

Variable B coefficient Std error t P 
Constant 92.19 29.34 N/A N/A 
MI in target artery territory 50.655 19.166 2.643 0.001 
E:A ratio 68.774 23.161 2.969 0.001 
Nicorandil therapy -31.536 20.315 -1.552 0.013 
2-D QCA normal flow -48.884 18.240 -2.680 0.019 
ACE inhibitor therapy -15.131 15.340 -.986 0.049 

R2 = 0.37, P<0.00001.  E:A, mitral valve E:A wave velocity ratio. 

 

Therefore, the final model for Rtotal (Pa min ml-1) is as follows: 

 ������ = 89.35(+44.2# �� 0) + (64.07 ∙ �:�)�−33.70$ �� 0�+ (−38.56 ∙ ���� ����)(−19.73∗ �� 0) 
Eq 5.4 

#, if prior MI has affected the target artery territory; $, if on nicorandil therapy; *, if on ACE inhibitor therapy.  

 

5.4.3.4.10 Bootstrap validation 

The results of the 1000 fold bootstrap analysis are summarised in Table 5.18.  After bootstrap 

analysis, the only variables to retain predictive significance were MI affecting the target artery 

territory, and nicorandil therapy.   

 

5.4.3.4.11 Target coronary artery 

ANOVA identified no significant difference in Rtotal between individual coronary arteries.  These 

data presented in Table 5.19.  Patients undergoing PCI had significantly lower resistance than those 

who did not proceed to PCI (89.4 vs 123.6 Pa min ml-1, P=0.007).   
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Table 5.18.  Details of the bootstrap analysis. 

Variable B coefficient Std error P 
Constant 119.87 37.41 N/A 
MI in target artery territory 55.83 16.96 0.003 
E:A ratio 29.09 30.61 0.323 
Nicorandil therapy -46.41 14.82 0.006 
2-D QCA normal flow -35.09 22.06 0.101 
ACE inhibitor therapy -26.58 15.62 0.105 

1000 sample analysis.   

 

5.4.3.4.12 Resistance and FFR 

FFR was positively correlated with Rtotal (R2 = 0.20, B coefficient = 169.9, F = 24.1, P<0.0001).  

However, these relationships could be used predictively because they involved invasively 

measured data.  Furthermore, it has already been demonstrated that cases with higher FFR which 

are more likely to proceed to PCI, have less accurate Rtotal derivation.  Therefore, this particular 

relationship may be methodologically confounded. 

 
Table 5.19. Coronary arterial analysis  

Artery N Mean 
(Pa min ml-1) 

SD SEM 95% CI for Mean Range 

     Lower Upper Min Max 
LAD 50 100.1 54.3 7.8 84.3 115.8 20.7 254.9 
RCA 22 103.6 52.5 11.7 79.0 128.1 21.0 211.2 
LCX 15 123.3 66.2 17.1 86.6 160.0 20.7 213.3 
LMS 10 112.7 56.1 17.7 72.6 152.8 51.4 194.4 
Diagonal 7 110.1 67.8 25.6 48.2 173.7 43.5 247.4 
All cases 104 106.3 56.4 5.6 95.1 117.5 20.7 254.9 

LAD, left anterior descending artery; RCA, right coronary artery; LCX, left circumflex artery; LMS, left 
main stem; SD, standard deviation, SEM, standard error of the mean; CI, confidence interval.  One way 
ANOVA between groups analysis: F=0.53, P=0.71 

 

5.4.4 Boundary condition tuning discussion 

The method of statistical analysis employed in this analysis has identified significant relationships 

between the dependent and independent variables.  Thus it appears feasible to use this approach to 

characterise, model and predict CMVR for 0-D model tuning.  Because no approach for patient-

specific tuning of boundary conditions has previously been described, this represents a major 

advance.  It is reassuring that there is cogency in the relationships identified as significant; many 

of the candidate variables are already considered influential in the context of CMVR (Rtotal in the 

current model).  Other candidate variables which have been identified were previously 

undescribed.  Although the modest sample size does not preclude statistical anomalies from being 
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detected (type I statistical error), especially in the context of variables with low frequency, the 

cogency of these relationships suggests they may be important.  Table 5.20 explores possible 

mechanistic explanations for the identified candidate variables.  It is important not to over-interpret 

the variables with low frequency (e.g. Afro Caribbean ethnicity and furosemide therapy).  

Bootstrap analysis and further data collection will confirm or reject these candidate variables.  

 

This work is hypothesis-generating and demonstrates the effectiveness of the approach. It was not 

intended to comprehensively establish the fundamental relationships.   

 

The current study and statistical approach is limited by the relatively modest population.  Therefore, 

although I have demonstrated the potential for this approach, further work is needed better 

characterise these relationships into a more comprehensive model.  Analysis of a larger sample size 

may be associated with several of these candidate variables dropping statistical significance 

whereas others may emerge as important.  Nonetheless, it is encouraging that cogent associations 

and relationships have been identified despite a relatively crude and methodologically limited 

segmentation protocol. 

 

Many of the statistical relationships important in predictive model of CMVR may be obscured in 

the current analysis due to higher order polynomial and /or non-linear behaviour.  Examples include 

age and haematocrit which in the linear model were non-significant predictors of Rtotal. However, 

age demonstrated a significant quadratic relationship with Rtotal (P = 0.004), as did haematocrit (P 

= 0.042).  Higher order relationships may also explain some of the apparently paradoxical negative 

correlations, which therefore is not necessarily indicative of a negative linear correlation.  

Furthermore, significant inter-variable interaction and collinearity effects may remain undetected 

to this linear regression modelling approach.  This may be circumvented by the use of a more 

sophisticated statistical model (see chapter 7, further work). 

 

The ArQ database proved invaluable in managing the large volume of clinical data.  Furthermore, 

the ArQ query builder software was essential in the structured output of >150 variables.  The 

VIRTUheart™ ArQ database can be updated by any authorised user from anywhere in the world.  

Thus it is now possible to collect structured and detailed clinical data from a larger study in order 

to better model 0-D parameters.  This has already been tested by an international collaborator. 
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Table 5.20. Possible mechanistic explanations for candidate variables 

Candidate variable Possible explanation 

Female sex Unknown, but female sex is associated with a preponderance of coronary 
microvascular dysfunction (CMVD) possibly related to increased plaque 
microembolisation, autonomic imbalance, and vasodilator (NO) – 
vasoconstrictor (endothelin-1) imbalance (Kuruvilla and Kramer, 2013). 

Afro Caribbean ethnicity Afro Caribbean ethnicity is associated with increased prevalence of 
hypertrophy and left ventricular hypertrophy.  Both conditions are associated 
with increased CMVR. 

Current smoker Recognised risk factor for increased CMVD (Crea et al., 2014). 
Pack-year smoking 
history 

Recognised risk factor for increased CMVD (Crea et al., 2014). 

Weight Small effect, low adjusted R2 and hard to explain the negative B coefficient, 
possibly a statistical anomaly? 

Resting SBP Chronically elevated B is a recognised risk factor for increased CMVD (Crea 
et al., 2014). 

MI in supply territory of 
target artery 

MI is an acknowledged cause of increased CMVR. 

ACE inhibitor therapy Previously undescribed.  ACE inhibitors are potent vasodilators which 
would explain effect. 

Nicorandil therapy Previously undescribed.  Nicorandil is a positive lusitrope which enhances 
myocardial relaxation.  This would explain the direction of the relationship. 

Furosemide therapy Previously undescribed.  Difficult to explain mechanism. 
Serum creatinine Previously undescribed.  Difficult to explain direction of the correlation. 
LV mass (g) Acknowledged that this may theoretically influence CMVR and used 

(indirectly) in the calculation of vFFRCT (Taylor et al., 2013).  
IVSWs Ventricular hypertrophy is a recognised cause of increased CMVR (Crea et 

al., 2014). 
MV E:A ratio  Previously undescribed but diastolic function is mechanistically important 

in terms of CMVR and coronary blood flow. 
E:Vp ratio Previously undescribed but diastolic function is mechanistically important 

in terms of CMVR and coronary blood flow. 
WMI abnormality and 
artery territory match 

Previously undescribed but reduced systolic dysfunction may reflect 
underlying myocardial fibrosis or scarring and thus increased CMVR. 

QCA normal flow Increased flow accompanies reduced resistance. 

CMVD, coronary microvascular dysfunction; NO, nitric oxide; SBP, systolic blood pressure; 
LV, left ventricle; IVSWs, intraventricular septal width during systole; MV E:A, mitral valve 
E:A wave velocity ratio; E:Vp ratio, mitral valve E wave velocity to velocity of flow 
propagation ratio; WMI, wall motion index; QCA, quantitative coronary angiography. 

 

Finally, it remains to be decided whether or not the addition of data from non-invasive testing may 

improve the predictive power of such statistical modelling.  Investigations such as such as CMRI, 

PET, SPECT or perfusion echocardiography have been used to estimate CMVR (Knaapen et al., 

2009).  Mean blood flow derived from CTCA perfusion may be particularly apposite for this 

purpose because it yields both anatomical and mean blood flow data which can be used to tune the 

boundary conditions directly.  Although it may not be desirable to build a model reliant additional 

investigations, this should be considered if the predictive power of the model is improved 

significantly.  
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5.5 Overall conclusions 

In this chapter, I have demonstrated that realistic coronary flow waveforms can be characterised 

by coupling the 3-D model to 0-D models in order to represent the influence of the CMVR at the 

distal outlets.  By applying a novel optimisation algorithm, the optimal design (balancing scientific 

accuracy and practical constraints) was selected for use in the VIRTUheart™ model.  The 

sensitivity analysis demonstrated that the tuning of the 0-D parameters is the dominant influence 

on the accuracy of vFFR calculations, even more influential than those representing the lesion 

severity /geometry.  Finally, a novel approach to patient-specific tuning of the distal boundary 

condition was presented.  Because error in the tuning of the distal boundary condition is the greatest 

contributor to vFFR error, this is likely to represent the most significant discovery in this chapter 

and in this thesis.  This work will continue to characterise the relationships between candidate 

variables and the CMVR more comprehensively.   
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6 

Computing Coronary Flow 
 

6.1 Introduction 

Chapters 1-5 focus on the prediction of coronary pressure, in an attempt to predict vFFR.  FFR has 

inspired a revolution in interventional practice by demonstrating the superiority of physiological 

over anatomical assessment in CAD.  FFR is associated with improved clinical and economic end 

points.  However, it is also associated with a number of limitations.  Consequently, it may not be 

the optimal physiological index when assessing the significance of coronary disease.  It is proposed 

that many of these assumptions and limitations may be circumvented by the additional 

measurement of intracoronary flow rate. 
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The first consideration is that the derivation of the equation which calculates fractional flow reserve 

from pressure data (see section 1.4.1) is based upon the assumption that hyperaemic CMVR (and 

therefore hyperaemic flow) remains constant pre- and post-PCI; this fundamental premise has been 

challenged (Chamuleau et al., 2003, Verhoeff et al., 2005): 

 
 ��� = �������������� = ����  Eq 6.1 

 

Second, the independence of vFFR from other dynamic physiological factors such as arterial and 

venous pressure has also been challenged (Siebes et al., 2002).  Third, FFR relies on the assumption 

of consistent attainment of maximal hyperaemia with a standardised dose of adenosine, yet 

variability of dose, dosing strategy, and most importantly, response to treatment are reported 

(Chareonthaitawee et al., 2001, De Luca et al., 2011, Rioufol et al., 2005) (section )1.4.1.4).  

Fourth, although FFR is influenced by the CMV, it cannot provide information regarding the state 

of the CMV (see section 1.4.1.10).  In theory, this means that lesion significance may be masked 

by coronary microvascular disease (CMVD).  Until recently, the alternative to FFR was to measure 

CFVR but this is limited by variability in baseline physiology and requires intracoronary Doppler 

estimation of flow velocity which is notoriously challenging. 

 

There are therefore limitations associated with assessing pressure and flow independently.  The 

implications of independent pressure or flow results are outlined in Table 6.1 and Figure 6.1. 

 
Table 6.1. The implication of normal and abnormal flow and pressure indices 

Test Result Implication 
CFVR Normal (≥2.0) Healthy epicardial and microvascular compartments (but influenced 

also by variability in baseline measurement) 
 Abnormal (<2.0) Unhealthy microvascular, or significant epicardial stenosis 
FFR Normal (>0.80) No significant benefit from revascularisation of epicardial disease 
 Abnormal (≤0.80) Likely benefit from revascularisation of epicardial disease 

 

In theory, concurrent measurement of pressure and flow (Q) may be a superior approach because, 

according to the hydraulic equivalent of Ohms law, rather than yielding a single physiological 

parameter the calculation of resistance (R) also becomes possible: 

 ∆� = � ∙ �         à        � = ∆��  Eq 6.2 

If Pd is known, and coronary venous pressure is assumed to be negligible, then calculation of both 

epicardial and CMV resistance can be made (see below).  Therefore, combined assessment allows 
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a more comprehensive understanding of the physiological state of both compartments.  Thus the 

physiological state of the CMV and its relative influence on FFR can be inferred.  Figure 6.1 

demonstrates schematically the pathological spectrum of epicardial and CMV physiology relative 

to the commonly used indices of intracoronary pressure (FFR) and flow (CFVR). 

 

 

 
Figure 6.1. The importance of combined pressure-flow measurement during ICA with 
green and red colouration reflecting good and poor prognosis respectively 
Zone a indicates epicardial disease with healthy CMV. Zone b indicates healthy epicardial 
and CMV physiology. Zone c indicates concordance between FFR and CFVR results. Zone 
d indicates normal FFR with reduced flow reserve associated with predominately 
microvascular disease. Zone e indicates those patients with microvascular angina with pure 
CMV involvement. Only with combined physiological assessment can these individual zones 
be distinguished.  Zone f indicates the grey-zone in FFR threshold between 0.75 and 0.80. 
Adapted from van de Hoef et al (van de Hoef et al., 2014). 

 

Hyperaemic stenosis resistance (HSR) is an index of intracoronary physiology which incorporates 

both pressure and flow.  It is the ratio of the temporal mean trans-lesional pressure gradient (������) 
and average peak flow velocity (���) measured by a combined flow (Doppler) and pressure 

sensitive angioplasty wire, distal to the target coronary lesion: 

 ��� = ��������� Eq 6.3 
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Assuming a coronary venous pressure (Pv) of zero, the same measurements also allow estimation 

of CMVR by calculating the velocity-based index of microvascular resistance (IMR): 

 ��� = �� − �����  =  ����� Eq 6.4 

Where Pd is the pressure measured distal to the target lesion.  In the absence of epicardial disease, 

Pa can be substituted.  HSR provides a more refined physiological assessment which quantifies the 

degree of coronary resistance attributable exclusively to the stenosis (Kern et al., 2006).  A HSR 

of >0.80 mmHg·cm-1·s is the threshold for ischaemia (Meuwissen et al., 2002).  HSR is 

independent of variations in the hemodynamic conditions and is highly reproducible (Meuwissen 

et al., 2002, Siebes et al., 2004).  An advantage over FFR is that the calculation of HSR is 

considered robust with variations in maximal hyperaemia because of the inclusion of the ΔP/Q 

ratio (Meuwissen et al., 2002).  In a three-way comparison HSR was superior to both FFR and 

CFVR in identifying physiological lesion significance and its performance was particularly 

impressive in cases demonstrating physiologically discordant results between FFR and CFVR 

(Meuwissen et al., 2002).  The importance of physiological discordance was further highlighted by 

Meuwissen and van de Hoef et al.  Meuwissen et al studied 181 intermediate coronary lesions.  

Discordance in physiological lesion assessment (between FFR and CFVR) was observed in 28% 

of patients (Meuwissen et al., 2001).  Patients with a normal FFR (>0.75) but abnormal CFVR 

(<2.0), had a significantly increased CMVR, suggesting a prominent role of CMVR in the 

relationship between CFR and FFR, and supporting the notion that increased CMVR may mask 

the apparent significance of an epicardial lesion.  Thus, combined physiological measurements 

enabled the relative influence of epicardial and CMV disease to be distinguished.  The same group 

performed a similar study of 186 intermediate lesions but followed patients over a twelve month 

period.  Increased MACE was observed in those with concordant abnormal and physiologically 

discordant results, compared to the group with concordant normal values (33.3% vs. 19.7% vs. 

5.4%, P = 0.008).  HSR was used successfully to identify the group with discordant FFR and CFVR 

results, i.e. those with worse prognosis (Meuwissen et al., 2008).  HSR was a better predictor of 

MACE than both FFR and CFVR.  Perhaps the most compelling evidence in support of combined 

pressure and flow measurement was published in 2014 by van de Hoef et al who studied 157 

intermediate coronary lesions over 11.7 years.  37% of these cases demonstrated discordance 

between FFR (at the 0.80 threshold value) and CFVR.  Compared with concordant normal results, 

those with normal FFR but abnormal CFVR had a significantly increased MACE rate (28% vs 

80%, p<0.001).  Conversely, those with normal CFVR and abnormal FFR had a MACE rate 

equivalent to those with concordant normal results (van de Hoef et al., 2014).   
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If FFR represents the first major step towards routine physiological lesion assessment, perhaps 

combined pressure and flow measurement should represent the logical and most rational next step.  

For over a decade an increasing body of literature has supported combined physiological 

assessment in the context of interventional coronary artery disease assessment.  However, despite 

the aforementioned benefits, the measurement of coronary flow has become largely ignored in 

clinical practice and currently is mostly restricted to a limited number of coronary physiological 

experts and researchers.  This is because Doppler signal artefact is commonly encountered (Kern, 

2000).  Even in expert hands inadequate signal acquisition occurs in up to 15% of cases (Kern et 

al., 2006).  An ‘adequate’ Doppler signal may not reflect a truly representative result.  Although 

calibration testing widely demonstrates the accuracy of the method, in vivo use is limited when 

there are secondary flow patterns, disturbed, turbulent or rapidly fluctuating flow or where there is 

a large velocity gradient in the sample volume.  Such effects may be observed near bifurcations, 

stenoses, or immediately downstream of catheters.  Furthermore, velocity gradients are large at the 

vessel walls.  High amplitude, low frequency wall artefact is often problematic when the sample 

volume is close to the vessel wall (Hartley, 1989).  When physiological assessment is performed, 

operators have come to depend almost exclusively on FFR alone due to the relative simplicity of 

pressure measurement compared with flow.  The challenges of measuring coronary flow are well 

documented and acknowledged, even amongst those who support its use most (Kern, 2000, Siebes 

et al., 2004, van de Hoef et al., 2012). 

 

There is therefore a need for a simpler and more reliable method for measuring coronary arterial 

blood flow in routine clinical practice. 

 

Throughout this thesis I have demonstrated the ability to compute coronary flow from angiographic 

imaging and pressure data using CFD modelling.  This method has proven successful in developing 

and tuning the model of vFFR.  In principle, the same method can be used to compute flow in the 

cardiac catheter laboratory, provided invasively acquired pressure data is available.  Although the 

requirement for pressure measurement is a disadvantage (a limiting factor in FFR uptake and the 

basis for much of the work in this thesis), these data provide the CFD boundary conditions (mean 

or transient pressure) and so, unlike vFFR modelling, no gross assumptions are needed in the 

computation.  This is a major advantage.  There may therefore be merit in this method in cases 

where a pressure wire is used.  Although the primary aim of this thesis was to develop wireless 

physiological assessment, it is unlikely to be applicable in every case and it is likely that a subset 

of cases will continue to warrant further investigation or data collection.  Furthermore, if vFFR 

does not become a commercial success on a wide scale, this method may add value to the standard 

FFR measurement. 
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The hypothesis for this chapter is that coronary flow can be computed using CFD from angiogram 

images and the measured translesional pressure gradient data.  The aims were twofold.  First, the 

computational model was used to compute the ΔP-Q relationship.  Second, the results were 

validated.  As there is no in vivo gold-standard test for measuring coronary flow a novel 

experimental system based on patient-specific 3-D printed coronary arteries was developed for 

validation purposes. 

 

6.2 Methods 

The work in this section was supported initially by a grant from the University of Sheffield Faculty 

Innovation Fund (X/00598-13-29) and latterly by a Medical Research Council Confidence in 

Concepts grant (R/140047-11-1).  PM was the principal investigator on both grants and IZ and, 

AN were co-applicants.  All three investigators contributed to the work in this chapter. 

 

6.2.1.1 Computational methods 
Five patient-specific 3-D arterial geometries were meshed using the optimised meshing parameters 

described in Chapter 3 and deployed in Chapters 4 and 5.  The computation of coronary flow from 

measured pressure boundary conditions has already been described and applied in Chapter 3 and 

5.  Computation of translesional pressure gradient (ΔP) was performed applying coronary flow at 

the inlet boundary and a zero-pressure condition as the outlet condition.  The aim of this validation 

experiment was to demonstrate that the ΔP-Q relationship can be computed accurately.  If 

successful, this method may be apposite for use in the cardiac catheter laboratory.  Both transient 

and steady flows were examined experimentally.  However, a steady-state solution based on ������ 
was simulated to produce mean flow results (see individual experimental protocols below).  In each 

case, the fluid model was matched to the experimental blood analogue (viscosity and density – see 

below) and were consistent with the methods described in Chapter 3.  In order to extract pressure 

and flow data from different points within the lumen, a *.vtk centreline was inserted using the 

skeletonisation function within GIMIAS.  The centreline coordinates were used to define a polyline 

in ANSYS CFX Post and pressure and flow results were extracted at incremental points along this 

line. 

 

6.2.1.2 Experimental circuit development 
To validate the computed ΔP-Q results, a gold-standard reference was required.  In the absence of 

an in vivo gold-standard method for measuring coronary flow, a novel experimental flow circuit 

was developed.  The circuit comprised six key elements (see Figure 6.2): 
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· A steady-flow gear pump (a): to generate flow within the human coronary physiological 

range. 

· A pulsatile manifold (b): to convert steady flow into pulsatile flow 

· Compliance chamber (d): to eradicate noise relating to vibration artefacts from the flow in 

the steady-flow condition 

· Patient-specific 3-D coronary arterial phantom models (e) to represent realistic coronary 

anatomy 

· Ports built into the circuit to enable instrumentation for physiological monitoring (f and g). 

· A control system to control the flow and pulsatility (c). 

 

 

 

Figure 6.2.  Schematic diagram of the experimental flow circuit. 
The steady flow gear pump (a) delivers steady flow to the pulsatile manifold which converts steady flow 
into pulsatile.  Both devices are controlled by the programmable command module (c). Fluid passes 
through the compliance chamber (d) before the 3-D printed artery (e). Ports (f) and (g) are used to pass 
instruments into the system to monitor pressure and flow.  

 

6.2.1.3 Micropump, pulsatile manifold and command module 
The steady-flow gear pump, pulsatile manifold and command module were supplied by the 

ElectroForce Systems Group (formerly of Bose Corporation MA, USA and now part of TA 

instruments, MN, USA).  The gear pump (Pump Head, Cavity Style, 1760 ml/min) delivered a 

steady flow in the range 50 - 180 ml min-1.  This flow range was selected because it reflects typical 

physiological coronary flows from baseline up to hyperaemic.  Calibration was performed in two 

stages according to a standard operating procedure.  First, the flow produced by the pump was 

compared with the flow setting selected to calculate the error and this was used to calculate an 

offset value.  Second, the flow rate was calibrated further, prior to each individual experiment and 

within each unique geometry, and re-checked afterwards.  Calibration was performed by measuring 
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the volume of fluid draining from the system in one minute and repeating this at 10 ml min-1 

increments across the full range of experimental flows (50 – 180 ml/min).  Pump control level 

(input) and measured flow (output) data were then plotted and the regression coefficient was 

extracted from the line of best fit (MS Excel).  The regression line was used to select the pump 

setting required to deliver the desired flow rates. 

 

The pulsatile manifold (BioDynamic Test Instruments, Bose Corp, ElectroForce Systems Group) 

uses a bellows displacement controlled system which modulates the manifold volume in order to 

deliver a prescribed flow waveform.  Both systems were controlled by WinTest® Controls software 

(version 4.1, Bose, Corp, ElectroForce Systems Group) which allows the mean flow rate and 

pulsatile waveform to be controlled.  Flow (Q) pulsatility was programmed by prescribing the 

variation in volume (V) of the pulsatile manifold as a function of time (t) thus flow is equal to: 

 � = ���� = �� − ������  Eq 6.5 

which rearranges to: 

 �� = (�� − ��) ∙ �� + ���� Eq 6.6 

For each vessel geometry both patient-specific and idealised pulsatile flow waveforms were 

defined.  Patient-specific flow waveforms were computed using the VIRTUheart™ model.  The 

measured pressure boundary conditions were used in the simulation to characterise transient flow 

and the period of the cardiac cycle (T) on an individual patient basis (as described in Chapters 3 

and 5).  For the idealised waveforms a sinusoidal function was applied thus: 

 �� = �� + � ∙ ���(2�) ∙ �� Eq 6.7 

Where the amplitude of oscillation about the mean, A, was set constant.  The mean flow rate, Q, 

and period, T, were controlled via the WinTest® Controls software and adjusted to match the 

variation of the waveform observed in the patient-specific data.  An example of patient-specific 

and idealised waveforms is demonstrated in Figure 6.3. 
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a  

b 
 

c 

Figure 6.3. Schematic demonstrating the three methods of experimental flow. 
(a) demonstrates steady flow, (b) the sinusoidal ‘idealised’ flow and (c) an example of patient-specific 
flow derived from measured data. The dotted red line indicates mean flow (Q). 

 

 

6.2.1.4 Blood mimicking fluid 
A glycerol/water solution was used as a blood analogue within the circuit.  To obtain a viscosity 

equivalent to that of blood (0.0035 Pa s), 40% pure glycerol was mixed with 60% water by weight 

measurement.  This gave a density of 1082 kg m-3 at a laboratory temperature of 22º.  This is 

consistent with other experimental models of human blood flow (Segur and Oberstar, 1951).  Fluid 

density (ρ) was obtained by weighing five eppendorfs, each containing 14 mls of solution: 

 ρ = mv  Eq 6.8 

where m is mass and v is volume.  The density was 1082 kg/m3 at a viscosity of 3.5 Pa.s in all 

experiments.  An ultrafine polyamide nylon powder (Orgasol® Powders, Arkema Group, Paris, FR) 

was added to mimic the ultrasonic back-scatter properties of erythrocytes and facilitate Doppler 

analysis.  The unground microspheres have a very narrow particle size distribution approximating 

that of erythrocytes (10µm).  Use of Orgasol powder has been validated within in vitro Doppler 

flow phantoms to produce backscatter properties approximating real blood (Samavat and Evans, 

2006, Raine-Fenning et al., 2008).  OragsolTM powder (2001 UD Nat1 Polyamide N12, Arkema) 

was suspended in the glycerol solution consistent with the methods described in these studies.  

According to fluid weight, Orgasol particles (1.82% weight) and surfactant (Decon Neutracon, 

Decon Laboratories LTD, Sussex, UK) (0.9% weight) were mixed thoroughly with the water-

glycerol solution (see above), followed by agitation for at least 4 hours. 

 

6.2.1.5 3-D coronary arterial printing 
Five patient-specific coronary arterial geometries were selected for 3-D printing.  The geometries 

were selected in order to represent a range of different arteries and lesion severities.  Specifically, 

cases represented physiologically severe (FFR=0.64), borderline (FFR=0.79 and 0.82) and non-

significant (FFR=0.86).  Cases were segmented and reconstructed in silico from coronary 
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angiography using the VIRTUheart™ workflow using the methods described previously.  Table 
6.2 summarises the key features of the printed arterial cases.  The luminal surface meshes were 

converted from *.vtk into surface triangular language (*.stl) format.  STL files were transferred to 

Materialise NV (Leuven, BE) where computer aided design was used to add wall thickness and 

connection and physiological transducer ports (see Table 6.2 and Figure 6.4).  The models were 

printed using a stereolithography method where the model is printed in a container of epoxy that 

hardens when struck by the laser printing beam.  The printing material was TuskXC2700T.  

Printing tolerance was ±0.2mm with layer thickness of 0.1mm and minimal wall thickness of 

0.8mm.  Connector ports were designed for external interference fit with connecting conduits and 

for internal interference fit with standard clinical Luer fittings.  To the best of our knowledge, this 

is the first example of the use of patient-specific 3-D printed arteries in the context of experimental 

modelling. 

 

6.2.1.6 Connections and conduits 
Experimental components were connected by 5 mm non-compliant transparent tubing by 

interference fit.  Physiological wires were introduced into the circuit using a PCI introducer needle 

via a haemostatic PCI valve (AccessPLUS Haemostatic Valve, Merit Medical Systems Inc. CA, 

USA) consistent with standard PCI practice at STH.  Prior to experimentation, all air was carefully 

aspirated from the circuit via the haemostatic valves. 
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Photograph Specification 
 

 

Case: 
Artery: 
FFR: 
Inlet diameter: 

Min diameter: 
Outlet diameter: 
Stenosis: 

 
V001 
LAD 
0.64 
4.78mm 
1.356 mm 
2.24mm 
72% 
 

 

Case: 
Artery: 
FFR: 
Inlet diameter: 

Min diameter: 
Outlet diameter: 
Stenosis: 

V004 
RCA 
0.79 
4.44 
1.282 mm 
1.74 
71% 

 

Case: 
Artery: 
FFR: 
Inlet diameter: 

Min diameter: 
Outlet diameter: 
Stenosis: 

V012 
LAD 
0.72 
3.54 mm 
1.177 mm 
2.06 
67% 

 

Case: 
Artery: 
FFR: 
Inlet diameter: 

Min diameter: 
Outlet diameter: 
Stenosis: 

V012 
RCA 
0.86 
3.16 
1.700 mm 
2.5 
46% 
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Case: 
Artery: 
FFR: 
Inlet diameter: 

Min diameter: 
Outlet diameter: 
Stenosis: 

V014 
LCX 
0.82 
3.13 
1.656 mm 
1.99 
46.2% 

Table 6.2 (and on previous page).  Summary of the five 3-D printed coronary geometries  
Images are roughly in anatomical position.   $Catheter laboratory measurement under hyperaemic 
flow conditions. *Diameter.  LAD, left anterior descending artery; RCA, right coronary artery; LCX, 
left circumflex artery. Discolouration of model V012 RCA is secondary to contrast dye. 

 

 

 

 

Figure 6.4.  Semi-translucent rendering of model V001_LAD roughly in anatomical position, 
showing the vessel and connector walls and lumens. 

 

6.2.1.7   Pressure measurements 
Two systems were used to record pressure within the flow phantom.  First, two 70 cm, 5 Fr Mikro-

Tip® MPC-500 pressure catheters (Millar Instruments Inc. Houston, TX, US) were used to measure 

pressure at the proximal and distal pressure ports simultaneously.  Due to the diameter of the Millar 

catheters, this system was restricted to the inlet and outlet pressure ports.  Millar readings were 
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made using the Bose Electroforce WinTest® software and exported by USB memory stick.  Second, 

the Volcano Primewire was used.  The Volcano Primewire has a 0.34 mm diameter with a pressure 

transducer positioned behind the 3 cm radiopaque tip.  This allowed the pressure to be recorded at 

any luminal position consistent with standard clinical practice.  The proximal pressure was 

recorded at the proximal pressure port using the ComboMap Model 6800 system (Volcano, Rancho 

Cordova, CA, USA) via the Pa pressure port using a clinical pressure transducer (TruWave 

Disposable Pressure Transducer, Edwards Lifesceinces Corp, CA, US) employed within STH.  

Readings were taken with the Volcano ComboMap® System Model 6800 (Volcano, Rancho 

Cordova, CA, USA) and, where appropriate, were exported on CD.  To maintain a clinical focus, 

all equipment and methodology used for the second method (Volcano) were identical to that used 

in standard STH clinical angioplasty practice. 

 

6.2.1.8 Flow measurement 
In the following experiments, flow rate and pulsatility were prescribed precisely by the operator, 

controlled by the WinTest® Controls software and produced by the gear pump and pulsatile 

manifold.  The accuracy of the flow rate was repeatedly calibrated and checked according to the 

method detailed above.  The prescribed experimental flow was compared with the current clinical 

flow measurement method, Doppler flow wire, in a head-to-head comparison.  The Volcano 

FloWire® Doppler Guide Wire via the ComboMap® system that was used, was identical to the 

system used in the catheter laboratory at STH.  Similar to the pressure wire, the FloWire has a 

flexible 3 cm radiopaque tip.  The piezoelectric crystals and transducer are located at the very tip.  

The FloWire® detects flow velocity by pulse wave (PW) Doppler (frequency 12 MHz) with a gate 

with a range gate location of 5-7mm from the tip in a 30º arc.  Trigonometry reveals that the 

diameter of the range gate spans 3.6 mm.  Pulse repetition frequency (PRF) is 12-100 KHz and 

pulse duration is 1.3 µsec.  All velocity signals within the range-gate envelope are reported by the 

ComboMap.  However, only the instantaneous peak velocity (IPV) is used for measurement.  This 

component of the signal corresponds to the fastest moving erythrocytes /particles.  The FloWire® 

software tracks the IPV, averaging it over a specified number of beats (between 1 and 5) and 

reporting the average peak velocity (APV).  ComboMap calculates APV thus: 

 

 ���(��/�)   = ∑ ���(�)����������� − ��  Eq 6.9 
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Figure 6.5.  Schematic of the dimensions of the Doppler ‘window’ or ‘range gate’. 
 

Figure 6.5 demonstrates the dimensions of the Doppler window, which is adequate to span the 

entire diameter of most coronary arteries.  If the tip is against the vessel wall, but lies in a coaxial 

position, the range gate may not span the entire diameter but in most cases will still survey the 

centre of the lumen.  For fully developed flow the velocity profile is parabolic, peak velocity occurs 

in the centre of the lumen and is equal to twice the mean.  As described previously (section 2.2.1), 

for several reasons, coronary arterial flow is often not fully developed, nor parabolic.  Furthermore, 

ensuring alignment of the wire with the axis of the vessel is challenging.  The Volcano ComboMap 

Operators Manual advises users to: “Locate the tip of the guidewire at the location of interest and 

adjust guidewire orientation to measure peak velocities”.  Standard clinical practice is to position 

the wire under fluoroscopy screening into the desired location and then to manipulate the wire until 

the ‘optimal’ (most dense) Doppler signal is returned. 

 

6.2.2 Experimental protocols 

6.2.2.1 Preliminary experiments 
The numerical model was simulated using four combinations of two different viscosities (0.0035 

Pa.s) and densities (1082 and 1100 kg/m3) in order to understand the impact of small experimental 

errors on the results.  Vessel geometry data were used to calculate the maximum Reynolds numbers 

associated with each model at each flow.  Photographs of the test rig are demonstrated in Figure 
6.6 to Figure 6.8. 
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Figure 6.6.  The test rig. 
The gear pump (a) pump fluid through the pulsatile manifold (b) and then onto the 3-D printed arterial 
model (c) before returning fluid to the reservoir (e). The syringe and transducer (d) are connected to 
the proximal pressure port, the position of which is analogous to the catheter tip within the coronary 
ostium. 

 

 

 

 

 

Figure 6.7. A printed model (idealised model) in the circuit with haemostatic valves attached ready 
for instrumentation. 
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Figure 6.8. The command module (top right) and ComboMap (Volcano) analysis machine 
(bottom left). 

 

 

6.2.2.2 Pressure-flow analysis 
The principal aim of the current study was to use CFD modelling to predict the pressure gradient-

flow (ΔP-Q) relationship.  Therefore the experimental circuit was run with all the models, at all 

flow rates, with steady and pulsatile (idealised sinusoidal and patient-specific) flow.  Full 

calibration was performed before and after each experiment. 

 

The pressure gradient was measured in two ways.  In each case the proximal pressure was measured 

from the inlet pressure port using either the volcano (via the Edward’s TruWave® transducer) or 

the Millar system.  This is analogous to measuring the Pa pressure at the catheter tip from the 

coronary ostium /inlet.  Distal pressure was first measured from the distal pressure tapping port.  

However, because this is inconsistent with clinical measurement distal pressure was also measured 

at the outlet from inside the vessel lumen with the pressure wire.  The pressure wire was inserted 

into the distal lumen via a retrograde approach through the distal port.  This was to avoid 

augmentation of the pressure gradient as a result of the wire within the stenosis.  The effect of the 

wire is not (yet) represented by the CFD model and it was deemed important to perform a like-for-

like comparison.  In parallel, the equivalent experiments were performed in silico. In each case, the 

computed results were plotted alongside measured values in a plot of pressure gradient versus flow.  
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If the computed results agreed with experimental values, this would validate the computational 

method for computing flow from measured pressure conditions. 

 

6.2.2.3 Doppler analysis 
The rationale for this experiment was to compare flow measured with the currently employed 

clinical method, Doppler ultrasound, with the prescribed experimental flow.  Because Doppler 

ultrasound returns a velocity (V) signal and not a volumetric flow rate (Q) a direct comparison 

could not be made.  However, because the dimensions and cross sectional area (A) of the 3-D 

printed models were known precisely, the relation between the two could be calculated at any 

location (� = � ∙ �) which enables a comparison of results.  As far as appropriate, clinical 

methodology was used to ensure results were clinically relevant and applicable. 

 

The wire was manoeuvred via a standard clinical haemostatic valve, into the optimal longitudinal 

position.  During initial testing the Doppler-tipped guidewire was manoeuvred, under direct visual 

guidance in order to ensure the optimal co-axial position within the lumen.  It was considered that 

this approach might offer the best results.  However, the Doppler signals returned were suboptimal.  

Furthermore, this approach is clinically unrealistic; only the location of the wire tip is seen by 

fluoroscopy and this cannot be used to discern the precise direction of the tip relative to the 

coronary lumen or if the tip is away from the vessel wall.  This method was replaced with the more 

clinically realistic approach where the guidewire was positioned at the appropriate longitudinal 

location along the phantom lumen and then manipulated (with an angioplasty guidewire torquer) 

until the optimal Doppler signal was acquired.  Hence, this returned optimal Doppler signals and 

is consistent with the clinical method (see section 6.2.1.8). 

 

APV was measured at the inlet and outlet under steady-state, sinusoidal and patient specific flows.  

ANSYS-CFX Pre was used to measure precisely the cross-sectional area at these regions from the 

computational model of the vessel geometry and these areas were used to convert the prescribed 

volumetric flow rate into a mean flow velocity.  Assuming a parabolic velocity profile the expected 

APV was double this value.  Each measurement was repeated twice (a total of three times) at each 

location.  The velocity scale and the instantaneous peak velocity (IPV) threshold were adjusted for 

optimal display and tracking of the velocity signal. As in the previous experiment, each artery was 

evaluated at flow rates in the range 50 -180 ml/min in 10 ml/min increments.   

 

6.2.2.4 Statistical analysis 
The level of agreement (precision) between prescribed and measured APV were assessed with 

Bland-Altmann plots and by calculating the mean, standard deviation and error range from delta 
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values between measured and prescribed APV.  In addition, the coefficient of variation between 

repeated measurements was calculated.  Pearson’s correlation coefficient was used to assess the 

strength of correlation between measured and prescribed values in order to assess the accuracy of 

linearity in the Doppler signal. 

 

6.3 Results 

3-D printing and experimental flow and pressure measurement was carried out successful in all 

five models.  The maximum Reynolds numbers were calculated for each model, at each flow rate, 

based on the minimal luminal diameter.  These data are presented in Table 6.3. 

 

6.3.1.1.1 Millar and Volcano systems 

The pressure data acquired from the Millar and Volcano systems were compared within the 

pressure ports to ensure similarity.  Both systems returned pressure recordings every 0.005 s.  

Differences between the systems were found to be consistent at <1%.  For both systems under 

steady state conditions up to the maximum flow rate of 180 ml/min, the maximum observed 

variability (range) was <1 mmHg. 

 

6.3.1.1.2 CFD and fluid model variability 

CFD results are inherently reproducible given identical setup parameters.  Ensuring such behaviour 

in the experimental simulation is more challenging.  To evaluate these effects in silico, CFD 

simulations were run at four combinations of viscosity and density to account for variability in the 

experimental blood analogue fluid.  Varying fluid density from 1082 to 1100 Kg/m2 caused a 

pressure gradient increase of 0.95%.  Increasing viscosity from 0.0035 to 0.004 Pa.s caused an 

increase in pressure gradient of 6.4%.  Increasing both values caused a maximum increase in 

pressure gradient of 7.2%.  These data are reported in Figure 6.9. 

 

 

  



CHAPTER SIX: COMPUTING CORONARY FLOW 
 
 
 

 
227 

 

 

Table 6.3. Reynolds numbers for each model at each flow rate. 
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6.3.1.1.3 Pulsatile, patient-specific and steady-flow data 

The pressure gradient was measured under steady- and idealised pulsatile flow conditions for each 

flow rate.  Figure 6.10 demonstrates paired pressure gradient results under pulsatile and steady 

flow conditions for each of the patient-specific models.  Overall, the difference between 

measurements at the two flow conditions was negligible (bias, -0.2 mmHg, SD, 0.9 mmHg).  The 

same was true when using patient-specific flow waveforms.  Thus in the current experiment, for a 

given mean flow rate, mean pressure gradient was independent of the pulsatility of the flow. 

 

 

Figure 6.9.  Effect of varying density and viscosity parameters in the CFD model. 
Case V004 RCA (severe stenosis case).  Small variations in viscosity have a greater 
impact than density. 

 

 

6.3.1.1.4 Simulation of the pressure gradient-flow relationship 

The translesional pressure gradient was computed for each model, at each flow rate, and compared 

to values measured within the experimental flow circuit.  As described in the methods section, 

pressure gradient was evaluated at the outlet via the pressure port (Millar) and from within the 

lumen using the pressure wire (Volcano).  These data are demonstrated in Table 6.4 to Table 6.8 
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and in the corresponding Figure 6.11 to Figure 6.15.  The figures demonstrate good agreement 

between in silico and in vitro results when the transducer was placed within the lumen of the artery 

but, in some cases, poor agreement when the distal pressure was measured from the outlet pressure 

port (see explanation in discussion). 

 

The accuracy of the CFD derived ΔP-Q predictions for models at all flow rates is summarised in 

Table 6.9 and a Bland-Altman plot is demonstrated in Figure 6.16.  Overall, accuracy is good with 

limits of agreement (±1.96×SD) between 3.37 and -4.83 mmHg.  As demonstrated in Figure 6.16, 

there is a trend towards underestimating values at higher pressure gradients.   

 

In the context of the coronary circulation, Reynolds numbers are thought not to exceed 500 in vivo 

(Kousera et al., 2014).  Due to the nature of the experimental methods (where flow rate is 

prescribed) this does occur in some models at higher flow rates (see Table 6.3).  Thus supra-

physiological Reynolds numbers may be reached depending on the degree of stenosis.  For this 

reason, precision was re-analysed after excluding cases where Reynolds number >500.  After 

exclusion of these cases, the trend towards a negative bias was eliminated and precision of the 

model increased with narrower limits of agreement between 1.3 and -2.5 mmHg.  These more 

representative data are presented in Table 6.10 and Figure 6.17.   

 

Assuming a mean Pa of 95 mmHg for all cases, the pressure gradient can be used to calculate the 

equivalent to FFR in each case.  It is clinically relevant to plot error against FFR measurement and 

these data are presented in Figure 6.18.  These data are important because they demonstrate 

excellent agreement across all cases where FFR ≥ 0.70.  Clinically, this is the most interesting and 

important group because it includes those cases closest to the critical 0.80 threshold for FFR.  In 

these cases, bias was negligible (-0.0002 mmHg; SD, 0.53 mmHg).  Agreement was poorer in cases 

where FFR <0.70.  However, these cases are likely to include those at higher Reynolds numbers 

which do not truly reflect coronary pathophysiology.  Second, these cases fall into a range whereby 

management decisions are likely to be non-controversial regardless of what assessment method is 

used. 
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Figure 6.10. Equivalence of pressure gradient measurements under pulsatile and 
steady flow conditions for each of the five patient specific models.  
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Table 6.4. Pressure gradient data for V001 LAD. 

 Pressure gradient (mmHg)   
Flow rate  
(ml/min) 

CFD Lumen Pressure  
port 

Error 
(mmHg)* 

Error* 
(%) 

50 3.6 3 3 -0.6 16.7 
60 5.0 5 5 0.0 0.8 
70 6.4 7 7 0.6 -9.5 
80 7.9 8 10 0.1 -1.4 
90 9.5 9 12 -0.5 5.4 

100 11.3 11 15 -0.3 2.4 
110 13.1 14 17 0.9 -6.5 
120 15.1 16 21 0.9 -5.6 
130 17.3 19 23 1.7 -10.0 
140 19.5 22 27 2.5 -12.6 
150 21.9 25.5 30 3.6 -16.4 
160 24.4 27 35 2.6 -10.6 
170 27.0 32 38 5.0 -18.3 
180 29.8 35 42 5.2 -17.4 

*between CFD and lumen result. 

 

 

 

Figure 6.11. CFD-derived versus measured ΔP-Q relationship for V001 LAD.  
 

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

40.0

45.0

40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190

ΔP
 (m

m
Hg

)

Q (ml/min)

CFD Lumen Pressure port



CHAPTER SIX: COMPUTING CORONARY FLOW 
 
 
 

 
232 

Table 6.5. Pressure gradient data for V004 RCA. 

 Pressure gradient (mmHg)   
Flow rate  
(ml/min) 

CFD Lumen Pressure 
port 

Error* 
(mmHg) 

Error* 
(%) 

50 9.1 9 11 -0.1 1.1 
60 12.6 12 14.5 -0.6 4.9 
70 15.7 15 19.26 -0.7 4.5 
80 19.0 19 23.81 0.0 0.2 
90 23.0 22 28.5 -1.0 4.3 

100 26.3 27 33.34 0.7 -2.5 
110 30.3 29 38.5 -1.3 4.3 
120 34.5 37 45.2 2.5 -7.3 
130 38.9 42 51.3 3.1 -8.1 
140 43.4 47 57.4 3.6 -8.3 
150 48.1 52 64.2 3.9 -8.0 
160 53.1 60 72.03 6.9 -13.1 
170 58.1 66 79.1 7.9 -13.5 
180 63.3 75 86.5 11.7 -18.4 

*between CFD and lumen result. 

 

 

 

Figure 6.12. CFD-derived versus measured ΔP-Q relationship for V004 RCA. 
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Table 6.6. Pressure gradient data for V012 LAD. 

 Pressure gradient (mmHg)   
Flow rate  
(ml/min) 

CFD Lumen Pressure 
port 

Error* 
(mmHg) 

Error* 
(%) 

50 8.5 9 11.8 0.5 -6.1 
60 11.0 11 15.6 0.0 0.2 
70 13.8 13 19.53 -0.8 5.8 
80 16.8 16 26.65 -0.8 4.9 
90 20.1 20 30.3 -0.1 0.4 

100 23.6 24 36.6 0.4 -1.7 
110 27.3 28 43 0.7 -2.5 
120 31.3 31 49.3 -0.3 1.0 
130 35.5 36 56.03 0.5 -1.4 
140 40.0 43 64.3 3.0 -7.6 
150 44.6 48 72.3 3.4 -7.5 
160 49.5 53 80.2 3.5 -7.0 
170 54.7 59 90 4.3 -7.9 
180 60.1 61 100.2 0.9 -1.5 

*between CFD and lumen result. 

 

 

Figure 6.13. CFD-derived versus measured ΔP-Q relationship for V012 LAD. 
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Table 6.7. Pressure gradient data for V012 RCA. 

 Pressure gradient (mmHg)   
Flow rate  
(ml/min) 

CFD Lumen Pressure 
port 

Error* 
(mmHg) 

Error* 
(%) 

50 3.7 3 3.75 -0.7 19.0 
60 4.8 4 4.88 -0.8 16.9 
70 6.0 5 6.3 -1.0 17.0 
80 7.3 7 7.53 -0.3 4.2 
90 8.7 8 9.16 -0.7 8.1 

100 10.2 10 10.9 -0.2 1.7 
110 11.7 12 12.7 0.3 -2.4 
120 13.3 13 14.7 -0.3 2.5 
130 15.0 15 16.38 0.0 0.1 
140 16.8 17 18.52 0.2 -1.4 
150 18.6 19 20.7 0.4 -2.2 
160 20.5 21 23.08 0.5 -2.6 
170 22.4 23 25 0.6 -2.7 
180 24.4 25 27.25 0.6 -2.5 

*between CFD and lumen result. 

 

 

Figure 6.14. CFD-derived versus measured ΔP-Q relationship for V012 RCA. 
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Table 6.8. Pressure gradient data for V014 LCX. 

 Pressure gradient (mmHg)   
Flow rate 
(ml/min) 

CFD Lumen Pressure 
port 

Error* 
(mmHg) 

Error* 
(%) 

50 4.5 4 4.78 -0.5 11.7 
60 5.8 6 5.88 0.2 -2.9 
70 7.2 7 7.24 -0.2 3.1 
80 8.7 9 8.76 0.3 -3.5 
90 10.3 10 10.45 -0.3 2.5 

100 11.9 12 12.2 0.1 -0.8 
110 13.6 14 14.01 0.4 -2.7 
120 15.5 16 15.98 0.5 -3.6 
130 17.4 18 17.64 0.6 -3.7 
140 19.3 20 19.76 0.7 -3.4 
150 21.4 22 21.95 0.6 -2.7 
160 23.6 24 24.2 0.4 -1.8 
170 25.8 27 26.57 1.2 -4.6 
180 28.1 29 28.95 0.9 -3.1 

*between CFD and lumen result. 

 
 

 

Figure 6.15. CFD-derived versus measured ΔP-Q relationship for V014 LCX. 
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Table 6.9. Accuracy of ΔP-Q predictions in all models at all flow rates 

Model Bias (mmHg) Std deviation (mmHg) Min error (mmHg) Max error (mmHg) 

V001 LAD +0.1 0.55 -0.6 +1 

V004 RCA -2.61 3.92 -11.7 +1.3 

V012 LAD -1.09 1.71 -4.3 +0.8 

V012 RCA +0.1 0.55 -0.6 +1 

V014 LCX -0.35 0.47 -1.20 +0.5 

Total -0.73 2.10 -11.7 +1.3 

 

 

 

 

 

Figure 6.16. Bland-Altman plot of the differences between the ΔP results computed by the CFD 
method and measured values. 
The mean (bias - dark line) is -0.73 and the limits of agreement (dashed lines) are between 3.37 and 
-4.83. There is a trend of underestimation (negative bias) at higher pressure gradients. 
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Table 6.10. Accuracy of ΔP-Q predictions in all models at all non-transitional* flow rates 

Model Bias (mmHg) Std deviation (mmHg) Min error (mmHg) Max error (mmHg) 

V001 LAD 0.49 0.45 -0.30 +1.0 

V004 RCA 0.43 0.68 -0.70 +1.3 

V012 LAD 0.13 0.56 -0.50 +0.80 

V012 RCA 0.35 0.44 -0.30 +1.0 

V014 LCX -0.18 0.40 -0.70 0.50 

Total 0.20 0.64 -2.5 +1.3 

*Cases where Re>500 excluded (see Table 6.3). 

 

 

 

 

Figure 6.17. Bland-Altman plot of the differences between the ΔP results computed by the CFD 
method and measured values for non-transitional cases. 
The mean (bias - dark line) is 0.20 and the limits of agreement (dashed lines) are between 1.3 and -
2.5. The scale of the y axis has been preserved in order to facilitate direct comparison with Figure 
6.16. 
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Figure 6.18. Difference between CFD-derived and measured pressure gradient plotted against 
FFR* in all experimental cases. 
The bias (curved blue dotted line) and error increase in cases with FFR < 0.70. The red dotted 
lines indicate the wide limits of agreement across all cases (-11.7 to 1.3 mmHg) and the much 
narrower blue dotted lines indicates the limits of agreement in cases where FFR ≥ 0.70 (-1.2 to 
1.0 mmHg). *FFR calculated based on the assumption that mean Pa was 95 mmHg in all cases. 

 

 

6.3.1.1.5 Doppler results 

Good quality, dense Doppler traces were obtained in each case (see Figure 6.19 a,b and c).  A good 

quality signal failed to be obtained for only certain cases at the highest flow rates at the outlet (see 

Figure 6.24d and Figure 6.25d).  However, even under controlled experimental conditions, several 

issues were evident.  First, it took time to achieve the ‘optimum’ Doppler signal and this was easily 

lost.  Second, both the quality and magnitude of the signal were extremely sensitive to very small 

movements of the wire.  Third, it was difficult, even with a range of tip bends and under direct 

visual guidance, to position the tip of the wire away from the vessel wall in coaxial alignment with 

the lumen.  Regardless of the degree of bend applied to the wire tip, the FlowWire® naturally 

adhered to the vessel phantom wall and it was difficult to twist the wire into a free position.  These 

issues are consistent with in vivo experience and published comments (Kern, 2000, Siebes et al., 

2004, van de Hoef et al., 2012). 
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a 

 
b 

 
c 

 
d 

Figure 6.19. Examples of steady (a), pulsatile (b), patient-specific (c) and ‘turbulent’ Doppler signals. 
Good quality signals were identified in each case.  Only in certain outlet cases at high flow rates was 
the signal lost as in example (d). 

 

There was an excellent correlation between both the individual and mean Doppler flow velocity 

results (after excluding poor quality turbulent results – see Figure 6.24d and Figure 6.25d) and 

the expected flow velocity result.  Pearson’s correlation coefficient was >0.98 for all cases.  

Correlation does not indicate agreement. 

 

Figures 6.20 – 6. 27 demonstrate the Doppler measurements plotted against the expected values.  

Model V001_LAD is demonstrated in detail (Figures 6.20-6.23) whereas data for the other models 

(Figures 6.24-6.27) is summarised.  In each case (experimental details in the legends), the three 

individual measurements (grey lines) and the corresponding mean values (red lines) are plotted 

against the known flow velocity value. 

 

Figures 6.20 – 6. 27 demonstrate that, in many cases, there is significant variability between the 

three individual measurements of Doppler flow velocity.  Data regarding the coefficient of 

variability between the three measurements is outlined in  
Table 6.11. 
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Figure 6.20. Doppler flow velocity measurements at the inlet of model V001_LAD under steady 
flow conditions. 

 
 
 
 

 
Figure 6.21. Doppler flow velocity measurements at the outlet of model V001_LAD under steady 
flow conditions. 
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Figure 6.22. Doppler flow velocity measurements at the inlet of model V001_LAD under pulsatile 
flow conditions. 

 

 

 
Figure 6.23. Doppler flow velocity measurements at the outlet of model V001_LAD under pulsatile 
flow conditions. 

 

 

0

5

10

15

20

25

30

35

50 60 70 80 90 100 110 120 130 140 150 160 170 180

Q
 v

el
oc

ity
 (c

m
/s

)

Q (ml/min)

Expected Q velocity

Doppler measurement 1

Doppler measurement 2

Doppler measurement 3

Mean (of 3 measurements)

0

20

40

60

80

100

120

140

160

50 60 70 80 90 100 110 120 130 140 150 160 170 180

Q
 v

el
oc

ity
 (c

m
/s

)

Q (ml/min)

Expected Q velocity

Doppler measurement 1

Doppler measurement 2

Doppler measurement 3

Mean (of 3 measurements)



CHAPTER SIX: COMPUTING CORONARY FLOW 
 
 
 

 
242 
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b 

 
c 

 
d 

 

Figure 6.24. Doppler flow measurements for V004_RCA 
Under steady flow conditions at inlet (a) and outlet (b), and under pulsatile 
flow conditions at inlet (c) and outlet (d). Legend as in Fig 6.20 - 6.23. 
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Figure 6.25. Doppler flow measurements for V012_LAD 
Under steady flow conditions at inlet (a) and outlet (b), and under pulsatile 
flow conditions at inlet (c) and outlet (d). Legend as in Fig 6.20 - 6.23. 
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Figure 6.26. Doppler flow measurements for V012_RCA 
Under steady flow conditions at inlet (a) and outlet (b), and under pulsatile 
flow conditions at inlet (c) and outlet (d). Legend as in Fig 6.20 - 6.23. 
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Figure 6.27. Doppler flow measurements for V014_LCX 
Under steady flow conditions at inlet (a) and outlet (b), and under pulsatile 
flow conditions at inlet (c) and outlet (d). Legend as in Fig 6.20 - 6.23. 
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Table 6.11. Summary of the variability in Doppler measurements. 

Case Coefficient of variability at the 
inlet, all flows 

Coefficient of variability at the 
outlet, all flows 

Coefficient of variability at 
the inlet with exclusions* 

V001_LAD 7.4% 19.0% 7.1% 
V004_RCA 11.6% 9.4% 11.5 
V012_LAD 4.5% 30.7% 5.0% 
V012_RCA 5.2% 10.7% 4.4% 
V014_LCX 3.4% 17.2% 2.7% 

mean 6.42 17.4 6.14 

*Excluding cases involving transitional Reynolds numbers 

 

The precision of Doppler in predicting the actual flow velocity is outlined in Table 6.12 and in the 

corresponding Bland-Altman plots in  
Figure 6.28.  These data demonstrate that precision is improved when: the mean Doppler value is 

used rather than a single measurement (something that is rarely performed in vivo), the 

measurement is taken from the inlet rather than at the outlet and, when the cases with supra-

physiological Reynolds numbers (>500) are excluded.  As was the case in the previous section, 

pulsatile waveforms (sinusoidal and patient-specific) generated results equivalent to steady-state. 

 
Table 6.12. Summary of Doppler wire precision overall, at inlet, with exclusions and mean results  

 All 
individual 
samples 

Mean of three 
individual 
samples 

Individual inlet 
samples, only 

Mean of 
three inlet 

samples only 

Individual inlet 
samples, Re 

<500 

Mean of three 
inlet samples, 

Re <500 
Mean error 
(bias) 

-5.27 -9.05 -4.69 -7.03 -4.69 -4.72 

Standard 
deviation 

20.35 10.25 5.52 6.03 5.52 5.59 

Minimum 
error 

-109.45 -39.29 -21.02 -16.68 -21.02 -14.01 

Maximum 
error 

81.94 5.03 5.49 4.82 5.49 4.82 

Limits of 
agreement 

34.6 to -45.2 11.0 to -29.2 6.1 to -15.5 4.8 to -18.9 6.1 to -15.5 6.2 to -15-7 

Figure 6.28 (a) (d) (b) (e) (c) (f) 

All measurements are in cm s-1. 

 

Figure 6.28 (following two pages). Bland-Altman plots demonstrating the difference between individual 
(a,b,c) and mean (d,e,f) Doppler measurements and expected flow velocity. 
(a) all three measurements over all cases, (b) all three measurements, just inlets, (c) all three measurements, 
just inlets, transitional Reynolds numbers excluded, (d) mean results, all cases, (e) mean results, just inlets, 
(f) mean results, just inlets with transitional Reynolds numbers excluded. The dark continuous line is the 
mean (bias) and the interrupted lines represent the limits of agreement.  The limits of agreement are 
narrower (indicating increased precision) for mean results (a,b,c vs d,e,f), and when flow is measured at the 
inlet (a vs b and d vs e).  
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6.4 Discussion 

In these experiments I have demonstrated that it is feasible to compute the ΔP-Q relationship using 

a CFD approach.  Computed results are in close agreement with the values measured in the flow 

circuit.  In this pilot study of five patient-specific arteries, the computation of ΔP-Q for a patient-

specific geometry appears more accurate and stable than the direct measurement of flow using the 

current clinical standard: Doppler flow velocity.  To the author’s knowledge, this is the first 

example of 3-D printing patient-specific coronary arteries. 

 

6.4.1.1 Precision of the novel method 
The precision of the novel method was impressive.  Limits of agreement were found to be far 

narrower than those for Doppler analysis (see Table 6.9 and Table 6.12).  In many ways, the 

computation of the ΔP-Q relationship within a known 3-D geometry represents a relatively 

elementary CFD task.  Furthermore, the computation of flow from pressure gradient has already 

been used in the preceding chapters of this thesis.  However, validation and proof of concept is 

essential prior to taking any further development steps in the direction of clinical translation.  

Consistent with clinical experience, pressure measurement was more stable and reproducible than 

Doppler flow velocity.  Performance was less impressive at higher Reynolds numbers where a 

transient solution may better characterise instability or oscillation in the fluid domain.  

Nevertheless, the method was consistently superior to Doppler over all flow rates and was even 

more impressive when analysis was restricted to, pathophysiologically, more realistic cases where 

Reynolds numbers were <500.  The discrepancy between the pressure gradient measured at the 

distal pressure port and that measured intraluminally (see Figure 6.13) may be explained by a step 

expansion of the lumen diameter at the outlet, a consequence of the computer aided design and 3-

D printing (see Figure 6.29).  This concept is well recognised in CFD flow simulation whereby 

flow separation, vortices and eddy currents develop behind the step which correspond to reduced 

pressure.  This is consistent with the findings that measurement of pressure gradient from the 

pressure port which is immediately behind the step exaggerates the total pressure drop.  Variability 

in the magnitude of the effect of this phenomenon is reflected by variability in the vessel outlet 

diameter relative to a fixed connector diameter.  There was no step change at the inlet where the 

computer-aided design matched the diameters of the inlet connection lumen and that of the vessel.  
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Figure 6.29. Semi-translucent rendering of model V012_LAD demonstrating the smooth inlet transition 
but backward-facing step at the outlet. 
 

 

6.4.1.2 Doppler precision 
It is interesting, but perhaps not surprising that, even under static conditions the Doppler flow 

velocity measurement performed sub-optimally.  The methodological shortfalls of using Doppler 

as a surrogate for flow are consistent with the findings of the current study.  First, because flow is 

directional, optimum measurement requires good alignment of the wire tip with flow.  Alignment 

which is less than perfect may capture only a region or vector of the flow thus underestimating true 

velocity.  This is consistent with the results; all Doppler methods tended to underestimate true flow 

velocity (negative bias) by a significant margin (see Table 6.12).  Only at the outlet in certain cases 

did Doppler significantly overestimate expected flow velocity.  This may be explained by the 

presence of high velocity jets emanating from proximal stenoses and may explain why the inlet 

Doppler measurement was more accurate.  As described in Chapter 2, coronary flow is complex 

and does not follow many of the assumptions upon which laws such as those of Bernoulli and 

Poiseuille are based.  In the context of such a complex 3-D flow field it is perhaps not surprising 

that a single APV measurement with uncertain coaxial alignment may not reflect the underlying 

flow rate, is hard to reproduce (coefficient of variability = 6 – 17% in this experiment), hard to 

interpret, and exhibits significant sensitivity to even small movements of the wire.  If these effects 

are evident within a rigid-walled model under controlled laboratory conditions, they may be further 

exaggerated in vivo.  Kousera et al simulated the ΔP-Q relationship using clinical data from 19 

patients with CAD undergoing ICA, OCT and Doppler flow assessment (Kousera et al., 2014).  

Their in silico model co-registered OCT with ICA data to reconstruct detailed coronary lumen 

geometries which they simulated using CFD.  Measured proximal pressure and Doppler flow 

velocity data were applied as the proximal and distal boundary conditions.  Similar to the Doppler 

results of the current study, their model consistently underestimated the distal pressure by between 
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-5 to -12 mmHg, with wide limits of agreement of 12.1 to -14.5 mmHg.  The authors state that the 

‘most likely contributor to error’ in their model was Doppler flow measurement in vivo. 

 

6.4.1.2.1 Implications 

In all cases, the correlation between actual and Doppler measured flow velocity was excellent.  

Correlation does not indicate agreement (Bland and Altman, 1995).  This is relevant in the 

computation of CFVR and HSR.  In CFVR, the ratio of hyperaemic to baseline flow velocity is 

calculated.  It might be assumed that if the wire tip does not move (which may be difficult to 

ensure), any scaling effect in the first measurement is present in the second since a similar region 

of the flow is recorded.  However, there is variability in the gradients of the relationships between 

Doppler flow velocity and actual (see Figures 6.20 – 6.27).  This may limit the use of Doppler in 

measuring CFVR.  The situation is likely to be worse when calculating HSR, where a single value 

of hyperaemic flow velocity is used in the calculation, often measured distal to the stenosis via 

ComboWire® (Volcano).  Therefore, there is no allowance for underestimation of true flow velocity 

and agreeability is vital. 

 

6.4.1.2.2 Virtual stenosis and microvascular resistance’ 

Based on the outcomes of this thesis, I propose two novel indices of intracoronary physiology, 

virtual stenosis resistance (vSR) and virtual microvascular resistance (vMR): 

 ��� = ∆����������  Eq 6.10 

Where ∆����� is the mean translesional pressure gradient and ����� is either mean volumetric flow rate 

or velocity derived from measured proximal and distal pressures and luminal geometry 

reconstructed from angiography. 

 ��� = �������  Eq 6.11 

 

6.4.1.2.3 Advantages of the novel method /indices 

There are several reasons why this novel approach may be advantageous.  First, unlike flow, 

pressure is non-directional which makes in vivo measurement more stable and more reproducible.  

This is why interventional cardiologists have come to rely on pressure measurements in the cardiac 

catheter laboratory.  Second, the developed method computes one physiological parameter from 

the other.  Therefore, only a single measurement needs to be acquired invasively (FFR) and only 
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one wire needs to be deployed.  Third, unlike the vFFR workflow, the boundary conditions of the 

current model are fully defined and no assumptions are required.  The importance of the tuning of 

the distal boundary condition described in the preceding chapter highlights why this is so 

advantageous.  Fourth, and consistent with the other developments in this thesis, the novel method 

is software based and requires no hardware additional to that required for a standard FFR 

measurement.  Furthermore, a single steady-state simulation result computes in approximately two 

minutes.  Therefore, in principle, the method can be easily integrated into existing catheter 

laboratory infrastructure for use during the procedure and the generation of on-table results.  Fifth, 

the novel 3-D method returns a volumetric flow rate which is arguably more robust and objective 

than a single measure of flow velocity during angiography which is susceptible to under- or over-

estimation of the true flow secondary to poor coaxial alignment or positioning of the wire in a high 

flow jet (more likely with a ComboWire lying distal to the stenosis).  Furthermore, the novel 

method simulates the 3-D flow field which can be post-processed and visualised.  Sixth, the current 

method can be developed so that transient data are computed thus generating a transient flow 

waveform.  Although the analysis was time-consuming, use of the acceleration technique described 

in Chapter 4 may provide these results in clinically tractable timescales.  Finally, the current 

method replaces the Doppler wire which, even amongst the strongest advocates, is acknowledged 

to be challenging to use.   

 

6.4.1.2.4 Limitations of the current study /method 

Although the results of the current proof-of-concept study are positive, there are several limitations.  

First, only flow within an unbranched coronary lumen has been investigated.  Further work will 

validate the method in branched 3-D printed arteries.  The 3-D files already exist but additional 

computer aided design will be required prior to printing.   

 

Second, the Reynolds numbers calculated for each model and flow rate were computed assuming 

steady-flow conditions.  Therefore, this may underestimate the maximum Reynolds number during 

pulsatile flow conditions.  Third, because the boundary conditions are known, model accuracy is 

critically dependent upon the precision of the segmentation and reconstruction.  In this experiment, 

we have applied the same 3-D files for analysis and printing.  Although this is appropriate for 

demonstrating the feasibility of the method, further work will be required to demonstrate the level 

of error introduced by independent segmentation.  However, the printed models provide the perfect 

means by which to evaluate this since they can be filled with contrast, undergo angiography and 

thus be re-segmented and compared with the original files.  Fourth, unlike the beating heart, the 

experimental method is static.  Although it is possible to print in elastomeric materials, the 

precision is not yet high enough to allow the effects of cardiac motion to be studied at these length 
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scales.  Furthermore, relative to Doppler analysis, the novel method is likely to be even better in 

vivo where cardiac, ventilator and patient movement make Doppler analysis even more 

challenging.  Fifth, although Materialise NV quote printing tolerance data, it would be ideal to 

check the quality of the prints via micro-CT analysis.  Sixth, in the interests of ensuring a like-for-

like analysis, the effect of the wire was not simulated.  The effect of the angioplasty wire on the 

pressure gradient has been simulated numerically and experimentally by other groups (Ashtekar, 

2007).  Clinically, if this technology is to complement FFR measurement then this effect must be 

taken into account.  Seventh, the range of flow rates used in the current experiments is consistent 

with normal physiological range but exceeds those expected in physiologically significant CAD.  

This explains some lack of agreement between computed and measured values at higher Reynolds 

numbers.  However, these effects are controlled for by re-analysing precision after the exclusion 

of cases where the Reynolds numbers exceeds 500. 

 

6.5 Conclusions 

There is a cogent rationale for incorporating coronary flow into the assessment of coronary artery 

disease but challenges and limitations associated with currently available technology have resulted 

in clinicians depending almost exclusively upon pressure measurements alone.  Therefore, there is 

a need for a technology which estimates coronary flow which is not associated with similar 

shortcomings.  The work in this chapter has demonstrated the feasibility of using CFD to compute 

volumetric coronary flow rate from angiography and measured (Pa and Pd) pressure in a fully 

patient specific model without any assumptions regarding boundary conditions.  Thus, under 

idealised conditions coronary flow can be computed from a standard FFR measurement with no 

additional invasive work using software that, in principle, can be easily integrated into existing 

catheter laboratory hardware.  These preliminary results suggest that high levels of precision are 

attainable and, for a variety of reasons, may be superior to the current clinical standard, i.e. flow 

velocity measured by Doppler wire.  This novel method is not associated with the limitations of 

Doppler assessment which have restricted its use.  Further work is required to assess the impact of 

branches positioned proximal and distal to the stenosis segment.  An additional but important 

scientific output is the development of a novel experimental flow phantom and corresponding 

experimental protocol.  These may now be used for validation of numerical simulation beyond that 

of coronary physiology (pump and manifold range 50 – 1760 ml/min).  The future direction for 

this work is discussed in Chapter 7. 
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7 Chapter Seven: 

Conclusions and further work 

 

 

7.1   Summary of Current Stage of Development 

In this thesis I describe a novel computational model capable of predicting intracoronary pressure 

and /or flow.  In Chapter 3 I demonstrated that, even with generic distal boundary conditions, 

predictions regarding physiological lesion significance using dichotomised data were accurate; 

vFFR was equivalent to mFFR with 97% accuracy.  On an individual case basis, vFFR differed 

from mFFR by a mean of ±0.08.  This is consistent with other studies using a similar approach 

(Chapter 5).  The length of computation exceeded 24 h so in Chapter 4 I described how CFD 

simulation can be accelerated to 4 minutes.  Two methods were developed to achieve this: one 
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which computes vFFR alone (vFFRsteady), and one which, in addition, computed pseudo-transient 

flow and pressure data (vFFRps-trns).  Compared with 0-D coupled full transient 3-D analysis, with 

equivalent tuning, both methods returned a result with <1% error.  These methods may be 

applicable to applications beyond coronary physiology and possibly, even beyond biological 

modelling.  The underpinning methods have received interest from industrial partners and are the 

subject of a UoS patent application.  The achieved timescales and level of precision may justify 

their inclusion in the final workflow.  In Chapter 5 I tackled the most challenging of all the areas 

of predictive intra-coronary physiological modelling, the distal boundary condition.  Three things 

were demonstrated.  First, an apposite 0-D design that reproduces realistic flow as a function of 

time was identified and validated.  Second, the importance of the distal boundary condition tuning 

was demonstrated in a sensitivity analysis.  Third, and most importantly, the feasibility of a novel 

approach to 0-D tuning was demonstrated.  Although further work is required, this represents the 

most important advance in this thesis.  Since publication of the work in Chapter 3, other groups 

have computed vFFR.  However, there is no published work that describes the personalisation of 

the distal boundary condition.  It is likely that the application of NARMAX (see 7.2.1.3) to these 

data will advance this work.  In Chapter 6 I demonstrated how 3-D CFD modelling can accurately 

compute the coronary ΔP-Q relationship as confirmed by validation of results against experimental 

data obtained within a novel flow circuit incorporating patient-specific 3-D printed arterial 

phantom models.  This work is important because it validates the methodology used in the 

preceding three chapters and it represents a novel method which may be practical for use in the 

cardiac catheter laboratory which enables the accurate computation of flow, stenosis resistance and 

CMVR.  Clinicians have come to depend upon indices derived from intra-coronary pressure 

measurements because of the challenges of measuring flow.  Consequently, research and 

development in this area has similarly focused on pressure (FFR).  Recent work (summarised in 

Chapter 6.1) demonstrates the added value of combined pressure and flow measurements.  Two 

novel indices of intra-coronary physiology based upon CFD modelling were proposed in Chapter 

6; virtual stenosis resistance (vSR) and virtual myocardial resistance (vMR).  Both methods 

compute quickly (2-3minutes) using data generated during routine ICA.     

 

7.2     Further work  

Figure 7.1 summarises the vFFR and coronary flow arms of the VIRTUheart™ workflows, 

broadly indicating the scale of development required at each stage.  As reflected in Figure 7.1, 

there are a number of developmental challenges to overcome before the VIRTUheart™ model can 

be deployed as a clinical tool.  Beyond scientific development, a variety of regulatory, commercial, 

intellectual property, logistic, political and economic related factors must also be considered.   
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Figure 7.1. A summary of the vFFR and coronary flow workflows. 
Red indicates areas of concern at the current time (see below), amber indicates areas where 
development is required and green indicates areas where development is satisfactory. The 
stopwatches indicate time associated with the corresponding step. 

 

 

7.2.1.1   What next for workflow development? 

The two highest priorities are first, to implement a segmentation and reconstruction method which 

can improve segmentation and reconstruction and second, to continue the work demonstrated in 

Chapter 5.4 in order to derive a mathematical model which allows reliable patient-specific 0-D 

tuning.   

 

7.2.1.2   Vessel segmentation and reconstruction 
Segmentation from medical images, whether they be derived from CTCA or CAG, is crucial to the 

accuracy of CFD simulation.  Throughout this thesis, coronary segmentation and reconstruction 
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have consistently been problematic.  Dependence on the Philips system is associated with a number 

of limitations summarised in Table 7.1.   

 
Table 7.1. A summary of the limitations of the Philips segmentation and reconstruction system 

Category 
Specific factors 

Detail/s Solution (novel system) 

Clinical   
Requires RoCA angiogram Additional set up time. 

Available in <10% catheter-laboratories. 
Used in minority of cases. 
Additional views in PCI cases. 

Capability of operating from standard, 
multiplane angiography  

Segmentation method   
Uses only 2 projections Ignores 119 projections and does not 

incorporate true 3-D geometry. 
Capability of operating from standard, 
multiplane angiography 

Epipolar lines  In RoCA, the epipolar lines always limit 
segmentation of the proximal and distal 
arterial segments. 

Capability of operating from standard, 
multiplane angiography or co-
registration with CT /IVUS. 

Gating Impossible to select two images which 
optimally show lesion detail, >30º apart, 
without overlap, good opacification, 
minimal foreshortening which are ECG 
gated. 

Capability of operating from standard, 
multiplane angiography. 

Reconstruction   
Axisymmetric Axisymmetric reconstruction ignores 

plaque eccentricity 
Reconstruction from standard, 
multiplane angiography which can 
incorporate ≥2 projections. 

RoCA, rotational coronary angiography 

 

Proprietary tools are available for segmenting ‘standard’ ICA images (QAngio XA 3D RE by 

Medis Medical Imaging Systems bv, Leiden NL and CAAS QCA 3D by Pie Medical Imaging, 

Maastricht, NL) but, in common with RoCA, these tools include just two projections meaning that 

many of the limitations of RoCA are reproduced.  Furthermore, the latter does not correct for bed 

movement between image acquisitions which is an additional limitation.  Biplane angiography is 

an alternative but this is similarly limited by including just two projections and is available in only 

very few catheter laboratories.  Whilst it is possible to co-register angiography with either IVUS 

or OCT but this is not straightforward and both techniques require the passage of an angioplasty 

wire which make this impractical in the current context (Kousera et al., 2014).  Development of a 

novel system is required.  Within the current group, work has commenced (beyond the bounds of 

the current thesis) which will allow segmentation from multiple (≥2) views using standard ICA.  

This approach will circumvent almost all of the problems associated with RoCA but is associated 

with separate challenges, not least, in correcting for bed and /or patient movements between 

acquisitions. 

 



CHAPTER SEVEN: CONCLUSIONS AND FURTHER WORK 
 
 
 

 
258 

7.2.1.3   Distal boundary tuning 
As demonstrated in Chapter 3 and Chapter 4.3, the tuning of the coupled 0-D model is the single 

greatest influence on vFFR accuracy.  This thesis and the associated literature consistently 

demonstrate that the application of distal boundary conditions based upon averaged tuning is 

associated with an error of ±10%.  Universally, therefore this represents a major challenge.  It also 

presents significant opportunity for technological development.  In Chapter 5, I describe a novel 

approach to tuning based upon regression modelling.  Multiple linear regression analysis does 

identify cogent relationships between the dependent and independent variables.  Many 

relationships appear highly significant and withstand 1000 fold bootstrap analysis.  Now that proof-

of-concept has been demonstrated, it is vital that this work continues.  First, a much larger and 

more representative database is required.  Second, a more sophisticated mathematical approach is 

required which can tease out non-linear, interaction, and higher order polynomial terms.  This can 

be achieved with NARMAX (nonlinear autoregressive moving average modelling with exogenous 

inputs).  NARMAX modelling characterises the terms in the model, ranks them in order of 

significance to the output variable, determines the model coefficients, builds a predictive model, 

and validates prediction accuracy.  NARMAX is highly appropriate in the context of the CMVR 

modelling and prediction because, unlike simple linear approaches, it is does not require large 

datasets and copes well with mixed and diverse variables.  Over the last decade NAMRMAX 

modelling has seen widespread and extremely successful application in a range of applications 

(Chen S., 1989, Billings, 2013).  

 

At the time of thesis submission, initial NARMAX modelling was being applied to the dataset 

analysed in Chapter 5.4.  NARMAX identified and ranked a number of significant variables, 

interactions and nonlinear relationships.  These are summarised in Table 7.2.  Reassuringly, many 

of the terms identified by NARMAX overlap with those identified by multiple linear regression in 

Chapter 5 but additional variables and interactions were also identified.  Although many of these 

terms appear previously undescribed, all appear cogent with the current understanding of CMVR 

and /or the mechanisms described in Chapter 5.  The preliminary model predicted CMVR (Rtotal) 

with an associated R2 of 0.84 (Figure 7.2).  This is impressive.  This work will continue within the 

remit of the jointly funded (Wellcome Trust and Department for Health) HICF project and will 

eventually include and analysis of 100 patients with a wide range of patterns and severities of CAD. 

 

7.2.1.4 Flow Computation 
The work in Chapter 6 demonstrates that it appears feasible to compute flow from measured 

pressure.  This work has already received interest from an industrial partner (Volcano Corps).  If 

further development is successful, this may become a more reliable and practical method than 
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Doppler flow velocity.  The key priorities for this work are to develop and validate the method so 

that the effect of arterial branches is included.  The experimental phantom circuit will be ideal for 

this but will require 3-D printed branched phantoms.  The 3-D files for this are prepared.  A 

potential practical issue is that the novel method relies upon pressure measurements and these are 

not performed routinely, and in some cases, are not possible for all branches.  As a solution, a 

hybrid approach may be feasible whereby measured pressures from the major branches are used to 

estimate the 0-D parameters of CMVR which can be applied to unmeasured outlet branches.   

 

 

 

Figure 7.2. Correlation between Rtotal and NARMAX predicted Rtotal based upon the model 
described in Table 7.1. 

Pearson’s correlation coefficient (r) = 0.89, R2 = 0.78. 
 
 

It is also feasible to use the novel method to compute the transient coronary flow waveform as a 

function of time, something which could be co-registered with the pressure and ECG signals.  This 

would involve transient CFD analysis, using the time-varying inlet and outlet measured pressures 

and is something which has already been performed in this thesis.  Transient analysis is time-

consuming (c. 6-8 hrs) but integrating the accelerated CFD methods described in Chapter 4 would 

produce results within approximately 4 minutes.  Future work should also compare the novel 
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method with thermodilution which can be used to estimate mean coronary flow.  This can simply 

be tested in the flow circuit.  The thermodilution method measures the inverse of the transit time 

of a bolus of room-temperature saline injected at the catheter tip to the thermos-sensitive guidewire 

tip.  Thermodilution has been validated against Doppler ultrasound in animal and human studies 

(De Bruyne et al., 2001, Pijls et al., 2002, Fearon et al., 2003b, Barbato et al., 2004) and also allows 

the index of microcirculatory resistance to be estimated (Fearon et al., 2003a).  However, 

thermodilution cannot generate a flow waveform.  Furthermore, the accuracy can be affected by 

vessel length, number of branches and the volume of injectant.   

 

7.2.1.5 Workflow environment 
Clinical vFFR systems should be simple and intuitive in order to maximise adoption and for safe 

use by physicians who are not CFD experts.  During this thesis, the workflow environment was 

developed from that described in Chapter 3.  Development and increased understanding allow 

components of the workflow to be hard-coded and automated.  The current workflow is more 

streamlined and the graphical user interface is apposite for ongoing development.  Future work will 

see the evolution of two separate versions of the graphical user interface.  One will include a range 

of academic and technical functions and the other will be a more streamlined interface which will 

be appropriate for use by clinical doctors within a clinical trial. 

 

7.2.1.6 Virtual stenting 
Beyond simply replacing invasive FFR, and providing physiological assessment for the many 

patients not currently afforded it, vFFR offers some additional advantages.  Perhaps the most 

valuable, at least from a clinical perspective is the possibility of ‘virtual stenting’ whereby the 

physiological impact of alternative interventional strategies can be trialled in silico before 

treatment is delivered in vivo.  FFR-guided PCI is already associated with a decrease in the number 

of stents implanted and it is logical to predict that virtual stenting may increase this effect.  A 

simple, idealised method for virtual stenting has already been implemented in the VIRTUheart™ 

workflow.  Future work will involve developing a library of stent geometries and a comparison of 

data from before and after in silico and in vivo stenting.  The data for such a comparison is already 

available from the ArQ database developed as part of this thesis. 

 

7.2.1.7 Repeatability and branches 
Additional work will also involve quantification of repeatability and inter-individual variability in 

the computation of results.  However, the results of such an analysis should be interpreted with 

caution until a definitive segmentation and reconstruction solution is implemented.  A simple 

method for modelling side branches is described in Chapter 3.  It would be physiologically more 
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realistic to tune these individually.  The distribution of 0-D outlet resistance values can be 

determined on the assumption of constant shear-stress.  Murray’s law states that the energy required 

for blood flow, and the energy needed to maintain the vasculature is assumed minimal and hence, 

where k is a constant and r is the radius of the vessel, ��~� ∙ ���.  Thus the total resistance of the 

outlet 0-D model is proportional to 1/���.  This approach has been demonstrated by several groups 

(van der Giessen et al., 2011, Taylor et al., 2013, Rossi et al., 2014, Schrauwen et al., 2015).  In 

theory, it is possible to tune the outlet conditions according to knowledge of the distal vessel radii 

and the NARMAX-informed parameters for the 0-D parameters at the main vessel outlet.  Further 

developmental and implementation work will seek to validate this approach. 

 
Table 7.2. Initial NARMAX analysis. 

Product model term Parameter Contribution made by model term 
measured by ERR (%)  

eGFR 45.3 75.40 

(E:A ratio) × (2-D QCA lesion length) 198.1 4.79 

(artery) × (presence of tandem lesions) 148.7 3.82 

(sex) × (mean SV) 80.2 3.00 

(height) × (PPI) 131.7 1.73 

(PPI) × (LVPWs) -132.5 1.51 

(age) ×(Hb) 90.2 1.12 

(MI in target artery territory) × (ECG QRS dur) 108.8 0.99 

(WCC) × (E:A ratio) 123.9 0.90 

(mean SV) × (TDi med E`) -98.0 0.72 

(MI in target artery territory) × (T2DM) 227.8 0.50 

(MI Hx) × (T2DM) -179.1 0.57 

(β blocker) × (2-D QCA Poiseuille Res’) 179.4 0.33 

(smoking: yrs ex) × (ECG PR duration) 84.4 0.33 

(BMI) ×(ECG PR duration) -158.2 0.36 

(artery) × (gender) -217.5 0.32 

(sex) × (TDi medial e`) 171.9 0.24 

(glucose) × (Doppler V2 max) 773.1 0.25 

(sex) × (hypertension) 57.2 0.23 

(glucose) × (ECG LV voltage) -411.9 0.17 

(ECG T wave axis) × (2-D QCA norm flow) 87.4 0.17 

(aortic stenosis) × (no PCI vs PCI) -84.3 0.10 

  Total = 100% 

R2 for this model = 0.78. Abbreviations as in Chapter 5. 
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7.2.2 Challenges beyond workflow development 

7.2.2.1 Clinical trial evidence 
Accuracy is key to the success of vFFR but what constitutes accuracy is yet to be defined.  Perhaps 

most important is whether vFFR correctly assigns a patient to treatment to produce alleviation of 

symptoms.  Currently, this accords with a treatment threshold FFR <0.80.  A related measure of 

accuracy is how close vFFR values approximate measured values over the whole range and if so, 

how closely is acceptable.  Because FFR itself varies between repeat measurements (Petraco et al., 

2012), the comparative accuracy of vFFR is also restricted.  Furthermore, should accuracy be 

defined on a per-patient or per-vessel basis?  A Bland-Altman plot is the best statistical metric for 

evaluating vFFR accuracy against FFR but this method does not lend itself to making comparison 

between different models.  Although often quoted, correlation coefficients are misleading and do 

not reflect agreeability.  Ultimately, demonstrating clinical success is vital, regardless of agreement 

with other methods and prospective, randomised controlled trials will be necessary.  Therefore, 

prior to clinical acceptance, two imperatives must be met.  The first is to demonstrate equivalence 

of vFFR to invasive FFR in clinical practice in situations when FFR is currently used.  The second 

is to compare vFFR tools within traditional decision pathways at the stage of diagnostic 

angiography (CAG or CTCA) for the many thousands of patients not currently offered 

physiological assessment.  Therefore, beyond the more immediate work of model development, 

the highest priority is to plan and perform a series of clinical trials.   

 

In the first instance (assuming successful development of the segmentation system), this can be 

achieved using retrospective data.  The Sheffield archive alone contains several thousand 

angiograms.  Figure 7.3 outlines a potential framework for retrospective validation analysis.  This 

work has commenced with separate analyses being performed in the context of stable CAD, ACS, 

patients referred for CABG and in those with retrospective FFR data. 

 

A prospective clinical trial will also be required.  In the first instance this will be a head-to-head, 

randomised controlled trial of vFFRICA-guided PCI versus mFFR-guided PCI.  The study will be 

similar in design to the original FAME trial discussed in Chapter 1 and will be powered to 

demonstrate non-inferiority (Tonino et al., 2010).  As the tool develops and improves with 

additional functions (e.g. virtual stenting) it may become appropriate to compare vFFRICA and 

mFFR in order to demonstrate superiority to standard mFFR.    
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7.2.2.2 Intellectual property (IP) 
Two patent applications have been initiated by the UoS (Healthcare Gateway) incorporating the 

work in Chapter 4.7 and 5.4.  Drafting is now underway with a UoS appointed patent attorney.  The 

VIRTUheart™ name, logo and branding are protected by trademark.  All of the computer code is 

protected by copyright.  Future work will involve demonstrating the continued value and success 

of these technologies when the patent comes up for review.  This will take place within the 

Intellectual Property Group Meetings held three times per year under the auspice of the Welcome 

Trust and Department for Health HICF grant funding. 

 

 

Figure 7.3. Retrospective analysis of the VIRTUheart™ system. 
A direct head-to-head comparison can be performed on patients who have undergone FFR 
measurement previously.  In those patients who did not undergo FFR, outcome data can be 
compared between those in whom vFFR and the clinical decision agreed (groups A and D) 
and those in whom it did not (groups B and C). Analyses can be made at a per-patient and a 
per lesion level for those with multi-vessel disease. 

 

 

7.2.2.3 Regulatory approval 
Work will continue to ensure that all the appropriate work is done in preparation for gaining 

regulatory approval for use of VIRTUheart™ as a Class 2a medical device under the remit of the 

European Union Medical Devices Directive.  Currently, the steps involved are under consultation 
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with regulatory consultants (NIHR Healthcare Technology Co-operative for Devices for Dignity 

at Sheffield Teaching Hospitals NHS Foundation).  A regulatory landscape for these types of 

software tools has only recently emerged and the precise level of classification may change subject 

to ongoing consultation. 

    

7.2.2.4 Commercialisation 
Around 1 million PCI procedures are performed annually in the US at a cost of approximately $10 

Billion PA; the rewards for successfully modelling vFFR are therefore considerable.  There has 

already been commercial interest from industrial partners in the areas covered by the patents and 

in the project as a whole.  Meetings are scheduled with Volcano Corps and Philips Healthcare to 

discuss opportunities for developing bringing the tools described in this thesis to market. 

 

7.3 Potential final model 

Figure 7.4 outlines a potential framework for the VIRTUheart™ model in routine clinical use for 

the computation of vFFR and vSR /vMR.  The number of patients in which vFFR could replace 

mFFR will depend upon the error associated with the vFFR result.  In computational modelling, 

error may be influenced by a number of model parameters and is not necessarily constant across 

all simulations.  The sensitivity analysis work described in Chapter 4.3 is continuing (outside of 

the current thesis).  This work will involve many tens of thousands of VIRTUheart™ simulations 

in order to develop an understanding of the dominant influences upon error.  In the near future, this 

work will enable VIRTUheart™ to generate a case-specific confidence interval with each vFFR 

(or vSR /vMR) result.  Other vFFR models do not provide this facility.  Ultimately, overall model 

precision will determine the number of patients in whom vFFR can confidently replace mFFR and 

this remains to be determined.   

 

A hybrid approach may be warranted similar to iFR, whereby vFFR can confidently be deployed 

on the majority of patients (confidence margins do not cross threshold), with mFFR being required 

in the minority (confidence margins cross threshold).  As an extension to this hybrid approach, 

some patients may warrant additional physiological information and in those, an invasive pressure 

wire may be used to add flow data to the pressure analysis at minimal additional effort. 

 

It may also be possible to incorporate a system whereby the VIRTUheart™ system continues to 

‘learn’ from routinely performed analyses (Figure 7.4, yellow box).  This would be an extension 

to the distal boundary work described in Chapter 5.4 and would involve mFFR data being used to 

continuously update the ArQ database.  This would serve two purposes.  First, it would allow 
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updated boundary condition tuning based on an increasingly large, and more representative 

population of patients. Second, it would allow continuing validation and quality assurance of the 

results.    

 

 

 

Figure 7.4.  Flowchart demonstrating the potential design of VIRTUheart™ in clinical practice. 
The stopwatch symbols indicate the time associated with any step which are additional to 
standard visual angiography. 
 
 

Finally, Figure 7.5 demonstrates the potential place of both vFFRCT and VIRTUheart™ within the 

general scheme of IHD diagnosis and management compared with current practice.  In this figure, 

chest pain represents the generic start point for the investigation of for IHD. 

 

7.4 Final conclusions 

In this thesis, I have developed a computational workflow to estimate 'virtual' FFR from 

angiographic images.  The model is based upon a 3-D CFD domain representing the arterial 

stenosis with coupled 0-D models at the outlets representing the CMV.  It is now termed 

VIRTUheart™, and is capable of predicting either distal coronary pressure, and hence vFFR, or 

coronary flow, and thus indices of stenosis and CMV resistance.  In addition to angiographic image 

data, the former model (vFFR) uses readily-available, non-invasive clinical data to tune the distal 
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boundary condition on an individual case basis.  The latter model (coronary flow) requires no 

additional data or assumptions for computation.  Both models operate within clinically tractable 

timescales and thus can potentially be deployed during ICA.  Beyond the scientific validation 

described in this thesis, clinical trials are needed to demonstrate the efficacy of these models in the 

clinic.  
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