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Abstract

The mid-Pliocene Warm Period (mPWP, 3.264 to 3.025 Myr ago) has

been extensively studied through the use of general circulation models

(GCMs). Whilst the output from these simulations replicates closely

many of the patterns of the climate of the interval indicated by proxy

data, at northern high latitudes the reconstructed proxy data tem-

peratures exceed the model temperatures by over 15◦C for some sites.

This data-model discrepancy highlights the importance of focusing

on model representation of processes that strongly affect the north-

ern high latitude climates. Arctic sea ice exerts a strong influence on

the Arctic climate, largely due to the ice-albedo feedback mechanism,

and by creating an insulating layer between the ocean and the at-

mosphere. Interest in Arctic sea ice and its representation in climate

models has been enhanced in recent years due to the rapid decline in

the September minimum sea ice extent that has been observed since

the advent of satellite observations in 1979.

This thesis describes the results from simulations of the mPWP with

the GCM HadCM3, focusing on the simulated Arctic temperatures

and sea ice. A change to the parameterisation of sea ice albedo is

implemented in the model, based on recent observations of changes

in the albedo of Arctic sea ice. The results show mean annual sur-

face air temperature (SAT) increases of up to 6◦C, and mean annual

sea surface temperature (SST) increases of up to 2◦C, and the dis-

appearance of Arctic sea ice in some summer months, but very small

changes in the discrepancy between the model and proxy data temper-

atures. The sensitivity of simulated Arctic sea ice to orbital forcings

and atmospheric CO2 in HadCM3 is also explored, with the results

suggesting that changes in orbital forcing are sufficient to change the

simulated mid-Pliocene Arctic from perennial to seasonal sea ice, un-

less combined with lower CO2 concentrations. Changes to orbits and



CO2 are also combined with the alternative albedo parameterisation,

and further data-model comparisons are performed, with the results

continuing to show cooler model temperatures, but with a reduced

gap.

Also shown are the simulated Arctic sea ice outputs from eight differ-

ent GCMs as part of the Pliocene Modelling Intercomparison Project

(PlioMIP). The comparison demonstrates the model dependency on

the simulation of Arctic sea ice, as only half of the models simulate

perennial Arctic sea ice in the mid-Pliocene. The dominant influences

on the sea ice simulation in the ensemble are also discussed.
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Chapter 1

Introduction

1.1 Thesis rationale

Mean annual Arctic sea ice extent has decreased by an average of 3.5-4.1% per

decade since the beginning of modern satellite-based observations of sea ice in

1979 (Vaughan et al., 2013), whilst the September sea ice extent minimum has

declined by 12.9% per decade in the same time period (Stroeve et al., 2012b).

The future rate of sea ice decline, and the timing of the potential disappearance

of summer Arctic sea ice, is of great interest when assessing predictions of climate

change by computer models, known as General Circulation Models (GCMs). As

Arctic sea ice exerts a strong influence on northern high-latitude climates (e.g.

(Dorn et al., 2007; Liu et al., 2009)), better understanding of the representation

of sea ice processes in GCMs will help to improve not only the simulation of sea

ice in the models, but also the effects on the wider climate.

In addition to present day and the future, GCMs are also used to simulate

climates of the past, with the results used to provide an independent assessment

of the performance of the models. The mid-Pliocene Warm Period (mPWP, 3.3

to 3.0 Ma, (Dowsett et al., 2010)) is a period of time that has been frequently

modelled (see section 1.7). When results from these modelling studies have been

compared to proxy data reconstructions of the mid-Pliocene climate, they have

shown that the models fail to simulate sufficiently warm temperatures at high

northern latitudes (e.g. Dowsett et al. (2011); Haywood et al. (2013b); Salzmann

et al. (2013)).
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1. INTRODUCTION

Analysing processes in the models which strongly influence high latitude tem-

peratures may help to reveal areas where modifications to the model could pro-

duce greater agreement between mid-Pliocene model and proxy data. Given the

influence of sea ice at high latitudes, then the modelling of sea ice is one process

through which these improvements may be achieved.

1.2 Aims and objectives

The aim of this thesis is to investigate the nature of sea ice in the mid-Pliocene

Warm Period, and its effect on the climate of northern high latitudes. This re-

search will be done primarily by using the model HadCM3 (Gordon et al., 2000).

The thesis aims to quantify the impact of modifications to sea ice parameteri-

sations, or boundary conditions that will have an influence on the simulation of

sea ice, on high latitude temperatures. Additionally, the model dependency of

mid-Pliocene Arctic sea ice simulation will be investigated.

More specifically, chapters 4-6 aim to provide answers for the following ques-

tions:

• Is it appropriate to use the same parameterisation of sea ice albedo for sim-

ulations of different climate states? Are there alternative parameterisations

for the mid-Pliocene that can improve data-model disagreements? (Chapter

4)

• What is the spread between different models’ simulation of the mid-Pliocene

sea ice? How does the ensemble variability compare to the same models’

simulation of the pre-industrial climate? (Chapter 5)

• To what extent can atmospheric CO2 uncertainty and orbital variations

influence the nature of simulated sea ice during the mPWP, and thereby

high latitude temperatures? What is the optimal combination of these

factors in the model? (Chapter 6)

The following objectives will be implemented in order to provide answers to

the research questions:
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1.3 The mid-Pliocene Warm Period

• Run simulations of the mPWP with the model HadCM3, with varying com-

binations of minimum and maximum sea ice albedo, and compare results

with proxy data reconstructions of SAT and SST.

• Use results from the Pliocene Modelling Intercomparison Project (PlioMIP)

in order to assess the model dependency of simulation of mid-Pliocene Arctic

sea ice.

• Run further HadCM3 mPWP simulations with orbital forcings with maxi-

mum insolation at different times of year. Combine these with changes to

atmospheric CO2 and sea ice albedo in order to determine the conditions

under which HadCM3 simulates a sea ice-free Arctic summer, and perform

further comparisons with SAT and SST proxy data reconstructions.

The rest of chapter 1 will provide an overview of the mPWP and past mod-

elling efforts of this time period. Chapter 2 will discuss the history of observations

and modelling of sea ice, and the development of proxies for past sea ice cover.

Chapter 3 will outline a brief history of GCM development, in addition to a more

detailed description of the HadCM3 model, and experimental designs for chapters

4, 5 and 6.

1.3 The mid-Pliocene Warm Period

The mid-Pliocene Warm Period (mPWP, 3.264 to 3.025 Myr ago (Dowsett et al.,

2010)) is a period of time within the Pliocene epoch, which lasted from 5.332

to 2.588 Myr ago (Gibbard et al., 2010). The mPWP was a period of sustained

global warmth, with annual temperatures estimated to have been 2-3◦C greater

than pre-industrial (Haywood et al., 2013b). As the mPWP is, in geological

terms, relatively recent, it is thought that there has been very little significant

change in the continental configuration to present day, and all major gateway

openings or closures had occurred by the start of the mPWP (Lunt et al., 2010).

Sea levels are estimated to have been 25 m higher than present day (Miller et al.,

2012). Proxy based atmospheric CO2 estimates fall in to the range of 190 - 450

ppm (Martinez-Boti et al., 2015), and so the mPWP is the most recent period

3



1. INTRODUCTION

of earth history that may have experienced the CO2 concentrations that are seen

today.

The warming of 2-3◦C estimated for the Pliocene is also considered the most

likely estimate of the level of warming at the end of the 21st century (Collins

et al., 2013b). The mPWP is therefore an excellent time period in which to

test the skill and effectiveness of GCMs at predicting the future climate. In

comparison to the predicted climate at the end of the 21st century, the mPWP has

a similar temperature increase in comparison to present day, with little difference

in important boundary conditions such as the continental configuration, which

reduces the number of variables to be taken in to account.

The PRISM (Pliocene Research, Interpretation and Synoptic Mapping) project

is an ‘internally consistent and comprehensive global synthesis of a past interval

of relatively warm and stable climate’, developed by the United States Geological

Survey (Dowsett et al., 2010). The reconstruction ranges over the interval from

3.264 Ma to 3.025 Ma (Dowsett et al., 2010), for which the terms PRISM interval,

mid-Pliocene, mPWP or PRISM time-slab are used interchangeably.

Figure 1.1 shows the PRISM interval on the geomagnetic polarity timescale

of Berggren et al. (1995), and the benthic δ18O (ratio between 16O and 18O,

the two stable isotopes of oxygen) record of Lisiecki & Raymo (2005), where it

lies between oxygen isotope stages M2/M1 and G21/G20. δ18O can be used as a

proxy for changes in ocean temperature, salinity and global ice volume (Lisiecki &

Raymo, 2005). 16O is preferentially evaporated in comparison to 18O, due to being

lighter, and thus precipitation has a lower δ18O value than its source water. In

periods of cooler global temperatures, snowfall accumulates on ice sheets, and so

seawater becomes relatively enriched in 18O, as more 16O becomes trapped in the

ice sheets. Ocean temperature also influences the degree of isotopic fractionation,

with 16O becoming more abundant in the carbonate shells of the foraminifera with

cooler temperatures. Higher benthic δ18O values are thus thought to indicate

colder climates with larger ice volumes, with lighter excursions indicating warmer

periods.

The PRISM time-slab is sufficiently long to be dependably identified and

correlated between different marine sequences (Berggren et al., 1995; Dowsett,

1989; Dowsett & Robinson, 2006), and is easily discriminated from the intervals it
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1.3 The mid-Pliocene Warm Period

Figure 1.1: The PRISM time slab (shaded strip) on geomagnetic polarity, Lisiecki

& Raymo (2005) benthic δ18O record and planktic foraminiferal zones (Dowsett

et al., 2010).

is surrounded by (Dowsett et al., 2005; Draut et al., 2003; Lisiecki & Raymo, 2005;

Shackleton et al., 1995). The latest PRISM reconstruction, PRISM3D (Dowsett

et al., 2010) is the fourth generation of PRISM palaeoclimate reconstructions,

after PRISM0 (Dowsett et al., 1994), PRISM1 (Dowsett et al., 1996) and PRISM2

(Dowsett et al., 1999).

The PRISM reconstruction consists of data sets for SSTs (section 1.5.1), deep
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ocean temperatures (section 1.5.2), as well as global sea level, topography, deep

ocean temperature and circulation, vegetation, land ice and sea ice (section 1.6).

1.4 Atmospheric CO2 concentrations in the mPWP

Estimates for atmospheric concentrations of CO2 in the mPWP range from ap-

proximately 190 ppm to 450 ppm (e.g. Badger et al. (2013); Bartoli et al. (2009);

Kürschner et al. (1996); Martinez-Boti et al. (2015); Pagani et al. (2010); Seki

et al. (2010); Zhang et al. (2013a)). These estimates derive from analyses of stom-

atal density in fossil leaves, boron isotopic composition in planktic foraminifera,

and carbon isotope composition in foraminifera and sedimentary alkenones. Fig-

ure 1.2 shows estimates of pCO2 for 2.3 to 3.3 Myr ago gained from boron and

carbon isotopic composition analysis.

Analysis of the frequency and size of stomata on fossil plant leaves by Kürschner

et al. (1996), using observed inverse relationships between these indices and at-

mospheric pCO2, produced estimates of mid-Pliocene CO2 concentrations of 280

to 360 ppm.

Bartoli et al. (2009); Seki et al. (2010) and Martinez-Boti et al. (2015) all

use data on boron isotopic composition in planktic foraminifera to calculate mid-

Pliocene CO2 concentrations. The ratios of 10B to 11B (δ11B) and B/Ca in the

planktic foraminifera species Globigerinoides ruber is a function of the pH of

seawater (Henehan et al., 2013). Seawater pH is correlated with aqueous CO2

concentrations, which are known to be a function of atmospheric CO2, when the

surface water is at or close to equilibrium with the atmosphere (Martinez-Boti

et al., 2015). δ11B has been demonstrated to be an accurate recorder of atmo-

spheric CO2 concentrations (e.g. Foster (2008); Henehan et al. (2013); Hönisch

& Hemming (2005)) over the past 130,000 years.

Analysis by Seki et al. (2010) of δ11B and B/Ca ratios in two species of planktic

foraminifera (G. sacculifer and G. ruber) from ODP (Ocean Drilling Program)

site 999 in the Caribbean produced estimates of mid-Pliocene CO2 of 340 to 450

ppm. Using δ11B in G. sacculifer from the same site, Bartoli et al. (2009) estimate

mid-Pliocene CO2 to be 245 ppm to 420 ppm, and Martinez-Boti et al. (2015),

using the same techniques and site, produce an estimate of 280 to 420 ppm.
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1.4 Atmospheric CO2 concentrations in the mPWP

Figure 1.2: pCO2 estimates of late Pliocene/early Plesitocene based on (a) δ13C

of sedimentary alkenones (b) and (d) δ11B of planktic foraminifera. (c) shows the

δ11B records from which the pCO2 estimates in (d) are derived (Martinez-Boti

et al., 2015).

Pagani et al. (2010); Seki et al. (2010); Zhang et al. (2013a) and Badger et al.

(2013) all use data from carbon isotope composition in sedimentary alkenones to

produce mPWP CO2 concentration estimates. Values of δ13C (ratios of 13C to

12C) in the alkenones are used to calculate carbon isotope fractionation (εp37:2)

from which aqueous CO2 concentrations can be calculated (Seki et al., 2010;

Zhang et al., 2013a). Atmospheric CO2 estimate can then be calculated as with

the Boron isotope method.
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Estimates of approximately 240 ppm to 320 ppm were derived by Seki et al.

(2010), based on carbon isotope composition from samples taken at ODP site

999. This technique was also used by Pagani et al. (2010), with data from six

different sites (ODP sites 806, 882, 925, 982, 1012, 1208). Estimates gave a range

of approximately 240 ppm to 450 ppm, with uncertainties of up to 100 ppm at

some sites. A 40 million year pCO2 record is produced by Zhang et al. (2013a)

from ODP site 925, mid-Pliocene pCO2 estimates are in the range 275 ppm to

400 ppm.

Badger et al. (2013) produce mid-Pliocene pCO2 estimates of 250 to 300 ppm,

at the lower end of the ranges produced by other studies. The results also indi-

cate a more stable pCO2 than the other studies suggest, with less than 55 ppm

variability during the mPWP. A single site, ODP 999, was used in this study.

1.5 Reconstruction of mPWP temperatures

1.5.1 Sea surface temperatures

Figure 1.3 shows the locations of the PRISM marine sites. The level of coverage

varies in different parts of the world. For example, there are over 20 marine sites

in the North Atlantic, but only a single marine site in the entire Indian Ocean.

The Pacific Ocean is well covered around its edges, particularly in the North-West

of the ocean, but the coverage in the central Pacific is much sparser.

Faunal analysis was used to reconstruct mid-Pliocene SSTs up to PRISM2

(Dowsett, 2007). PRISM3 incorporated a multi-proxy approach to SST recon-

struction - as well as faunal analysis, alkenone and Mg/Ca methods of SST esti-

mation were also adopted (Dowsett, 2007).

The advantage of using a multi-proxy approach is that independent methods

can be used to verify each other’s results, as well as highlighting potential weak-

ness or biases in certain proxy methods. It can take advantage of the strengths

of individual proxies, whilst ideally minimising the limitations of a single-proxy

approach. A multi-proxy approach should also improve spatial coverage, as it

provides more options at any one given site.
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1.5 Reconstruction of mPWP temperatures

Figure 1.3: Location of the 86 PRISM marine data sites, on February SST re-

construction (Dowsett et al., 2010).

A multi-proxy approach does come with challenges - combining several envi-

ronmental signals into one single temperature estimate may require a sophisti-

cated statistical evaluation. Calculating several different estimates for each site

will also place greater demand on resources. Of the marine sites used to esti-

mate PRISM3 SSTs, only 20% of them are derived using a multi-proxy approach

(Dowsett et al., 2012).

1.5.1.1 Faunal analysis

Planktic foraminifera were identified and picked from the PRISM interval section

of the marine cores taken from the sites indicated in Figure 1.3. These were

identified up to the species level, and counted to produce a profile of the numbers

of each species present in that section of the marine core (Dowsett, 2007). This

data was then used to produce an estimate for the SSTs, either by a transfer

function, a modern analogue technique, or a semi-quantitative comparison to
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modern fauna (e.g. Dowsett (2007); Dowsett & Poore (1990, 1991); Dowsett

et al. (1996, 1999)).

Taxonomic grouping schemes were increased to simplify the taxonomic struc-

ture of the assemblages, with the assumption that the categories were the same

in the mid-Pliocene as for modern day. The design of the categories was such to

ensure that if the assumption produced any errors, the SSTs would be too cool

rather than too warm (Dowsett, 2007).

This method relies upon the assumption that the taxonomic categories used to

create the present and the mid-Pliocene assemblages had the same environmental

preferences in the mid-Pliocene as in the present day. This is not a particularly

unreasonable assumption, but nevertheless, the SST estimates from the faunal

analysis depend in part on the environmental preferences of particular groups of

planktic foraminifera not having changed significantly in 3 million years.

Imbrie & Kipp (1971) developed a transfer function to create equations which

related data pertaining to the abundance of microfossils in core-top samples to

SSTs. These methods can also be applied to down-core samples to produce

palaeoecological estimates for past climates.

PRISM built on previous work to develop the transfer technique to be used

in the Pliocene (Dowsett, 1991; Dowsett & Poore, 1990). A set of 18 counting

categories, both for Pliocene and modern taxa were created, enabling the transfer

function to be used for assemblages up to the mid-Pliocene. Analysis revealed

that five planktic foraminifer assemblages accounted for approximately 95% of

variance in the faunal data. Multiple regression techniques produced the equation

Yest = B2
ctK + k0 (1.1)

where Yest are the palaeoecological estimates, Bct the cross-product matrix, K

a vector of regression coefficients, and k0 the equation intercept (Dowsett, 2007).

PRISM uses the squared chord distance (SCD) signal-to-noise measure:

dij =
∑

k
(
p
1/2
ik − p

1/2
jk

)2
(1.2)

dij is known as the squared chord distance between two multi-variate samples

i and j. pik is the proportion of species k in sample i.
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1.5 Reconstruction of mPWP temperatures

SCD ranges from 0 to 2. 0 indicates that i and j have identical proportions

of each species that are being compared, and 2 indicates that the intersection

of the two sets is empty. Values greater than 0.15 are considered non-analogue.

The value indicates the faunal similarity between core samples, and is used to

compare down-core samples to reference samples.

Mid-Pliocene diatoms from 6 North Pacific cores and 24 Southern Ocean sites

were analysed in Barron (1996). SST estimates for the sites in the Southern Ocean

were obtained by estimating the position of the Antarctic Polar front relative to

the sites. North Pacific SSTs were obtained by using equations in Barron (1996)

based on relative ratios of certain taxa.

1.5.1.2 Mg/Ca palaeothermometry

The ratio of Magnesium to Calcium (Mg/Ca) in foraminiferal tests from both lab-

oratory culturing experiments and core-top samples has been observed to vary

exponentially with temperature (e.g. (Lea et al., 1999; Mashiotta et al., 1999;

Nrnberg et al., 1996)). Culture-based calibrations are able to constrain temper-

ature, reducing unknown factors which can complicate the calibrations. Whilst

using core-top samples is disadvantaged due to the need for estimates of the

environmental temperatures, there is uncertainty associated with culture calibra-

tions concerning recreating realistic conditions to ensure natural chamber growth

(Barker et al., 2005).

Due to the relatively long oceanic residence times of both Mg and Ca, the

Mg/Ca of seawater can be considered constant over glacial/interglacial timescales

(Barker et al., 2005). This means that a substantial amount of uncertainty (as

seen with δ18O, which is influenced by changes in isotopic composition of seawater

as well as temperature), is removed when reconstructing palaeotemperatures. The

equation

Mg/Ca = 0.474e0.107T (1.3)

where T is the temperature in ◦C, fits the data compiled in Mashiotta et al.

(1999) with an R2 value of 0.98. This equation was subsequently used to derive

mid-Pliocene SST estimates for multiple species (Robinson et al., 2008).
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The calibration used to produce equation (1.3) in Mashiotta et al. (1999) is

based on results whose temperature ranges from 10◦C to 26◦C, so any tempera-

ture estimate outside this range is derived from an extrapolation of an exponen-

tial. Furthermore, the temperatures used are clumped together into groups at

10, 12, 16, 22 and 26◦C, meaning that there are large gaps within the calibration

curve.

1.5.1.3 Biomarkers

Biomarker is a term used to describe an organic molecule found in sediments

(Rosell-Melé & McClymont, 2007). One of the most commonly used biomark-

ers for palaeoclimate proxies, SSTs in particular, are C37 alkenones (alkenones

consisting of 37 carbon atoms) (Rosell-Melé & McClymont, 2007).

Uk
′

37 index The Uk
′

37 index is used to estimate SSTs based on the ratios of the

number of C37 molecules with 2, 3 or 4 double bonds (Brassell, 1993). Work by

Brassell et al. (1986) and Marlowe (1984) established the formula

Uk
37 =

C37:2 − C37:4

C37:2 + C37:3 + C37:4

(1.4)

for unsaturated ketones with 37 carbon atoms. However, C37:4 is not common

away from high latitudes, and this led to an alternative index, developed by Prahl

& Wakeham (1987):

Uk
′

37 =
C37:2

C37:2 + C37:3

(1.5)

This index has been used by PRISM to estimate mid-Pliocene SSTs (Robin-

son et al., 2008) using the calibration curve set out in Prahl et al. (1988). Further

studies in Müller et al. (1998) and Conte et al. (2006) verify the global applica-

bility of the Prahl et al. (1988) curve.

The temperature calibration used for Uk
′

37 shown in Rosell-Melé & McClymont

(2007) ranges from 0◦C to 30◦C. The coverage is higher for warmer temperatures,

but lower ranges are reasonably well-represented as well. However, some studies
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1.5 Reconstruction of mPWP temperatures

have suggested that there is an element of non-linearity in the SST-Uk
′

37 rela-

tionship at temperatures below 8◦C, and above 25◦C (e.g. Conte et al. (2006);

Pelejero & Calvo (2003); Rosell-Melé (1998); Sonzogni et al. (1997)).

1.5.1.4 TEX86

TEX86 (tetraether index with 86 carbon atoms) is an SST proxy, based on

the relative abundances of lipids known as isoprenoidal glycerol dialkyl glyc-

erol tetraethers (GDGTs) in marine sediments, first proposed by Schouten et al.

(2002). The TEX86 index is calculated using the formula

TEX86 =
([GDGT − 2] + [GDGT − 3] + [Crenarchaeolregio− isomer])

([GDGT − 1] + [GDGT − 2] + [GDGT − 3] + [Crenarchaeolregio− isomer])
(1.6)

with each term indicating the relative abundance of isoprenoidal GDGTs

in the sample, classified by the number of cyclopentane rings contained in the

molecule (Schouten et al., 2002). Kim et al. (2008) calibrated the index with a

global core top data set to the formula

SST = 56.2× TEX86 − 10.8 (1.7)

with an r2 of 0.935, based on a sample size of 223, for SSTs between 5 and

30◦C. For temperatures lower than 5◦C (typically occurring at high latitudes),

changes in TEX86 were relatively minor, suggesting TEX86 to be a less suitable

proxy for high latitude SSTs (Kim et al., 2008; Schouten et al., 2013).

1.5.1.5 Time-slab SST calculation

The PRISM reconstruction aims to produce a set of temperatures representative

of a time-slab 300,000 years wide. To produce a single value representative of

the range of results obtained from the core sample, a method known as ‘peak

averaging’ is implemented (Dowsett & Poore, 1991; Dowsett & Robinson, 2006;

Dowsett et al., 2005). This approach aims to produce an estimate of the mean

‘interglacial’ climate during the time-slab, and reduces issues relating to specific

point-to-point correlation between different core samples during the time-slab

(Dowsett, 2007). The average is calculated by taking the mean of all the warm
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Figure 1.4: A hypothetical example of an SST record and the implementation

of the warm peak averaging method from Dowsett (2007). The warm peaks

are all indicated by arrows, with the maximum (d) and minimum (e) peaks

labelled as well. The dotted line displays the communality values, and line a

the communality cut-off, in this example 0.85. b indicates a warm peak whose

communality is below the cut-off threshold. This peak is not included in the

calculation of the mean warm peak value, which is indicated by line c.

peaks along the temperature profile for the time slab, where a warm peak is

defined as a temperature estimate that is warmer than each of the estimates that

sit above and below it, stratigraphically (Dowsett, 2007). There is a caveat to

this method, however, as some warm peaks are not considered ‘valid’, and so not

included in the warm peak average calculation (Dowsett et al., 2005).

For SSTs calculated through a transfer function, the validity is gauged through
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a communality cut-off calculation, using the formula:

h2k =
k∑

i=1

s2i (1.8)

Here, s2i refers to the correlation of factor i and variable k, and the square of

this gives the part of the variance that is accounted for by that factor (Dowsett

et al., 2005). The value of h2 will range between 0 and 1. For the PRISM

reconstruction, a cut off point of h2 = 0.7 is used, i.e. a warm peak with a

communality less than 0.7 will not be included in the average (Dowsett et al.,

2005). For SSTs obtained using a Modern Analogue Technique, then samples

with dij > 0.15 (from equation 1.2) are considered non-analogue and hence not

included in the calculation (Dowsett & Robinson, 1998; Dowsett et al., 1999).

Figure 1.4 illustrates a hypothetical example of warm peak averaging. The

warm peaks are indicated by arrows, but the fourth one down has a communality

below the cutoff point, so it is not included in the final average. As well as taking

the average of the ‘valid’ warm peaks, the minimum and maximum warm peaks

are also recorded (Dowsett et al., 2005).

For each marine site, mid-Pliocene anomalies were produced for warm and

cold seasons by subtracting modern SSTs. These were plotted on a 2◦ × 2◦ grid,

and a full map of mid-Pliocene SST anomalies was produced using modern SST

contours as a template, under the assumption that the modern general pattern

of ocean current systems also existed in the mid-Pliocene (Dowsett, 2007).

This mid-Pliocene anomaly map was applied to modern SSTs taken from

Reynolds & Smith (1995) to produce February and August SSTs for the mid-

Pliocene (Dowsett, 2007). Equation (1.9) is used to produce a set of monthly

SST anomalies (where Tf is February SST, Ta is the August SST, and Tx is the

SST for month x (with 1 for January through to 12 for December)).

Tx = Tf +
Ta − Tf

2

(
1 + sin

[
2π(x− 2)

12
− π

2

])
(1.9)
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Figure 1.5: Mid-Pliocene deep ocean temperature estimates and anomalies

(Dowsett et al., 2010). Temperature estimates displayed are based on the mean

of the warmest 10% of estimates from samples. Each point is labelled with the

number of the site from which the samples were taken, and is plotted by water

depth. The size of the symbol corresponds to the anomaly from modern.

1.5.2 Deep ocean temperatures and circulation

PRISM3 is the first time the PRISM project has attempted a deep-ocean tem-

perature reconstruction to sit alongside the SST reconstruction (Dowsett et al.,

2010). Data is taken from 27 DSDP (Deep Sea Drilling Project) and ODP sites,

representing depths ranging from 1000 m to 4500 m. Figure 1.5 indicates that

the Atlantic has the best coverage, with 63% of the sites located there. The Pa-

cific and Indian Ocean sites are primarily from the Southern Hemisphere (Dowsett

et al., 2009). The deep ocean temperature reconstruction is presented on a lattice

with 33 depth layers, at a horizontal resolution of 4◦ × 5◦ (latitude × longitude)

(Dowsett et al., 2009).
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1.5 Reconstruction of mPWP temperatures

The bottom water temperature estimates are obtained from Mg/Ca palaeother-

mometry analysis. The Mg/Ca ratios relate to the shells of Krithe, a genus of

deep-sea ostracodes (Dowsett et al., 2009). The temperatures were calculated

using the calibration of Dwyer et al. (1995), who used core-top Krithe Mg/Ca

to create the following formula to relate these values to modern bottom water

temperatures:

BWT = 0.854(Mg/Ca)− 5.75 (1.10)

Here BWT refers to the bottom water temperature in ◦C. The associated error

is ± 1◦C (Cronin et al., 2005; Dwyer, 2009). This was applied to Mg/Ca values

from mid-Pliocene Krithe. A methodology similar to the warm peak averaging

used for the SSTs is implemented to identify the warm phase of bottom water

temperatures from the data set. Sites were ordered by temperature, and the

warmest 10% were averaged to produce the bottom water temperature estimates

(Dowsett et al., 2010).

1.5.3 Surface air temperatures

Mean annual SAT estimates for the mPWP are obtained using palaeobotanical

data of Pliocene vegetation from 45 sites, recorded in TEVIS (Tertiary Envi-

ronmental Information System, Salzmann et al. (2008)). Due to poor age con-

trol and/or coarse temporal resolution in many Pliocene vegetation records, the

palaeobotanical data covers 3.6 to 2.6 Ma, a wider temporal range than the mid-

Pliocene (Salzmann et al., 2008). At many of these sites, the Pliocene mean an-

nual SATs are estimated using the coexistence approach (Mosbrugger & Utescher,

1997), which assumes that fossil taxa had similar climatic requirements, such as

mean annual temperature or precipitation levels, to that of their closest living

modern day taxa. By applying this to the taxa at each of the TEVIS sites used,

estimates for the mean annual SAT at that site can be obtained.

At some sites, the Climate-Leaf Analysis Multivariate Program (CLAMP,

Wolfe (1993)) is used. CLAMP generates a database incorporating up to 29

character states for each fossil leaf, such as size or length to width ratio. The
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database also contains this data for modern plants along with corresponding mete-

orological data, such as annual precipitation, mean annual SAT and cold monthly

mean SAT, from the region these plants are located. Multivariate correspondence

analysis and polynomial regression are then used to estimate meteorological char-

acteristics of the climate in which the fossilised plants existed. Mean annual SATs

have standard errors of 0.7◦C to 1.0◦C associated.

1.6 Other PRISM boundary conditions

1.6.1 Sea level

PRISM sea level estimates have evolved along with the development of the PRISM

project. The first estimate was 35± 18 m above present sea level, in Dowsett &

Cronin (1990), based upon the altitude of a section of coastline in South Carolina.

Based on this, and other work such as Haq et al. (1987a,b); Krantz (1991) and

Shackleton et al. (1993), sea level was set at a ‘conservative’ +25 m in PRISM0

(Dowsett et al., 1994). This was revised up to +35 m for PRISM1 (Dowsett

et al., 1996), and then reduced back to +25 m for PRISM2 (Dowsett et al.,

1999). PRISM3D has kept sea level at +25 m (Dowsett et al., 2010).

The latest estimates of mid-Pliocene sea levels are documented in Miller et al.

(2012). They used a combination of backstripping (from records in Virginia,

New Zealand and Enewetak Atoll), benthic foraminiferal δ18O records and some

combined Mg/Ca and δ18O records to produce a mid-Pliocene sea level estimate

of 22± 10 m in comparison to present day. The upper estimates of this sea level

change would imply a full deglaciation of the Greenland and West Antarctic Ice

Sheets, and 25 - 45% deglaciation of the East Antarctic Ice Sheet (Miller et al.,

2012).

Sea level estimates from benthic foraminiferal δ18O records were obtained by

comparing the Pliocene records to modern, and attributing 67% of the changes

due to changes in global ice volume, and 33% of the changes due to deep water

temperature changes, resulting in a 0.1‰/10 m sea level δ18O calibration. Error

limits were produced where calculations were done with the ratios at 50:50 and
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1.6 Other PRISM boundary conditions

80:20 (ice:temperature). This resulted in a sea level change estimate of 21 ± 10

m in comparison to present day.

All methods used to estimate past sea levels have their limitations, and this

results in there being large uncertainties in the final estimate. Even the latest in

Miller et al. (2012) has uncertainties of 10 m either way, suggesting that the sea

level could have been as low as 12 m above modern, or as high as 32 m above

modern, which is a considerable difference. The uncertainties have a significant

effect on the ice volume (i.e. the ice sheets in Greenland and Antarctica), as the

estimates for their change in size is based on a sea level rise of 25 m (Sohl et al.,

2009). The IPCC AR5 gives a high confidence that global mean sea level was

above present in the mPWP, and not higher than 20 m above present during the

interglacials of the mPWP (Masson-Delmotte et al., 2013).

1.6.2 Topography

Figure 1.6: PRISM topographical reconstruction, coastline is altered from modern

to take into account the estimated 25 m sea level increase in the mid-Pliocene

(Sohl et al., 2009). Pliocene elevation data based on Markwick (2007).

19



1. INTRODUCTION

Figure 1.6 indicates the topographic reconstruction of PRISM3 (Sohl et al.,

2009). This reconstruction was created at the NASA Goddard Institute, as a

development of the PRISM2 topography reconstruction, which used data from

Thompson & Fleming (1996). The topographic reconstruction for the mid-

Pliocene is largely similar to present day, with the key exceptions being that

sea level is 25 m higher, Hudson Bay and the Great Lakes are filled in, and

the West Antarctic ice sheet has disappeared, alongside reductions in the East

Antarctic and Greenland ice sheets (Sohl et al., 2009).

Sohl et al. (2009) uses the Pliocene palaeogeography of Markwick (2007) to

aid in the topographical reconstruction, particularly in regions of poor detail in

the previous PRISM reconstructions, often in lower elevation locations.

In PRISM2, Tibetan plateau elevations were left mostly the same as modern

day, because there were substantial uncertainties over the exact timing of the

uplift of the plateau. In the PRISM3 reconstructions, this was largely unaltered,

as oxygen isotope data from Tibetan palaeosol carbonates suggested that the

current elevations have existed since ∼ 10 Ma (Garzione et al., 2000; Rowley

et al., 2001).

The elevation of the Northern Andes in South America was reduced to approx-

imately half its modern height by Thompson & Fleming (1996), and hence this

was included in the PRISM2 topography (Dowsett et al., 1999). However, data

from multiple proxies indicate that in fact these mountains had achieved most

of their current height 6.8 Ma (Garzione et al., 2006; Ghosh et al., 2006). Small

adjustments were made to the modern height for the Pliocene reconstruction,

with a further 500 m elevation in regions of Peru and Chile, and the northern-

most cordillera was set a few hundred metres lower than modern, due to results

in Markwick (2007).

Data from Thompson & Fleming (1996) indicated that the elevation of the

Rocky Mountains was approximately half the modern day value, and subsequently

that height was used for the PRISM2 reconstruction (Dowsett et al., 1999). How-

ever, McMillan et al. (2006) suggests that there has been little change in the

elevation for approximately 35 million years, and Markwick (2007) gives a near

modern topography for this region, which is also adopted by the PRISM3 recon-

struction (Sohl et al., 2009).
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1.6 Other PRISM boundary conditions

1.6.3 Vegetation

Figure 1.7: Location of the 202 PRISM terrestrial data sites (Salzmann et al.,

2008).

The vegetation reconstruction for the mid-Pliocene was based on a combi-

nation of data from 202 terrestrial sites (Figure 1.7) and results from BIOME4

(Kaplan, 2001), a vegetation model (Dowsett et al., 2010; Salzmann et al., 2008).

Palaeobotanical data was compiled for the 202 sites based on existing literature

and the extended data set of Thompson & Fleming (1996) (as described in section

1.5.3, the palaeobotanical data covers the period 3.6 to 2.6 Ma ). This was then

used to assign each data point to one of the 28 land cover classifications used in

the BIOME4 model (see Figure 1.8) (Salzmann et al., 2008).

Whilst the PRISM reconstruction covers the time slab of 3.29 - 2.97 Ma

(Dowsett et al., 2010), the data used for the vegetation covers the period from 3.6

to 2.6 Ma (Piacenzian Stage (Castradori et al., 1998)), as the vegetation records

have poor age control, and allowing a wider window enables a much greater ge-

ographical data coverage (Salzmann et al., 2008). Thompson & Fleming (1996)
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Figure 1.8: PRISM vegetation and land ice reconstruction based on the palaeo-

data from the sites in Figure 1.7 and BIOME4 results. Also shown is the key for

the 28 BIOME4 land use classifications (Salzmann et al., 2008).

suggest that any changes in vegetation from the PRISM time slab to the entire

Piacenzian Stage were relatively small.

BIOME4 is a vegetation model which uses results from GCM simulations to

create a prediction of the biome distribution for the simulated climate (Salzmann

et al., 2008). When used with HadAM3, the atmospheric component of HadCM3

(Pope et al., 2000), each grid square on the 2.5◦×3.75◦ resolution grid is assigned

to one of 28 biome classifications, based upon the climate data for that particular

area (Salzmann et al., 2008).
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1.6 Other PRISM boundary conditions

To produce the vegetation reconstruction for PRISM, the results from the data

are merged with those from the BIOME4 output. Each grid from the BIOME4

output was compared to the data results, and adjusted if the data disagreed

with the model output (Salzmann et al., 2008). This was done for any grid box

which was 2 grid boxes or nearer to a data point. For the most part, areas with

poor or no data coverage were left as the BIOME4 prediction indicated, unless

evidence based on zonal biome distributions suggested that it was likely to be

a different biome classification (Salzmann et al., 2008). Areas with the highest

levels of consistency between the models and the data were in Europe, China,

Alaska and the western United States, all areas with a high frequency of data

points (Salzmann et al., 2008).

Figure 1.7 indicates the wide variation in spatial coverage across the globe for

the data points used in the BIOME4 reconstructions. Adjustments were made

to the model output for grid squares where nearby data suggested a different

biome, but this could only be done for areas close to data points. Large areas, in

particular in Africa, Siberia, and North and South America are not close to any

data point, meaning it is difficult if not impossible to judge the validity of the

model output. Given that changes have had to be made to some grid squares, it

seems unlikely that these regions would all agree with the palaeobotanical data,

were it to exist for those sites.

A consideration to make is that the data results may only be representative

of a single point at the site, whereas the model results give a biome for an area

representing an 86 km × 133 km grid (close to the equator, approaching the

poles the grids will get narrower). In some regions of the world, particularly

mountainous areas, there can be very drastic changes in vegetation over very

short distances (Salzmann et al., 2008).

1.6.4 Land ice

Two ice sheet distributions are produced for PRISM3 (Sohl et al., 2009). The first

of these is simply a minor adjustment to the ice sheets from PRISM2, where the

West Antarctic ice sheet is completely removed, the Greenland ice sheet reduced
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by 50%, and the East Antarctic ice sheet reduced by an amount which provides

15 m worth of sea level rise.

The second ice sheet reconstruction is generated by the British Antarctic

Survey Ice Sheet Model (BASISM) (Hill et al., 2007). This reconstruction is not

significantly different from the first reconstructions, but there are slight differences

in elevation in areas on the East Antarctic and Greenland ice sheets (Sohl et al.,

2009).

The ice sheet distributions are heavily dependent on the reconstructed sea

level. Whilst several studies have put the sea level of the mid-Pliocene at around

25 m higher than present day, they are all accompanied by large uncertainties,

suggesting the possibility of sea level as much as 35 m higher, or 12 m lower than

present day, which would make a significant difference to the ice sheet distribution.

1.6.5 Sea ice

In the Northern Hemisphere, PRISM sea ice reconstruction is based on evidence

from marine deposits along the Arctic Basin margins (Dowsett, 2007). Data from

marine ostracodes from Greenland and Alaska imply that the sea ice extent was

further north than present day (Brigham-Grette & Carter, 1992; Brouwers et al.,

1991; Cronin et al., 1993). The SST estimates suggest that parts of the Arctic

were substantially warmer than present day in some periods (Dowsett et al.,

1999, 2005), also implying a sea ice extent retreated in comparison to present

day. In the Southern Hemisphere, PRISM sea ice extent estimates are based on

the locations of sea ice related diatoms (Dowsett, 2007), as well as evidence from

silicoflagellates (Whitehead & Bohaty, 2003) and opal sedimentation (Hillenbrand

& Ehrmann, 2005).

The evidence points to a generally reduced sea ice extent in both hemispheres

(Dowsett, 2007). For the PRISM reconstruction, the Northern Hemisphere is set

to be ice-free in the summer, and the winter sea ice is set to be the same as

modern summer sea ice extent (Dowsett et al., 1994, 1996, 1999, 2005). For the

Southern Hemisphere, barely any sea ice is present in the summer months, and

winter sea ice extent is 4◦ - 6◦ latitude further south than the present day extent.
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1.7 Modelling the mPWP

Sea ice extents for the intervening months are calculated using the relationship

between SST and sea ice cover (Barron, 1996; Dowsett et al., 1996, 1999, 2005).

1.7 Modelling the mPWP

The mid-Pliocene Warm Period has been the subject of many modelling studies

(e.g. Ballantyne et al. (2013); Barreiro et al. (2005); Chandler et al. (1994); Dolan

et al. (2011); Haywood & Valdes (2004, 2006); Haywood et al. (2005, 2007, 2009);

Hill et al. (2007); Kamae & Ueda (2011); Kim & Crowley (2000); Krebs et al.

(2011); Lunt et al. (2008a,b, 2009, 2010); Pope et al. (2011); Sloan et al. (1996);

Zhang & Jiang (2014)).

Chandler et al. (1994) produced the first modelling study of the mPWP, us-

ing an atmosphere-only GCM developed by GISS, with a horizontal resolution of

8◦ × 10◦, nine atmosphere layers and two ground layers. The simulation was re-

stricted to the Northern Hemisphere, and results indicated a mean annual warm-

ing of 1.4◦C compared to present day, with the highest levels of warming seen

at high latitudes. Sloan et al. (1996) used an NCAR Genesis model (atmosphere

only), with a 4.5◦× 7.5◦ resolution, snow and soil submodels, and boundary con-

ditions provided by PRISM. The simulation covered the entire globe, and the

results showed a global mean annual warming of 3.6◦C, with warming greater

at high latitudes, like Chandler et al. (1994). Kim & Crowley (2000) showed a

decrease in Antarctic sea ice and lower Southern Ocean deep water outflow in the

mid-Pliocene, using the Hamburg Ocean Primitive Equation (HOPE) model, an

ocean-only GCM.

HadAM3, an atmosphere-only version of HadCM3, was used by Haywood

et al. (2000b) to simulate the mid-Pliocene climate. Results indicated a 1.9◦C

increase in global mean annual temperature, with greater warming at higher

latitudes, as with previous studies. Total precipitation was also observed to

increase by 6%. Further HadAM3 simulation results demonstrated a warmer and

wetter Europe and Mediterranean region in the mPWP (Haywood et al., 2000a),

and a warmer, wetter and less seasonal climate in North America (Haywood

et al., 2001). HadAM3 output was also used with BIOME4, a vegetation model
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(Haywood et al., 2002), which suggested reduced tundra and desert coverage in

the mid-Pliocene, and an expansion of high-latitude forests.

Haywood & Valdes (2004) performed the first simulation of the mPWP with a

fully-coupled atmosphere-ocean GCM. Using boundary conditions from PRISM2

(Dowsett et al., 1999), the simulation showed an increase of 3◦C in global mean

annual temperatures in comparison to modern day, and as with previous studies,

greater increases at high latitudes. Most regions indicated some level of warming,

including the tropics. Mean annual SSTs increased, and Arctic sea ice was re-

duced. Using the HadCM3 output with TRIFFID, a dynamic vegetation model,

suggests that the mPWP had greater forest cover and less bare soil in comparison

to modern.

Barreiro et al. (2005) used two atmosphere only models (CAM3 and Speedy)

to investigate the potential of a permanent El Niño in the mPWP, also investi-

gated in Haywood et al. (2007). Results did not indicate a prediction of a per-

manent El Niño by the models, and concluded that it would have been unlikely

to have been a major contributor to increased mid-Pliocene warmth. Haywood

et al. (2005) showed warmer mid-Pliocene SSTs in the tropics and subtropics

in comparison to modern, although the model results show disagreements with

proxy-derived temperatures.

Lunt et al. (2008a) suggest decline in CO2 following the mPWP was the most

likely driver of Greenland glaciation. A further study also suggested that the

closure of the Isthmus of Panama in the Pliocene was likely to have had only a

small influence on the onset of Northern Hemisphere glaciation. Lunt et al. (2009)

demonstrate, with HadCM3 and an ice sheet model, that the contribution of ice-

sheet feedbacks and lower orography accounted for 42% of mid-Pliocene warming,

compared to 35% due to increased CO2 and 23% from vegetation changes. Lunt

et al. (2010) indicated that earth system sensitivity (i.e. the effects of longer-

term feedbacks) may be 30-50% greater than climate sensitivity from increased

atmospheric CO2.

Other recent modelling studies concerning the mPWP have demonstrated the

sensitivity of Antarctic ice sheets to the orbital configuration (Dolan et al., 2011),

influence of changes in Indonesian throughflow on the aridification of Australia in
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1.8 High-latitude data-model mismatch

the Pliocene (Krebs et al., 2011), and the effects on the model output of various

adjustments to parameterisations in HadCM3 (Pope et al., 2011).

A general pattern of increased temperatures in comparison to modern day

is demonstrated in these studies, with mean annual SAT increases of around 2-

4◦C in comparison to present day. An increase in precipitation is also shown,

along with reduction in sea ice and ice sheets, and a shift in the pattern of

global vegetation cover. The warming observed in the model studies is typically

not uniformly distributed, with greater temperature increases at higher latitudes

(polar amplification, see section 2.2.2), resulting in a weakened equator-to-pole

temperature gradient, matching the pattern in the increases in SSTs and SATs

derived from proxy data (Dowsett et al., 2011; Salzmann et al., 2013).

1.8 High-latitude data-model mismatch

Output from the models has been compared to temperature estimates derived

from proxies, for both SSTs and SATs. Both models and data demonstrate a

rise in global SSTs and SATs (Dowsett et al., 2011; Salzmann et al., 2013), but

whilst the warming is similar at low latitudes, at higher latitudes the model-

simulated temperatures display lower levels of polar amplification than the proxy

data temperatures (see Figures 1.9 and 1.10).

At ODP sites 907, 909 and 911 (located at 69.25◦N, 12.70◦W; 78.58◦N, 3.07◦W

and 80.47◦N, 8.23◦W respectively, see Figure 1.9) the SST reconstruction is lim-

ited to Mg/Ca palaeothermometry and Uk
′

37 indices, as planktic assesmblages in

this region are unsuitable for faunal analysis, due to low foraminfera abundances,

or the dominance of assemblages by extinct species with no extant descendants

(Robinson et al., 2008). At ODP 907, the mean annual SST estimate (11.7◦C) is

based solely on Mg/Ca paleothermometry from three samples (Robinson et al.,

2008). ODP 909 has greater data coverage, Uk
′

37 indices are used at nine sam-

ples, with Mg/Ca palaeothermometry at a tenth, producing a mean annual SST

estimate of 12.7◦C. At ODP site 911, the mean annual SST estimate of 18.1◦C

is based on Uk
′

37 indices from four samples (Robinson et al., 2008). At Meighen

Island (79.00◦N, -99.00◦W) and Colvillian (70.29◦N, -150.42◦W), mean annual
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mid-Pliocene SST estimates of 1.71 and 1.22◦C respectively are obtained through

analysis of ostracode assemblages (Dowsett et al., 1999).

Warmer SATs at high latitudes in the mid-Pliocene are indicated by palaeoveg-

etation reconstructions (sites shown in Figure 1.7 indicating the presence of taiga

forest over the majority of the areas that are covered by tundra in present day

(Salzmann et al., 2008). The forest-tundra boundary is shifted northwards in the

mid-Pliocene, by approximately 250 km in Siberia, 500 km in Alaska and 2500

km in the Canadian Arctic Archipelago (Salzmann et al., 2008).

Nine terrestrial sites used in the data-model comparison are at or north of

60◦N (Salzmann et al., 2013). Qualitative estimates based on modern analogues

of the mid-Pliocene palaeobotanical assemblages are used for estimates of mid-

Pliocene SATs at six of these sites (Salzmann et al., 2013), whilst the coexistence

approach (Mosbrugger & Utescher, 1997) is used at two. A multi-proxy approach,

utilising the composition of palaeovegetation, analysis of bacterial composition in

peat samples, and oxygen isotope ratios and annual ring widths in fossil wood is

used for the mid-Pliocene SAT reconstruction at Beaver Pond (78.40◦N, 82.00◦W)

(Ballantyne et al., 2010).

GCMs have also not achieved the polar amplification indicated by proxies in

simulations of other intervals of time. Heinemann et al. (2009) ran simulations

of the Paleocene/Eocene climate (∼ 55 Myr ago), in which the Arctic sea surface

temperatures were approximately 11-13◦C cooler than those indicated for the

region by proxy data (e.g. Sluijs et al. (2006)). This followed several other

modelling studies of the same interval, which all showed a large difference between

proxy data reconstructions of Arctic SSTs, and those produced by models (e.g.

Huber & Sloan (2001); Huber et al. (2003); Shellito et al. (2003, 2009); Sloan

et al. (1995); Winguth et al. (2010)).

Lunt et al. (2012) describe the results of the Eocene Modelling Intercompari-

son Project (EoMIP), an ensemble of four models which have each run simulations

of the early Eocene climate (55-50 Myr ago). At high northern latitudes, overlap

between uncertainties in proxy-based SST estimates and simulated SSTs were

seen only in runs with high CO2 concentrations (8 or 16 times pre-industrial con-

centrations). Comparison of proxy data and model SATs revealed closer agree-
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Figure 1.9: PRISM mean annual SST anomalies (compared to SSTs from

Reynolds & Smith (1995)) superimposed on to mean annual SST anomalies from

HadCM3 simulations (Dowsett et al., 2011).

ment than SSTs, but the general pattern was for higher proxy SATs at high

latitudes compared to model SATs.

Krapp & Jungclaus (2011) performed simulations of the mid-Miocene climatic

optimum (MMCO, 17-14.5 Myr ago), with comparisons of high latitude temper-

atures with proxy estimates showing the proxies to be consistently warmer, for

each of the three CO2 concentrations used (360, 480 and 720 ppm). Similar

simulations from Herold et al. (2011) and Goldner et al. (2014) revealed proxy

reconstructed high latitude temperatures to be up to 15◦C warmer than those

produced by models.

The Pliocene Modelling Intercomparison Project (PlioMIP) compares GCM

simulations of the mPWP from eight modelling groups (Haywood et al., 2013b).

Two experiments are performed - Experiment 1 uses atmosphere-only simula-

tions (Haywood et al., 2011a), with Experiment 2 focusing on simulations from

fully-coupled atmosphere-ocean GCMs (Haywood et al., 2011b). The multi-model
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Figure 1.10: Point-based data-model comparison of (a) SAT and (b) SST anoma-

lies (Pliocene model warming minus Pliocene proxy data warming) (Haywood

et al., 2013b). Model warming is the average of all the models in the PlioMIP

ensemble (Haywood et al., 2011b).

mean simulated temperatures also do not achieve the warming in high latitudes

indicated by the proxy data, indicating that the lack of mid-Pliocene polar am-

plification is an issue faced by several GCMs.
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It is important to attempt to understand why the discrepancy between high

latitude proxy temperature estimates and model output exists. The discrepancy

could be highlighting areas over the interpretation of the proxy data which are

not yet sufficiently understood, and so are creating biases in the estimates of mid-

Pliocene temperatures. It may be that the signals seen are seasonal, rather than

annual. If summer temperatures are being interpreted as annual temperatures,

this will bias the estimates to a warmer value.

There is a discord between the time interval from which the samples used

for the data reconstruction represent, and the time interval represented by the

simulations. The PRISM time slab interval is approximately 240,000 years long,

whereas simulations generally represent a few hundred years. Over the duration

of the PRISM interval, variations in the obliquity, eccentricity and precession of

the Earth’s orbit will affect both the total amount of solar radiation received,

and its geographical and temporal distribution (Hays et al., 1976; Milankovitch,

1941). The proxy data may be indicating mid-Pliocene temperatures during many

different orbital configurations, but GCM simulations typically have a fixed orbit

for the duration of their run, often the same as the modern day configuration.

Haywood et al. (2013a) proposed constraining the PRISM time slab to a time

slice, spanning a narrower period of time, to attempt to reduce uncertainties

surrounding the data in relation to the orbital configuration. Prescott et al.

(2014) showed, using the HadCM3 model, that changes in orbital forcings within

a 40 kyr window of the mPWP were sufficient to produce regional differences of 2

to 3◦C in simulated mean annual SATs, with seasonal regional changes exceeding

5◦C.

The discrepancy may also be highlighting weaknesses in the model set up, in

particular an inability to produce sufficient warming at high latitudes. There are

numerous factors which may be affecting this, such as the model representation of

poleward heat transport, or parameterisation of clouds at high latitudes. Chapter

2 discusses the influence of sea ice on high latitude climates, how it has been

represented in models, and potential areas to explore and try to improve the

models and reduce the data model mismatch.
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1.9 Milankovitch theory

Milankovitch theory describes how cyclical changes in the earth’s orbit influ-

ence the climate, in particular how variations in orbital eccentricity, axial tilt

(obliquity) and precession influence both the quantity and spatial and temporal

distribution of insolation (Hays et al., 1976). The effect on the climate of these

changes is known as orbital forcing.

1.9.1 Eccentricity

The eccentricity (e) of the earth’s orbit describes the departure of the orbit from

circularity, with e = 0 describing a circular orbit, and 0 < e < 1 describing

elliptical orbits (e = 1 gives a parabolic orbit, e > 1 a hyperbolic orbit). The

eccentricity of earth’s orbits ranges between 0.000055 and 0.0679 (Laskar et al.,

2011). Changes in e have periodicities of 95, 123 and 410 kyr. Eccentricity

changes can produce small changes in mean annual insolation received by the

earth, as well as having an effect on the length of the seasons, as the velocity of

the earth’s orbit changes with distance from the sun (Joussaume & Braconnot,

1997).

1.9.2 Obliquity

The obliquity (ε), or axial tilt of the earth gives the angle between the rotational

and orbital axes. It oscillates between 22.1 and 24.5◦ (currently 23.4◦) on a cycle

of approximately 41 kyr. Obliquity changes do not affect the total insolation

received by the earth, only the contrast between seasons, with increased obliquity

resulting in greater seasonal contrasts. Lower obliquities result in conditions

more favourable to ice ages, as cooler summers enable less melt of the winter

precipitation (Imbrie et al., 1992).

1.9.3 Precession

The precession describes the change in the orientation of the rotational axis over

the earth on an approximately 26 kyr cycle, which affects the position of the
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earth around the sun at solstices and equinoxes. Like obliquity changes, changes

in precession do not affect the total insolation received by earth (Joussaume &

Braconnot, 1997). Precession changes result in differences in seasonal contrasts

between the northern and southern hemispheres. When the precessional cycle

results in perihelion (time when earth is closest to the sun) occurring in the

northern hemisphere summer (and consequently aphelion (furthest distance from

sun) during winter), the difference between the northern hemisphere summer and

winter will be larger than the difference between the southern hemisphere winter

and summer (Hays et al., 1976).
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Chapter 2

Sea ice

2.1 Sea ice influence on climate

Sea ice exerts a strong influence on high latitude climates. It affects exchange of

heat, moisture and momentum between the ocean and atmosphere by acting as

an insulating barrier between the two (e.g. Dorn et al. (2007); Liu et al. (2009);

Maykut (1978)), and in doing so influences atmospheric and oceanic circulations.

It also has the ability to amplify initially small changes through feedback mecha-

nisms (e.g. Curry et al. (1995); Gregory et al. (2002); Kellogg (1975)). Changes

to sea ice extent or concentration will therefore have substantial local and remote

effects. Figure 2.1 shows a simplified scheme demonstrating the influence of sea

ice on the ocean and atmosphere.

Changes in sea ice concentration have been demonstrated to induce changes

in Arctic surface air temperatures (e.g. Liu et al. (2009); Screen et al. (2012)),

as a result of increased heat fluxes from the ocean to the atmosphere. Numerous

studies have shown a negative correlation between Arctic sea ice extent and sur-

face air temperatures (e.g. Gregory et al. (2002); Kumar et al. (2010); Mahajan

et al. (2011); Ridley et al. (2007)). Lawrence et al. (2008) suggest that sea ice loss

results in warming in Arctic terrestrial regions, which can cause the degradation

of permafrost.

Early observations of remote responses to changes in Arctic sea ice cover are

summarised in Herman & Johnson (1978). Brennecke (1904) and Meinardus

(1906) indicated that colder temperatures observed at stations in Iceland were
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2.1 Sea ice influence on climate

Figure 2.1: Simplified sea ice scheme from de Vernal et al. (2013a) showing

the influence of sea ice on the climate in both the Arctic (left) and Antarctic

(right). Yellow arrows indicate solar energy, dashed blue lines show katabatic

winds. Green circles indicate primary production, with brine formation (B) and

polynyas (P) both also indicated.

more likely to occur when the sea ice boundary extended further south, although

they were unable to establish whether the cold temperatures were producing more

extensive sea ice, or if the greater sea ice was inducing lower temperatures.

Subsequent studies attempted to establish the nature of the cause and effect.

Hildebrandsson (1914) looked at late 19th century ice extent and meteorological

data, and hypothesised that the nature of the summer sea ice in the East Green-

land sea had an effect on Northern Hemisphere winter conditions. Wiese (1924)

demonstrated evidence that the sea ice extent in the Greenland and Norwegian

sea was associated with storm patterns in Europe. Scherhag (1936) suggested

there was a relationship between the retreat of the East Greenland sea ice mar-

gin and warmer conditions observed in the North Atlantic in the early 1930s.

Walker (1947) concluded that correlations, albeit weak, existed between sea
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ice extent in the North Atlantic and pressures over Iceland and Northern Europe,

similarly Schell (1956, 1970) found connections between Arctic sea ice extents and

temperatures and pressures over Europe. Defant (1961) concluded that there was

a positive feedback between sea ice extent and atmospheric pressure in the Arctic.

Modelling studies have subsequently further demonstrated the effects of changes

to the sea ice cover on global atmospheric circulation, surface air temperatures,

precipitation and storm track activities (Budikova, 2009). Herman & Johnson

(1978) demonstrated that large variations in sea ice extents in the Arctic had

significant effects on the heights of geopotential surfaces, although the study was

conducted with an atmosphere-only model, and so some of the observed effects

may have occurred differently if factors such as ocean temperatures were allowed

to vary in response to flux changes.

Murray & Simmonds (1995) used GCM simulations to explore the effects of

variations in sea ice concentration, rather than the extent. They found that a

decrease in sea ice concentration resulted in an increase in lower tropospheric

temperatures in the Arctic, as well as a shallowing of the polar vortex and a

decrease in the strengths of westerlies north of 45◦N. The temperature response

was demonstrated to be non-linear with respect to changes in the sea ice concen-

tration.

Alexander et al. (2004) used an AGCM to look at the atmospheric response

to changes in the winter Arctic sea ice cover. They demonstrate that reductions

in sea ice result in surface heat flux anomalies greater than 100 W m−2, although

the spacial extent of these anomalies is only a few hundred kilometres. Locally,

the effects of a reduction in sea ice are to cause near-surface warming, greater

precipitation and evaporation, and a drop in sea level pressure over areas where ice

has receded. Alexander et al. (2004) determine that the remote response to these

changes in sea ice cover is determined by the interactions between the anomalous

surface heat fluxes, and global atmospheric circulation. In the Atlantic sector,

the reductions in sea ice cover cause the main branch of the North Atlantic storm

track to weaken, whilst reductions in the Pacific sector excites stationary Rossby

waves.

Dethloff et al. (2006) show, through AOGCM simulations, that changes in

the energy balance of the Arctic as a result of changes in the sea ice cover alter
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the strength of sub-polar westerlies and storm tracks, and so affect mid and high

latitude climates.

As well as having a strong effect on the atmosphere, sea ice also influences

ocean circulation. It affects the saltwater and freshwater budgets of the ocean -

when sea ice is formed, a process known as brine rejection forces out salt into the

surface layer of the ocean (Aagaard et al., 1985). The cold and saline water that

forms as a result sinks due to its density. In the Atlantic, the resultant water is

called North Atlantic Deep Water (NADW). NADW is an important component

of the thermohaline circulation (THC) of the ocean, particularly the Atlantic

Meridional Overturning Circulation (AMOC) (Aagaard & Carmack, 1989). The

overturning is sensitive to changes in sea surface temperature (SST) and salinity,

and so can be affected by an outflow of fresh water as a result of melting sea ice

(Broecker, 1997).

Most climate models predict a weakened THC as a result of a large melting

of sea ice (Lemke & Ren, 2007), as the outflow of colder fresh water reduces the

heat flux from the ocean to the atmosphere. Levermann et al. (2007) used a

coupled climate model to investigate the effects of melting sea ice (as a result of

a gradual increase in atmospheric CO2 on simulated THC from CMIP models).

They found that the models that simulated an initially stronger THC saw it

weakened as a result of melting sea ice, but models with a weaker initial THC

saw a strengthening. It was suggested that the reason for this effect was that

those models with weaker THCs also had a more southerly Arctic sea ice margin,

and as it melted more area was exposed to heat loss to the atmosphere, which

helped to drive the THC. Those models with stronger THC saw it weaken due to

the warming of atmospheric temperatures in the high latitude (as a result of the

increased CO2), which reduced the amount of heat lost from the ocean at higher

latitudes.

2.1.1 The sea ice albedo effect

The sea ice-albedo effect is a positive feedback mechanism associated with changes

to the surface albedo in regions with changing sea ice cover (Curry et al., 1995)

(see Figure 2.2). The albedo of snow-covered sea ice is very high at around 0.8 -

37



2. SEA ICE

0.9 (Grenfell & Perovich, 2004; Lindsay & Rothrock, 1994; Perovich et al., 1986),

in contrast to open ocean, which has an albedo of ∼ 0.07 (Grenfell & Perovich,

2004; Pegau & Paulson, 2001). When sea ice melts, the high-albedo snow and

ice is replaced by low-albedo ocean, resulting in an increase in net downward

shortwave radiation flux, due to a decrease in the upward shortwave flux. This

will warm the upper ocean and melt more ice, leading to a further reduction

in the overall albedo. The process can work in the opposite direction as well,

where an increase in sea ice cover causes an overall albedo increase, reducing the

absorbed shortwave radiation and thereby increasing the sea ice cover further.

The sea-ice albedo effect is therefore a very important component of the climate,

a fact which is cited by many studies (e.g. Björk et al. (2013); Curry et al. (1995);

Grenfell & Perovich (2004); Hanesiak et al. (2001); Rind et al. (1995); Stroeve

et al. (2012a)).

Figure 2.2: Schematic of sea ice-albedo feedback mechanism from Curry et al.

(1995). Plus sign indicates a positive interaction (i.e. an increase in the first

quantity leads to an increase in the second), and a minus sign indicates a negative

interaction (i.e. an increase in the first quantity leads to a decrease in the second).

A plus and minus indicate that there is uncertainty over the sign of the interaction,

or that the sign changes over the annual cycle.
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Early measurements by Perovich et al. (1986) showed sea ice albedo values

ranging from 0.87, when the ice is covered with new snow, to 0.52 for bare, first

year ice. Also measured are albedos for melt ponds (0.15 - 0.4), and open ocean

(0.06). Lindsay & Rothrock (1994) measure area-averaged albedo of ice floes using

the Advanced Very High Resolution Radiometer (AVHRR). Their measurements

show albedo ranges within the ice pack of 0.18 to 0.91, with an overall mean of

0.58. Average albedo in spring is 0.7, dropping to between 0.4 and 0.5 in the

summer.

Sea ice albedo has historically been a difficult quanitity to measure, as cloud

cover can inhibit remote sensing (Perovich et al., 2011), and field measurements

can be hazardous, particularly on melting ice late in summer (Fetterer & Unter-

steiner, 1998). Measurements of first-year sea ice in the melt period in Hanesiak

et al. (2001) range from 0.75, where sea ice is covered by moist snow, to 0.21,

where dark melt ponds cover the surface. Perovich et al. (2002) measure the sea-

sonal evolution of albedo on multiyear ice as part of the SHEBA field experiment

(Uttal et al., 2002). They note five distinct phases in seasonal evolution of sea ice

albedo, measured from April to October. The sea ice albedo evolves from being

high (0.8 to 0.9) and spatially uniform in April, when the ice is covered by snow,

to highly variable (0.1 to 0.65) by late July, when the surface is a mixture of bare

ice and melt ponds. Perovich & Polashenski (2012) conduct similar observations

focusing on seasonal sea ice. Seasonal sea ice albedo evolution has two extra

stages to the evolution of multiyear ice (open water and freezeup), and albedos

as low as 0.2 are observed on heavily ponded sea ice in late summer (see Figure

2.3). Average albedo of seasonal sea ice is shown to decrease faster and to lower

values than multiyear sea ice. Riihela et al. (2013) have observed a decline in

Arctic sea ice albedo for the period from 1982-2009.

2.1.2 Factors affecting sea ice behaviour

The age and thickness of sea ice are important factors in influencing its overall

behaviour. They are inherently linked, as younger ice is generally thinner than

older ice as it has been growing for a shorter period (Comiso, 2002; Kwok, 2004).

As a result, it melts more easily and thus increases the sensitivity of the climate
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Figure 2.3: Timeseries of observations of sea ice albedo for Barrow, Alaska for

four different campaigns (Perovich & Polashenski, 2012).

to warming (Holland & Bitz, 2003; Hunke, 2010; Rind et al., 1995), although

thinner ice does grow at a faster rate than thicker sea ice (Notz, 2009; Stranne &

Bjork, 2012).

Warmer climates with a low sea ice extent, particularly with relation to the

summer minimum, will have a sea ice cover that is likely to be dominated by first-

year, or seasonal sea ice (sea ice that has grown since the end of the most recent

melt season). Ice which has survived at least one summer melt season is known

as multi-year ice. Modern sea ice cover is becoming increasingly dominated by

first-year ice (Comiso, 2002; Kwok et al., 2009; Stroeve et al., 2012a), and it is

likely that in warmer climates of the past, the percentage of first-year ice in the

sea ice cover was greater than for the Arctic of the 20th century.

The thickness of sea ice is a substantial influence on many of its proper-

ties, such as surface temperature, salinity, compressive strength and growth rate

(Maykut, 1978). The thickness distribution of sea ice at the beginning of the

summer melt season has been cited as the most important factor affecting re-

gional sea ice albedo distribution (Fetterer & Untersteiner, 1998), as it influences
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the melt pond coverage.

Rind et al. (1995) demonstrate that the ease at which sea ice can be removed

in models is just as important as the amount of sea ice, with respect to the

sensitivity to warming. As thinner sea ice melts more easily than thicker ice,

sensitivity of sea ice to warming is increased with thinner sea ice. Holland &

Bitz (2003) show the importance of control sea ice thickness on simulated Arctic

sea ice cover and surface air temperatures. Dorn et al. (2007) find that a correct

distribution of ice thickness at the beginning of the melt season is crucial to

reproducing the observed extent of summer sea ice. However, realistic sea ice

thickness distributions are hard to achieve due to sparse observations.

First-year sea ice has been shown to have, on average, a lower albedo than

multiyear ice (Kwok, 2004; Kwok & Untersteiner, 2011; Perovich & Polashenski,

2012; Perovich et al., 2011), due to being thinner, less ridged, and prone to greater

melt pond coverage. Maykut (1978) show that energy exchange over young, thin

(less than 0.4 m) sea ice is between 1 to 2 orders of magnitude greater than

over thick (greater than 1 m), multiyear ice. Above thicknesses of 1 m, very

few changes in thermal properties are observed. Nicolaus et al. (2012) show that

transmittance through first-year ice is almost three times larger than through

multi-year ice, largely due to the higher melt pond coverage on first-year ice.

Hudson et al. (2013) suggest that due to the shift from multi-year to first-year

ice, and the resultant increase in absorption and transmittance of the ice, the sea

ice covered region in July and August will receive an additional 1020 J of solar

input into the ice and ocean. This additional energy would be capable of melting

315 km3 of ice, which would be a mean decrease in thickness of almost 13 cm

in the region. They suggest that current understanding of sea ice behaviour is

based largely on observations of multi-year ice, and this could have implications

for how sea ice is represented in models of past or future climates with higher

levels of first-year sea ice cover.
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2.2 Observations of sea ice

2.2.1 History of observations

The Arctic is one of the least well observed areas of Earth, due largely to the

extreme conditions and logistical difficulties in deploying instruments on sea ice

(Uttal et al., 2002). HadISST, the Hadley Centre’s dataset of sea ice and sea

surface temperatures, extends back to 1871 (Rayner et al., 2003). Prior to the

1950s, the data set is primarily drawn from charts produced by the Danish Me-

teorological Institute (DMI) (Kelly, 1979; Walsh & Chapman, 2001). The charts

were created based on a variety of observations, largely from ships, but shore-

based observations are also included (Thomsen, 1947). Observations cover April

to August, and coverage is largely dependent on location of ship traffic, if no

observation exists at a certain location then data is extrapolated based on un-

derstanding of ice movement. September to March sea ice concentrations are

interpolated based on the April-August record (Rayner et al., 2003).

Walsh & Johnson (1979) combined several existing data sets to produce sea

ice concentration data covering 1953 to 1977. Data was sourced from the UK Met

Office, U.S. Naval Oceanographic Office, Canadian Meteorological Service, and

the Icelandic Glaciological Society, as well as continuing to use the DMI charts

(Table 1, Walsh & Johnson (1979)). Extra sources meant that the dataset was

less vulnerable to errors in the observations, but data still did not exist for some

months of the year, particularly in the early years of the study.

Satellite observations of the Arctic have been available from 1972 (Walsh &

Chapman, 2001). The U.S. National Ice Center provided weekly sea ice con-

centration grids derived primarily from satellite data from 1972 to 1994. Since

1979, satellite passive-microwave data grids have also been obtained from the

scanning multi-channel microwave radiometer (SMMR) (e.g. Parkinson et al.

(1999)). Satellite data have provided a more extensive and comprehensive cover-

age of the Arctic than any previous observational record.
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2.2 Observations of sea ice

Figure 2.4: Above - September 2010 sea ice concentration, with extent boundaries

for the same month in 2007 (red), 2008 (orange) and 2009 (green). The pink

line indicates the mean September extent for 1979-2000. Below - Timeseries for

September Arctic sea ice extent for 1979-2010, with linear trend line. Taken from

Stroeve et al. (2012a).
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Arctic sea ice extent, defined to be the total area where sea ice concentration

exceeds 15% (Cavalieri et al., 1999; Gregory et al., 2002; Lemke & Ren, 2007) has

declined dramatically over the last three decades (e.g. Comiso (2002); Serreze

et al. (2003); Stroeve et al. (2007, 2012b); Zhang et al. (2013a)), (see Figures 2.4

and 2.5). A record minimum extent of 3.4×106 km2 was observed on 13 Septem-

ber 2012 (Parkinson & Comiso, 2013). Arctic observations also demonstrate a

large decrease in mean sea ice thickness (e.g. Comiso (2002); Giles et al. (2008);

Maslanik et al. (2007); Rothrock et al. (1999); Sedlác̆ek et al. (2012)). The Arctic

is predicted to be seasonally ice-free by the end of the 21st century (Boé et al.,

2009; IPCC, 2007), however some modelling studies suggest that summer sea ice

may have vanished within 30 years (e.g. Holland et al. (2006); Stroeve et al.

(2012b); Wang & Overland (2012)).

Figure 2.5: Annual cycle of daily sea ice area, showing three decadal averages

(1979-1988, 1989-1998, 1999-2008) and three individual years (2007, 2011, 2012),

from Parkinson & Comiso (2013)

2.2.2 Polar amplification

Observations of increased SATs show that the mean increase in the Arctic is

greater than the global mean increase (e.g. ACIA (2005); Overland et al. (2004);
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Rigor et al. (2000); Screen et al. (2012); Serreze & Francis (2006); Solomon et al.

(2007)), a phenomenon which is known as Arctic or polar amplification (Serreze

& Francis, 2006). Bekryaev et al. (2010) show that the mean annual SAT in-

creases at high latitudes (i.e. North of 60◦N) from 1875-2008 were 1.62 times the

global mean annual SAT increases for the same period. Polar amplification is a

phenomenon also observed in model predictions of future climate (e.g. Hansen

et al. (1984); Holland & Bitz (2003); Manabe & Stouffer (1980); Meehl & Stocker

(2007); Washington & Meehl (1996)), and there also exists palaeoclimate evidence

of polar amplification (Brigham-Grette, 2009; Serreze & Barry, 2011). Serreze &

Barry (2011) describes polar amplification as an ‘inherent characteristic of Earth

climate behaviour’.

The causes of polar amplification have been widely discussed. Surface albedo

feedback is often attributed as a leading factor (Curry et al., 1995; Holland & Bitz,

2003; Liu et al., 2009; Serreze & Francis, 2006; Serreze et al., 2009), as it leads

to a diminished sea ice cover. Lower concentrations of sea ice result in a greater

sensible heat content in the upper layer of the ocean in the summer months from

increased absorption of downwelling shortwave radiation. Ice growth in autumn

is delayed, and this results in an increase in upward heat fluxes from the ocean

to the atmosphere, creating the polar amplification effect (Screen & Simmonds,

2010a,b; Serreze et al., 2009). Several observational and modelling studies have

attributed the cause of polar amplification to a reduction in sea ice (e.g. Kumar

et al. (2010); Liu et al. (2009); Screen & Simmonds (2010b); Screen et al. (2012);

Serreze et al. (2009))

However, some studies have indicated that sea ice albedo feedback cannot be

the sole cause (e.g. Bekryaev et al. (2010); Serreze & Barry (2011)). High levels

of polar amplification have been observed in modelling studies with no surface

albedo feedback (e.g. Alexeev (2003); Alexeev et al. (2005); Flannery (1984);

Graversen & Wang (2009); Langen & Alexeev (2005)). Other factors cited as

potential causes or contributors to polar amplification include changes to cloud

fraction (Hall, 2004), ocean heat transport (Winton, 2006), increased atmospheric

heat transport (Alexeev & Jackson, 2013) and thermal surface inversion in winter

(Bintanja et al., 2011). Hall (2004) found that polar amplification levels were
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higher in model simulations that included surface albedo feedbacks in comparison

to simulations where these effects were suppressed.

The level of polar amplification seen in future projection varies between models

(Holland & Bitz, 2003). One of the largest factors affecting the amount of polar

amplification is the control sea ice conditions in the model (Dorn et al., 2007;

Holland & Bitz, 2003; Winton, 2006). Models which start with a greater sea

ice extent exhibit higher levels of polar amplification, as there is more ice for

the ice-albedo feedback to affect (Holland & Bitz, 2003), however greater polar

amplification levels are observed in models with thinner control sea ice, as it is

more vulnerable to melting and exposing open ocean (Winton, 2006). Control sea

ice conditions exert a strong influence over future climate predictions in general

(Dorn et al., 2007; Walsh & Timlin, 2003; Winton, 2006).

Arctic SATs have been shown to have a high interannual variability (Polyakov

& Johnson, 2000; Polyakov et al., 2002; Schlesinger & Ramankutty, 1994), as well

as low frequency variability (Polyakov et al., 2002; Serreze & Barry, 2011; Serreze

& Francis, 2006). Polyakov et al. (2002) claims that there is no significant polar

amplification of SATs, and the trends observed are due to low frequency, high

amplitude variability.

2.3 Sea ice modelling

In early energy balance climate models, such as Budyko (1969) and Sellers (1969),

the treatment of the sea ice only extended as far as the albedo effect, which was

parameterised as a function of the sea surface temperature. Bryan (1969) devel-

oped an early model of pack ice, expressed through an equation for the growth of

ice, based on twelve parameters, including ice thickness, surface air temperature,

snowfall and thermal conductivity of sea ice. As the thermodynamics of sea ice

were much better understood than the dynamics, the model takes into account

very little of the latter, focusing on the former. Simplifications were made to

keep the computational requirements down, such as neglecting heat loss through

cracks in the ice, making the sea ice conductivity uniformly equal (Bryan, 1969).

Maykut & Untersteiner (1971) developed a one-dimensional thermodynamic

sea ice model, where the sea ice comprised of a snow layer and an ice layer. Heat
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balance equations for the fluxes at the various boundaries between air, snow,

ice and water, determine the thickness of the ice and snow layers, along with

equations for heat conduction within snow and ice. A variety of input param-

eters are included, such as sea ice salinity, internal heating due to the penetra-

tion of solar radiation, and incoming and outgoing shortwave/longwave radiation

fluxes. Snow cover accumulates linearly from August to May. Whilst the sea ice

thicknesses produced by the model showed good agreement with observational

values, the model has its limitations. It is unable to account for the effects of

mechanical stresses on ice, unrealistic assumptions are made, and boundary con-

ditions are oversimplified in some cases. Semtner (1976) simplified the model

from Maykut & Untersteiner (1971) to enable it to be used more easily within a

coupled atmosphere-ocean model, through the implementation of a ‘streamlined

numerical method’. However, the model continued to neglect the effects of sea

ice dynamics.

The sea ice model described in Hibler (1979) attempts to include ice dynamics

alongside thermodynamics. It incorporates a plastic rheology scheme, which is

patterned after the model described in Coon et al. (1974). This models the motion

of drifting pack ice, and enables the formation of leads and pressure ridges. The

ice has an elastic mechanical response at low stress levels, and a plastic response

for higher stresses. The model in Hibler (1979) also contains an ice concentration

parameterisation. The model only considers two categories of sea ice (‘thin’ and

‘thick’), and utilises an idealised thermodynamics scheme (Hibler, 1979).

Parkinson & Washington (1979) designed a sea ice model for use in a cou-

pled ocean-atmosphere model which, unlike Maykut & Untersteiner (1971) and

Semtner (1976), calculates some of the fluxes, such as incoming shortwave and

longwave radiation, rather than specifying them all from observations. The model

included a parameterisation of the effects of leads, as well as calculating ice move-

ment and velocities, although there were limitations to these as the model used

a uniform ice thickness, and several coefficient values were specified as constants.

Other limitations of the model included unrealistic wind speeds in some regions,

and no simulation of salinity in the oceans, which had a constant mixed layer

depth. The use of monthly mean forcings for the specified fluxes also inhibited a

proper simulation of interannual variabilities (Parkinson & Washington, 1979).
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Flato & Hibler (1992) describe a sea ice model where the ice is modelled as a

‘cavitating fluid’, where the ice resists convergence (where the ice forms thicker,

ridged ice from being pushed together), but does not resist divergence (where

leads are formed from ice moving apart) or shear. They incorporate their numer-

ical formulation of this rheology into a dynamic-thermodynamic sea ice model.

Hakkinen & Mellor (1992) extended the model of Semtner (1976) to 3 levels, in-

corporating snow, thin ice and thick ice, and also introduce a parameterisation

of the effect of leads.

Oberhuber (1993) developed a model similar to that of Hibler (1979), which

solved similar equations but using a different numerical scheme, and used spher-

ical, rather than Cartesian co-ordinates. Holland et al. (1993) used this model,

with thermodynamics based on Parkinson & Washington (1979) and dynamics

from the viscous plastic rheology scheme used in Hibler (1979). The model was

demonstrated to produce a ‘reasonable’ simulation of the seasonal Arctic sea ice

cycle (Holland et al., 1993), reproducing all its known major features. The main

limitation was that the model was not able to incorporate major feedback pro-

cesses, due to not being incorporated into a fully coupled atmosphere-ocean-sea

ice model (Holland et al., 1993).

Ebert & Curry (1993) developed a one-dimensional intermediate thermody-

namic sea ice model, based on the model described in Maykut & Untersteiner

(1971). Effects of dynamics are partially accounted for through a prescribed sea

ice divergence and a lead parameterisation adapted from Parkinson & Washing-

ton (1979). The parameterisation of leads enables the effects of absorption of

solar radiation into the ocean to be included. A melt pond parameterisation is

included, which allows for fractional areas of meltwater ponds of variable depth.

A new surface albedo scheme is parameterised by considering five surface types,

namely new snow, melting snow, bare ice, meltwater ponds and open water. The

solar spectrum is partitioned into four, based on Curry & Ebert (1992). The

surface albedo (α) is calculated through the equation

α =
4∑

j=1

wjαj (2.1)

where αj are the albedos for each spectrum, with wj the relative weighting.
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The thermodynamic/dynamic sea ice model that is used in HadCM2 and

HadCM3 is described in Crossley & Roberts (1995). Thermodynamics are based

on the zero-layer model of Semtner (1976), with parameterisation of leads based

on Hibler (1979). The model uses the simple scheme set out in Bryan (1969) for

sea ice dynamics, whereby sea ice advection is based on the mean speed of the

currents in the first 100 m below the ocean surface.

To enable coupling with both the atmosphere and ocean components, the

model is split into two parts, with one part interacting with the atmosphere

component of the model, and the other interacting with the ocean component.

The sea ice albedo parameterisation is a simple linear dependence on the surface

air temperature (Crossley & Roberts, 1995).

Hunke & Dukowicz (1997) developed an elastic-viscous-plastic (EVP) model

for sea ice dynamics, building on the non-linear viscous-plastic (VP) rheology set

out in Hibler (1979), which had become established as the standard sea ice dy-

namics model. The model of Hibler (1979) treats the sea ice as a viscous fluid, and

gives sea ice ‘infinite viscosity’ (Hunke & Dukowicz, 1997). This was countered by

giving the sea ice a maximum viscosity bound, so that the sea ice ‘creeps’ slowly

rather than being completely rigid. This however, proves computationally expen-

sive due to viscosity ranging over several orders of magnitude. Lower maxima

can ensure a less computationally expensive rheology, but at the cost of accuracy.

The EVP scheme set out in Hunke & Dukowicz (1997) is a numerical approxi-

mation to the VP scheme of Hibler (1979). The computational efficiency of the

model is greatly increased through the use of an elastic mechanism in regions of

rigid ice.

The EVP scheme was implemented into HadCM3, with the results described

in Connolley et al. (2006). The initial implementation produced increased win-

ter sea ice extent in both the Arctic and Antarctic, where the standard HadCM3

model already produced extents greater than observations. The EVP scheme also

worsened comparisons to observations for both hemispheres in summer, although

there were some regional improvements. The EVP scheme was shown to increase

ice velocities in both hemispheres, whilst not significantly affecting the broad scale

patterns. Ice thicknesses showed improvements in comparison with observations

in the eastern sector of Antarctica, but were demonstrated to be thinner than
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observations in the western sector. Connolley et al. (2006) were able to improve

the initial results of implementing the EVP scheme through tuning model param-

eters, leading to improved winter sea ice simulation in comparison to standard

HadCM3 for both the Arctic and the Antarctic.

A relatively recent advance in sea ice model development is that of the rep-

resentation of melt ponds. Melt pond effects were modelled implicitly in Maykut

& Untersteiner (1971) through the selection of input parameters. In their ice-

ocean coupled model, Mellor & Kantha (1989) included equations accounting for

thermodynamic effects of melt ponds, but not a full parameterisation. Ebert

& Curry (1993) include an explicit melt pond parameterisation in their model,

which was based on a simple energy balance calculation due to the effects of

ponds on absorption of solar radiation. A major limitation, however, was that

the parameterisation did not take into account the effects of turbulent heat trans-

port within the melt pond, and ignored time dependency of heat stored within

the melt ponds (Taylor & Feltham, 2004).

Taylor & Feltham (2004) describe a one-dimensional thermodynamic melt

pond model. The model is physically based, and uses a ‘two-stream radiation

model’ to describe radiative transfer in sea ice, in contrast to previous models

which used Beer’s law for this purpose (e.g. Ebert & Curry (1993); Maykut &

Untersteiner (1971)). This enables the albedo to be calculated within the model

based upon the relative coverage of snow, bare ice and melt ponds produced,

rather than being determined as an external parameter (Taylor & Feltham, 2004).

Like the parameterisation in Ebert & Curry (1993), the total albedo is determined

by the sum of the albedos at each wavelength, weighted accordingly.

Luthje et al. (2006) presents a melt pond model which describes horizontal

and vertical evolution of summer sea ice cover, in contrast to the earlier ver-

sion of Taylor & Feltham (2004), which operated only in one vertical dimension.

Test simulations found that the topography of the ice was an important factor

in determining the exact melt pond coverage, with lateral spread of meltwa-

ter dominating vertical drainage. The model still contained shortcomings, with

the treatment of meltwater still crude in comparison to the complex nature of

meltwater flow through ice, and the model does not consider snow cover or the

hydrodynamic balance of the sea ice floe (Luthje et al., 2006).
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Flocco & Feltham (2007) aimed to develop a melt pond model suitable for

incorporation into a GCM, which those of Taylor & Feltham (2004) and Luthje

et al. (2006) were not. The model of Flocco & Feltham (2007) is based on the use

of an ice thickness distribution function, which eases incorporation into a GCM.

The model is unable to fully describe the topographical distribution of the sea ice

cover, which prevents a detailed determination of the location and size of melt

ponds, necessitating some assumptions. Nevertheless, test simulations indicated

that the model produces a ‘realistic’ simulation of melt pond fraction on the sea

ice (Flocco & Feltham, 2007).

2.4 Sea ice proxies

Sea ice can be defined by several metrics, including concentration, thickness and

extent (area of at least 15% sea ice concentration), across both time and space.

These can be difficult to measure for current sea ice, and so reconstructing past

sea ice from proxies is very challenging (de Vernal et al., 2013a). Nevertheless,

several techniques exist, based on analysis of marine sediment, ice cores and

terrestrial material (de Vernal et al., 2008, 2013c; Polyak et al., 2010).

Several proxies are based on the contents of marine sediments from regions

that may have been covered by sea ice. Most core records come from sea ice

margin zones, as the conditions make it easier to collect the cores than from seas

with greater sea ice cover. Cores from the central Arctic are more likely to cover

much longer periods of time, but due to low sedimentation rates may be of a low

resolution, in contrast to Arctic continental margin cores, which can be very high

resolution, but cover much shorter time intervals (Polyak et al., 2010).

Organic biomarkers that are found in polar ocean floor sediment can be used to

reconstruct past sea ice cover. In particular, a set of biomarkers known as highly

branched isoprenoids (HBIs), which are biosynthesised by diatoms growing in sea

ice, and released during melt, have been analysed (Collins et al., 2013a). A proxy

has been developed from an HBI known as IP25 (Ice Proxy with 25 carbon atoms)

(Belt & Müller, 2013; Belt et al., 2007; Brown & Belt, 2012; Müller et al., 2011).

IP25 is derived from diatoms at the base of spring sea ice, and its presence suggests

seasonal sea ice, whilst convsersely the absence of IP25 is suggestive of either
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perennial sea ice, or sea ice free conditions (Belt et al., 2007). Understanding of

IP25 and other HBIs from polar environments remains limited, due to the relative

sparsity of observational data as a result of inherent challenges associated with

collection in polar climates, combined with the difficulties of replicating Arctic

conditions in the laboratory (Belt & Müller, 2013).

Figure 2.6: Schematic showing variation in IP25 and biomarker contents in the

ocean in response to changing sea ice conditions (Belt & Müller, 2013).

IP25 has also been coupled with phytoplankton biomarkers to produce the

index PIP25, which aims to determine whether an absence of IP25 is indicative of

perennial sea ice, or ice-free conditions (Müller et al., 2011), although this index

is still very new and requires further validation. Figure 2.6 shows a schematic

demonstrating how IP25 and PIP25 vary under different sea ice conditions.

IP25 has been used to reconstruct sea ice cover over the Icelandic seas over

the past 1200 years (Massé et al., 2008) and the Canadian Arctic over the past

10,000 years (Vare et al., 2009). It has been observed in sediment cores as far
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back as 150 kya (Stein et al., 2012), and 2.2 Ma (Stein & Fahl, 2013).

Knies et al. (2014) produce a record of IP25 at two sites (located at 80.16◦N,

6.35◦E and 80.28◦N, 8.14◦E) back over 5 million years ago. The results indicate

that prior to 4 million years ago, the sea ice margin did not extend as far south as

the location of the data sites, but has expanded since then to its modern position.

IP25 is not observed in the Southern Hemisphere, but other HBIs have been

observed which can be used to reconstruct sea ice cover. Two particular HBIs,

diene and triene, have been identified as possible Southern Ocean sea ice proxies

(Collins et al., 2013a). There are positive correlations seen between the presence

of diene in Southern Ocean sediment cores and sea ice, based on reconstructions

from other proxies. Similarly the presence of triene seems to indicate open waters

in the past (Massé et al., 2011). Reconstructions of Southern Ocean sea ice going

back 60 ky based on HBI presence are available (Collins et al., 2013a), although

as diene and triene have so far only been validated against other proxies, further

investigation is required in order to have more confidence in these results.

The presence of particular species of diatoms, which are known to live in sea

ice, can be used for past sea ice reconstruction. Transfer functions are applied

to abundance data (e.g. Justwan & Koc (2008)), which produce an estimate for

spring sea ice concentration. Whilst some of the taxa used are very abundant

in the sediment, other taxa associated with the presence of sea ice are small,

and susceptible to dissolution, potentially distorting the diatom record in the

sediment due to poor preservation (de Vernal et al., 2013c). As the diatom flora

differ between the North Atlantic and the Antarctic, different transfer functions

are required to achieve the reconstruction.

Cronin et al. (2010) and Cronin et al. (2013) use the presence of the sea-

ice dwelling ostracode Acetabulastoma arcticum to generate semi-quantitative

reconstructions of sea ice in the Arctic, for the past 45 ky and 60 ky respectively.

The presence of Acetabulastoma arcticum is shown to be associated with perennial

sea ice, through comparison of an ostracode core-top database with observations

of September sea ice concentrations from 1978-1991 (Cronin et al., 2010). Due to

low Arctic sedimentation rates and short-term sea ice variability, Acetabulastoma

arcticum is not a perfect indicator of past perennial sea ice, instead the index
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gives an indication of the likely proportion of the sampling interval over which

the location was covered in perennial sea ice.

Distribution in Arctic sediment of cysts produced by dinoflagellates (dinocysts)

have been used by several studies to reconstruct sea ice conditions during the

Holocene and the Last Glacial Maximum (e.g. de Vernal et al. (2001, 2005,

2013b,c); Matthiessen et al. (2005); Rochon et al. (1999)). A modern analogue

technique is applied to the dinocyst abundances, to produce a reconstruction of

mean annual sea ice concentration, which when applied to modern observational

data has a root mean square error of prediction of ±0.11 (de Vernal et al., 2013c).

Where perennial sea ice is present, primary productivity is very low, so resulting

sediment is barren in dinocysts. Whilst the majority of taxa are associated with

sea ice free regions, some are observed in areas of seasonal sea ice (de Vernal

et al., 2013b).

With the exception of Islandinium minutum, no dinoflagellate which produces

a fossilisable cyst has been demonstrated to live in sea ice (de Vernal et al., 2013c;

Potvin et al., 2013), and so the relationship between the dinocyst assemblages is

indirect, and likely to be due to factors related to sea ice, such as temperature,

salinity or density (de Vernal et al., 2013c).

The sensitivity of benthic foraminifera to availability of food and oxygen has

been cited to support the use of their presence in marine sediment as indication

of past sea ice margins (e.g Schröder-Adams et al. (1990); Scott et al. (2009); Sei-

denkrantz (2013)). High benthic/planktic foraminifera ratios are also thought to

be a potential indicator of perennial sea ice as the presence of planktic foraminifera

is generally low under permanent sea ice conditions (Scott et al., 1989). Whilst

foraminifera can be used to provide information on past sea ice changes, it is

emphasised that no species is a direct indicator of sea ice, and they must always

be used in conjunction with other proxies in any reconstruction (Seidenkrantz,

2013).

As well as the abundance of particular species, the value of δ18O in tests

produced by foraminifera can be used to shed light on past sea ice growth rates

(Hillaire-Marcel & de Vernal, 2008). Based on correlation with other proxies,

light isotopic excursions of δ18O in the shells of Neogloboquadrina pachyderma are

thought to correspond to enhanced sea ice formation rates, with the suggestion

54



2.4 Sea ice proxies

that the excursions are linked to ‘low-salinity pulses’ (Bauch et al., 1997; Hillaire-

Marcel et al., 2004). This relationship is not equivocal or linear however, and must

be used with other proxies to produce past sea ice production rates (Hillaire-

Marcel & de Vernal, 2008).

Sediment originating from coastal margins too large to be transported by wind

or ocean can also indicate the presence of sea ice in the past (e.g. de Vernal et al.

(2008); Polyak et al. (2010)), although care has to be taken to distinguish between

sediment transported by sea ice and those transported by icebergs (Lisitzin, 2002),

or on the roots of trees uprooted and carried out to sea (Vogt & Parrish, 2012).

Grains are entrained into sea ice during freeze-up, and released at melt onset,

and sediment characteristics can be used to give an idea of past sea ice drift

patterns (e.g. Andrews & Eberl (2007); Bischof & Darby (1997); Hebbeln & Wefer

(1991); Pfirman et al. (1990)). Interpretation of the presence of such sediment is

dependent on the location of the site. In the central Arctic, where perennial sea

ice is more likely to have been present, increased ice-rafted sediment can indicate

lower average concentrations, whereas at sites further from the pole it can suggest

seasonal sea ice limits (e.g. (Darby et al., 2001; Knudsen et al., 2004)).

In addition to proxies found in marine sediment cores, polar ice cores yield

proxies that can be used to glean information about the nature of sea ice in past

climates (Abram et al., 2013). There are two main proxies obtained from sea ice

cores: sea salt aerosol and methanesulfonic acid.

Sea salt aerosol is generated from bubble bursting and sea spray over the

ocean (de Leeuw et al., 2011). Some smaller particles will be transported over

terrestrial regions, and deposited inland (see Figure 2.7). Polar ice will indicate

the changing levels of sea salt aerosol deposition in the past over these regions,

and this can be used to infer past sea ice marginal zones, although this is largely

limited to Southern Hemisphere sea ice (Abram et al., 2013).

Sodium measurements are used to indicate sea salt aerosol levels, as other

sources of sodium are relatively lower in comparison to other sea salt metals such

as magnesium or calcium, and chloride can be subject to fractionation (Röthlis-

berger et al., 2003). Any change in the sea ice margin will change the distance

from a particular terrestrial site to the closest region of open water, and thus the

nearest source of sea salt aerosol. As a result, a particular site should receive less

55



2. SEA ICE

Figure 2.7: Schematic of MSA (methane sulphonic acid) showing the sea ice

source, oxidation in the atmosphere (equations in inset), transportation over

Antarctica and deposition over ice sheets (Abram et al., 2013).

aerosol when sea ice extent is greater, and so the level of sodium in an ice core

should in theory be negatively correlated with the sea ice extent (Abram et al.,

2013; Röthlisberger et al., 2010). However, evidence suggests that on Antarctica,

sea ice surface is the largest source of inland transported sea ice aerosol, with

maximum concentrations observed in winter when the sea ice is at its largest

extent (Rankin et al., 2002; Wagenbach et al., 1998; Wolff et al., 2003).

Grumet et al. (2001) demonstrated a negative correlation between sea salt

sodium in an ice core and spring sea ice extent in Baffin Bay, but further analysis

demonstrated that only 7% of the sea salt variability was due to changes in the sea

ice extent. Other studies have not been able to demonstrate inverse correlations

between sea ice extent and sea salt aerosol in ice cores (Abram et al., 2013). Ice

core records of sea salt have been used in other studies to produce qualitative

reconstructions of past sea ice extents based on a positive correlation between

sea salt levels and sea ice extent (e.g. Fischer et al. (2007); Wolff et al. (2003,

2006)).

Due to the approximate radial symmetry of the Antarctic, the level of sea salt

from a particular site can be seen as indicative for an average over a sector of the

ocean, but this cannot be as easily applied to ice cores from Greenland, making
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reconstructing Northern Hemisphere sea ice using the same methods much more

difficult (Abram et al., 2013).

The other major sea ice proxy obtained from ice core records is methane-

sulfonic acid (MSA, CH3SO3H), which is formed when dimethylsulphide (DMS,

(CH3)2S), a biomarker produced by species of phytoplankton associated with sea

ice, is oxidised when it is exchanged to the atmosphere. A sulphate (SO2−
4 ) is

also produced from this oxidation, but this can be produced from other sources,

whereas MSA is only associated with marine biological activity, so this is used as

an indicator for the production of DMS (Abram et al., 2013). Increased levels of

MSA observed in ice cores are expected to correlate positively with the extent of

winter sea ice.

Whilst there have been quantitative reconstructions of Antarctic sea ice based

on ice core records of MSA that show a strong positive relationship with winter

sea ice extent (e.g. Abram et al. (2010); Curran et al. (2003)), Table 1 in Abram

et al. (2013) summarised MSA signals from 22 Antarctic ice cores, and shows

correlations between MSA records and sea ice extent are split between positive

and negative, and the signal is reflecting a range of factors, including winter sea

ice extent, absence of summer sea ice or atmospheric transport of MSA. Sea ice

reconstructions based on MSA records currently only go back 160 years. While

it does show potential, there still is a lot of work and development to be done to

confidently reconstruct past sea ice conditions (Abram et al., 2013).

Coastal and terrestrial records can also contain evidence that can be used for

qualitative reconstructions of past sea ice conditions (Polyak et al., 2010). Past

changes in sea level have resulted in some formerly marine environments becoming

terrestrial, although these sites are limited in geographic distribution and the time

span over which they contain information. The presence of fossils of organisms

known to be incapable of surviving in sea ice environments can be evidence of

changing sea ice limits in the past (e.g. Brigham-Grette & Carter (1992); Carter

et al. (1986); Kaufman & Brigham-Grette (1993)). Assemblages of fossils of

bowhead whales, which are known to favour sea ice margin environments, can

indicate its changes over the recent past (Polyak et al., 2010). Similarly, pollen

assemblages provide evidence of the northern treeline limit, which can indicate if

past sea ice limits have receded or expanded (Brigham-Grette & Carter, 1992).
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Driftwood logs of species such as spruce and larch have been found on Arctic

coastlines, far from regions where the trees could have grown (e.g. Bennike (2004);

England et al. (2008)). Their presence indicates transport of the driftwood, and

in some cases the distances involved were too far for marine transport, suggesting

that they must have been transported by ice instead (Haggblom, 1982; Tremblay

et al., 1997). This suggests the margins of sea ice have been further advanced at

times in the past (Polyak et al., 2010).

There is evidently a large variety of proxies which can be used for recon-

structing past sea ice conditions. However, many of them are only qualitative

or semi-quantitative, and can only be used if alongside at least one other sea ice

proxy. Validating proxies against data has proved difficult, as satellite observa-

tions have only been available since 1979, and the rapid decline in sea ice cover

over the past 50 years means it is difficult to validate against a system that is

not in equilibrium. As a result, reconstructions of past sea ice are vague, contain

large uncertainties, and typically date back only for tens of thousands of years.

There is very little proxy-based evidence regarding the nature of sea ice in the

mid-Pliocene. As well as the IP25 analysis from Knies et al. (2014), Darby (2008)

suggests that, based on the presence of iron oxide mineral grains in a sediment

core taken from the Arctic Coring Expedition (ACEX) site (88◦N, −138.3◦E) that

perennial sea ice was present in the Arctic during the past 14 million years. Based

on estimates of sea ice drift and likely sources of the iron grains, it is determined

that some of the material in every sample taken from the core must have taken

more than a year to be transported to the location of the ACEX site. Due to the

weight of the sediment, it can only have been transported in ice, indicating the

presence of perennial sea ice at each of the sampled intervals.

The core was sampled approximately every 0.17 Ma, so it is possible that some

seasonally ice free conditions occurred between the sampling intervals. However,

whilst Darby (2008) concedes it is possible that this has occurred, it is considered

unlikely that every sample missed a time of seasonal ice. So whilst we cannot say

for certain that the mid-Pliocene did not see seasonally sea ice free conditions at

any time, the evidence from Darby (2008) suggests that the probability of this is

fairly low.
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Methods

3.1 HadCM3 model description

HadCM3 is the abbreviated name of the UK Met Office Hadley Centre Coupled

Climate Model version 3. Results from HadCM3 have been used in the third,

fourth and fifth assessment reports of the IPCC. HadCM3 consists of an atmo-

sphere component and an ocean component, which can each be run as stand-alone

atmosphere-only or ocean-only models (HadAM3 and HadOM3). It also contains

vegetation and sea ice components (Gordon et al., 2000). The model HadCM3 is

described in detail in Gordon et al. (2000), a brief summation of the important

details is included here.

3.1.1 Model components and coupling

3.1.1.1 Atmosphere component

The atmosphere component of HadCM3 has a horizontal resolution of 2.5◦×3.75◦

(latitude × longitude), with 19 vertical levels, and a time step of 30 minutes. At

the equator, a single grid box represents an area approximately 278 km by 419

km.

A full description of HadCM2, the predecessor to HadCM3, can be found in

Johns et al. (1997). The following are major changes that have been made to the

atmosphere component in HadCM3 (Pope et al. (2000) documents further minor

changes that were made).
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The model has a new radiation scheme, incorporating 6 spectral bands in the

short wave, and 8 spectral bands in the long wave, as well as representing effects

of greenhouse gases other than just CO2, H2O and O3 (Edwards & Slingo, 1996).

The model also incorporates a basic parameterisation of atmospheric aerosols,

and the convection scheme has also been enhanced by parameterising its impact

on momentum.

A new land surface scheme (Cox et al., 1999) has been developed for the

model, making use of MOSES (Met Office Surface Exchange System), a land

surface model which is able to represent the freezing and melting of soil moisture.

Additionally, the evaporation formulation has been modified to include the effect

of CO2, vapour pressure and temperature on stomatal resistance. The system

also includes parameterisations of drag caused by mountain ranges (Milton &

Wilson, 1996) and gravity waves (Gregory et al., 1998).

Changes have been made to the partitioning of mixed phase clouds into ice and

water, going from 0 to -15◦C in the previous version, to 0 to -9◦ C in the current

version (Gregory & Morris, 1996). This change is due to observational data based

evidence from Moss & Johnson (1994). Several other parameterisations of factors

affecting cloud formation have been added (Gordon et al., 2000). There were also

changes made to the boundary layer mixing in HadCM2, the most significant of

which was to remove a non-local mixing scheme, which had been found to impair

aerosol transportation and sinks.

3.1.1.2 Ocean component

The ocean component of the model has been modified and improved over a num-

ber of years, and the version that is detailed here is significantly different to other

versions used in previous simulations. A description of this previous version can

be found in Johns et al. (1997).

The horizontal grid spacing of the ocean component is 1.25◦×1.25◦, compared

to the previous version which had a spacing of 2.5◦ × 3.75◦, the same horizontal

spacing as seen in the atmosphere component of the model. This means that

there are six ocean grid boxes for every atmosphere box. High latitude boxes can

have partial sea ice cover. The component has 20 vertical levels, and is based
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on the model in Cox (1984). The vertical levels are the same as in the previous

version described in Johns et al. (1997), and are distributed so that they allow

for greater resolution closer to the ocean surface.

For the topography in the model a dataset from ETOP05 (1988) was used,

with a 1/12◦ resolution. Models such as these based on Bryan (1969) and Cox

(1984) have a high sensitivity towards changes in the depths of channels along

the Greenland-Iceland-Scotland ridge. These cannot all be represented as many

are too small under the grid resolution, so three channels, each one grid point

wide, are made through the ridge. These changes are described in Gordon et al.

(2000). To avoid the potential problems of a singularity at the North Pole under

the polar co-ordinate system, an island is placed here.

To parameterise horizontal eddy mixing of tracers, a version of the scheme in

Gent & McWilliams (1990) by Visbeck et al. (1997) is used. Parameterisation

of vertical mixing near to the surface uses a combination of a mixed layer sub-

model from Kraus & Turner (1967) and a K-Theory scheme. Roberts et al. (1996)

shows that simulations of the sub-polar gyre in the region of the Denmark Straits

and the Iceland-Scotland ridge are particularly sensitive to details of the mixing

of overflow water, so the convective adjustment is modified so that downslope

mixing is represented more accurately. Similarly, a parameterisation is made of

Mediterranean outflow water, where there is partial water mixing over the strait

of Gibraltar.

Whilst the ocean component utilises a 1.25◦× 1.25◦ horizontal grid, for coast-

line areas the atmospheric resolution of 2.5◦ × 3.75◦ is used, to ease the coupling

process (Gordon et al., 2000).

3.1.1.3 Sea ice

The sea ice model utilised in HadCM3 uses a basic thermodynamic scheme, based

on the zero-layer model described in Semtner (1976), which was developed from

the one-dimensional sea ice model set out in Maykut & Untersteiner (1971). This

model consists of four layers – ocean, ice, snow and atmosphere – with heat

balance equations determining the fluxes at the boundaries between the layers,

and equations describing heat conduction in the snow and ice layers. The ice heat
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conduction equation includes a term for an internal heat source. Snow cover is

affected by linear accumulations from August through to May. The model does

not account for any mechanical stresses on ice.

Ice dynamics in HadCM3 are based on parameterisations set out in Bryan

(1969). The advection of the sea ice is based on the mean speed of the currents

in the first 100 m below the ocean surface. In HadCM3 the currents are based on

the windstress, which is applied to the ocean below the ice (Gordon et al., 2000).

Sea ice concentration parameterisation is based on Hibler (1979). The model

creates sea ice when the sea surface temperature drops below -1.8◦C, or from ad-

vection from the sea ice edge (Cattle & Crossley, 1995). New ice that is formed

has thickness of 0.5 m, and enough sea ice is allowed to form to satisfy heat

conservation. This enables fractional sea ice coverage in the model, and a param-

eterisation of leads. In the Arctic, sea ice can achieve a maximum concentration

of 99.5%, with a maximum of 98% in the Antarctic (Gordon et al., 2000).

The rate of change of the mean sea ice thickness (hI) as a function of time,

t, over a grid square changes according to equation (3.1), following Bryan et al.

(1975). Here, v is the ocean current vector, AH is ocean thermal diffusivity, and

δh = 1 when h < 4 m, and 0 when h > 4 m.

∂hI/∂t = ∇ · (δhvhI) + AH∇2hI + thermodynamic changes (3.1)

The effects of heat flux exchange over leads are divided into changes to the

temperature of the upper layer of the ocean and the melting or formation of ice.

The division of the effects is directly proportional to the concentration of sea ice

over the given model grid square (Cattle & Crossley, 1995). The zero-layer model

based on Semtner (1976) treats the ice-snow layer as a single slab, and the surface

temperature of the ice is determined by equation (3.2):

C∗∂T/∂t = RN +H + LE + kS(TS − TF )/[hS + (hIkS/kI)] (3.2)

where C∗ is the effective surface thermal capacity, RN is the net solar plus

longwave radiation flux, H is the surface sensible heat flux, E is the surface

evaporative flux and L is the latent heat of vaporisation (or sublimation of the

surface if snow covered). kS and kI are thermal diffusivities of snow and ice,
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hS and hI snow and ice layer thicknesses and TS and TF the ice/snow and ice

bottom temperatures respectively. Both TF and the surface temperature of leads

are assumed to be −1.8◦C (Cattle & Crossley, 1995).

In grid boxes containing sea ice above ocean surface layer temperatures higher

than −1.8◦C, the bottom heat flux from ocean to ice, Ho, is described by equation

(3.3):

Ho = ρck(T1 − TF )/0.5∆z1 (3.3)

where ρ is the density of seawater, c the specific heat capacity of seawater, k

a diffusivity parameter (set at 2.5×10−3 m2 s−1), with T1 the temperature of the

top ocean layer in the model, with depth ∆z1.

For surface air temperatures of −10◦C or colder, the sea ice albedo is set at

0.8. For SATs between -10 and 0◦C, the albedo decreases linearly to a minimum

of 0.5. This temperature dependent evolution of sea ice albedo intends to capture

the effects of the aging and melting of snow, and the presence of melt ponds on

the sea ice albedo. Leads have a constant albedo of 0.06 (Gordon et al., 2000).

Sea ice is assumed to have a constant salinity of 0.6‰(Gordon et al., 2000).

3.1.1.4 Atmosphere-ocean coupling

Coupling occurs once every day in the model run. First the atmosphere com-

ponent runs for a day, with fixed SSTs. All the forcing fluxes accumulate every

30 minutes (time step of the model). Once a day has finished in the atmosphere

component, the fluxes are passed to the ocean component, which then runs for

one day as well. Once this has concluded, the updated SSTs and sea ice extents

are passed to the atmospheric component of the model, and the next day’s run

begins with the new information. Because there are six ocean grid points for

every atmosphere grid point, averaging and/or interpolation is required for the

data transfer to take place.
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3.1.2 Simulation of modern climate

3.1.2.1 Temperatures

Simulation of SSTs and sea ice extent by HadCM3 is discussed in Gordon et al.

(2000), whilst Pope et al. (2000) analyses the SAT simulation using HadAM3,

the atmosphere component of HadCM3. Sea surface temperatures are compared

to GISST2.2 observations (Houghton et al., 1996), sea ice extents to NSIDC

satellite observations, and SATs to the climatology from Legates & Willmott

(1990). Observations of SSTs and sea ice extents are compared to results from

a 400 year HadCM3 simulation, with the averages calculated from the final 40

years of the run. Trace gases are set at pre-industrial levels (Gordon et al., 2000).

Gordon et al. (2000) finds that all major observed SST features are reproduced

by HadCM3, in particular abrupt horizontal SST gradients associated with major

currents such as the North Atlantic Current, Antarctic Circumpolar Current and

the Kuroshio Current. The higher resolution of the ocean component in compar-

ison to HadCM2 is credited with being the major factor in the model ability to

maintain these gradients (Gordon et al., 2000).

Over most of the ocean, the SSTs are within 1◦C of the observations, although

there are some regions with greater differences, such as parts of the North At-

lantic and North Pacific where simulated SSTs are more than 3◦C cooler than

observations. Temperatures with more than 1◦C of warming compared to the ob-

servations are present south of the equator in the eastern tropics, off the coast of

California and in the Southern Ocean (Gordon et al., 2000). These error patterns

are also observed in SST simulations from other models of a similar age, such

as NCAR CSM1 (Boville & Gent, 1998) and ARPEGE T42/OPAICE (Barthelet

et al., 1998). Compared to the results from HadCM2, the HadCM3 SSTs repre-

sent a vast improvement (Gordon et al., 2000).

HadCM3 is demonstrated to overestimate the extent of the sea ice maximum

in the Arctic, with winter ice extending too far into the North Pacific, but the sim-

ulation of the minimum extent compares favourably with satellite observations.

The failure of warm waters from the North Atlantic to reach the Barents sea is

cited as a factor in the overestimation of winter sea ice extent (Gordon et al.,

2000). In the Southern Hemisphere, the seasonal variation and mean distribution
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of the sea ice extent compares well to the observed climatology, but winter sea

ice is too extensive.

The SATs simulated by HadAM3, as described in Pope et al. (2000), show a

substantial reduction in temperature bias when compared to HadAM2, but the

temperatures remain globally colder than the observed climatology (Legates &

Willmott, 1990), with notable cold biases in the Northern Hemisphere in winter

(Pope et al., 2000).

The simulations that were performed and discussed in Gordon et al. (2000)

and Pope et al. (2000) were set up with pre-industrial boundary conditions, but all

the climatologies to which they are compared are from 20th century observations,

when trace gases would have been higher, and the offset in some temperatures

and sea ice extents may be reflecting this.

3.1.2.2 Sea ice

An analysis of the simulation of Arctic sea ice by HadCM3 in Gordon et al.

(2000) shows that the simulated maximum sea ice extent exceeds the maximum

extent from satellite observations, but the simulated minimum extent displays

much better agreement. The high maximum extent is attributed to the winter

sea ice extending further into the North Pacific than observations indicate would

be realistic, as well as year round sea ice in the Barents sea. Gordon et al. (2000)

attributes this partly to the model not representing Svalbard as an island, so

warm North Atlantic currents are not diverted eastwards towards the Barents

sea, leading to an oversimulation of ice. An important caveat to note is that

Gordon et al. (2000) compared the results of a simulation intending to represent

the climate of the pre-industrial era, whereas the satellite observations measure

the sea ice extent of the late 20th century. Given the decline in sea ice that

has been observed, it would be expected that the simulations should be more

extensive than the observations. The close agreement of the minimum extent

in observations and models may suggest that HadCM3 underestimates summer

sea ice extent. HadCM3 was one of only two models in the CMIP2 ensemble to

simulate ice-free conditions at the end of the 21st century (Hu et al., 2004).
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Gregory et al. (2002) compares the Arctic sea ice output from a transient

simulation of the climate from 1860-2000 by HadCM3 with HadISST data (Rayner

et al., 2003), focusing on the comparison of the years 1970-1999. In addition to

simulating a similar average mean annual extent over this period (13.4× 106 km2

in HadCM3, 13.3 × 106 km2 in HadISST), the decadal trend over this period in

HadCM3 (−0.34×106±0.07 km2 per decade, equating to -2.5 ±0.5% per decade)

is very close to the observational trend of −0.33× 106 km2 (-2.5%) per decade.

3.2 Experimental design

All the mPWP simulations used PRISM3D boundary conditions (Dowsett et al.

(2010), section 1.3). The control simulation had an atmospheric CO2 concentra-

tion of 400 ppm, and used an orbital configuration identical to modern. Minimum

sea ice albedo was 0.5, with a maximum of 0.8.

The first ensemble of mPWP simulations looked at changes to the minimum

and maximum sea ice albedo in HadCM3. In addition to the control, 23 simula-

tions were run with changes to one or both of the minimum and maximum albedo,

creating a 24-member ensemble. The maximum albedo values used ranged from

0.5 to 0.9, at intervals of 0.1, with minimum albedo values ranging from 0.2 to

0.7 at the same interval. Combinations where the minimum value was greater

than or equal to the maximum value were not used. All combinations are shown

in Figure 3.1. Analysis of the results in chapter 4 focuses on just 3 of the 23

simulations, with no change to the maximum albedo, but the minimum reduced

to 0.2, 0.3 and 0.4. These are highlighted in Figure 3.1, with further details in

Table 3.1. All these simulations were run for 200 model years, each spun off from

a 500 year control run. Climatological averages were based on the final 30 years.

In addition to the mPWP simulations, four transient simulations were run,

which started with pre-industrial boundary conditions, and increased greenhouse

gas levels in line with historic rates up to the present day. The sea ice albedo

limits in these runs were the same as the limits in the mPWP simulations whose

results are analysed (see Table 3.1).

A second ensemble of mPWP is analysed in chapter 6. As in the first en-

semble, PRISM3D boundary conditions are used, but changes are made in some
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Figure 3.1: Minimum and maximum sea ice albedo combinations represented

in the first ensemble of mPWP simulations run. Symbols filled in black rep-

resent simulations which are analysed in chapter 4 and from which the results

are presented. The square icon indicates the albedo combinations of the control

simulation.

simulations to orbital configuration and atmospheric CO2 concentrations, as well

as minimum sea ice albedo. Table 3.2 contains the details of all the ensemble

members.

Five different orbital configurations are represented in the ensemble. In ad-

dition to the standard, identical to modern configuration, four configurations

are selected, based on the astronomical solution of Laskar et al. (2004). These

configurations have maximum insolation at 65◦N in the mPWP during January,

March, July and September. These months were selected as January and July

are the middle months of the traditional definitions of winter (DJF) and summer

(JJA), whilst March and September are the months when sea ice extent reaches

its maximum and minimum respectively.

In addition to changes to the orbit, simulations were run with atmospheric

CO2 levels of 300 ppm and 500 ppm, to assess the sensitivity of changes in the
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Table 3.1: Key details of the four mid-Pliocene simulations indicated in Figure

3.1 for which results are analysed in chapter 4, and details of the four modern

transient simulations, also analysed in chapter 4.

Experiment Minimum sea Boundary Atmospheric CO2

type ice albedo conditions concentration (ppmv)

0.5

Mid-Pliocene 0.4 Mid-Pliocene 400 (constant)

0.3 (PRISM3D)

0.2

0.5 Initial concentration of

Modern 0.4 Pre-industrial 280, followed by

transient 0.3 increase at historical

0.2 observed rate

mid-Pliocene Arctic sea ice to variability in CO2. Whilst some studies appear to

suggest that 300 ppm is a plausible mid-Pliocene CO2 value (e.g. Badger et al.

(2013); Zhang et al. (2013a)), at least at some point, 500 ppm is above the upper

estimates of mid-Pliocene CO2. These simulations should therefore be viewed as

an investigation of sea ice sensitivity, rather than a representation of what could

have occurred in the mPWP.

The alternative minimum albedo of 0.2, studied in chapter 4, is also investi-

gated in this ensemble. All combinations of the five orbital configurations, three

atmospheric CO2 concentrations and two minimum albedo values are used, giving

a 30-member ensemble.

All simulations were run for 500 years, to ensure that all reached equilibrium

once readjusting from the changes in orbit, although the timeseries demonstrated

that all had reached equilibrium by 200 years. Climatological averages were based

on the final 30 years. Like the first ensemble, all simulations were spun off from

a 500 year control run.

The experiments analysed in chapter 5 are the results of the Pliocene Mod-

elling Intercomparison Project (PlioMIP), for which eight different modelling

groups conducted simulations of pre-industrial and mid-Pliocene climate, follow-
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Table 3.2: Combinations of orbital configuration (with eccentricity, precession

and obliquity values), pCO2 and minimum sea ice albedo of the 30 simulations.

Experiment Orbital Eccentricity/ Global Atmospheric CO2 Minimum

name Equivalent Precession/ mean annual concentration albedo

(kyr BP) Obliquity insolation (W/m2) (ppmv)

Mod 300 0.5 300 0.5

Mod 400 0.5 0.016702 400 0.5

Mod 500 0.5 Modern 0.01628 342.05 500 0.5

Mod 300 0.2 23.439 300 0.2

Mod 400 0.2 400 0.2

Mod 500 0.2 500 0.2

Jan 300 0.5 300 0.5

Jan 400 0.5 0.053487 400 0.5

Jan 500 0.5 3057 -0.02318 342.49 500 0.5

Jan 300 0.2 22.914 300 0.2

Jan 400 0.2 400 0.2

Jan 500 0.2 500 0.2

Mar 300 0.5 300 0.5

Mar 400 0.5 0.040574 400 0.5

Mar 500 0.5 3140 0.02343 342.28 500 0.5

Mar 300 0.2 22.719 300 0.2

Mar 400 0.2 400 0.2

Mar 500 0.2 500 0.2

Jul 300 0.5 300 0.5

Jul 400 0.5 0.051086 400 0.5

Jul 500 0.5 3037 -0.04239 342.45 500 0.5

Jul 300 0.2 23.642 300 0.2

Jul 400 0.2 400 0.2

Jul 500 0.2 500 0.2

Sep 300 0.5 300 0.5

Sep 400 0.5 0.054281 400 0.5

Sep 500 0.5 3053 0.03551 342.50 500 0.5

Sep 300 0.2 22.947 300 0.2

Sep 400 0.2 400 0.2

Sep 500 0.2 500 0.2
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ing a consistent experimental design. Table 3.3 summarises the important details

of the eight members of the PlioMIP ensemble. For details of the experimen-

tal design of PlioMIP, see chapter 5, in addition to Haywood et al. (2011a) and

Haywood et al. (2011b).
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Chapter 4

Sensitivity of Pliocene Arctic

climate to sea ice albedo

This chapter has been published in Geophysical Research Letters as:

Howell, F. W., Haywood, A. M., Dolan, A. M., Dowsett, H. J.,

Francis, J. E., Hill, D. J., Pickering, S. J., Pope, J. O., Salzmann, U.,

and Wade, B. S. “Can uncertainties in sea ice albedo reconcile patterns of

data-model discord for the Pliocene and 20th/21st centuries?”, Geophys. Res.

Lett. (2014).

Abstract

General circulation model simulations of the mid-Pliocene warm period (mPWP,

3.264 to 3.025 million years ago) currently underestimate the level of warming

that proxy data suggests existed at high latitudes, with discrepancies of up to

11◦C for sea surface temperature estimates, and 17◦C for surface air temperature

estimates. Sea ice has a strong influence on high latitude climates, partly due to

the albedo feedback. We present results demonstrating the effects of reductions in

minimum sea ice albedo limits in GCM simulations of the mPWP. Whilst mean

annual SAT increases of up to 6◦C are observed in the Arctic, the maximum

decrease in model-data discrepancies is just 0.81◦C. Mean annual SSTs increase

by up to 2◦C, with a maximum model-data discrepancy improvement of 1.31◦C.
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4.1 Introduction

It is also suggested that the simulation of observed 21st century sea ice decline

could be influenced by the adjustment of the sea ice albedo parameterisation.

4.1 Introduction

The mid-Pliocene Warm Period (mPWP), covering the interval between 3.264

and 3.025 million years ago (Dowsett et al., 2010), was a period of sustained

global warmth, when global annual mean temperatures are estimated to have

been 2 to 3◦C warmer than present day (Haywood & Valdes, 2004), an increase

within the warming range predicted by the IPCC for the end of the 21st century

(IPCC, 2007). Estimates of pCO2 fall in the range of 365-415ppm (Pagani et al.,

2010; Seki et al., 2010). General circulation model (GCM) simulations of mid-

Pliocene climates do not produce the level of high latitude warming, particularly

in the North Atlantic and Arctic regions, implied by the proxy data (Dowsett

et al., 2011; Haywood et al., 2013b; Salzmann et al., 2013).

Sea ice exerts a strong influence over high latitude climates, particularly in

the Arctic, through acting as an insulating cover between the ocean and the at-

mosphere, and its ability to amplify small changes through feedback mechanisms

(Kellogg, 1975; Maykut, 1978), such as the albedo feedback, which can cause the

amplification of an initial warming or cooling perturbation to the system (Curry

et al., 1995).

Sea ice albedo has often been used as a tuning mechanism in GCMs so that

simulated sea ice extents and thicknesses have better agreement with modern ob-

servations (Eisenman et al., 2008; Hunke, 2010). Since values in GCMs are tuned

with respect to present day, they may not remain valid for simulating radically

different climate states that existed in the past. This may also have implications

for the validity of model predictions of global change. As proxy data indicates

that high latitude surface air and sea surface temperatures (SATs and SSTs) were

several degrees warmer in the mid-Pliocene (Dowsett et al., 2011; Haywood et al.,

2013b; Salzmann et al., 2013), it is likely that in comparison to present day, less

winter ice cover would survive the summer. Data from ostracode assemblages and

ice rafted debris sediments in the Arctic basin suggest the presence of seasonal,
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rather than perennial sea ice in the Pliocene Arctic (Cronin et al., 1993; Moran

et al., 2006; Polyak et al., 2010).

Arctic summer sea ice extent has declined dramatically in the last 30 years

(Comiso et al., 2008; Stroeve et al., 2007), resulting in a shift towards increas-

ing levels of first-year sea ice (ice formed after the end of the most recent melt

season). GCMs have not successfully reproduced this decline, and have gener-

ally overestimated Arctic sea ice extent, particularly for the recent rapid decline

(Stroeve et al., 2007, 2012b). This may have implications for forecast simulations

of 21st century sea ice if the models have been tuned with respect to a climate

with more multi-year Arctic sea ice (ice that has survived at least one summer

melt season).

Perovich et al. (2007) and Perovich & Polashenski (2012) have provided ob-

servations demonstrating the evolution of multi-year and first-year sea ice albedo

throughout the summer. Multi-year sea ice albedo is shown to fall from a maxi-

mum of 0.85 to a minimum of ∼ 0.4 just before the onset of freeze-up. In contrast,

first-year ice albedo can be as low as 0.2, and is less than multi-year ice albedo

for most of the summer, never at any point exceeding it.

A large contribution to the difference in minimum albedo is the more extensive

melt pond coverage on first-year ice (Perovich & Polashenski, 2012; Polashenski

et al., 2012). The difference between first-year and multi-year sea ice questions

whether a minimum albedo value tuned for modern climate is appropriate for an

Arctic with a higher proportion of first-year ice than present day.

This paper explores whether reducing the minimum sea ice albedo limit in the

Hadley Centre Coupled Climate Model Version 3 (HadCM3), in accordance with

that expected from a higher proportion of first-year ice, could improve model-

data agreement at high latitudes for the mid-Pliocene warm period. We focus

only on the sea ice albedo in order to better quantify the effects with regard to

the observations in Perovich & Polashenski (2012). We also examine the response

of September Arctic sea ice extent to albedo limit changes for modern transient

simulations. If a lower minimum albedo can better reproduce the recent trend

of sea ice decline, then as recent observations highlight a shift towards seasonal

rather than perennial sea ice, this could reinforce the case for its use in simulations

of warmer climates such as the mid-Pliocene.
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4.2 Methods

4.2.1 Model Description

The model used in this study was HadCM3, a coupled atmosphere-ocean GCM

produced by the UK Met Office Hadley Centre. In addition to the atmosphere

and ocean, HadCM3 also contains vegetation and sea ice components (Gordon

et al., 2000).

The atmosphere component of HadCM3 has a horizontal resolution of 2.5◦ ×
3.75◦ (latitude × longitude), which at the equator gives a grid box representing

278km × 419km, and comprises of 19 vertical levels (Gordon et al., 2000). The

horizontal grid resolution of the ocean component is 1.25◦×1.25◦, giving six ocean

grid boxes for every atmosphere box, with 20 vertical levels. Coupling occurs once

per day in the model run, with the forcing fluxes accumulating every 30 minute

model time step (Gordon et al., 2000).

The sea ice model utilises parameterisations of ice drift and leads alongside a

basic thermodynamic scheme (Cattle & Crossley, 1995). Semtner (1976) provides

the basis for the thermodynamics of the model, and ice concentration parame-

terisation is based on Hibler (1979). The model also utilises a sea ice dynamics

parameterisation, based on Bryan (1969). A more detailed description of the sea

ice component can be found in Appendix A.

4.2.2 Experimental Set Up

In order to investigate the impacts of changes to the minimum sea ice albedo

(αmin) on simulations of the mid-Pliocene, four simulations with mid-Pliocene

boundary conditions were run with αmin values of 0.5 (control), 0.4, 0.3 and 0.2.

All used the standard maximum albedo of 0.8. Each simulation was run for 200

years, spun off from an initial 500 year control run, with climatological averages

based on the final 30 years. All simulations had achieved equilibrium before 200

years.

In addition to the Pliocene runs, we ran four transient simulations, which

started with pre-industrial boundary conditions and increased greenhouse gas

75



4. SENSITIVITY OF PLIOCENE ARCTIC CLIMATE TO SEA ICE
ALBEDO

levels in line with the historic rates up to the present day. Results were com-

pared against historical observations from the Hadley Centre’s HadISST data

set (Rayner et al., 2003). The alternative sea ice albedo limits used in the mid-

Pliocene simulations were also applied to these runs.

The experimental design uses the template set out in Haywood et al. (2011b).

All simulations use PRISM3D boundary conditions, at the time of writing the

most recent version of the PRISM palaeoenvironmental reconstruction (Dowsett

et al. (2010), see Appendix A for more details).

Figure 4.1: Mean annual temperature (◦C) anomalies (alternative minus stan-

dard) for Pliocene simulations with αmin values: (a) & (d) 0.2, (b) & (e) 0.3, (c)

& (f) 0.4. Standard αmin is 0.5 . (a) - (c) show the SAT anomalies, with (d) -

(f) displaying SST anomalies. Locations of data sites from Tables 4.1 and 4.2 are

also shown.
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4.2.3 Model-Data Comparisons

To assess the effectiveness of the changes to the sea ice albedo limits on mid-

Pliocene model-data mismatches, the model results were compared to mid-Pliocene

SAT and SST proxy data temperature estimates. SAT estimates are based on

palaeobotanical proxy data (Salzmann et al., 2008, 2013), and SST estimates are

achieved using multiple proxies, based on Mg/Ca and alkenone palaeothermom-

etry, and planktonic foraminiferal assemblages (Dowsett et al., 2013, 2010).

We focus on the region north of 60◦N. Whilst several SAT and SST data sites

outside of this region have large model-data differences, no significant warming is

observed in the northern hemisphere south of 60◦N in our simulations, so these

sites display no change in the model-data mismatch. There are nine SAT and

five SST data sites north of 60◦N (Dowsett et al., 2012; Salzmann et al., 2013).

For each site we identified the difference between the proxy data estimates and

the control simulation temperatures. These are compared with the temperatures

produced by the three simulations with reduced minimum albedo. Sites with a

model-data mismatch reduction of greater than 0.5◦C are presented in the main

paper, with the full set shown in Appendix A.

4.3 Results

4.3.1 Pliocene Albedo Runs

4.3.1.1 Annual

Figure 4.1 shows the mean annual SAT and SST anomalies north of 60◦N for the

simulations with reduced minimum sea ice albedo. Each display an increase in

SAT over the Arctic Ocean, and in most cases this warming spreads across some

terrestrial regions. The SAT increase is in excess of 5◦C in some areas in the

simulation with αmin = 0.2.

In comparison with the SAT response, the overall SST response is weaker

(Figure 4.1). A small response is shown for the run with αmin = 0.2, with an

increase of around 1◦C over most of the ocean north of 60◦N, with the exception

of a region east of Greenland and surrounding Iceland which shows largely no
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change, as this region was already sea ice free in the standard Pliocene simulation.

The simulations with αmin reduced to 0.3 and 0.4 show changes of a similar

magnitude, but cover less area - in the case for αmin = 0.4, the change is limited

to a small region around the Barents Sea.

Table 4.1: Pliocene SAT anomalies (model simulated temperature minus proxy

reconstructed temperature) at three palaeodata sites. Anomalies are displayed

for the control and αmin = 0.2 simulations.

Site Latitude/Longitude Control Anomaly αmin = 0.2 anomaly

Beaver Pond 78.40◦/-82.00◦ -14.51◦C -13.7◦C

Ocean Point 70.00◦/-153.00◦ -8.92◦C -8.2◦C

Lena River 72.20◦/125.97◦ -12.01◦C -11.4◦C

At six of the nine SAT palaeodata sites north of 60◦N, the temperature change

between the control and the αmin = 0.2 simulation was less than 0.25◦. Table 4.1

shows the locations of the other three SAT data sites, which all displayed increases

of at least 0.5◦C in the αmin = 0.2 simulation in comparison to the control, and

the model minus data SAT anomalies for those two simulations at each site.

Similarly, two of the five SST data sites north of 60◦N displayed temperature

differences of less than 0.25◦C between the two discussed simulations. Table 4.2

summarises the same information for the three remaining SST sites as Table 4.1

does for the SAT sites. The locations of both the marine and terrestrial sites are

displayed in Figures 4.1 and 4.2.

4.3.1.2 Seasonal

Figure 4.2 shows the four mean seasonal SAT anomalies for the run with αmin =

0.2. The largest response is seen in northern hemisphere autumn (SON), where

the SAT anomaly is as much as 10◦C over some areas of the Arctic. Winter (DJF)

also shows a strong response, with SAT increases over the Arctic basin of 4-6◦C.

DJF is the only season where any substantial terrestrial SAT increase is observed.

In contrast to SON and DJF, the SAT anomalies in spring (MAM) and summer

(JJA) are much weaker.
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Figure 4.2: Mean seasonal temperature(◦C) anomalies (alternative minus stan-

dard) for Pliocene simulation with αmin = 0.2, showing (a) & (e) summer (JJA),

(b) & (f) autumn (SON), (c) & (g) winter (DJF), (d) & (h) spring (MAM). (a) -

(d) show the SAT anomalies, with (e) - (h) displaying SST anomalies. Locations

of data sites from Tables 4.1 and 4.2 are also shown.

4.3.2 Transient Runs

Figure 4.3 shows the Arctic September sea ice extents (area where sea ice con-

centration is greater than 15%) for the four transient simulations for the histor-

ical period, alongside the HadISST sea ice extent observations (Rayner et al.,

2003). Generally, GCMs overestimate the simulation of sea ice extent (Stroeve

et al., 2007) in comparison to observations. However, Figure 4.3 indicates that

HadCM3 is an exception, and for the majority of the observational period pro-

duces a lower September Arctic sea ice extent than observations. The HadCM3

standard simulated sea ice extent does not exceed the observations until into the

21st century, where large declines in September sea ice extent are observed, and

not reproduced by HadCM3.

All three simulations with reduced minimum albedo produce lower extents

than the control, and at all points are lower than the observations. Each shows a

very rapid initial decline before settling in to a slower downward trend after less
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Figure 4.3: Arctic September sea ice extent (106 km2) from observations (thick

red line) and 4 HadCM3 transient simulations with varying minimum sea ice

albedo.

than ten model years. The simulation with αmin = 0.2 is intermittently sea ice

free from approximately 20 years in to the simulation.

4.4 Discussion

4.4.1 Pliocene Albedo Runs

Tables 4.1 and 4.2 highlight that although the reduction in the minimum albedo

limit has helped produced greater high latitude warming, it is having a limited

effect on reducing the data-model mismatches. Substantial changes are only

seen at six data sites, three marine and three terrestrial. Data for these sites are

presented in Tables 4.1 and 4.2, with the data for all sites north of 60◦N presented

in Tables A.1 and A.2 in Appendix A.
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Table 4.2: Pliocene SST anomalies (model simulated temperature minus proxy

reconstructed temperature) at three palaeodata sites. Anomalies are displayed

for the control and αmin = 0.2 simulations.

Site Latitude/Longitude Control Anomaly αmin = 0.2 anomaly

Colvillian 70.29◦/-150.42◦ -2.26◦C -1.61◦C

ODP 909 78.58◦/-3.07◦ -9.82◦C -8.51◦C

ODP 911 80.47◦/8.23◦ -11.14◦C -10.21◦C

The changes are mostly very small in comparison to the difference between the

model and data temperature. For the SATs, the changes represent reductions in

the model-data mismatch of just 5 to 8%. All increases are within the uncertainty

ranges, when provided, for reconstructed SATs (Salzmann et al., 2013). The

largest increases in SAT over the Arctic have occurred over the ocean. In the

terrestrial regions, where the Pliocene proxy data exists, temperature increases

have been much lower.

Lawrence et al. (2008) demonstrate, using the CCSM3 model, that SAT in-

creases as a result of sea ice loss can penetrate up to 1500km inland, covering a

much larger area than shown in Figures 4.1 and 4.2. This suggests that CCSM3

has stronger inland atmospheric heat transport than HadCM3, and therefore

there is an element of model dependency on the extent to which the SAT anoma-

lies are reduced. A similar set of simulations performed with a model such as

CCSM3 with stronger inland heat penetration may prove more effective at re-

ducing the data-model discrepancies than HadCM3 has shown in this study.

The PRISM time slab covers a period of up to 300,000 years, during which the

orbital configurations varied substantially. It is not clear whether the proxy data

is representative of the orbital configuration used in the experiment (identical to

modern), or whether they may be indicating temperatures from times with the

warmest orbital configurations of the time slab.

Salzmann et al. (2013) ran a simulation under PlioMIP boundary conditions

with orbital configurations adjusted to ensure maximum Pliocene top of the at-

mosphere incoming insolation 65◦N in July, based on the astronomical solution of

Laskar et al. (2004). Figure A.7 shows the SAT differences between this simula-
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tion (Pliocene NH Max), and the simulation with αmin = 0.2. The Pliocene NH

Max simulation unsurprisingly produces higher SATs at mid-latitudes in spring

and summer, as the orbit was picked to produce the maximum summer insolation

at 65◦N, and there is little warming produced at these latitudes by reducing αmin.

However, the simulation with αmin = 0.2 produces much higher SAT increases in

autumn and winter over the region north of 60◦N.

Figure A.8 demonstrates that, with the exception of part of the Bering Sea

in winter and spring, the Pliocene NH Max simulation does not melt more sea

ice than the αmin = 0.2 simulation. The difference is particularly striking in

the autumn months, where the Pliocene NH Max simulation does not produce

the large sea ice reduction seen in the αmin = 0.2 simulation. The effects of the

combination of these two factors will be tested in a future study.

Whilst the overall SST response was weaker than the SAT response, the

changes highlighted in Tables 4.1 and 4.2 show a slightly greater increase on

average for the SST data sites. These changes resulted in reductions in the

model-data mismatch of 8 to 29%, much higher than for the SATs, although this

is partly due to the initial SAT differences being much larger. Similarly to the

SATs, all SST changes are less than the errors associated to the techniques used

to reconstruct the Pliocene temperatures (Dowsett et al., 2009).

The counterintuitive seasonal SAT warming pattern, seen in Figure 4.2, has

been previously observed in modelling and observational studies (Kumar et al.,

2010; Screen & Simmonds, 2010a,b), which look at the effects of declining Arctic

sea ice cover. It is suggested that the pattern is caused when the increased heat

absorbed by the ocean in summer due to sea ice loss is released over the autumn

and winter as the sea ice recovers. The simulation with αmin = 0.2 sees a 55%

decrease in sea ice fraction in JJA, and an 89% decrease in SON, suggesting that

the seasonal warming pattern of this simulation is also due to a large decrease in

sea ice cover. Further discussion of this pattern is found in Appendix A.

4.4.2 Transient Runs

Whilst all simulations underestimated late 20th century sea ice extent, results for

the 21st century show the observations declining faster than the HadCM3 stan-
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dard simulation (Figure 4.3). The HadCM3 sea ice extent continues the same

downward trend in the 21st century that it displays for the 20th, in comparison

to the accelerated decline seen in the observations, implying that the two will con-

tinue to diverge. As the September sea ice extent declines further, an increasing

proportion of the sea ice cover will be first-year ice, which has a lower albedo than

multi-year ice (Perovich & Polashenski, 2012; Polashenski et al., 2012). This may

imply that a different sea ice albedo set up (with a lower minimum value) would

be more appropriate for future simulations than one better suited to a climate

with a greater proportion of multi-year ice.

Figure 4.3 demonstrates that there are problems using any fixed minimum sea

ice albedo. Whilst the standard HadCM3 set up appears unsuitable for simulating

21st century sea ice, the simulations with reduced albedo produce sea ice extents

substantially below observations. A more sophisticated parameterisation, allow-

ing the minimum sea ice albedo to vary depending on the age of the ice, could

enable the model to match the observations more closely. However, this would

require the inclusion of a tracer for sea ice age into the model (e.g., Hunke & Bitz

(2009)), a level of sophistication beyond the capabilities of HadCM3. More mod-

ern models, such as CCSM4, implement shortwave radiation parameterisations

to simulate the surface albedo, rather than basing it on bulk sea ice properties

such as surface temperatures (Holland et al., 2011). The greater capabilities of

these models highlights a disadvantage to using an older model such as HadCM3,

although as Koenigk et al. (2013) demonstrates, CCSM4 still does not achieve

the low albedos observed in Perovich & Polashenski (2012).

The divergence of the control HadCM3 simulated September sea ice extent

and the observations in the 21st century shown in Figure 4.3 is a clear indication

that the standard sea ice albedo settings are not suitable for simulating warmer

climates with a higher proportion of first-year ice. As proxy data indicates that

high latitude mid-Pliocene SSTs were warmer than present day (Dowsett et al.,

2010), then it is not unreasonable to infer that mid-Pliocene Arctic sea ice cover

would have been diminished, with less sea ice surviving the summer. The sea

ice would therefore have been dominated by first-year ice, and consequently a

different albedo parameterisation, enabling a lower minimum, would be more

suitable for mid-Pliocene simulations.
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4.5 Conclusions

This paper has demonstrated the capabilities and limitations of the influence of

the sea ice albedo feedback. The use of a lower sea ice albedo limit, one more suit-

able for a warmer than present day climate with almost certainly less multi-year

ice, has led to mean annual SAT increases of up to 6◦C over the Arctic ocean.

However, the effect on mid-Pliocene model-data mismatches is much smaller. Any

changes in these mismatches are small in comparison to the overall model-data

temperature differences, and are within the uncertainty ranges of the temperature

reconstruction for each site, when provided (Salzmann et al., 2013). The maxi-

mum changes seen in data-model mismatches for SSTs are slightly higher than for

SATs, despite the overall response being much weaker, however these changes are

also less than the uncertainty ranges for the reconstructed temperatures (Dowsett

et al., 2009).

These results suggest that temperature increases large enough to eliminate

the model-data mismatch, particularly for SATs, are unlikely to be solely driven

by ocean based changes to the model, except in extreme scenarios such as the

complete removal of Pliocene Arctic sea ice (e.g. Ballantyne et al. (2013)). The

changes made to the minimum sea ice albedo can be considered a useful tool in

helping to close this gap, but they can only be a small part of a larger effort.

The transient simulations highlight an area in which the albedo changes have

had a particularly dramatic effect. There is a large sea ice reduction in autumn

in the Pliocene simulations, and this is replicated in the transient runs, resulting

in a large difference in the September sea ice extent minimum in comparison to

the control. The failure of the HadCM3 standard parameterisation to reproduce

the recent sea ice decline suggests it is not suited to simulating climates with

higher proportions of first-year sea ice. Currently there is insufficient data to say

with any certainty whether the alternative sea ice albedo minima will simulate

21st century Arctic sea ice better. However, these alternative albedo limits would

appear to have a greater chance at replicating the rapid downward trend seen in

the observations than the standard settings.
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Chapter 5

Assessment of simulations of

Arctic sea ice in the PlioMIP

models

This chapter is under review in Climate of the Past as:

Howell, F. W., Haywood, A. M., Otto-Bliesner, B. L., Bragg, F.,

Chan, W.-L., Chandler, M. A., Contoux, C., Kamae, Y., Abe-Ouchi,

A., Rosenbloom, N. A., Stepanek, C. and Zhang, Z.. “Arctic sea ice

simulation in the PlioMIP ensemble” (2015).

Abstract

Eight general circulation models have simulated the mid-Pliocene Warm Period

(mid-Pliocene, 3.264 to 3.025 Ma) as part of the Pliocene Modelling Intercompar-

ison Project (PlioMIP). Here, we analyse and compare their simulation of Arctic

sea ice for both the pre-industrial and the mid-Pliocene. Mid-Pliocene sea ice

thickness and extent is reduced, and the model spread of extent is more than

twice the pre-industrial spread in some summer months. As for the proxy-record,

the simulated predominant sea ice state is ambiguous; half of the models in the

ensemble simulate ice-free conditions in the mid-Pliocene summer, in contrast to
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proxy data evidence that suggests the possibility of perennial sea ice. Correla-

tions between mid-Pliocene Arctic temperatures and sea ice extents are almost

twice as strong as the equivalent correlations for the pre-industrial simulations.

The need for more comprehensive sea ice proxy data is highlighted, in order to

better compare model performances.

5.1 Introduction

The mid-Pliocene warm period (mid-Pliocene), spanning 3.264 to 3.025 Myr ago

(Dowsett et al., 2010) was a period exhibiting episodes of global warmth, with

estimates of an increase of 2 to 3◦C in global mean temperatures in comparison

to the pre-industrial period (Haywood et al., 2013b). The mid-Pliocene is the

most recent period of earth history that is thought to have atmospheric CO2

concentrations resembling those seen in the 21st century, with concentrations

estimated to be between 365 and 415 ppm (e.g. Pagani et al. (2010); Seki et al.

(2010)). Therefore, this time period is a useful interval in which to study the

dynamics and characteristics of sea ice in a warmer world.

September 2012 saw Arctic sea ice fall to a minimum extent of 3.4× 106 km2,

a reduction of 4.2× 106 km2 since the beginning of satellite observations in 1979

(Parkinson & Comiso, 2013; Zhang et al., 2013a). The Arctic is widely predicted

to become seasonally ice free before the end of the 21st century (under RCP

4.5) (e.g. Massonnet et al. (2012); Stroeve et al. (2012b)), with some projections

suggesting an ice free Arctic by 2030 (Wang & Overland, 2012), whilst other

studies (e.g. Boé et al. (2009)) suggest a later date for the disappearance of

summer Arctic sea ice.

There is debate concerning whether the Arctic sea ice in the mid-Pliocene

was seasonal or perennial. Darby (2008) suggests that the presence of iron grains

in marine sediments extracted from the Arctic Coring Expedition (ACEX) core,

located on the Lomonosov Ridge (87.5◦N, 138.3◦W), shows that there was year

round coverage of sea ice at this location, whilst there are indications from ostra-

code assemblages and ice rafted debris sediments as far north as Meighen Island

(approx. 80◦N) that Pliocene Arctic sea ice was seasonal (Cronin et al., 1993;

Moran et al., 2006; Polyak et al., 2010). The prospect of the Arctic becoming
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ice-free in summer in the future increases the importance of the investigation of

past climates which may have had seasonal Arctic sea ice. Of particular interest

is an understanding of the processes and sensitivities of Arctic sea ice under such

conditions and of the general impact of reduced summer Arctic sea ice on climate.

Whilst many studies have focused on the simulation of Arctic sea ice for

present and future climate by a variety of modelling groups (e.g. Arzel et al.

(2006), Parkinson et al. (2006), Stroeve et al. (2007), Johnson et al. (2007), Hol-

land & Stroeve (2011), Stroeve et al. (2012b), Johnson et al. (2012), Blanchard-

Wrigglesworth & Bitz (2014), Stroeve et al. (2014), Shu et al. (2015)), there has

been little focus on the simulation of past sea ice conditions by an ensemble of

models, particularly for climates with warmer than modern temperatures and

reduced Arctic sea ice cover. Berger et al. (2013) looks at the response of sea

ice to insolation changes in simulations of mid-Holocene climate by PMIP2 and

PMIP3 models, which shows that all the models simulate a modest reduction in

summer sea ice extent in the mid-Holocene compared to the pre-industrial control

(mean difference is lower than the difference in the mean observational Arctic sea

ice extents for 1980-1989 and 2000-2009), but in the winter approximately half

simulate a more extensive mid-Holocene sea ice cover.

The Pliocene Modelling Intercomparison Project (PlioMIP) is a multi-model

experiment which compares the output of different models’ simulations of the

mid-Pliocene, as well as pre-industrial simulations, each following a standard

experimental design, set out in Haywood et al. (2011a,b) (further details in section

5.2.1). In this study we analyse the simulation of Arctic sea ice in each of the

participating models in PlioMIP Experiment 2 (see Table 5.1), focusing on both

the pre-industrial and mid-Pliocene outputs. We quantify the variability of sea

ice extent and thickness in both simulations, and present an overview of some of

the important mechanisms influencing the simulation of sea ice.
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5.2 Methods

5.2.1 PlioMIP experimental design

Two experimental designs for the PlioMIP simulations are described, Experi-

ment 1 in Haywood et al. (2011a) and Experiment 2 Haywood et al. (2011b).

Experiment 1 used atmosphere only GCMs (AGCMs), whilst Experiment 2 used

coupled atmosphere-ocean GCMs (AOGCMs). Both experimental designs de-

scribe the model set-up for pre-industrial and mid-Pliocene simulations. The

PRISM3D reconstruction provides the boundary conditions for the mid-Pliocene

simulations, which in Experiment 1 also includes the prescribed SSTs and sea

ice extents. SST reconstruction utilises a multi-proxy approach, based on fau-

nal analysis, alkenone unsaturation index palaeothermometry, and foraminiferal

Mg/Ca ratios Dowsett et al. (2010). Maximum sea ice extent in the mid-Pliocene

is set as equal to modern sea ice extent minimum, with sea-ice free conditions

for the mid-Pliocene minimum extent (Haywood et al., 2011a). These boundary

conditions are based on inferences from the SST reconstruction, and evidence

from diatoms and sedimentological data (Dowsett et al., 2010). In both Exper-

iment 1 and Experiment 2, atmospheric CO2 is 405 ppm, and a modern orbital

configuration is used.

In Table 5.1, details of the eight models which ran PlioMIP Experiment 2

simulations are summarised. With the exception of GISS-E2-R, each model was

also used for Experiment 1 simulations. Four of the models (CCSM4, GISS-

E2-R, HadCM3 and IPSLCM5A) are also represented in the CMIP5 ensemble,

the results for which are contrasted with the PlioMIP results. Higher resolution

versions of MIROC4m and NorESM-L, and an updated version of MRI-CGCM

also ran CMIP5 simulations. COSMOS was not represented in CMIP5, or any

related version of it.

5.2.2 Analysis of results

We focus on the key sea ice metrics of extent (defined as the area of ocean

where sea ice concentration is at least 15%), thickness, and volume. We follow

the example of Berger et al. (2013) and examine the mean sea ice thickness
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north of 80◦N. To understand differences in the models’ simulation of sea ice,

we quantify correlations between the sea ice metrics and sea surface and surface

air temperatures. We also compare the pre-industrial and mid-Pliocene sea ice

extents to establish how closely correlated they are. This enables us to determine

to which degree the mid-Pliocene sea ice cover is influenced by the temperatures

and control simulations.

In our analysis, we define winter as the months February to April (FMA), and

summer as the months August to October (ASO). The rationale is that in at least

half of the models these are the three months with the highest and lowest mean

sea ice extents respectively. This is in contrast to the typical seasonal definitions

of winter (December to February) and summer (June to August).

5.3 Results

5.3.1 Pre-industrial sea ice simulations

5.3.1.1 Sea ice extent

Plots of the mean summer and winter pre-industrial Arctic sea ice concentrations

are shown in Figure 5.1. Across the eight-member ensemble, the multi-model

mean annual sea ice extent is 16.17 ×106 km2 (Table 2), with a winter (FMA)

multi-model mean of 20.90 ×106 km2, and a summer (ASO) multi-model mean

of 10.98 ×106 km2. The individual models’ annual means range from 12.27 ×106

km2 (IPSLCM5A) to 19.85 ×106 km2 (MIROC4m) (Table 5.2), and monthly

multi-model means range from a minimum of 10.01 ×106 km2 (September) to a

maximum of 21.24 ×106 km2 (March, Figure 5.2). The lowest individual monthly

extent is 7.00 ×106 km2 (HadCM3, September), with the highest monthly extent

produced by MRI-CGCM (March), measuring 27.01 ×106 km2 (Figure 5.2).

Figure 5.2 reveals the differences in the annual sea ice extent cycles across

the ensemble. The sea ice extent amplitudes of NorESM-L and IPSLCM5A are

6.39 and 7.36 ×106 km2 respectively (Table 5.2). These are the only models in

the ensemble with seasonal amplitudes below 10 ×106 km2. Other models in the

ensemble show a much larger seasonal cycle, in particular GISS-E2-R, MIROC4m

and MRI-CGCM, which have sea ice extent amplitudes of 14.03, 14.05, and 15.91
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Figure 5.1: Mean sea ice concentrations (%) for winter (FMA, upper half) and

summer (ASO, lower half) in the pre-industrial control simulations for each

PlioMIP Experiment 2 model. Missing data at the poles is a plotting artefact

(seen also in Figures 5.1, 5.3, 5.5, and 5.7).

×106 km2 respectively (Table 2). The ensemble mean sea ice extent amplitude is

11.18×106 km2.
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Figure 5.2: Annual cycle of total Arctic sea ice extent in the pre-industrial simu-

lations for each participating model in PlioMIP Experiment 2, and the ensemble

mean.

5.3.1.2 Sea ice thickness

North of 80◦N, the multi-model mean annual thickness is 2.97 m, with a winter

multi-model mean of 3.29 m and a summer multi-model mean of 2.52 m. Across

the ensemble, the annual mean thickness varies from 2.27 m (HadCM3) to 3.81

m (CCSM4). The winter thicknesses range from 2.56 m (NorESM-L) to 4.01

m (CCSM4), with summer between 1.27 m (GISS-E2-R) and 3.60 m (CCSM4).

Plots of mean winter and summer pre-industrial Arctic sea ice thicknesses are

shown in Figure 5.3.

Root mean square errors (RMSE) and spatial pattern correlations for mean

annual Arctic sea ice thickness are shown by Figure 5.4. MIROC4m has the

highest spatial pattern correlation with the ensemble mean (0.93), despite the

thickest ice in its simulation being located north of Eastern Siberia, opposite the

region of thickest ice in many of the models (see Figure 5.3). It also has the lowest

RMSE (0.55), marginally lower than COSMOS (0.56). MRI-CGCM displays the

lowest spatial pattern correlation with the ensemble mean (0.76) and the highest
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Figure 5.3: Mean sea ice thicknesses (m) for winter (FMA, upper half) and sum-

mer (ASO, lower half) in the pre-industrial control simulations for each PlioMIP

Experiment 2 model.

RMSE (1.33). The lowest spatial pattern correlation between two models is 0.51

(HadCM3 and MRI-CGCM), which have a RMSE of 1.83, the highest of the

ensemble. HadCM3 has a thickness spatial pattern which appears by eye very

different to other PlioMIP models, with the thickest ice in a wedge bounded
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5. ASSESSMENT OF SIMULATIONS OF ARCTIC SEA ICE IN
THE PLIOMIP MODELS

approximately by the 70◦N latitude line, and 120◦W and 150◦E (see Figure 5.3).

However, it has a greater spatial pattern correlation with the ensemble mean

than GISS-E2-R or MRI-CGCM, and the RMSE between the ensemble mean

thickness and HadCM3 is lower than GISS-E2-R or MRI-CGCM when compared

to the ensemble mean (Figure 5.4).

Figure 5.4: Root-mean-square error (RMSE) (top) and spatial pattern corre-

lations (bottom) of Arctic ice thickness in the pre-industrial (left) and mid-

Pliocene (right) simulations by the PlioMIP models and ensemble mean. The

single columns to the right show the RMSE and spatial pattern correlations for

between each model’s pre-industrial and mid-Pliocene mean annual Arctic sea ice

thickness.
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5.3.2 Pliocene simulations

5.3.2.1 Sea ice extent

In agreement with enhanced greenhouse forcing each model in the ensemble sim-

ulates a smaller sea ice extent in the mid-Pliocene simulation in comparison to

the pre-industrial (Figures 5.1 and 5.5). The multi-model mean annual extent for

the mid-Pliocene simulations is 10.84 ×106 km2, a reduction of 5.33 ×106 km2

(33.0%) in comparison to the respective multi-model mean of the pre-industrial

simulations. Annual means in the ensemble range from 7.60 ×106 km2 (NorESM-

L), to 15.84 ×106 km2 (MRI-CGCM) (Table 5.1).

The lowest multi-model monthly mean extent is 3.15 ×106 km2 (September),

and the highest is 16.59 ×106 km2 (March). In comparison to the pre-industrial

simulation, the lowest multi-model monthly mean extent is reduced by 6.86 ×106

km2 (69%). The reduction for the highest monthly multi-model mean is 4.65

×106 km2 (22%). The relative change in the lowest extent is therefore over three

times greater than the relative change in the highest extent. Therefore, the mid-

Pliocene is characterized by an enhanced seasonal cycle of sea ice extent, with

severely reduced sea ice during boreal summer.

In four of the eight models (COSMOS, GISS-E2-R, MIROC4m and NorESM-

L) the mid-Pliocene Arctic Ocean is ice-free at some time during the summer

(August – September, Figure 5.6). In contrast to this, CCSM4 and MRI-CGCM

simulate minimum sea ice extents of 8.90 ×106 km2 and 8.26 ×106 km2 respec-

tively, which both exceed the pre-industrial minimum of HadCM3 (7.00 ×106

km2), with the CCSM4 minimum also exceeding the NorESM-L pre-industrial

minimum (8.34 ×106 km2). Consequently, there is an overlap in sea ice extents

between the mid-Pliocene and pre-industrial simulations.

MRI-CGCM, CCSM4 and MIROC4m simulate the highest maximum mid-

Pliocene sea ice extents in the ensemble. Both CCSM4 and MRI-CGCM also

provide the highest two minimum extents, but MIROC4m is one of the four

models that simulates an ice-free Arctic summer. As a result, the sea ice ex-

tent amplitude in MIROC4m in the mid-Pliocene simulations is ≈ 64% greater

than the pre-industrial simulation extent amplitude (Table 5.2). The ensemble

mean extent amplitude of the mid-Pliocene simulations is by ≈ 20% greater than
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5.3 Results

Figure 5.5: Mean sea ice concentrations (%) for winter (FMA, upper half) and

summer (ASO, lower half) in the mid-Pliocene simulations for each PlioMIP

Experiment 2 model.

the pre-industrial ensemble mean amplitude, further indication of the enhanced

seasonal sea ice extent cycle in the mid-Pliocene simulations. Not all of the mod-

els, however, show this trend. Only five models (the four with ice-free summers

and HadCM3) simulate a higher mid-Pliocene sea ice extent amplitude, the re-
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maining three models simulate a (slightly) lower annual cycle in the mid-Pliocene

simulations (Table 5.2).

Figure 5.6: Annual cycle of sea ice extent in the mid-Pliocene simulations for

each participating model in PlioMIP Experiment 2 and for the ensemble mean.

5.3.2.2 Sea ice thickness

Plots of the mean summer and winter mid-Pliocene Arctic sea ice thicknesses

are shown in Figure 5.7. The multi-model mean annual sea ice thickness is 1.30

m, which, compared to the pre-industrial simulations, is a reduction of 1.7 m

(56%). Across the ensemble, the annual mean thicknesses range from 0.44 m

(NorESM-L) to 2.56 m (MRI-CGCM). The multi-model winter mean thickness

is 1.77 m, 1.5 m (46%) less than the pre-industrial, whereas the summer multi-

model mean thickness drops by 1.8 m (71%) to 0.74 m. Similarly to the sea ice

extent, the summer sea ice thickness shows a greater relative decline with respect

to pre-industrial than during the winter, although the contrast is not as stark for

the thickness. The individual model winter sea ice thicknesses range from 0.79

m (NorESM-L) to 2.78 m (MRI-CGCM), with the summer sea ice thicknesses

between 0.3 m (NorESM-L) and 2.24 m (MRI-CGCM).
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Spatial pattern correlations and RMSEs between the pre-industrial and mid-

Pliocene simulations are shown in Figure 5.4. All but five of the mid-Pliocene

RMSEs are lower than the equivalent RMSE for the pre-industrial simulations.

This trend is not seen in the spatial pattern correlations, where just over half

(19 out of 36) of the mid-Pliocene correlations are higher than the corresponding

pre-industrial correlation. These results show that the differences in thicknesses

between the models are lower in the mid-Pliocene simulations, but the thickness

patterns are overall no more or less similar. Lower overall RMSEs are likely to be

at least part in due to the increase in the area of ice-free ocean, and lower mean

thicknesses in the mid-Pliocene simulations compared to the pre-industrial.

GISS-E2-R has the highest correlation with the ensemble mean (0.90), with

NorESM-L the lowest (0.60). NorESM-L has correlations of less than 0.5 with

two models, CCSM4 (0.49) and MRI-CGCM (0.27). As with the pre-industrial

results, MRI-CGCM has the highest RMSE compared to the ensemble of all the

simulations (1.05), and the RMSE of 1.46 between MRI-CGCM and NorESM-L

is the highest between any two models. The highest spatial pattern correlation

between two models is 0.97, between COSMOS and MIROC4m, which also have

the lowest RMSE, at 0.11.

Figure 5.4 also shows RMSEs and spatial pattern correlations between each

model’s pre-industrial and mid-Pliocene runs. All but two models had spatial

pattern correlations exceeding 0.9 between the thicknesses of both simulations,

with the exceptions being GISS-E2-R (0.81) and NorESM-L (0.56). The spatial

pattern correlation between the ensemble means is 0.79.

5.3.3 Variability across the ensemble

The standard deviation (SD) of the monthly ensemble sea ice extents and thick-

nesses for both the pre-industrial and mid-Pliocene simulations is shown in Figure

5.8. In each month from December to June, the mid-Pliocene extent SD is lower

than the pre-industrial extent SD. During these months, the maximum extent

SD in both simulations occurs in February, and SD decreases each month from

Feburary to June. In the pre-industrial simulation, extent SD is lowest in July,
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Figure 5.7: Mean sea ice thicknesses (m) for winter (FMA, upper half) and

summer (ASO, lower half) in the mid-Pliocene simulations for each PlioMIP Ex-

periment 2 model. Low sea ice concentrations in the summer plots for COSMOS,

GISS-E2-R, MIROC4m and NorESM-L result in mean thicknesses very close to

zero in each model grid cell.

following which it increases each month until to the February peak. In the mid-

Pliocene simulations on the other hand, SD increases after June to July and then
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August, and reaches maximum SD in October. SD in August and October are

greater than in February/March in the mid-Pliocene extent. The annual cycle of

of pre-industrial sea ice thickness SD has a minimum in May, and maximum in

September. The mid-Pliocene sea ice thickness SD annual cycle follows a similar

pattern, with the lowest SD in March, and maximum in July, both two months

earlier than the equivalent pre-industrial extremes.

Figure 5.8: Annual cycle of the standard deviation (SD) of (a) sea ice extent

and (b) sea ice thickness for the PlioMIP Experiment 2 ensemble. Red lines

represent the pre-industrial annual cycle, blue lines represent the mid-Pliocene

annual cycle.

5.3.4 Correlation of sea ice characteristics in the ensemble

The correlation coefficient between the mean summer sea ice extents of the pre-

industrial and mid-Pliocene simulations is 0.47, compared to a correlation coeffi-

cient of 0.87 between the mean winter sea ice extents of both time slices (Figure

5.9 a,b). The models’ annual mean sea ice extents for the two climate states show

a correlation coefficient of 0.74 (not shown). Sea ice thicknesses simulated by the
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pre-industrial and mid-Pliocene simulations are strongly correlated in both sum-

mer and winter, with correlation coefficients of 0.82 and 0.85 respectively (Figure

5.9 c,d). Whilst the winter pre-industrial sea ice thickness shows a weak relation-

ship with the mid-Pliocene winter sea ice extent (Figure 5.9 f), with a correlation

coefficient of just 0.30, the relationship between the summer values is stronger,

with a correlation coefficient of 0.81 (Figure 5.9 e). It should be noted that with a

sample size of just 8, only correlation coefficients greater than 0.70 are significant

at the 95% level, and only those greater than 0.83 are significant at the 99% level.

The simulated mid-Pliocene sea ice extent and sea ice volume appear to show a

stronger relationship with both surface air temperatures (SATs) and sea surface

temperatures (SSTs) than the pre-industrial sea ice extent and sea ice volume

(Figure 5.10). The correlation coefficient of the mid-Pliocene mean annual sea

ice extent and the SAT, is -0.76, the correlation coefficient of the pre-industrial sea

ice extent with SAT is -0.18. For SST the correlation with mid-Pliocene sea ice

extents is -0.73, for pre-industrial sea ice extent the correlation coefficient is -0.26.

For the summer, the mid-Pliocene sea ice extents have a correlation coefficient of

-0.88 with both SAT and SST (not shown). In contrast, the pre-industrial sea ice

extents have correlation coefficients of -0.27 (SAT) and -0.32 (SST) respectively

(not shown). Mean annual pre-industrial SATs and SSTs have correlations with

mean annual pre-industrial sea ice volume of -0.12 and -0.29 respectively. This

contrasts to the respective mid-Pliocene correlation coefficients of -0.83 and -

0.82. This confirms that the simulated mid-Pliocene sea ice extents and volumes

have — independently from the season — a stronger negative correlation with

temperatures than the simulated pre-industrial sea ice extents.
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Figure 5.9: Relationship between various sea ice characteristics. Shown are pre-

industrial values vs. mid-Pliocene values for (a) and (b) sea ice extent vs. sea

ice extent, (c) and (d) sea ice thickness vs. sea ice thickness, (e) and (f) sea ice

thickness vs. sea ice extent. (a), (c), and (e) illustrate summer conditions, (b),

(d), and (f) illustrate winter conditions. Correlation coefficients for each plot are

(a) 0.47, (b) 0.87, (c) 0.82, (d) 0.85, (e) 0.81, (f) 0.30.
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Figure 5.10: Mean annual surface temperatures north of 60◦N vs. mean annual

total Arctic sea ice extent (a,b), and mean annual surface temperatures north of

60◦N vs. mean annual total Arctic sea ice volume (c,d) in both pre-industrial

and mid-Pliocene simulations, for (a,c) SAT and (b,d) SST. Pre-industrial exper-

iments are marked red, mid-Pliocene experiments are marked blue. Correlation

coefficients for the pre-industrial simulations in each plot are (a) -0.18, (b) -0.26,

(c) -0.12, (d) -0.29. Correlation coefficients for the mid-Pliocene simulations in

each plot are (a) -0.76, (b) -0.73, (c) -0.83, (d) -0.82.
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5.4 Discussion

5.4.1 Pre-industrial simulations

Before examining the simulations of Arctic sea ice for the mid-Pliocene, the sim-

ulations of pre-industrial sea ice cover by individual models are assessed. A

comparison with observed sea ice characteristics is a suitable methodology. Ide-

ally, we would have compared the output of the pre-industrial simulations to

observations of sea ice from the same time period. However, the most spatially

and temporally comprehensive observations of sea ice originate from satellites.

Respective data sets date back only as far as 1979, which is more than 100 years

after the time period that the pre-industrial simulations represent.

Whilst there are observations of sea ice characteristics available dating back

to the early 20th century, that could have been used for the comparison, most,

particularly the earliest, are ship-based observations of ice margins. These ob-

servations are only available for the spring and summer months (e.g. Thomsen

(1947); Walsh & Chapman (2001)), and the sea ice extent in the remaining months

must be estimated by extrapolation. Frequency and location of these observa-

tions are determined by shipping patterns, rather than by the scientific need for

spatial and temporal coverage.

Due to the differences between the climate states represented by models and

the chosen observations, we do not make any direct comparisons. However, all

of the PlioMIP models, with the exception of COSMOS, are represented in the

CMIP5 ensemble, for which historical simulations exist that can be directly com-

pared to modern observations.

Shu et al. (2015) provides an assessment of the historical simulation of Arctic

sea ice by the CMIP5 models for the period 1979-2005. Their results show that

for the historical simulations by the 7 PlioMIP models represented in CMIP5,

MRI-CGCM simulates the highest mean annual sea ice extent (15.01 ×106 km2),

compared to the satellite observational mean of 12.02 ×106 km2 for the compara-

ble period (1979-2005). MRI-CGCM simulates the second highest PlioMIP pre-

industrial mean annual sea ice extent (just 0.05 ×106 km2 less than MIROC4m),

and the highest mid-Pliocene mean annual sea ice extent. The CMIP5 historical
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extent simulated by MRI-CGCM is almost 25% greater than the observational

mean, showing MRI-CGCM consistently simulates Arctic sea ice extent larger

than the ensemble mean.

In contrast, MIROC4m simulates a PlioMIP pre-industrial mean annual sea

ice extent that is similar to the MRI-CGCM PlioMIP simulation, and represents

the lowest historical mean annual sea ice extent of the CMIP5 models that are

included in the PlioMIP ensemble (10.66 ×106 km2, Shu et al. (2015)). The

NorESM-L, which simulates both the lowest PlioMIP pre-industrial and mid-

Pliocene mean annual sea ice extents, is the CMIP5 model which simulates

the closest historial mean annual sea ice extent to the observations (12.01 ×106

km2, just 0.01×106 km2 lower than the observations). As with the PlioMIP pre-

industrial simulations, NorESM-L simulates the lowest sea ice extent amplitude

of the PlioMIP models in CMIP5 (Shu et al., 2015).

In addition to the mean annual sea ice extent simulated by each model in the

CMIP5 historical and PlioMIP simulations, Table 5.2 shows the ensemble mean

annual extents for these sets of simulations. In both PlioMIP simulations, the

ensemble mean annual extent is lower than the mean annual extent simulated

by CCSM4, and higher than the mean annual extent simulated by HadCM3.

However, in the CMIP5 historical simulations, the ensemble mean annual extent

is greater than the CCSM4 mean annual extent, and lower than the mean annual

extent simulated by HadCM3.

In the following, we also assess the simulated pre-industrial sea ice thickness.

The simulation of Arctic sea ice thickness in the CMIP5 simulations is analysed

in Stroeve et al. (2014). The correlations between the spatial patterns of Arctic

sea ice thickness in the simulations (average over the years 1981-2010) and obser-

vations from Kwok et al. (2009) are less than 0.4 for all the considered PlioMIP

models — with the exception of CCSM4, which has the highest spatial pattern

correlation of the entire CMIP5 ensemble. For each PlioMIP model, the spa-

tial patterns of sea ice thickness in the pre-industrial simulation resembles the

thickness spatial pattern in that model’s CMIP5 simulation, shown in Stroeve

et al. (2014). It has been noted that the spatial pattern correlation between dif-

ferent ensemble simulations with the same model is significantly higher than the

correlation between one model and the observations, which suggests that poor
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correlations are more likely explained by biases within the models, rather than

by natural variability.

5.4.2 Mid-Pliocene simulations

Four models out of the eight-member PlioMIP ensemble (COSMOS, GISS-E2-

R, MIROC4m and NorESM-L) simulate almost ice-free conditions in the mid-

Pliocene summer. For those models that simulate summer sea ice in the mid-

Pliocene the summer sea ice conditions vary strongly. In summer sea ice in

HadCM3 is confined to the Arctic basin, with concentrations that do not exceed

60%, and very low concentrations along all ice edges. The summer sea ice margin

in MRI-CGCM, on the other hand, extends almost to the southern tip of Green-

land, and a large proportion of the sea ice cover is characterized by concentrations

greater than 90% (Figure 5.5).

Table 5.2 lists the seasonal extent amplitudes for each model’s PlioMIP sim-

ulation, in addition to the mean annual sea ice extent. Three of the eight models

(CCSM4, IPSLCM5A and MRI-CGCM) simulate mid-Pliocene sea ice extent am-

plitudes which are smaller than the pre-industrial extent amplitudes. For CCSM4

and IPSLCM5A, the differences in extent amplitude between pre-industrial and

mid-Pliocene are less than 106 km2, and represent changes of 4.1% and 6.1%

respectively, and so there does not appear to have been a substantial change in

the annual cycles of both simulations by CCSM4 and IPSLCM5A. The increase

in MRI-CGCM on the other hand is larger (2.22 × 106 km2, or 13.9%). The

reduction in sea ice between the extent maxima in the MRI-CGCM simulation

is largely due to the loss of lower concentration, thinner sea ice from regions fur-

ther south than the pre-industrial maximum sea ice margins in other models (see

Figures 5.1 and 5.5). Much of the pre-industrial sea ice in the summer months

in MRI-CGCM is close to 100% concentration and greater than 4 m thick. Con-

sequently, the maximum extent reduced by a greater amount than the minimum

extent.

Four of the five models with larger mid-Pliocene extent amplitudes simulated

ice-free conditions for part of the summer in the mid-Pliocene.The increase in
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extent amplitude ranges from a 9.4 % increase in COSMOS to a 101.3% in-

crease in NorESM-L. It might be expected that simulating a seasonally ice-free

mid-Pliocene sea ice cover would lead to a decrease in extent amplitude, as the

minimum extent has decreased as low as possible, however this is not the case.

As Figure 5.3 shows, the four models with seasonally ice-free mid-Pliocene sim-

ulations have the thinnest pre-industrial summer ice, which disappears in the

mid-Pliocene summer, whereas much of the winter sea ice has simply thinned, so

there is less of a reduction in extent.

Given the pronounced disagreement within the ensemble with regard to the

nature of mid-Pliocene sea ice particularly in summer, the comparison of the

different models’ sea ice simulation with a reconstruction of mid-Pliocene Arctic

sea ice from proxy data could prove insightful. An independent data set, like a

reconstructed palaeo sea ice characteristic, may indicate which models simulate

the mid-Pliocene climate more realistically. A reasonable performance of a model

in simulating mid-Pliocene sea ice may also improve confidence in its prediction

of future sea ice, in particular if its simulation of present day sea ice matches

observations closely. If a model simulation matches well with observations/proxy

reconstructions for just one climate, this may not necessarily be due to a good

model performance — rather, the model may be producing “the right answers

for the wrong reasons”, such as error compensation (Massonnet et al., 2012).

However, a greater degree of confidence could be held in the predictions from

a model which produces sea ice simulations that closely match both modern

observations in a modern simulation and proxy data-based reconstructions in a

mid-Pliocene simulation, as the probability that the model compares well to the

data by chance for both is reduced.
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Figure 5.11: Location of Ocean Drilling Program (ODP) sites 911A (brown), and

910C (blue), used by Knies et al. (2014) for IP25 analysis.
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Relating proxy data to mid-Pliocene sea ice is, however, subject to limita-

tions due to uncertainty in the proxy itself. Darby (2008) demonstrates evidence

for perennial Arctic sea ice in the mid-Pliocene, whilst the presence of IP25, a

biomarker proxy for sea ice coverage (Belt & Müller, 2013) in mid-Pliocene sed-

iments, recovered from two boreholes in the Atlantic-Arctic gateway (located at

80.16◦N, 6.35◦E and 80.28◦N, 8.17◦E, see Figure 5.11), implies that the maximum

sea ice margin during the mid-Pliocene extended southwards beyond these two

sites, but the minimum margin did not (Knies et al., 2014). The locations of

these sites are within the maximum mid-Pliocene sea ice margins simulated by

all of the PlioMIP models, but also within the minimum sea ice margins simu-

lated by three of the models that simulate summer sea ice (CCSM4, IPSLCM5A

and MRI-CGCM) — although the sea ice concentration at these sites is less than

50% in the CCSM4 and IPSLCM5A simulations. The extent of the sea ice mini-

mum in HadCM3 does not reach the location of the sites analysed in Knies et al.

(2014), and so is consistent with the conclusions drawn from proxy data in both

the studies by Darby (2008) and Knies et al. (2014).

A greater spatial coverage of sea ice proxy data, such as that used in Knies

et al. (2014), would improve the analysis of the simulation of sea ice by the

PlioMIP models. At the moment, limited data availability does not allow for

robust model-proxy comparisons. The sea ice simulated by HadCM3 has the

closest agreement with the proxy data indications from Darby (2008) and Knies

et al. (2014), but greater data coverage may provoke a different conclusion.

5.4.3 Causes of PlioMIP ensemble variability

5.4.3.1 Influence of the sea ice models

The sea ice components of each model differ in resolution, representation of sea

ice dynamics and thermodynamics, and formulation of various parameterisations,

such as sea ice albedo. The key details of each model’s sea ice component are

summarised in Table 5.1. The models CCSM4 and NorESM-L use the same

sea ice component, based on CICE4 (Hunke, 2010), although NorESM-L has a

coarser model grid in the atmosphere than CCSM4, and furthermore employs a

completely different ocean component (Table 5.1).
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The sea ice dynamics of the ensemble members can be categorised into three

groups. First, CCSM4, NorESM-L, and MIROC4m, that all use the elastic-

viscous-plastic (EVP) rheology of Hunke & Dukowicz (1997). Second, COSMOS,

GISS-E2-R, and IPSLCM5A, that are based on viscous-plastic (VP) rheologies

(Fichefet & Morales Maqueda, 1999; Marsland et al., 2003; Zhang & Rothrock,

2000). Third, HadCM3 and MRI-CGCM, that do not consider any type of sea

ice rheology, the sea ice following simple free drift dynamics (Cattle & Crossley,

1995; Mellor & Kantha, 1989). In PlioMIP, there does not appear to be any link

between the type of dynamics of the sea ice components and the simulated sea ice

extents — MRI-CGCM and MIROC4m produce the two highest annual means

for pre-industrial whilst having very different sea ice dynamics. The three models

that produce the lowest pre-industrial extents, i.e. NorESM-L, IPSLCM5A, and

HadCM3, employ different rheologies — EVP, VP and no rheology respectively.

Most of the models use a leads parameterisation in their sea ice thermodynam-

ics component, with only CCSM4 and NorESM-L employing explicit melt pond

schemes. The models HadCM3 and COSMOS both use the leads parameterisa-

tion based on Hibler (1979). The models HadCM3, MIROC4m and MRI-CGCM

all utilise the ’zero-layer’ model developed by Semtner (1976). Similarly to the

considered sea ice dynamics, there is no clear influence of the thermodynamics

schemes used in the models on the simulated pre-industrial sea ice extent.

The simulation of Arctic sea ice by means of GCMs has been demonstrated

to be very sensitive to the parameterisation of sea ice albedo. This has been

observed in the case of variations of albedo in different models (Hodson et al.,

2013), and adjusting the parameterisation in one specific model (Howell et al.,

2014). Hill et al. (2014) show that clear sky albedo is the dominant factor in

high latitude warming in the PlioMIP ensemble. The four models that display

the highest warming effect from the clear sky albedo are those four models that

simulate an ice-free mid-Pliocene summer (COSMOS, GISS-E2-R, MIROC4m,

and NorESM-L). The NorESM-L shows the largest warming due to clear sky

albedo, CCSM4 on the other hand shows the smallest clear sky albedo effect.

Both NorESM-L and CCSM4 use the same sea ice component, based on CICE4

(Hunke & Lipscomb, 2008). This sea ice model employs a shortwave radiative
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transfer scheme to internally simulate the sea ice albedo, and by that produce a

more physically based parameterisation (Holland et al., 2011).

Yet, it appears that the performance of this albedo scheme is very sensitive to

differences in other components of the climate models: NorESM-L (that shows a

large contribution of clear sky albedo) uses the same atmosphere component as

CCSM4 (low contribution of clear sky albedo), albeit at a lower resolution version

in the PlioMIP experiment, but it employs a different ocean component, that also

has a lower resolution than the ocean component used in CCSM4. The contrast in

the contribution of clear sky albedo to high latitude warming between NorESM-L

and CCSM4 is reflected in the large difference in their simulations of summer mid-

Pliocene sea ice. One cause is certainly the nature of the sea-ice albedo feedback

mechanism (Curry et al., 1995). Reduced albedo at high latitudes can be both a

cause of and a result of a reduced sea ice extent. Models with parameterisations

with a lower sea ice albedo minimum have therefore a greater potential to amplify

the warming that originates from other sources in simulations of the mid-Pliocene,

such as greenhouse gas emissivity. The low sea ice albedo assumed in NorESM-L

is a likely explanation for the low sea ice extents it simulates (Figures 5.2 and

5.6), both in mid-Pliocene and pre-industrial simulations.

Second to NorESM-L, for MIROC4m clear sky albedo has the highest contri-

bution to high latitude warming. In MIROC4m there is a fixed albedo of 0.5 for

bare sea ice, with higher albedo for snow-covered sea ice, that furthermore varies

according to ambient surface air temperature (K-1 Model Developers, 2004). Of

the six models that do not use a radiative transfer scheme to internally simu-

late sea ice albedo (those except NorESM-L and CCSM4), only GISS-E2-R has

an albedo minimum lower than 0.5. Yet, this model allows the albedo to vary

between 0.44 and 0.84 (Schmidt et al., 2006). All other models also allow the

sea ice albedo to vary, and consequently MIROC4m has a lower overall albedo.

This may help to explain the ability of MIROC4m to simulate an ice-free mid-

Pliocene summer, despite simulating one of the highest winter sea ice extents for

both pre-industrial and mid-Pliocene.

As the parameterisation of sea ice albedo is kept unchanged between pre-

industrial and mid-Pliocene simulations, differences in the parameterisation be-

tween the models should have similar effects in both simulations. However, if
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there is a temperature threshold above which the ice-albedo feedback becomes

more dominant in some of the models, then this could explain the different influ-

ence of the sea ice parameterisation on pre-industrial and mid-Pliocene simula-

tions.

General circulation models are tuned to best reproduce modern day climate

conditions, and parameterisations are based on modern observations (Hunke,

2010; Mauritsen et al., 2012). When simulating the climate of time periods with

different climate states, such as the mid-Pliocene, models that are tuned towards

present day conditions may be biased in some regions. However, it is disputed

to which extent the adjustment of parameters, such as sea ice albedo, within the

limits of observational uncertainties can affect the overall sea ice cover and com-

pensate for other shortcomings in the model (DeWeaver et al., 2008; Eisenman

et al., 2007, 2008).

5.4.3.2 Influence of the control simulation

Massonnet et al. (2012) describe the characteristics of Arctic sea ice simulated

by the CMIP5 ensemble for the time period from 1979-2010 as being related

in a ’complicated manner’ to the simulated future change in September Arctic

sea ice extent. Figure 5.9 demonstrates, based on correlation values, that some

combinations of sea ice characteristics in the pre-industrial and mid-Pliocene

simulations are much stronger related to each other than others. In section 5.4.1

it was highlighted that the differences in the PlioMIP models’ simulation of sea ice

for 1979-2005 in CMIP5 are not consistent with the differences in pre-industrial

or mid-Pliocene simulations in the PlioMIP ensemble.

All of the models that simulate thinner pre-industrial summer sea ice than

the ensemble mean also simulate ice-free conditions during the mid-Pliocene sum-

mer, with the exception of HadCM3. Holland & Bitz (2003) demonstrate that

the thickness of sea ice in control simulations has a stronger influence on the

climate state of the Northern Hemisphere polar region in simulations of future

climates than sea ice extent. Massonnet et al. (2012) find that those CMIP5

models that predict an earlier disappearance of September Arctic sea ice gener-

ally have a smaller initial September sea ice extent. In PlioMIP, mean summer
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pre-industrial sea ice thicknesses have correlation coefficients of 0.81 and 0.82 with

mean summer mid-Pliocene sea ice extents and thicknesses, respectively. Mean

summer pre-industrial sea ice extents on the other hand show weaker correlations

with mean summer mid-Pliocene sea ice extents and thicknesses, with respec-

tive correlation coefficients of 0.47 and 0.51. The relatively thin pre-industrial

summer sea ice simulated in PlioMIP by COSMOS, GISS-E2-R, MIROC4m and

NorESM-L therefore appears to be an important factor for the ability of those

models to simulate an ice-free mid-Pliocene summer. An exception is HadCM3,

that simulates perennial sea ice in the mid-Pliocene, despite simulating relatively

thin (within the PlioMIP ensemble) pre-industrial sea ice.

5.4.3.3 Influence of atmosphere and ocean on the sea ice simulation

In the mid-Pliocene simulations, the correlation coefficient between Arctic surface

temperatures and simulated sea ice extent is much higher than the corresponding

correlation coefficient in the pre-industrial simulations (Figure 5.10 a,b). Pre-

industrial sea ice is thicker than mid-Pliocene sea ice, which could explain the

lower sensitivity of the pre-industrial sea ice extent to surface temperatures. How-

ever, similar differences in correlation strength between the pre-industrial and

mid-Pliocene simulations are also seen for mean sea ice volume (Figure 5.10,

c,d), so there is no strong relationship between warmer pre-industrial simulations

and those with less total ice.

In the pre-industrial simulations, much of the ocean north of 60◦N is fully

covered with sea ice, so all SSTs will be -1.8◦C. The uniformity of the SSTs in

this region could be a plausible explanation for the weak correlation between

the overall Arctic sea ice extents and SSTs north of 60◦N in the pre-industrial

simulations of the PlioMIP ensemble. The reduced sea ice coverage in the mid-

Pliocene simulations, particularly during the summer months, enables on the

other hand a greater range of possible SST values. This is potentially the reason

for a much stronger correlation with the simulated mid-Pliocene sea ice extents

(Figure 5.10). In the models, the presence of ice in a grid box, even at low

concentrations, restricts the warming in the ocean. Larger parts of the ocean

are ice-free for longer periods in the year in the mid-Pliocene simulations than
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in the pre-industrial simulations, meaning longer periods in the mid-Pliocene

simulations where the ocean can warm. This will in turn affect the warming of

the atmosphere in the models, and so is a possible reason for better correlation

between sea ice extent and surface temperatures in the mid-Pliocene simulations.

In addition to SATs and SSTs, there are of course other atmospheric and

oceanic influences on the simulation of Arctic sea ice. The Atlantic Meridional

Overturning Circulation (AMOC) contributes significantly to poleward oceanic

heat transport and has been shown to have a strong impact on Arctic sea ice

(e.g. Day et al. (2012); Mahajan et al. (2011); Miles et al. (2014)). Zhang

et al. (2013b) analyse the simulation of the AMOC in both pre-industrial and

mid-Pliocene simulations of the PlioMIP ensemble and find that there is little

difference between each model’s pre-industrial and mid-Pliocene AMOC simula-

tion. There is no consistent change in northward ocean heat transport, with half

the models simulating a slight (less than 10%) increase, and half the models simu-

lating a slight decrease (less than -15%). Of the models which simulate increased

northward ocean heat transport (COSMOS, GISS-E2-R, IPSLCM5A and MRI-

CGCM), only two (COSMOS and GISS-E2-R) simulate an ice-free mid-Pliocene

summer. This suggests that the influence of AMOC and northward oceanic heat

transport on the ensemble variability of sea ice in the mid-Pliocene simulation of

PlioMIP is not the most important factor.

An analysis of multi-decadal variability influence on Arctic sea ice extent in

selected CMIP3 simulations (covering 1953-2010) by Day et al. (2012) showed a

significant correlation between Arctic sea ice extents and Atlantic Multi-decadal

Oscillation (AMO) indices. Kwok (2000) and Parkinson (2008) demonstrate evi-

dence of the North Atlantic Oscillation (NAO) on Arctic sea ice. Table 5.3 shows

annual and decadal correlations between Arctic sea ice extent and AMO and

NAO indices for simulations from three PlioMIP models (CCSM4, HadCM3 and

NorESM-L), for which sufficiently long time series were available to perform the

calculations.

All three models show a small but significant (at 90% level) correlation be-

tween the pre-industrial annual Arctic sea ice extents and the NAO indices. The

correlation coefficients at the decadal time scale are increased for both HadCM3
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and NorESM-L, but are not significant for any of the models. None of the correla-

tions between mid-Pliocene Arctic sea ice extents and NAO indices are significant

at the 90% level. The correlations between pre-industrial Arctic sea ice extents

and AMO indices are all not significant at the 90% level. For the mid-Pliocene

simulations, only the correlation between the annual Arctic sea ice extents and

AMO indices from the CCSM4 simulations is significant at the 90% level.

There is no significant correlation between decadal sea ice extents and NAO/AMO

indices in the three models shown, and so it is unlikely that differences in the

mean sea ice extents (representing averages representing between 30 and 200 years

worth of climatology) between different models and simulations can be explained

by different influences of these variability indices. To more thoroughly investigate

this would require much longer timeseries from all the modelling groups, which is

not available. A comprehensive analysis of the relationships between variability

indices and sea ice in the PlioMIP simulations is beyond the scope of this paper.

Patterns of ice thicknesses are strongly influenced by the motion of sea ice

in the models. In each model, the equations used to determine sea ice motion

account for stresses on the ice from surface winds and ocean currents, with the

exceptions of HadCM3, which does not take surface winds into account (Gor-

don et al., 2000), and MRI-CGCM, where the ocean currents are not taken into

account in determining ice motion (Mellor & Kantha, 1989).

Figure 5.12 shows the mean annual 10 m surface winds for the COSMOS

and MIROC4m mid-Pliocene simulations, where the dominant wind direction

between 90◦E and 180◦E over the Arctic basin is towards the northern coast

of Eastern Siberia, where a build up of thicker ice is present. Similarly, in the

IPSLCM5A pre-industrial simulation (Figure 5.12), the dominant wind direction

is towards the north of Greenland and the Canadian Arctic Archipelago where

the thickest ice is. In the NorESM-L pre-industrial simulation (shown in Figure

5.12), the thickest ice is present between Greenland and the Canadian Arctic

Archipelago. In the corresponding mid-Pliocene simulation, the mean annual 10

m surface winds over this region are weaker, and in a western direction, rather

than north-west, towards the Canadian Arctic Archipelago, and so conditions are

less conducive for a build up of thicker ice. Mean annual 10 m winds and sea ice
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thicknesses for all simulations (excluding CCSM4, for which 10m winds are not

an output) are included in the supplementary information.

In HadCM3, the ocean surface currents form a vortex in part of the Arctic

basin, where the thickest sea ice is present in both simulations (see Figure 5.13).

Given that the sea ice motion is entirely determined by the surface ocean current,

its influence on the spatial pattern of sea ice thickness is clear. If sea ice motion

were instead determined by surface wind stresses in addition to the ocean currents

(which do not have the same patterns in HadCM3), this should result in a different

configuration of sea ice in the Arctic basin, and would likely affect the location of

the sea ice margins simulated by the model. Mean annual surface ocean currents

and sea ice thicknesses for all simulations are included in the supplementary

information.

Understanding the more precise influences of winds and ocean currents on the

modelled sea ice, and the causes of differences between models, as well as different

simulations with the same model, would require a far more extensive analysis.

Differences in seasonal, as well as annual patterns, alongside atmospheric circu-

lations at higher levels, may be explored in further work.

5.5 Conclusions

We have presented a detailed analysis of the simulation of Arctic sea ice in the

PlioMIP model ensemble, for both pre-industrial control and mid-Pliocene simu-

lations. The sea ice in the mid-Pliocene simulations is overall less extensive and

thinner than the pre-industrial sea ice, with a 33% decrease in mean annual sea

ice extent for the ensemble mean, and a 56% reduction in the ensemble mean

annual sea ice thickness. The changes in the mid-Pliocene, relative to the pre-

industrial, are largest during the summer months, both in absolute and relative

terms, and for both sea ice extent and sea ice thickness.

The simulated mid-Pliocene sea ice extents are strongly negatively correlated

with the Arctic temperatures. In contrast, there is only a weak correlation be-

tween pre-industrial sea ice extents and temperature. Hill et al. (2014) iden-

tified clear sky albedo as the dominant driver of high latitude warming in the

mid-Pliocene simulations of PlioMIP, particularly in those models that simulate
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an ice-free mid-Pliocene summer. Sea ice-albedo feedbacks may contribute to

the stronger relationship between surface temperatures and sea ice in the mid-

Pliocene simulations, as the feedback mechanism enhances the warming that orig-

inates from increased greenhouse gas concentrations. The effect of the sea ice-

albedo feedback does not appear to be similarly pronounced in the pre-industrial

simulations. If it is the case that some models see an enhanced ice-albedo feed-

back in warmer climates, then this is likely to affect those models’ prediction of

future Arctic sea ice change.

The HadCM3 is the only model that simulates both perennial mid-Pliocene

Arctic sea ice and a minimum sea ice extent that is completely located north of

the location of the two sites studied in Knies et al. (2014), located at 80.16◦N,

6.35◦E and 80.28◦N, 8.17◦E, where IP25 proxy data indicates the presence of a sea

ice margin in the mid-Pliocene. HadCM3 therefore produces the mid-Pliocene

simulation that is in best agreement with the proxy inferences from Darby (2008)

and Knies et al. (2014), i.e. presence of perennial sea ice and a relatively northern

location of summer sea ice during the mid-Pliocene. Yet, it should be noted

that the proxy evidence is sparse, with available data originating from just two

sites in the same region. Furthermore, the understanding of mid-Pliocene sea

ice is still too low to have confidence in this simulation, particularly considering

that the HadCM3 CMIP5 simulation is not closest to the observations, and the

model simulates an unrealistic sea ice distribution, in part due to the sea ice

motion having no influence from the surface winds. Of course, if the proxy studies

indicating seasonal mid-Pliocene Arctic sea ice (e.g. Cronin et al. (1993); Moran

et al. (2006); Polyak et al. (2010)) are correct, then the mid-Pliocene Arctic sea

ice in COSMOS, GISS-E2-R, MIROC4m and NorESM-L models concur with the

data indication.

Given the limited amount of suitable proxy data, we are currently not able

to make firm judgements with respect to a selection of models that simulate

a more accurate mid-Pliocene Arctic sea ice cover if compared to the geologic

record. The availability of additional proxy data may enable such conclusion

in the future, could help to identify strengths and weaknesses in the different

models’ simulations of sea ice, as well as gauge confidence in their predictions of

future sea ice.
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However, as discussed in section 5.4.3.3, there are numerous atmospheric and

oceanic factors that influence the simulation of Arctic sea ice. As highlighted by

Massonnet et al. (2012), a model can simulate the ‘right’ results for the wrong

reasons, perhaps due to error compensation. This does not mean that the analysis

of sea ice simulations for past climates, such as the mid-Pliocene, is not valuable

and justified, but that it is important to highlight that the forcings behind the

sea ice simulation have to be better understood. Variability modes, such as

NAO or AMO, whilst shown to have influence on sea ice extent from an annual

viewpoint, do not appear to exert significant influence over the mean sea ice state

on a decadal time scale. The models’ representation of sea ice motion, and by

extension ocean currents and surface winds, are an important influence on the

distribution of sea ice, and worthy of a more detailed study. Future studies must

particularly aim at quantifying the contribution of the various forcings on the sea

ice in warmer climates.
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Table 5.3: Correlation between AMO and NAO indices, and mean annual and

decadal Arctic sea ice extent for three PlioMIP models. Starred values are sig-

nificant at the 90% level.

Model Pre-industrial Pre-industrial Mid-Pliocene Mid-Pliocene

(annual) (decadal) (annual) (decadal)

r(AMO,SIE) r(AMO,SIE) r(AMO,SIE) r(AMO,SIE)

CCSM4 -0.036 -0.16 -0.23* -0.27

HadCM3 -0.069 -0.17 -0.022 -0.22

NorESM-L -0.10 -0.076 -0.035 0.12

r(NAO,SIE) r(NAO,SIE) r(NAO,SIE) r(NAO,SIE)

CCSM4 -0.18* -0.099 -0.033 0.18

HadCM3 -0.24* -0.33 -0.0063 -0.093

NorESM-L -0.14* -0.28 0.07 0.24
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5.5 Conclusions

Figure 5.12: Mean annual 10 m winds and sea ice thicknesses (m) for (a) COS-

MOS mid-Pliocene, (b) MIROC4m mid-Pliocene, (c) IPSLCM5A pre-industrial

and (d) NorESM-L pre-industrial. Vector length is proportional to wind speed.
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Figure 5.13: Mean annual ocean surface currents and sea ice thicknesses (m) for

HadCM3 pre-industrial (left) and mid-Pliocene (right) simulations. Vector length

is proportional to ocean current speed.

128



References

Arzel, O., Fichefet, T. & Goosse, H. (2006). Sea ice evolution over the

20th and 21st centuries as simulated by current AOGCMs. Ocean Modelling ,

12, 401 – 415. 93

Belt, S. & Müller, J. (2013). The Arctic sea ice biomarker IP25: a review of

current understanding, recommendations for future research and applications

in palaeo sea ice reconstructions. Quaternary Science Reviews , 79, 9–25. 51,

52, 116

Berger, M., Brandefelt, J. & Nilsson, J. (2013). The sensitivity of the

Arctic sea ice to orbitally induced insolation changes: a study of the mid-

Holocene Paleoclimate Modelling Intercomparison Project 2 and 3 simulations.

Clim. Past , 9, 969–982. 93, 95

Blanchard-Wrigglesworth, E. & Bitz, C. (2014). Characteristics of Arc-

tic sea-ice thickness variability in GCMs. J. Climate, 27, 8244–8258. 93
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Chapter 6

Sensitivity of Pliocene Arctic

climate to orbital forcing,

atmospheric CO2 and sea ice

albedo parameterisation

This chapter has been submitted to Earth and Planetary Science Letters as:

Howell, F. W., Haywood, A. M., and Pickering, S. J. “Sensitivity of

Pliocene Arctic climate to orbital forcing, atmospheric CO2 and sea ice albedo

parameterisation”, Earth and Planetary Science Letters.

Abstract

General circulation model (GCM) simulations of the mid-Pliocene Warm Period

(mPWP, 3.264 to 3.025 Myr ago) do not reproduce the magnitude of Northern

Hemisphere high latitude surface air and sea surface temperature (SAT and SST)

warming that proxy data indicates. There is also large uncertainty regarding the

state of sea ice cover in the mPWP. Evidence for both perennial and seasonal

mPWP Arctic sea ice is found in analyses of marine sediments, whilst in a multi-

model ensemble of mPWP climate simulations, half of the ensemble simulated

ice-free summer Arctic conditions. Given the strong influence that sea ice exerts
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on high latitude temperatures, a better understanding of the nature of mPWP

Arctic sea ice would be highly beneficial in understanding proxy derived estimates

of high latitude surface temperature change, and the ability of climate models to

reproduce this.

In GCM simulations, the mPWP is typically represented with fixed orbital

forcing, usually identical to modern, and atmospheric CO2 concentrations of ∼

400 ppm. However, orbital forcing varied over the ∼ 240,000 years of the mPWP,

and it is likely that atmospheric CO2 varied as well. A previous study has sug-

gested that the parameterisation of sea ice albedo in the HadCM3 GCM may not

reflect the sea ice albedo for a warmer climate, where seasonal sea ice constitutes

a greater proportion of the Arctic sea ice cover. These three factors, in isolation

and combined, can greatly influence the simulation of Arctic sea ice cover and

the degree of high latitude surface temperature warming.

This paper explores the impact of various combinations of potential mPWP

orbital forcing, atmospheric CO2 concentrations and minimum sea ice albedo on

sea ice extent and high latitude warming. The focus is on the Northern Hemi-

sphere, due to availability of proxy data, and the large data-model discrepancies

in this region. Changes in orbital forcings are demonstrated to be sufficient to al-

ter the Arctic sea ice simulated by HadCM3 from perennial to seasonal, although

only when atmospheric CO2 concentrations exceed 300 ppm. Reduction of the

minimum sea ice albedo from 0.5 to 0.2 is also sufficient to simulate seasonal sea

ice, with any of the combinations of atmospheric CO2 and orbital forcing. Com-

pared to a mPWP control simulation, monthly mean increases north of 60◦N

of up to 4.2◦C (SST) and 9.8◦C (SAT) are simulated. However, data-model

comparisons show the model temperatures still fail to match the proxy data tem-

peratures. It is suggested that further high latitude warming may be achieved

through adjustments to cloud parameterisation, although the gap between model

and data temperature in simulations, even with significantly reduced sea ice cover

compared to the control, suggests that agreement may still be difficult to achieve.
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6.1 Introduction

The mid-Pliocene Warm Period (mPWP, 3.264 to 3.025 Myr ago (Dowsett et al.,

2010)) is widely characterised as a period of sustained warmth in Earth’s history

(e.g. Haywood & Valdes (2004); Haywood et al. (2013b)), with mean annual

temperatures thought to be 2-3◦C higher than the pre-industrial era. Estimates of

mid-Pliocene pCO2 have typically been within the range of 365-415 ppm (Pagani

et al., 2010; Seki et al., 2010), but other studies have suggested that it may

have been lower, around 270-300 ppm (e.g. Badger et al. (2013); Zhang et al.

(2013a)). GCM simulations of the mPWP have not reproduced the magnitude

of high-latitude warming of sea surface and surface air temperatures (SSTs and

SATs) indicated by proxy data (e.g. Dowsett et al. (2011); Salzmann et al.

(2013)). A detailed understanding of forcings which have a strong effect on high

latitude climates is therefore important, as their representation in models may

have a strong impact on the simulated climates of the past, present and future.

The representation of sea ice in models is one such example, as sea ice can

enhance perturbations to the climate via feedback processes such as albedo, in

addition to acting as an insulator between the ocean and the atmosphere (Curry

et al., 1995; Kellogg, 1975; Maykut, 1978). Previous studies have attempted to

reduce the discrepancy between mid-Pliocene high latitude temperature estimates

derived from proxy data and model simulated temperatures through reduced sea

ice cover, either by artificially removing it year-round in an atmosphere-only

simulation (Ballantyne et al., 2013), or by changes to the parameterisation of

some sea ice processes (Howell et al., 2014).

Understanding of the state of Arctic sea ice from proxy data in the mid-

Pliocene remains limited. Based on the presence of iron grains in marine sedi-

ments (located at 87.5◦N, 138.3◦W), Darby (2008) concludes that the Arctic has

had perennial sea ice for the past 14 million years. Analysis of IP25, a sea ice

proxy biomarker (Belt et al., 2007; Brown et al., 2014), in two cores (located

at 80.2◦N, 6.4◦E and 80.3◦N, 8.1◦E) by Knies et al. (2014) shows that the mid-

Pliocene minimum sea ice margin was located to the north of these two sites.

Cronin et al. (1993), Moran et al. (2006) and Polyak et al. (2010) show evidence
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from ostracode assemblages and ice rafted debris that appear to suggest that the

mid-Pliocene Arctic sea ice cover was seasonal in nature.

The Pliocene Modelling Intercomparison Project (PlioMIP) has compared the

output of the simulation of the mPWP by GCMs from eight different modelling

groups (Haywood et al., 2013b). Howell et al. (2015) showed that variability in

the ensemble simulation of mid-Pliocene Arctic sea ice is high in the summer

months, where four of the models simulate ice-free summers, and the other four,

including HadCM3, maintain at least some sea ice coverage year-round.

Model simulations of the mPWP, such as those performed for PlioMIP, typi-

cally represent the mid-Pliocene through a fixed atmospheric CO2 concentration,

usually ∼ 400 ppm, and orbital configuration typically identical to modern (Hay-

wood et al., 2011b). However, the mPWP time slab is ∼ 240, 000 years long,

across which there may have been variations in pCO2, as well as changes in or-

bital forcing, which will have affected the state of the Arctic sea ice cover.

This paper focuses on two main issues. It explores the sensitivity of modelled

mid-Pliocene Arctic sea ice in HadCM3 to variations in orbital configuration,

atmospheric CO2 concentration and sea ice albedo parameterisation, in isolation

as well as in combinations of these factors. In addition, through focusing on those

simulations where there is the most extreme reductions in sea ice, this paper

investigates the extent to which such large changes can influence the outcomes

of data-model comparison, and if they are capable of bringing model and data

results into closer agreement.

6.2 Methods

6.2.1 Model description

The simulations carried out in this paper were run using HadCM3 (Hadley Centre

Coupled Climate Model version 3), a coupled atmosphere-ocean GCM from the

UK Met Office, incorporating sea ice and vegetation components in addition to

the atmosphere and ocean components (Gordon et al., 2000).

The ocean component contains 20 vertical levels, and has a horizontal resolu-

tion of 1.25◦ × 1.25◦, which gives a grid box at the equator of approximately 139
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km × 139 km. Vertical levels are distributed to allow greater resolution closer

to the surface (Gordon et al., 2000). The atmosphere component of the model

contains 19 vertical levels with a horizontal resolution of 2.5◦× 3.75◦ (latitude ×
longitude), giving six ocean boxes for every atmosphere grid box. Schemes incor-

porated in the atmosphere component include a radiation scheme representing

effects of minor trace gases (Edwards & Slingo, 1996), a land surface scheme ca-

pable of representing the effects of soil moisture melting and freezing (Cox et al.,

1999) and a gravity wave drag parameterisation (Gregory et al., 1998).

Parameterisations of ice drift and leads, combined with a basic thermody-

namic scheme, are the basis of the sea ice model in HadCM3 (Cattle & Crossley,

1995; Gordon et al., 2000). The thermodynamic scheme is based on the zero-

layer model from Semtner (1976), developed from the one-dimensional sea ice

model described in Maykut & Untersteiner (1971). Ice dynamics are based on

parameterisations described by Bryan (1969), whilst sea ice advection is derived

from the mean current speeds in the top 100 m of the ocean, which are based

on windstress in HadCM3 (Gordon et al., 2000). The parameterisation of sea ice

concentration is based on Hibler (1979). For SATs between -10◦C and 0◦C, sea

ice albedo is a linear function of the temperature. Albedo is 0.8 at -10◦C and

colder, and 0.5 at 0◦C. Salinity of sea ice is constant, at 0.6‰.

6.2.2 Experimental design

This paper investigates the sensitivity of simulated mPWP Arctic sea ice to

changes in orbital configuration, atmospheric CO2 concentrations, and reduced

minimum albedo, as well as combinations of these changes. Including the control

values, five different orbital configurations are used, three different atmospheric

CO2 concentrations, and two minimum albedo values. All combinations of these

are run, giving 30 simulations in total, summarised in Table 6.1, which also de-

scribes the notation used to identify individual simulations. Each simulation was

run for 500 years, spun off from the same 500 year control run. Climatological

averages are based on the last 30 years, and the boundary conditions used are

derived from PRISM3D, a reconstruction of mPWP sea surface and deep ocean
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temperatures, in addition to sea level, topography, vegetation and ice sheet recon-

structions (Dowsett et al., 2010), following the PlioMIP alternate experimental

design outlined in Haywood et al. (2011b).

6.2.2.1 Orbital configurations

In addition to the control, simulations of the mPWP were run with four alterna-

tive orbital configurations selected to test the sensitivity of simulated Arctic sea

ice in the mPWP to increased insolation at different times of the year. The four

orbits selected were those that, according to the astronomical solution of Laskar

et al. (2004), gave the greatest insolation at 65◦N in the mPWP during January,

March, July and September. January and July were selected due to being the

middle months of the traditional definitions of winter (DJF) and summer (JJA)

respectively. March and September were selected as Arctic sea ice reaches its

maximum and minimum extents respectively in these months. Eccentricity, pre-

cession and obliquity values for each orbital configuration, including the control,

are summarised in Table 6.1.

6.2.2.2 Atmospheric CO2 concentrations

Simulations with atmospheric CO2 concentrations of 300 ppm and 500 ppm are

run in addition to the control level of 400 ppm. Whilst some studies have sug-

gested that 300 ppm is a plausible pCO2 value for the mPWP, or at least for

some part of the period (e.g. (Badger et al., 2013; Zhang et al., 2013a)), 500

ppm is greater than the maximum values that have normally been suggested for

the mid-Pliocene. The 500 ppm solutions are intended to provide a guide to the

sensitivity of the Arctic sea ice to changes in pCO2, and the state of the Arc-

tic climate under extreme forcings to the sea ice, rather than a simulation of a

mid-Pliocene climate that is likely to have necessarily existed. CO2 is only one

greenhouse gas, and others such as CH4 have traditionally been omitted in mid-

Pliocene experiments, allowing some room for manoeuvre in terms of greenhouse

gas radiative forcing.
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6.2.2.3 Minimum sea ice albedo

Recent observations have demonstrated that sea ice albedos are generally lower

on seasonal sea ice in comparison to multi-year sea ice (Perovich & Polashenski,

2012; Riihela et al., 2013). Howell et al. (2014) suggested that the standard

parameterisation of sea ice albedo in HadCM3, with a fixed lower limit of 0.5,

may not be appropriate for the mPWP, as with a warmer than present climate the

Arctic sea ice cover is likely to have consisted of a greater proportion of seasonal

sea ice compared to present day. Howell et al. (2014) used parameterisations with

alternative lower limits of 0.2, 0.3 and 0.4. The lowest limit of 0.2 is used in the

ensemble in this study, along with the standard lower limit of 0.5.

6.2.3 Data analysis techniques

6.2.3.1 Data-model comparison

This paper uses the same methods as Howell et al. (2014) for the data-model com-

parison. Proxy data temperature estimates for SATs are based on palaeobotanical

data (Salzmann et al., 2008, 2013) and for SSTs from planktonic foraminiferal

assemblages, and Mg/Ca and alkenone palaeothermometry (Dowsett et al., 2013,

2010).

Data sites north of 60◦N provide the focus for this paper, as this is where the

significant warming is observed in model simulations. Howell et al. (2014) focuses

on just six data sites, three marine and three terrestrial, as temperature changes

are small at all other sites. This paper extends the focus of the DMC to all data

sites north of 60◦N where the proxy data temperature estimate exceeds the mean

annual temperature from the control simulation (see Table 6.2 and Figure 6.1).

The data-model comparison will focus on the difference between the proxy

data estimates and the highest mean annual temperature in the ensemble at each

data site. In addition to the mean annual temperature, the highest monthly

temperature increase in the ensemble at each data site will be shown.
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Figure 6.1: Location of marine (blue) and terrestrial (red) data sites.

Marine data sites: 1. ODP 911, 2. ODP 909, 3. Meighen Island, 4. Colvillian,

5. ODP 907.

Terrestrial data sites: 1. Beaver Pond, 2. Ocean Point, 3. Lena River, 4. Alaska

Circle, 5. Blizkiy, 6. Nenana Valley, 7. Lost Chicken Mine, 8. Delyankir, 9.

Magadan District, E. Lake El’gygytgyn.
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6.2.3.2 Energy balance analysis

This paper uses the methods set out in Hill et al. (2014) to determine the break-

down of contribution to high latitude SAT changes in selected simulations, en-

abling an analysis of the differences in patterns of temperature and sea ice changes

resulting from the different forcing changes.

6.3 Results

6.3.1 Sea Ice

6.3.1.1 Sea ice extent

Twenty-three of the simulations produce a lower mean annual sea ice extent

than the control simulation (10.61×106 km2), with 6 producing higher mean

annual extents (all 5 simulations with 300 ppm pCO2 and standard albedo, and

Mar 400 0.5). The annual sea ice extent cycles for each of the 30 simulations are

displayed in Figure 6.2. Each panel represents six different boundary condition

scenarios, with the only difference between simulations in any given panel being

the orbital configuration used.

The effects of just changing the orbital configurations from the PlioMIP exper-

imental design are shown in Figure 6.2(c), which includes the control simulation.

Mar 400 0.5 produces a higher mean annual sea ice extent than the control, whilst

the other three altered orbital simulations produce lower mean annual extents,

the lowest being Jul 400 0.5 with a mean annual extent of 8.92×106 km2, a de-

crease of 15.90% compared to the control. A striking feature of Figure 6.2(c) is

the difference in summer sea ice in the Jul 400 0.5 simulation compared to the

other orbital configurations. The Jul 400 0.5 summer sea ice extent is 2.34×106

km2 (70.0%) lower than the control summer sea ice extent, and in September

measures just 0.37×106 km2, classified as ‘sea ice-free’ as it is less than 106 km2

(e.g. Wang & Overland (2009)). This demonstrates the importance of the orbital

configuration on the simulation of mid-Pliocene Arctic sea ice.

Raising the atmospheric CO2 levels to 500 ppm results in a decline in sea ice

in every month for all five orbital configurations, with the largest reduction in
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Table 6.1: Combinations of orbital configuration (with eccentricity, precession

and obliquity values), pCO2 and minimum sea ice albedo of the 30 simulations.

Experiment Orbital Eccentricity/ Global Atmospheric CO2 Minimum

name Equivalent Precession/ mean annual concentration albedo

(kyr BP) Obliquity insolation (W/m2) (ppmv)

Mod 300 0.5 300 0.5

Mod 400 0.5 0.016702 400 0.5

Mod 500 0.5 Modern 0.01628 342.05 500 0.5

Mod 300 0.2 23.439 300 0.2

Mod 400 0.2 400 0.2

Mod 500 0.2 500 0.2

Jan 300 0.5 300 0.5

Jan 400 0.5 0.053487 400 0.5

Jan 500 0.5 3057 -0.02318 342.49 500 0.5

Jan 300 0.2 22.914 300 0.2

Jan 400 0.2 400 0.2

Jan 500 0.2 500 0.2

Mar 300 0.5 300 0.5

Mar 400 0.5 0.040574 400 0.5

Mar 500 0.5 3140 0.02343 342.28 500 0.5

Mar 300 0.2 22.719 300 0.2

Mar 400 0.2 400 0.2

Mar 500 0.2 500 0.2

Jul 300 0.5 300 0.5

Jul 400 0.5 0.051086 400 0.5

Jul 500 0.5 3037 -0.04239 342.45 500 0.5

Jul 300 0.2 23.642 300 0.2

Jul 400 0.2 400 0.2

Jul 500 0.2 500 0.2

Sep 300 0.5 300 0.5

Sep 400 0.5 0.054281 400 0.5

Sep 500 0.5 3053 0.03551 342.50 500 0.5

Sep 300 0.2 22.947 300 0.2

Sep 400 0.2 400 0.2

Sep 500 0.2 500 0.2
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Figure 6.2: Annual sea ice extent (107 km2) cycle for all 30 ensemble members.

Each panel shows the five orbital simulations with the same pCO2 and minimum

albedo combinations.

November in each simulation. From August to September, both the Jan 500 0.5

and Jul 500 0.5 simulations produce a sea ice free Arctic, but the extent in the

Mod 500 0.5 simulation does not fall below 1.62×106 km2. Reduction of the

atmospheric CO2 concentration to 300 ppm has the effect of an increase in sea

ice extent in every month, with none of the simulations in this scenario producing

sea ice-free months.

Reducing minimum albedo to 0.2 also causes a decrease in sea ice extent

in each month of every orbital simulation, compared to the same orbit under

standard conditions. All five simulations produce no sea ice from August to
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October, with the Jul 400 0.2 simulation also producing no sea ice in July. With

atmospheric CO2 levels at 300 ppm and reduced minimum albedo, all simulations

produce months with an ice-free Arctic, but have a more rapid sea ice growth

in November and December compared to the 400 ppm simulation. Increasing

the atmospheric CO2 to 500 ppm with reduced minimum albedo results in a

longer ice-free Arctic period in most of the simulations, and a slower recovery in

November and December.

The mean annual change in sea ice extent is 2.11×106 km2 (19.9%). The main

driver of this is summer sea ice extent, which sees a mean change of 2.35×106

km2 (69.4%), contrasting to a mean winter change of just 1.46×106 km2 (8.88%).

6.3.1.2 Sea ice thickness

Twenty-three simulations produce a thinner mean annual sea ice cover (north of

80◦N) in comparison to the control simulation, the same number of simulations

that showed a decline in mean annual extent. Mean annual thickness anomalies

for eight of the simulations are shown in Figure 6.3. The Sep 400 0.5 simula-

tion simulates a thicker ice cover, despite also simulating a reduced extent. The

Jul 300 0.5 simulation simulates thinner than control sea ice, in addition to a

greater extent. In all other simulations, the change in mean annual thickness is

the same sign as the change in mean annual extent.

The change in mean annual sea ice thickness north of 80◦N across the ensemble

is 0.73 m (34.3%). The mean change in winter is 0.71 m (20.1%), and 0.65 m

(72.6%) in summer. The seasonal changes in thickness are far closer in value

in comparison to the extent seasonal changes, although the change of 0.65 m in

summer represents a proportionally much greater change from the control than

the winter change of 0.71 m.

The simulations with increased atmospheric CO2 produced less extensive, but

thicker winter sea ice in comparison to the simulations with reduced minimum

albedo. The mean sea ice thickness north of 80◦N thins by an average of 0.54

m in comparison to the control in the increased pCO2 simulations, whilst the

decreased minimum albedo simulations show an average thinning of 0.97 m.
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Figure 6.3: Mean annual sea ice thickness (m) anomaly (alternative minus

control) for simulations: (a) Mar 400 0.5 (b) Jul 400 0.5 (c) Jul 300 0.5 (d)

Mod 500 0.5 (e) Jul 500 0.5 (f) Mod 400 0.2 (g) Mod 500 0.2 (h) Jul 500 0.2.

6.3.2 Temperature changes

6.3.2.1 Annual and seasonal changes

The large reduction in sea ice seen in many of the simulations has substantial

effects on SATs and SSTs predicted by the model. Feedback processes mean that

reduced sea ice will likely be both a cause of and result of increased temperatures.

All simulations where the mean annual sea ice extent was reduced in comparison

to the control had increases in the mean annual SATs and SSTs north of 60◦N,

with the exception of the Mar 300 0.2 simulation, where the mean annual SAT

and SST are reduced, in comparison to the control, by 0.18◦C and 0.03◦C respec-

tively. Figures 6.4 and 6.5 show mean annual SAT and SST anomalies for eight

of the ensemble members, whilst Figures 6.6 and 6.7 show the seasonal anomalies

for the Jul 500 0.2 simulation, for SAT and SST respectively.

Changes in SAT are on average greater than changes in SST. For example, as

a result of increasing pCO2 to 500 ppm, the mean annual increase in SST north of
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60◦N compared to the control in those five simulations is 0.85◦C, the equivalent

increase in SAT is 2.90◦C. The patterns of warming are also different, the largest

increases in SST typically occur in July and August, whereas the larger SAT

increases are observed in November and December. The SST increase is greatest

in summer due to the increase in open water, which would previously have been

covered by sea ice. This heat is then released into the atmosphere during the

autumn as the sea ice refreezes, producing the large SAT autumn increase. As

water has a greater specific heat capacity than air, the overall SST response is

smaller than the SAT response. This delayed warming effect and lower SST

response have been observed and discussed in previous studies (e.g. Howell et al.

(2014); Kumar et al. (2010); Screen & Simmonds (2010a)).

Figure 6.4: Mean annual SAT (◦C) anomaly (alternative minus control) for sim-

ulations: (a) Mar 400 0.5 (b) Jul 400 0.5 (c) Jul 300 0.5 (d) Mod 500 0.5 (e)

Jul 500 0.5 (f) Mod 400 0.2 (g) Mod 500 0.2 (h) Jul 500 0.2.

The largest increases occur in the simulations with both reduced minimum

albedo and increased pCO2. The mean annual increase in SST north of 60◦N

in these simulations is 1.26◦C, with a maximum of 1.78◦C in the Jul 500 0.2
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Figure 6.5: Mean annual SST (◦C) anomaly (alternative minus control) for sim-

ulations: (a) Mar 400 0.5 (b) Jul 400 0.5 (c) Jul 300 0.5 (d) Mod 500 0.5 (e)

Jul 500 0.5 (f) Mod 400 0.2 (g) Mod 500 0.2 (h) Jul 500 0.2.

simulation. The highest mean monthly SST increase is 4.19◦C in August in

Jul 500 0.2. The mean annual SAT increase north of 60◦N in the same five

simulations is 3.99◦C. Jul 500 0.2 also shows the greatest increase in mean annual

SAT, with a rise of 4.82◦C, whilst the 9.84◦C rise in January in the Jan 500 0.2

simulation is the largest rise in any single month.

Focusing north of 80◦N, the SAT changes are even greater, the Jul 500 0.2

mean annual increase is 8.25◦C, and the increase in December of the same simu-

lation is 19.83◦C. SST increases north of 80◦N, however, do not show uniformly

higher increases compared to north of 60◦N. The mean increase in mean annual

SST across the five simulations is 1.08◦C, the highest single mean annual change

being 1.73◦C in Jul 500 0.2. The greatest monthly change is higher, however,

with August in Jul 500 0.2 showing an SST increase of 5.01◦C compared to the

control.

Figure 6.8 indicates that the warming north of 60◦N from increased pCO2
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Figure 6.6: Seasonal SAT (◦C) anomalies (compared to control) for the

Jul 500 0.2 simulation for (a) FMA (b) MJJ (c) ASO (d) NDJ.

is greater than the warming seen in the reduced albedo (400 ppm) simulations

(comparing the same orbit), despite there being a smaller reduction in sea ice

extent. Whilst this is not also true in all cases when looking at the SST changes,

the Jan 500 0.5, Jul 500 0.5 and Sep 500 0.5 simulations with 500 ppm pCO2 all

have higher mean annual SSTs north of 60◦N than the same orbital simulations

with αmin = 0.2.

6.3.2.2 Energy balance

Using the methods of Hill et al. (2014), energy balance calculations have quanti-

fied the contributions of the different components of the SAT warming (compared

to the mid-Pliocene control simulation) for the Mod 400 0.2 and Mod 500 0.5

simulations (Figure 6.9). The zonal warming varies more in Mod 400 0.2, with

very little temperature change at latitudes south of 60◦N, and more than 4◦C

of warming close to 90◦N. The Mod 500 0.5 simulation shows similar levels of

warming at all latitudes north of 60◦N, between 0.5 and 2◦C.

North of 60◦N, the largest contribution to SAT warming in Mod 500 0.5 is

greenhouse gas emissivity, marginally ahead of clear sky albedo. Cloud emissivity

and meridional heat transport have a small warming contribution, whilst there is

a small cooling contribution due to cloud albedo. All the individual contributions

are less than 1◦C. In contrast, in the Mod 400 0.2 simulation, the contribution
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Figure 6.7: Seasonal SST (◦C) anomalies (compared to control) for the Jul 500 0.2

simulation for (a) FMA (b) MJJ (c) ASO (d) NDJ.

from clear sky albedo is up to 6◦C at high northern latitudes, and makes by far

the largest contribution to the warming north of 60◦N. Greenhouse gas and cloud

emissivity also contribute to the warming, whilst there are cooling contributions

of up to 2◦C from meridional heat transport, and 3.5◦C from cloud albedo.

6.3.2.3 Data-model comparison

Tables 6.2 and 6.3 show the data-model comparison for data sites north of 60◦N

where the proxy temperature estimate exceeds the control simulation temperature

(analysed previously in Howell et al. (2014)), showing the greatest temperature

increase in the ensemble for each particular site. For all of the SAT sites, and two

of the SST sites, the greatest increase relative to the control simulation is seen

in the Jul 500 0.2 simulation. The largest increases at the remaining three SST

sites come from the Jul 500 0.5 simulation.

The discrepancy between proxy data and model mean annual SSTs has been

reduced to less than 0.5◦C at two sites, Meighen Island and Colvillian. For

the remaining three sites, the gap between the model temperatures and proxy

estimates is greater than 3◦C, the largest gap at just under 9◦C.

At each of the nine SAT data sites north of 60◦N, there is an increase in mean

annual SAT of at least 3◦C in comparison to the control simulation. The highest

change in mean annual SAT is seen at Beaver Pond, with an increase of 5.11◦C.
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Figure 6.8: Mean annual cycle of the difference in mean SAT north of 60◦N

between the 5 simulations with 500 ppm pCO2 and αmin = 0.5, and the 5 with

400 ppm pCO2 and αmin = 0.2. Difference shown is 500 0.5 minus 400 0.2, for

the same orbital configurations.

The model temperatures all remain cooler than the proxy estimate, the smallest

difference being 0.43◦C at Lost Chicken Mine. In the control simulation, the

discrepancy was 4.39◦C at this site. At only one other site, Alaska Circle, is the

model-data difference less than 2◦C, at the remaining seven the difference is at

least 3◦C, the largest difference being 13.64◦C at Delyankir.

Analysis of pollen assemblages extracted from sediment at Lake El’gygytgyn

(67.30◦N, 172.05◦E, see Figure 6.1) suggests that warmest monthly SATs at

this site in the mid-Pliocene were approximately 16-17◦C (Andreev et al., 2014;

Brigham-Grette et al., 2013) (not shown in Tables 6.2 or 6.4, as these show mean

annual and December SATs). The warmest monthly temperature in the control

simulation shows a temperature of 14.36◦C at the location of Lake El’gygytgyn,

1.6 - 2.6◦C cooler than the indications from proxy data. The model fails to
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Figure 6.9: Energy balance analysis north of 30◦N for (a) Mod 400 0.2 (b)

Mod 500 0.2. Plots show zonal mean warming for each of the energy balance com-

ponents, along with the zonal mean SAT increase compared to the mid-Pliocene

control, and the approximated zonal mean SAT increase from the energy balance

contributions.

achieve the level of warming indicated by the data, as with the mean annual

SATs shown in Table 6.2, but with a smaller temperature discrepancy. Out of

the rest of the ensemble, four simulations (Jan 400 0.2, Jul 400 0.2, Jul 300 0.5

and Jul 300 0.2) produced maximum monthly SAT values within the 16-17◦C

range, with a further four (Jul 400 0.5, Jan 500 0.5, Jul 500 0.5 and Jul 500 0.2)

exceeding this range for warmest monthly mean.

Tables 6.2 and 6.3 also shows the mid-Pliocene warming at each site for

data and models (using differences between the proxy data temperatures and

modern observations, (from Legates & Willmott (1990) and Thompson & Flem-
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ing (1996)), and the differences between the simulated mid-Pliocene and pre-

industrial temperatures). The model warming exceeds the data warming only at

the Magadan District terrestrial site (by 0.53◦C). The greatest SAT difference is

at Blizkiy (14.29◦C), whilst the largest SST difference is at ODP911 (15.02◦C).

At ODP sites 909 and 911, the pre-industrial SSTs are actually warmer than

those from the mid-Pliocene simulation. An important caveat to note is that the

observations are from the 20th century, so are likely to be warmer than temper-

atures from the pre-industrial, for which the model simulation comparisons are

run.

At six of the terrestrial sites, and one marine site, the largest increase in the

ensemble (compared to the mid-Pliocene control) is greater than the difference

between the data and model warming. Under these conditions therefore, the

models show a similar, or larger, increase in temperature from the pre-industrial

simulation as the proxy data with comparison to modern observations, showing

a degree of agreement between the proxies and simulations.

Table 6.4 shows the greatest increase in December SAT (consistently largest

SAT increase of all months) in the ensemble from the control, at each terrestrial

data site. Out of the nine data sites, the largest monthly change at six of them is

smaller than the difference between the mean annual temperature estimates from

the proxy data and control simulation, although at Ocean Point, the December

increase is just 0.24◦C smaller than the data-model mismatch. Table 6.5 shows the

greatest increase in August SST (consistently largest SST increase of all months)

in the ensemble for each data site. At two sites, Colvillian and Meighen Island,

the maximum monthly increase exceeds the model-data mean annual anomaly for

the control, but at the three ODP sites, the maximum monthly increase would not

be enough to close the data-model disparity, even if it was sustained year-round.

The Jul 500 0.2 simulation provides the greatest increase in mean annual SAT

at each terrestrial data site. The sum of the SAT increases at each site from the

three simulations with just one change from the control sums to less than the

warming produced by the combined simulation. This is in contrast to the mean

annual warming over a larger region, such as north of 60◦N, where the sum of

the mean annual increases of 1.32◦C, 1.86◦C and 1.79◦C are less than the 4.82◦C

increase of the combined simulation.
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Table 6.4: December SAT (◦C) increase (compared to mid-Pliocene control) in

the ensemble at palaeodata sites at or north of 60◦N.

Site Latitude/Longitude ∆MAT ∆T (December)

(mPWPc – proxy) (mPWPa – mPWPc)

Beaver Pond 78.40◦/-82.00◦ -14.51◦C 6.97◦C

Ocean Point 70.00◦/-153.00◦ -8.92◦C 8.68◦C

Lena River 72.20◦/125.97◦ -12.01◦C 6.21◦C

Circle, Alaska 65.50◦/-144.08◦ -5.26◦C 6.57◦C

Blizkiy 64.00◦/-162.00◦ -10.5◦C 4.81◦C

Nenana Valley 64.53◦/-149.08◦ -7.01◦C 7.16◦C

Lost Chicken Mine 64.06◦/-141.95◦ -4.39◦C 6.28◦C

Delyankir 63.00◦/133.00◦ -16.98◦C 1.89◦C

Magadan District 59.98◦/150.65◦ -7.05◦C 2.95◦C

Table 6.5: August SST (◦C) increase (compared to mid-Pliocene control) in the

ensemble at palaeodata sites at or north of 60◦N.

Site Latitude/Longitude ∆MAT ∆T (August)

(mPWPc – proxy) (mPWPa – mPWPc)

Colvillian 70.29◦/-150.42◦ -2.26◦C 5.39◦C

ODP 909 78.58◦/-3.07◦ -9.82◦C 3.79◦C

ODP 911 80.47◦/8.23◦ -11.14◦C 3.39◦C

Meighen Island 79.00◦/-99.00◦ -1.84◦C 3.64◦C

ODP 907 69.25◦/-12.7◦ -6.16◦C 4.00◦C
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6.4 Discussion

6.4.1 Sea ice

Figure 6.2(c) indicates that a change in orbital forcing is sufficient to cause

the mid-Pliocene Arctic to become ice-free at some point during the summer

in HadCM3. In the Jul 400 0.5 simulation, sea ice extent dropped to 0.37×106

km2 in September. However, when the atmospheric CO2 concentration was also

lowered to 300 ppm, no simulation was ice-free at any point. This implies that

knowing the atmospheric CO2 concentration to within 100 ppm is important to

ascertaining whether the mid-Pliocene Arctic saw sea ice-free conditions (using

HadCM3).

The Jan 500 0.5 simulation achieves ice-free conditions in addition to the

Jul 500 0.5, but other orbital simulations, notably the standard orbital config-

uration, do not. This is an important result as it appears to suggest that the

Arctic sea ice in the mid-Pliocene is more sensitive to changes that result due to

the different orbital configurations than an increase in 100 ppm pCO2.

The difference between some simulations producing ice-free conditions under

400 ppm but not under 300 ppm is also an important result. Atmospheric CO2

during the mPWP is likely to have varied during the period, and so, based on

the results of these simulations, the coinciding of particular orbital configurations

with variations in pCO2 is crucial to whether the Arctic becomes ice-free or not

in HadCM3. This suggests that much tighter age control on proxy data will be

required in order to make a consistent data-model comparison.

Sea ice-free conditions in the mid-Pliocene Arctic would contradict Darby

(2008), who show evidence from iron grains in the ACEX core (located at 87.5◦N,

-138.3◦E) implying that perennial sea ice was present in the Arctic at least as far

back as 14 Myr ago. The samples from the core represent approximately 1 ka,

sampled at an average rate through the core of 0.17 Ma (± 0.35). It is possible

that there were sea ice-free events during the mid-Pliocene which were missed by

the sampling, although Darby (2008) asserts that the probability of each of the

155 ACEX samples missing a time where seasonal ice was present is low.
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When minimum albedo is reduced to 0.2, the orbital configuration is less sig-

nificant, as the sea ice disappears completely in each simulation from August to

October, implying that if this is an appropriate parameterisation within HadCM3

for the mPWP, then the orbital configuration is less relevant in relation to the

issue of the Arctic being ice-free, although it still makes a difference to the timing

and duration of the ice-free conditions. The Jan 400 0.2 and Jul 400 0.2 simula-

tions have faster declines from June to July, and slower recoveries after October,

which is likely to have an effect on the surface temperatures. Even under 300

ppm pCO2, all simulations produce ice-free conditions, with the main effect of

the lower pCO2 appearing to be facilitating a faster sea ice recovery in the win-

ter. Increasing to 500 ppm pCO2 extends the period time over which the ice-free

summer conditions exist, and slows down the winter recovery.

An important caveat in any assessment of the sensitivity of simulated Arctic

sea ice is that conclusions are based on the assumption that HadCM3 is able to

simulate mid-Pliocene sea ice well. Howell et al. (2015) suggested that, based on

the limited proxy data evidence regarding Pliocene Arctic sea ice, that HadCM3

had the best agreement with the conclusions of the data in its mPWP simulation

of all the PlioMIP models, although other models’ CMIP5 sea ice simulations

matched modern observations more closely (Shu et al., 2015).

Within the PlioMIP ensemble, HadCM3 was not one of the four models which

simulated an ice-free Arctic summer, but did have the lowest summer extent of

the four simulations which maintained ice year-round. In light of the sensitivity

which HadCM3 displays with regard to orbit, atmospheric CO2 and albedo pa-

rameterisation, similar assessments of other models, both with summer sea ice

and without, would provide interesting insights.

6.4.2 Temperatures

Using CAM3, an atmosphere-only model, Ballantyne et al. (2013) ran a simula-

tion of the mPWP where Arctic sea ice is absent year round, and showed warming

of 10◦C to 15◦C extending into the continental interior, and subsequently a much

closer, although not complete, agreement with proxy data SAT estimates than

the control simulation. However, as stated in Ballantyne et al. (2013), a complete
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absence of sea ice is not likely to be a realistic mid-Pliocene boundary condition.

The ensemble simulations with the highest sea ice reduction (Figure 6.2(b)) pro-

duce sea ice-free conditions for almost half the year, but by March the extent

has recovered to 82.4% of the control value, albeit with a 38.2% drop in mean

thickness.

A fully coupled GCM cannot maintain the latent heat transfer from ocean to

atmosphere throughout the year that is seen in the atmosphere only simulation

of Ballantyne et al. (2013), which appears to be required to provide a consistent

level of temperature increase in order to close the data-model mismatch. Even if

the temperature increases at each site in December were replicated in all other

months, this would not be sufficient to produce agreement between models and

proxy data temperatures at more than half the terrestrial sites (Table 6.4).

Closer agreement appears to have been achieved at some SST sites, where

the model-data anomaly is less than 0.5◦C at two sites (Meighen Island and

Colvillian). At the other sites north of 60◦N however, the situation is similar

to the terrestrial mismatch, where if the largest monthly increase (in August for

SSTs) were maintained year-round, there would not be agreement between model

and proxy data temperatures.

The discrepancy is lower when comparing the temperature increases for mod-

els and data, as opposed to just the temperatures, and at some sites the model

warming in some ensemble members is close to or exceeds the data warming.

However, at three terrestrial and four marine sites, the model warming is still

lower than the data warming, even in the warmest simulations.

The simulations with atmospheric CO2 increased to 500 ppm have higher

SATs than the simulations with αmin reduced to 0.2 in most months, but larger

sea ice extents (Figures 6.2, 6.8). The breakdown of the different contributions to

high latitude warming is shown in Figure 6.9. Clear sky albedo is the dominant

contributor in the αmin = 0.2 simulations, coming as a result of the change to the

albedo parameterisation and subsequent exposure of greater areas of open water

as more ice melts, which will then lead to temperature increases.

Greenhouse gas emissivity is, marginally ahead of clear sky albedo, the largest

contributor to warming in the 500 ppm simulations. In these runs, the higher
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atmospheric CO2 concentrations lead to higher temperatures, which leads to melt-

ing sea ice. Feedbacks will enhance both sea ice melt and warming in both sets

of simulations, but in the αmin = 0.2 runs, it is initial reductions in sea ice which

then drive temperature increases, whilst the reverse is the case in the 500 ppm

pCO2 simulations.

Figure 6.10: Zonal mean total cloud north of 60◦N for April-September for the

five simulations with αmin = 0.2 and pCO2= 400ppm (blue lines), and the five

simulations with αmin = 0.2 and pCO2= 400ppm (red lines).

In the Mod 400 0.2 simulation, cloud albedo contributed up to 4◦C of cool-

ing at high latitudes compared to the control simulation (Figure 6.9). The

Mod 500 0.5 simulation showed a much lower cooling contribution due to cloud

albedo effects at high latitudes in Mod 400 0.2, and other simulations with re-

duced minimum albedo. As demonstrated in Figure 6.10, there is little difference

between mean zonal total cloud north of 60◦N for April-September (months of

highest insolation in the Arctic) in the αmin = 0.2 simulations compared to the

500 ppm simulations, in both annual and monthly means. The energy balance

differences may be due to changes in the type of cloud simulated (e.g. different
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proportions of low, medium and high cloud), or it may be a reflection of changes

to the overall surface albedo at high latitudes (Hill et al., 2014).

However, as the results shown in Figure 6.8 indicate, changes to the model that

directly reduce sea ice, such as the changes made to sea ice albedo, do result in

greater high latitude temperatures, but do not appear to be as effective as changes

which have a more direct impact on temperature changes, such as atmospheric

CO2 increases. This suggests it may be difficult to achieve the large temperature

increases necessary to significantly reduce the data-model disagreements through

model adjustments which only indirectly lead to higher temperatures. Alterna-

tively, if models cannot simulate sufficiently warm mean annual temperatures at

the proxy data locations, even with significant forcings at high latitudes, then the

possibility that the temperatures inferred from proxy data relate to maximum or

growing season temperatures, as opposed to mean annual seems more likely.

6.5 Conclusions

This results in this paper emphasise the uncertainty with regards to the state of

sea ice in the mid-Pliocene Arctic. Howell et al. (2015) demonstrated the range of

summer sea ice extents from various models, whilst these results show that forcing

uncertainties are sufficient, in the simulation of HadCM3, to make a difference

between seasonal and perennial sea ice coverage. Results seen in this paper and

Howell et al. (2015) give a wide range of potential states of mid-Pliocene Arctic

sea ice cover derived from multiple climate models. This demonstrates the need

for greater coverage of sea ice proxy data for the mid-Pliocene, which can help

to identify the most suitable model and forcing combination which reflects the

state of sea ice best. Orbital sensitivity to sea ice cover suggests that it may

be difficult. If the sea ice cover in the mid-Pliocene moved between seasonal

and perennial coverage depending on the orbital configuration, then the proxy

information would have to be highly constrained in time to identify these changes.

Given the effect on the SATs and SSTs which are associated with the vari-

ations in sea ice cover, the ability to more accurately constrain the sea ice con-

ditions in the mid-Pliocene may also help constrain the resulting high latitude

temperature changes. However, it is likely to be difficult to distinguish between
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the various ice-free scenarios which are seen in the ensemble. Proxy data would

need to indicate the timing of the disappearance and freeze-up of the sea ice, or

give an indication to other metrics, such as winter thickness, for which no proxy

indicator currently exists.

With the exception of the Meighen Island and Colvillian marine sites, and

Lost Chicken Mine and Alaska Circle terrestrial sites, no simulation was able to

reduce the data-model discrepancies for mean annual temperature estimates at

any of the data sites to less than 3◦C, with some discrepancies still exceeding

8◦C. Uncertainties associated with the temperature reconstructions are specified

for some terrestrial data sites (Salzmann et al., 2013), but none of the alternative

anomalies in Table 6.2 are less than any of the given uncertainties. Errors asso-

ciated with the SST reconstruction methods are less than 2◦C (Dowsett et al.,

2009), so the alternative anomalies at Meighen Island and Colvillian are within

the uncertainties, but not at the other sites (Table 6.3). The percentage change

at more than half of the sites is less than 50%, with only one terrestrial and one

marine site seeing a reduction exceeding 80%. The effect of even a very dramatic

reduction in the total sea ice cover is not capable of producing agreement at

most sites, and even if the highest monthly temperature increase compared to

the control were replicated year-round, the gap would not be closed at most sites.

As a number of simulations lose summer sea ice the potential impacts of sea

ice parameterisation is reduced. However, as the next biggest component in the

energy balance, cloud parameterisation could have a significant impact.

As suggested in Ballantyne et al. (2013), a year-round absence of sea ice is

perhaps the only way that such high temperature increases can be maintained

throughout the year in order to get close agreement between models and data.

However, there is evidence for the presence of mid-Pliocene Arctic sea ice (e.g.

Darby (2008); Knies et al. (2014); Polyak et al. (2010)), and maintaining ice-free

conditions in a coupled AOGCM would require a source of heat into the Arctic

during the winter months to prevent freeze-up until the spring. A severely de-

pleted, but not absent, winter sea ice cover might allow for sufficient temperature

increase to reduce the data-model mismatch, but it is clear from the results of

this study that if there is to be closer agreement between proxy and model tem-

peratures, then even the dramatic reductions in sea ice seen in this study will not
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be sufficient on their own, although they can play an important part in reducing

the differences between proxy data and model results.
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Chapter 7

Discussion and conclusions

The aim of this research was to investigate the nature of sea ice in the mid-

Pliocene Warm Period, and its effects on the climate of northern high latitudes.

This thesis has suggested alternative parameterisations of sea ice albedo in the

HadCM3 model, and demonstrated how these change the simulation of the cli-

mate of the mid-Pliocene Arctic. The response of sea ice and wider climatic

impacts is explored further by applying increased orbital and CO2 forcings, and

combining these with alternative albedo parameterisations. Model dependency

of mPWP Arctic sea ice simulation is explored in analysis of the output from the

Pliocene Modelling Intercomparison Project.

7.1 Summary

After outlining the project rationale, and identifying the aims and objectives for

this thesis, chapter 1 reviewed the current literature regarding the climate of the

mPWP, previous modelling studies concerning the period, and data-model com-

parisons. Chapter 2 provided a review of current literature concerning sea ice,

discussing the impact of sea ice on climate, the history of sea ice observations,

how sea ice modelling has progressed, and the development of proxies for past

sea ice cover. Chapter 3 outlined the methodology for chapters 4-6 of the thesis,

and included a description of HadCM3, the model which performed the majority

of simulations analysed in this thesis. Chapter 4 presented the results of simula-

tions of the mPWP and modern climate where the minimum sea ice albedo was
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adjusted. This included a data-model comparison for high-latitude sites, as well

as a comparison of simulated minimum Arctic sea ice extent with observations.

Chapter 5 analysed the simulation of Arctic sea ice for both pre-industrial and

mid-Pliocene climates by eight different GCMs. Chapter 6 focused on the impact

of uncertainties in orbital forcing, atmospheric CO2 concentrations and minimum

sea ice albedo, in isolation and combination, on mid-Pliocene Arctic sea ice and

temperatures. A data-model comparison, similar to that seen in chapter 4, is

presented.

7.2 Research questions

In section 1.1, three research questions were outlined. The next section reviews

how these were answered by the results presented in chapters 4-6.

7.2.1

1. Is it appropriate to use the same parameterisation of sea ice albedo

for simulations of different climate states? Are there alternative pa-

rameterisations for the mid-Pliocene that can substantially improve

data-model disagreements?

Recent observations have demonstrated how the albedo of Arctic sea ice has

changed as the proportion of first year sea ice increases (e.g. Perovich & Po-

lashenski (2012); Riihela et al. (2013)). The control simulation of the mPWP

by HadCM3 does not simulate an ice-free Arctic in the summer, but the min-

imum extent is much reduced in comparison to the pre-industrial simulation.

The difference between the maximum and minimum extent is greater in the mid-

Pliocene simulation, and so the maximum sea ice extent in March contains more

first year sea ice than the pre-industrial simulation. With the standard sea ice

albedo parameterisation, the sea ice albedo can not be lower than 0.5, yet as the

observations of Perovich & Polashenski (2012) demonstrate, the albedo can be

lower than this, with albedo measurements of 0.2 observed.
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In HadCM3, the sea ice albedo is dependent only on the surface temperature.

This means that when the minimum is reduced to 0.2, the sea ice albedo will take

that value, or close to it, when the SAT is at or near 0◦C. This might overrepresent

lower albedo values, which were only observed by Perovich & Polashenski (2012)

amongst times of large melt pond coverage, which is variable through the melting

season (Polashenski et al., 2012). Lowering the minimum albedo to 0.2 might

therefore mean that low albedo values are represented at the expense of the

average albedo in the model less accurately representing the actual sea ice albedo.

As there is large uncertainty concerning the nature of Arctic sea ice in the mid-

Pliocene, it is difficult to assess what the average albedo of the sea ice cover would

have been.

Minor adjustments to relatively simplistic parameterisations such as the rep-

resentation of sea ice albedo in HadCM3 may be able to closer reflect sea ice

albedo for a different climate state, but larger improvements would likely be

achieved by implementing a more sophisticated parameterisation that was able

to simulate an albedo based on factors such as sea ice age, ridging and melt pond

coverage, in addition to temperature. Such a parameterisation may also be suit-

able for use when simulating different climate states, as opposed to the HadCM3

parameterisation, where manual adjustments may be necessary.

To determine for certain whether or not it is appropriate to use the same

parameterisation of sea ice albedo for different climate states would require suffi-

ciently comprehensive observations or proxy reconstructions of the climate states

being simulated. Currently proxy reconstructions are not detailed enough, and

modern satellite observations only began in 1979, although other less comprehen-

sive observations exist prior to then. Figure 4.3 in chapter 4 shows that although

the HadCM3 control mean September Arctic sea ice extent is lower than the ob-

servational means, there are individual years when the observations are lower, so

there is overlap, and potentially could be closer agreement depending on the nat-

ural variability. The trend in September sea ice extent from 1979 is -0.793×106

km2/decade for observations, and -0.329×106 km2/decade for the models for the

same time period. However, for the most recent ten years of observations, the

observational trend increases to -1.31×106 km2/decade, whereas there is much

less change in the modelled trend over this period (-0.351×106 km2/decade).
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It should be noted that this difference in trend is only based on a ten-year

period, and so any conclusions from this should be treated with caution. Over

a longer period, the model and observed trends may be very similar. However,

the fact that the models have not simulated this increased downward trend seen

in the observations could be a sign that, as the nature of the sea ice cover is

changing and becoming more dominated by first year ice, the standard model

set up is no longer best reflecting the overall state of the Arctic sea ice albedo.

This evidence, albeit very limited, may be indicating that the use of the same

parameterisation of sea ice albedo, at least a simplistic one as used in HadCM3,

cannot reflect changes in sea ice albedo that occur even in relatively small shifts

in climate state. Analysis based on longer time periods are necessary for greater

confidence in any conclusions. It should be noted that forcings other than from

CO2 emissions (e.g. from other greenhouse gases, aerosols, volcanoes) are not

accounted for in the historical simulations, and this may affect the comparison of

the simulations against the observations.

In the mid-Pliocene simulations, reduction of the minimum albedo caused a

shift in the simulated sea ice cover from perennial to seasonal. With the minimum

albedo at 0.2 or 0.3, no sea ice was simulated from August to October. With a

minimum albedo value of 0.4, HadCM3 simulates a September sea ice extent of

0.77×106 km2, less than 1.00×106 km2, so also meets the definition of a sea ice

free Arctic (e.g. Wang & Overland (2009)). As discussed previously, proxy data

evidence concerning whether mid-Pliocene sea ice was seasonal or perennial is

conflicted. Without knowing what the nature of mid-Pliocene Arctic sea ice may

have been, it is difficult to judge if any of the alternative parameterisations of sea

ice albedo are more suitable or not.

Whilst the simulations of mid-Pliocene Arctic sea ice have very limited proxy

data to compare to, there is greater coverage of temperature proxy data. As

detailed in chapter 4, whilst the reduction of the minimum albedo to 0.2 results

in some large increases in Arctic temperatures, particularly SAT in the autumn,

the data-model disagreement shows only a small reduction.

As discussed in chapter 4, the strength of inland heat transfer in HadCM3

may be a factor in the much smaller temperature changes at the terrestrial data

sites compared to over the central Arctic. However, though annual increases of
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over 5◦C are seen in the Arctic, it is only over a relatively small area, so even

if some of this heat increase moved further inland, it is still not likely to create

a particularly large increase in SAT to result in much closer agreement with the

data.

The results from chapter 4 show that even if the lower albedo minimum of

0.2 is more appropriate for the mid-Pliocene simulation, whilst the increase in

warming reduces the data-model disagreement slightly, is not close to achieving

agreement between the two.

7.2.2

2. What is the spread between different models simulation of the mid-

Pliocene sea ice? How does the ensemble variability compare to the

same models simulation of the pre-industrial climate?

In terms of spread between the PlioMIP ensemble members’ simulation of

mid-Pliocene sea ice, one of the most key findings of the analysis in chapter 5 is

that four of the eight ensemble members simulate ice-free conditions in the Arctic

in summer. As discussed previously, understanding of mid-Pliocene Arctic sea ice

is low, but the discussion surrounding whether the ice was perennial or seasonal

is a key issue around which there is uncertainty.

There is also variation within the four models that simulated year-round sea

ice in the Arctic, from HadCM3 which simulates a small amount of lower concen-

tration sea ice, all contained within the Arctic basin, to MRI where a substantial

proportion of the summer sea ice is at 100% concentration. The PlioMIP en-

semble provides several quite different realisations of Arctic sea ice cover in the

mid-Pliocene summer.

Whilst there are differences in the winter sea ice simulated by the ensemble,

the overall spread is lower, which is evidenced by the coefficient of variation

calculations, indicating a large increase in the summer months. In winter, 100%

concentration sea ice covers everywhere north of 80◦N, and the region north of

the Bering strait between the latitudes of 90◦E and 90◦W (through 180◦E) in all
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models, with the exception of NorESM, where there is some open ocean north of

80◦N.

There is greater variation in the ensemble thickness simulation, although a

similar pattern to the extent is seen, with the greatest variation in the summer

months. Thickness is a factor that is likely to vary more than extent - as discussed,

there are large regions where all the models will simulate 100% coverage in the

winter, and therefore the models will be in complete agreement with regards to

the extent, whereas the thickness of the ice across the region has the potential

to vary much more. The higher variability of thickness in summer is likely to be

strongly influenced by the four models which simulate ice-free summers.

Figure 5.10 appears to offer a simple explanation of model differences in sim-

ulated sea ice, as there is a strong correlation between surface temperatures and

sea ice extent and volume. However, these strong correlations are not observed

in the pre-industrial simulations, and given that there is a positive feedback be-

tween sea ice reduction and temperature increase, it is difficult to ascribe any

certainty to whether the increased temperature is the cause of sea ice reduction

in the mid-Pliocene, or whether some of the increased temperature is due to the

reduction in sea ice.

The influence of multi-decadal oscillations, such as the North Atlantic Oscil-

lation (NAO) or Atlantic multi-decadal oscillation (AMO) on Arctic sea ice is

discussed in chapter 5, but their effects on the PlioMIP ensemble sea ice simula-

tion was not explored, due to the differences in run length and averaging periods

of the simulations. It is possible that in the pre-industrial simulations, there was

a stronger influence on the simulated sea ice during the averaging periods com-

pared to the mid-Pliocene simulations, which could explain why the influence of

the surface temperatures appears to be weaker in the pre-industrial ensemble.

7.2.3

3. To what extent can atmospheric CO2 uncertainty and orbital vari-

ations influence the nature of simulated Pliocene sea ice, and thereby

high latitude temperatures? What is the optimal combination of these
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factors in the model?

Both atmospheric CO2 and orbital forcing were demonstrated to have a strong

influence on the simulation of the Arctic sea ice cover by HadCM3. In particular,

it was shown that changes in either one of these factors could have a significant

impact on whether HadCM3 simulated ice-free conditions in the mid-Pliocene

summer.

As discussed previously in chapters 5 and 6, there is evidence from marine

sediment in the Arctic for both perennial and seasonal Arctic sea ice conditions

in the mid-Pliocene. As chapter 6 shows, a difference in orbital forcing can be

enough to change the summer sea ice from perennial to seasonal, so if the HadCM3

simulation is representing mid-Pliocene conditions accurately enough, then it is

likely that the Arctic was characterised by intervals of both year-round sea ice

coverage, and periods of sea ice free summers. This is perhaps why Darby (2008)

finds evidence for perennial sea ice, and Cronin et al. (1993), Moran et al. (2006)

and Polyak et al. (2010) find evidence for seasonal sea ice.

The influence of atmospheric CO2 must be considered, particularly as the

results show that at 300 ppm pCO2, perennial sea ice was simulated under all

orbital forcings (only for standard minimum albedo), indicating that not only is it

important to have a good understanding of the atmospheric CO2 concentrations

in the mid-Pliocene, but if there were variations of over 100 ppm across the time

slab, then understanding when these occurred is just as important.

The winter sea ice is also affected by the orbital forcing and atmospheric CO2

changes, although the reductions in extent are not as large as for the summer

months, and a northward shift of the maximum extent margin is not as dramatic

a change as the disappearance of summer sea ice, so the winter changes do not

have as striking an impact. In simulations with reduced ice extent, the winter

sea ice is also thinner, and recovers more slowly in the freeze-up months, due to

the increased ocean heat, which is transferred to the air in the summer.

One of the most important conclusions to be drawn from the results con-

cerns how much high latitude warming can be achieved from severe reductions

in Arctic sea ice. The data-model discrepancy is still considerable at many sites,

particularly terrestrial sites, despite dramatic reductions made to the sea ice. The
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simulations with the highest reductions in sea ice produce sea ice which is less

extensive than our current understanding of the mid-Pliocene suggests is realistic.

Given that even under these conditions the data-model discrepancy is still large

at many sites, the following possibilities should be considered as further ways to

tackle the data-model mismatch:

• Stronger inland transport of SAT

• Effects of cloud albedo cooling at high latitudes need to be reduced

• Greater heat transport (either SST or SAT) from lower latitudes

• Re-evaluation of proxy data and consideration of what the data represents

Greater inland SAT transport was discussed as a possible mechanism for gen-

erating warming at terrestrial sites when analysing the results from chapter 4.

The results in chapter 6 further emphasise this, as the greatest SAT warming

remains over the Arctic basin, largely as a result of delayed regrowth of sea ice

due to warmer oceans. However, despite the large warming seen here, there are

no proxy data sites in these locations, so this warming does can not contribute

directly to any reduction in the model-data discrepancy. It was discussed with re-

gards to the chapter 4 results that even if the extra heat over the Arctic basin was

dispersed further inland it would likely make only a small difference to the data-

model discrepancy. In the simulations with greatest warming (e.g. Jul 500 0.2)

there is greater SAT increase over the Arctic basin compared to the Mod 400 0.2

simulation which was analysed in chapter 6, as well as greater warming at the ter-

restrial data sites. A further dispersal of the heat over the Arctic basin may not

be sufficient to produce complete agreement, given that the discrepancy exceeds

9◦C at some sites, but it could make a significant difference.

One potential side effect to consider is that if inland heat transport in the

model were stronger, then the ocean would likely release heat faster, compensating

for heat loss inland, and so the sea ice would start to recover sooner. This could

lead to a thicker and more extensive sea ice maximum, which would take longer

and require greater heat to melt, meaning less additional warming in the ocean
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over the summer. This could potentially negate any effect that a stronger inland

heat transport would have.

Unlike the SAT warming, the average increase in SST does not get higher when

looking at regions closer to the pole in every simulation. In many simulations

the strongest regions of warming occur between 70 and 80◦N, as a result of a

more northerly maximum sea ice extent margin, leaving some regions ice-free

year round. As these areas of greater warming are at lower latitudes than the

greater SAT warming, and thus closer to the data sites, then the mismatches in

the SST data-model comparisons are smaller than in the SAT comparisons.

The energy balance analysis reveals that some of the warming at high latitudes

as a result of the reduction in sea ice albedo is offset by a cooling from an increase

in overall cloud albedo. However, the total cloud output at high latitudes from

the simulations with reduced minimum albedo and no change to CO2 showed

little difference compared to simulations with 500 ppm CO2, but standard sea ice

albedo. This suggests that changes may have occurred in the type of cloud (e.g.

low, medium or high cloud) or characteristics of the cloud affecting the albedo.

This suggests there is potential to reduce the cooling effect at high latitudes

by analysing the parameterisation of clouds at high latitude. There are no ob-

servations of the effects of an ice-free Arctic ocean on cloud formation, which

gives a broad scope for plausible simulation of cloud at high latitudes. Given

the cooling effect indicated by the energy balance analysis, it is only likely to

have a small effect on the overall data-model comparison, but it could make an

important contribution.

Chapter 6 demonstrated the limitations of the effect of reduction in sea ice on

warming effectively. Without a further severe reduction in sea ice, or complete

removal, like in Ballantyne et al. (2013), there is a limit to the level of warming

that can be achieved. This means that additional heat is likely to be required

from more southerly latitudes. This can be in the form of stronger ocean heat

transport, which will lead to warmer SSTs, and then an increase in SATs in the

autumn and winter months, or a stronger atmospheric heat transport, which will

increase the SATs and result in a slower release of heat from the oceans in autumn

and winter, and thus lead to an increase in overall SST.
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Zhang et al. (2013b) showed that the simulation of AMOC by the PlioMIP

models was similar in the mid-Pliocene and pre-industrial simulations, which

either suggests that an increased ocean heat transport is not realistic, or that

all the models are failing to represent some mechanism leading to an AMOC

strengthening, and potential greater northward heat transport.

Data-model comparisons are generally much closer at lower latitudes, so an

increase in the transport of heat from these regions further north could weaken

those close agreements. If this were combined with a change in forcing that

resulted in warming at lower latitudes as well as higher, such as an increase in

atmospheric CO2, then this could perhaps enable greater high-latitude warming

without being at the expense of poorer representations of lower latitudes. It is

important in general to ensure that any changes made to try and improve model

performance in one region do not do so by worsening it in another.

If achieving agreement between proxies and models appears to be beyond the

capabilities of the models, then a reevaluation of the interpretation of the proxy

data ought to be condidered. It is assumed that the proxy data indicate mean

annual temperatures, but the signal may be seasonal, perhaps growing season or

maximum temperature. Arctic growing season is short but intense, as the days

when temperatures are sufficiently warm are also very long, and so there is high

light availability. Present day Arctic growing season is estimated to be 69-99

days long (Courtin & Labine, 1977), but may have been longer in the warmer

mid-Pliocene. Csank et al. (2011) estimates mid-Pliocene Arctic growing season

temperatures of 12.7± 1.9◦C, based on mollusc shell analysis. This represents an

increase of 14.3± 2.2◦C in comparison to modern.

The mean annual SAT proxy data estimates are lower than the maximum

temperatures in the control simulation, and are close in value to the control sim-

ulation temperatures in May and August/September. For the SSTs, the three

mean annual temperature estimates for the ODP sites exceed even the maximum

SST simulated by the control simulation, so even if they were reflective of the

maximum temperature there would not be agreement with the control. The high-

est maximum temperature in the ensemble from chapter 6 at ODP907, where the

mean annual temperature estimate is 11.7◦C, is 11.67◦C. If the proxy data were

indicating maximum temperature, then this one simulation would be displaying
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agreement. At ODP sites 909 and 911 however, the highest maximum simulated

temperatures were more than 3◦C lower than the proxy estimated mean annual

temperature. At the other two sites, Colvillian and Meighen Island, the control

maximum is just 1◦C less at Colvillian, and exceeds the Meighen Island proxy

estimate, so if these were showing maximum temperatures then there could be

agreement, even with the control simulation.

Further work and consideration of what the proxy data is representing could

reveal that the models are not as far off simulating the climate of the mid-Pliocene

Arctic as initially it seems. However, if proxies were re-interpreted this could

have implications for estimates at lower latitudes, where the models and data are

generally considered in much better agreement, although as seasonality decreases

with latitude the effects on low-latitude data-model comparisons may not be very

large.

7.3 Overall conclusions

The two main areas the work in this thesis aimed to explore related to under-

standing the nature of mid-Pliocene Arctic sea ice, and in particular considering

whether the Arctic was likely characterised by seasonal or perennial sea ice, and

how much effect changes in sea ice cover have on the simulated mid-Pliocene

climate.

Results analysed in chapter 4 show that changes to sea ice albedo parameter-

isation to accommodate potential physical changes in the sea ice as a result of a

shift to a greater dominance of the sea ice cover by first year sea ice can result

in a change from simulated perennial sea ice to seasonal sea ice. Whilst some

large seasonal temperature changes are observed as a result of the large reduc-

tion in Arctic sea ice, this is restricted largely to the ocean region of the Arctic,

and the changes at palaeodata sites are much smaller, and generally within the

uncertainties associated with the proxy reconstructions. Chapter 6 extends the

work of chapter 4 further, and adds additional forcings that can further reduce

the sea ice and increase warming. The key conclusions to take from chapter 6

relate to the fact that a reduction in sea ice does not appear to be as effective

in increasing temperatures as more direct forcings, such as increased CO2, and
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there are still large data-model discrepancies even when providing conditions con-

ducive to large sea ice melt. Additionally, the results show that the Arctic may

have alternated between perennial and seasonal sea ice phases, dependent on the

orbit and CO2, and assuming the standard albedo parameterisation is suitable

for these conditions.

The analysis of results in chapter 5 shows that care must be taken when

making conclusions about mid-Pliocene sea ice based on one model’s simulation,

as there is model dependency with regards to the results, particularly relating

to whether the Arctic saw sea ice free conditions. Sea ice albedo feedback was

identified as a key influence on the simulation of sea ice, reinforcing the need for

models to be able to reflect as accurately as possible how sea ice albedo changes

along with properties of the sea ice. It was also highlighted that the oceanic and

atmospheric forcings have a very strong influence on the simulation of sea ice,

and so it is vital that this aspect of the climate is being well represented in the

model, in addition to a sea ice model with a good representation of processes

affecting sea ice.

7.4 Future work

Sea ice in the mid-Pliocene remains an area around which little is currently un-

derstood. The results in this thesis show the wide uncertainty range over the

nature of the sea ice cover in the mid-Pliocene. Future work on model simulation

of mid-Pliocene climate ideally needs to be coupled with a much greater quantity

of proxy data information relating to Arctic sea ice in the mid-Pliocene. The

results of chapter 6 indicate that the sea ice is highly sensitive to changes in orbit

and CO2, and so could identify narrower slices of time within the mid-Pliocene

where greater information about the sea ice cover and likely atmospheric CO2

concentrations could indicate whether the models’ simulation of the Arctic sea

ice is a realistic reflection of the sea ice cover of the time.

As was highlighted in chapter 6, high latitude clouds have a cooling effect on

the climate when sea ice is removed. This appears to be as a result of changes

in the type or property of clouds, rather than the total cloud amount. Further

work looking more precisely at the changes to the simulated clouds would prove
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insightful, in addition to an investigation into the parameterisation of clouds in

the model, looking to see whether there are reasonable adjustments that could

be made in order to facilitate further high latitude warming.

Chapter 5 briefly highlighted the influence that multi-decadal oscillations have

on sea ice. These have been analysed in simulations of future sea ice conditions,

but the effect in simulations of past climates has not been explored. In particular,

it should be investigated whether using differing averaging periods significantly

changes the model output with regard to Arctic sea ice, due to how much effect

from multi-decadal oscillations may be seen in an average of 30 years, compared

to a 50 or 100 year average. This could help explain some of the differences in

the influences on the pre-industrial and mid-Pliocene sea ice simulated by the

PlioMIP models.

In terms of the general pattern with the data-model comparison, and the in-

sufficient high-latitude warming the models are producing, then in addition to

exploring further methods to try to increase the high latitude warming, a recon-

sideration the model-data comparison techniques would also prove worthwhile.

In addition, more numerous proxy studies, with finer temporal resolution, if pos-

sible, and greater global coverage would enhance comparisons with models. In

this thesis, the data-model comparison used have been very basic, with the uncer-

tainty associated with the data techniques discussed, but not incorporated into

any comparison technique. Using more advanced statistical methods, for exam-

ple, that incorporate modelling and data uncertainties into a comparison may

provide a different outlook.
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Appendix A

Appendix

This appendix consists of the supplementary information accompanying the paper

in which the material from chapter 4 was published.

A.1 Sea Ice Model Description

The sea ice model utilised in HadCM3 uses a basic thermodynamic scheme, based

on the zero-layer model described in Semtner (1976), which was developed from

the one-dimensional sea ice model set out in Maykut & Untersteiner (1971).

This model consists of four layers, ocean, ice, snow and atmosphere, with heat

balance equations determining the fluxes at the boundaries between the layers,

and equations describing heat conduction in the snow and ice layers. The ice heat

conduction equation includes a term for an internal heat source. Snow cover is

affected by linear accumulations from August through to May. The model does

not account for any mechanical stresses on ice.

Ice dynamics in HadCM3 are based on parameterisations set out in Bryan

(1969). The advection of the sea ice is based on the mean speed of the currents

in the first 100 m below the ocean surface. In HadCM3 the currents are based on

the windstress, which is applied to the ocean below the ice (Gordon et al., 2000).

Sea ice concentration parameterisation is based on Hibler (1979). The model

creates sea ice when the sea surface temperature drops below -1.8◦C, or from

advection from the sea ice edge Cattle & Crossley (1995). New ice that is formed

has thickness of 0.5 m, and enough sea ice is allowed to form to satisfy heat
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conservation. This enables fractional sea ice coverage in the model and a param-

eterisation of leads. In the Arctic, sea ice can achieve a maximum concentration

of 99.5%, with a maximum of 98% in the Antarctic (Gordon et al., 2000).

The effects of heat flux exchange over leads are divided into changes to the

temperature of the upper layer of the ocean and the melting or formation of ice.

The division of the effects is directly proportional to the concentration of sea ice

over the given model grid square (Cattle & Crossley, 1995).

For surface air temperatures of −10◦C or colder, the sea ice albedo is set at

0.8. For SATs between -10 and 0◦C, the albedo increases linearly to a minimum

of 0.5. This temperature dependent evolution of sea ice albedo intends to capture

the effects of the aging and melting of snow, and the presence of melt ponds on

the sea ice albedo. Leads have a constant albedo of 0.06 (Gordon et al., 2000).

Sea ice is assumed to have a constant salinity of 0.6‰(Gordon et al., 2000).

A.2 Experimental Set Up

A.2.1 Experimental Design

The experimental design in this study uses the PlioMIP Experiment 2 template

set out in Haywood et al. (2011b). Atmospheric CO2 concentration in the at-

mosphere was set to 405 ppmv, based on proxies derived from stomatal indices,

boron and carbon isotope analyses and alkenones (Kürschner et al., 1996; Pagani

et al., 2010; Raymo et al., 1996; Seki et al., 2010). These various reconstruc-

tions give a range of mid-Pliocene CO2 of 350 to 415 ppmv. All other trace gas

concentrations are set to pre-industrial levels.

Solar constant and orbital configuration are both specified to be the same as

those used in pre-industrial simulations. Based on astronomical solutions such

as Laskar et al. (2004), a modern orbit may not best represent the mean orbital

forcing for the mid-Pliocene. However, as the PRISM data is representative of an

average of warm peaks during a time slab covering approximately 300,000 years,

it is very difficult to produce an orbital configuration which best represents the

mid-Pliocene warm period.
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24 Pliocene simulations were run in total (including the control simulation),

each with different combinations of minimum and maximum sea ice albedo limits,

which are shown in Figure A.1. These were run in order to assess the overall effects

of any general change to either the minimum or maximum albedo limit. However,

this paper focuses solely on the three runs where the minimum albedo is lowered,

and no change is made to the maximum albedo, which are indicated by the black

diamonds in Figure A.1.

Figure A.1: 24 combinations of minimum and maximum sea ice albedo used for

the Pliocene simulations. The black sqaure indicates the control run, and the

black diamonds indicate the three runs which the paper focuses on.

A.2.2 Boundary Conditions

The PRISM (Pliocene Research, Interpretation and Synoptic Mapping) project

is an ’internally consistent and comprehensive global synthesis of a past interval

of relatively warm and stable climate’, developed by the United States Geological

Survey (Dowsett et al., 2010). The reconstruction ranges over the interval from

3.264 Ma to 3.025 Ma (Dowsett et al., 2010), and consists of reconstructions of
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mid-Pliocene sea surface and deep ocean temperatures, in addition to sea level,

topgraphy, vegetation and ice sheets.

PRISM uses a multi-proxy approach for the reconstruction of mid-Pliocene

SSTs - as well as faunal analysis, alkenone and Mg/Ca methods of SST estimation

are also adopted (Dowsett, 2007). The reconstructions are based on samples taken

from 86 Deep Sea Drilling Project (DSDP) and Ocean Drilling Program (ODP)

sites (Dowsett et al., 2010). Deep ocean temperatures are estimated from 27

DSDP and ODP sites, representing depths ranging from 1000 m to 4500 m.

The topographic reconstruction for the mid-Pliocene is largely similar to

present day, with the key exceptions being that sea level is 25 m higher, Hudson

Bay and the Great Lakes are filled in, and the West Antarctic ice sheet has dis-

appeared, alongside reductions in the East Antarctic and Greenland ice sheets

(Dowsett et al., 2010; Sohl et al., 2009).

The vegetation reconstruction for the mid-Pliocene was based on a combina-

tion of data from 202 terrestrial sites and results from BIOME4, a vegetation

model (Dowsett et al., 2010; Salzmann et al., 2008). Palaeobotanical data was

compiled for the 202 sites based on existing literature and the extended data set

of Thompson & Fleming (1996). This was then used to assign each data point

to one of the 28 land cover classifications used in the BIOME4 model (Salzmann

et al., 2008).

A.3 Delayed Warming Effect

The direct effect of an overall reduction in sea ice albedo is to increase in the

net downward shortwave (SW) radiation over regions of sea ice coverage, as less

getss reflected from the surface. Figure A.2 shows this increase in the spring and

summer months for the simulation with αmin = 0.2. Autumn and winter have

very low levels of incoming SW radiation at high latitudes, so a change in albedo

makes a much smaller difference. The effects of this increase are divided between

the melting of sea ice and the heating of the upper layer of the ocean. This effect

is demonstrated in Figure A.3, which shows a 55% reduction in summer sea ice.

Figure 4.2 in Chapter 4 shows the mean increase in SST of 1.2◦C in the region

north of 60◦N in the summer. These changes are not observed to this extent
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Figure A.2: Mean seasonal net downward shortwave radiation flux (W/m2)

anomalies (alternative minus standard) for Pliocene simulation with minimum

sea ice albedo reduced to 0.2, showing (a) summer (JJA), (b) autumn (SON), (c)

winter (DJF), (d) spring (MAM).

in the spring months, however the sea ice thickness is shown to decrease by an

average of 0.64 m (26.6%, Figure A.4).

The autumn months experience higher SSTs, and a loss in sea ice concen-

tration of 89% (Figures 4.2 and A.3). Owing to this large loss of the insulating

sea ice cover, there is a large increase in net upward longwave (LW) flux and

sensible heat flux from ocean to atmosphere (Figures A.5 and A.6), resulting in

the increase in SATs shown in Figure 4.2. This remains the case, to a lesser

extent, for the winter months (SSTs show little change, but the sea ice cover is

still reduced, and the mean thickness is reduced by 34.7%), and so SATs are also

seen to increase in winter, but not by the amount as seen in autumn (Figure

4.2). Warming is also seen over land in winter, in contrast to the other three

seasons, suggesting inland transport of some of the heat initially emitted into the

atmosphere in the autumn.

Figure A.3 shows that the sea ice coverage has mostly recovered by the spring,

as a result it retains the insulating cap on the ocean surface and so there is little

increase in surface air temperature at this time of year.
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Figure A.3: Mean seasonal sea ice fraction anomalies (alternative minus standard)

for Pliocene simulation with minimum sea ice albedo reduced to 0.2, showing (a)

summer (JJA), (b) autumn (SON), (c) winter (DJF), (d) spring (MAM).

Figure A.4: Mean seasonal sea ice thickness (m) anomalies (alternative minus

standard) for Pliocene simulation with minimum sea ice albedo reduced to 0.2,

showing (a) summer (JJA), (b) autumn (SON), (c) winter (DJF), (d) spring

(MAM).
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Figure A.5: Mean seasonal net upward longwave radiation flux (W/m2) anomalies

(alternative minus standard) for Pliocene simulation with minimum sea ice albedo

reduced to 0.2, showing (a) summer (JJA), (b) autumn (SON), (c) winter (DJF),

(d) spring (MAM).

Figure A.6: Mean seasonal sensible heat flux (W/m2) anomalies (alternative

minus standard) for Pliocene simulation with minimum sea ice albedo reduced to

0.2, showing (a) summer (JJA), (b) autumn (SON), (c) winter (DJF), (d) spring

(MAM).
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Figure A.7: Mean seasonal SAT (◦C) anomalies (αmin = 0.2 minus Pliocene

NH Max) comparing effects of changes in minimum albedo to changes in orbit,

showing (a) summer (JJA), (b) autumn (SON), (c) winter (DJF), (d) spring

(MAM).

Figure A.8: Mean seasonal sea ice concentration anomalies (αmin = 0.2 minus

Pliocene NH Max) comparing effects of changes in minimum albedo to changes

in orbit, showing (a) summer (JJA), (b) autumn (SON), (c) winter (DJF), (d)

spring (MAM).
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Table A.1: SAT anomalies (model simulated temperature minus proxy recon-

structed temperature) for all palaeodata sites at or north of 60◦N. Anomalies are

displayed for the control and αmin = 0.2 simulations.

Site Latitude/Longitude Control Anomaly αmin = 0.2 anomaly

Beaver Pond 78.40◦/-82.00◦ -14.51◦C -13.7◦C

Ocean Point 70.00◦/-153.00◦ -8.92◦C -8.2◦C

Lena River 72.20◦/125.97◦ -12.01◦C -11.4◦C

Circle, Alaska 65.50◦/-144.08◦ -5.26◦C -5.23◦C

Blizkiy 64.00◦/-162.00◦ -10.5◦C -10.1◦C

Nenana Valley, Alaska 64.53◦/-149.08◦ -7.01◦C -7.01◦C

Lost Chicken Mine 64.06◦/-141.95◦ -4.39◦C -4.35◦C

Delyankir 63.00◦/133.00◦ -16.98◦C -16.80◦C

Magadan District 59.98◦/150.65◦ -7.05◦C -6.76◦C

Table A.2: SST anomalies (model simulated temperature minus proxy recon-

structed temperature) for all palaeodata sites at or north of 60◦N. Anomalies are

displayed for the control and αmin = 0.2 simulations.

Site Latitude/Longitude Control Anomaly αmin = 0.2 anomaly

Colvillian 70.29◦/-150.42◦ -2.26◦C -1.61◦C

ODP 909 78.58◦/-3.07◦ -9.82◦C -8.51◦C

ODP 911 80.47◦/8.23◦ -11.14◦C -10.21◦C

Meighen Island 79.00◦/-99.00◦ -1.84◦C -1.63◦C

ODP 907 69.25◦/-12.7◦ -6.16◦C -6.09◦C

Tjornes 66.16◦/-17.25◦ 0.94◦C 0.90◦C
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Appendix B

Appendix

This appendix consists of the supplementary information accompanying the paper

in which the material from chapter 5 was submitted.
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Figure B.1: Mean annual 10 m winds and mean annual sea ice thickness (m)

in pre-industrial (upper half) and mid-Pliocene (lower half) for each PlioMIP

Experiment 2 model (excluding CCSM4). Vector length is proportional to wind

speed.
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Figure B.2: Mean annual surface ocean currents and sea ice thicknesses (m)

in pre-industrial (upper half) and mid-Pliocene (lower half) for each PlioMIP

Experiment 2 model. Vector length is proportional to ocean current speed.
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Boé, J.L., Hall, A. & Qu, X. (2009). September sea-ice cover in the Arctic

Ocean projected to vanish by 2100. Nature Geoscience, 2, 341–343. 44, 92

206



REFERENCES

Boville, B. & Gent, P. (1998). The NCAR Climate System Model, version

one. Journal of Climate, 11, 1115–1130. 64

Bragg, F.J., Lunt, D.J. & Haywood, A.M. (2012). Mid-Pliocene climate

modelled using the UK Hadley Centre Model: PlioMIP Experiments 1 and 2.

Geoscientific Model Development , 5, 1109–1125. 71, 94

Brassell, S. (1993). Applications of biomarkers for delineating marine palaeo-

climatic fluctuations during the Pleistocene. Organic geochemistry principles

and applications , 699–738. 12

Brassell, S., Eglinton, G., Marlowe, I., Pflaumann, U. & Sarn-

thein, M. (1986). Molecular stratigraphy - A new tool for climatic assessment.

Nature, 320, 129–133. 12

Brennecke, W. (1904). Beziehungen zwischen der Luftdruck verteilung und

den Eisverhaltnissen des Ostgrönlandischen Meeres. Ann. Hydrograph. Marit.

Meteorol , 32, 49–62. 34

Brigham-Grette, J. (2009). Contemporary Arctic change: A paleoclimate
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Ganopolski, A., González Rouco, J., Jansen, K., Lambeck, K.,

Luterbacher, J., Naish, T., Osborn, T., Otto-Bliesner, B., Quinn,

T., Ramesh, R., Rojas, M., Shao, X. & Timmerman, A. (2013). In-

formation from Paleoclimate Archives. In: Climate Change 2013: The Phys-

ical Science Basis. Contribution of Working Group I to the Fifth Assessment

Report of the Intergovernmental Panel on Climate Change [Stocker, T.F., D.

Qin, G.-K. Plattner, M. Tignor, S.K. Allen, J. Boschung, A. Nauels, Y. Xia, V.

Bex and P.M. Midgley (eds.)]. Cambridge University Press, Cambridge, United

Kingdom and New York, NY, USA. 19

Massonnet, F., Fichefet, T., Goosse, H., Bitz, C.M., Philippon-

Berthier, G., Holland, M.M. & Barriat, P.Y. (2012). Constraining

projections of summer Arctic sea ice. The Cryosphere Discussions , 6, 2931–

2959. 92, 114, 119, 125

Matthiessen, J., de Vernal, A., Head, M., Okolodkov, Y., Zonn-

eveld, K. & Harland, R. (2005). Modern organic-walled dinoflagellate cysts

in Arctic marine environments and their (paleo-) environmental significance.

Palaeontologische Zeitschrift , 79, 3–51. 54

Mauritsen, T., Stevens, B., Roeckner, E., Crueger, T., Esch, M.,

Giorgetta, M., Haak, H., Jungclaus, J., Klocke, D., Matei, D.,

232



REFERENCES

Mikolajewicz, U., Notz, D., Pincus, R., Schmidt, H. & Tomassini,

L. (2012). Tuning the climate of a global model. Journal of Advances in Mod-

eling Earth Systems , 4, M00A01. 119

Maykut, G. (1978). Energy exchange over young sea ice in the central Arctic.

Journal Of Geophysical Research - Oceans , 83, 3646–3658. 34, 40, 41, 73, 140

Maykut, G. & Untersteiner, N. (1971). Some results from a time-dependent

thermodynamic model of sea ice. Journal of Geophysical Research, 76, 1550–

1575. 46, 47, 48, 50, 61, 142, 188

McMillan, M., Heller, P. & Wing, S. (2006). History and causes of post-

Laramide relief in the Rocky Mountain orogenic plateau. Geological Society of

America Bulletin, 118, 393–405. 20

Meehl, G. & Stocker, T. (2007). Global Climate Projections. Climate

Change 2007: The Physical Science Basis , 747–845. 45

Meinardus, W. (1906). Periodische Schwankungen der Eistrift bei Island. Ann.

Hydrograph. Marit. Meteorol , 34, 148–162, 227–239, 278–285. 34

Mellor, G.L. & Kantha, L. (1989). An ice-ocean coupled model. Journal of

Geophysical Research-Oceans , 94, 10937–10954. 50, 71, 94, 117, 122

Milankovitch, M. (1941). Kanon der Erdbestrahlung und seine Andwendung

auf das Eiszeiten-problem. Royal Serbian Academy, Belgrade. 31

Miles, M.W., Divine, D.V., Furevik, T., Jansen, E., Moros, M. &

Ogilvie, A.E.J. (2014). A signal of persistent Atlantic multidecadal variabil-

ity in Arctic sea ice. Geophysical Research Letters , 41, 463–469, 2013GL058084.

121

Miller, K., Wright, J., Browning, J., Kulpecz, A., Kominz, M.,

Naish, T., Cramer, B., Rosenthal, Y., Peltier, W. & Sosdian, S.

(2012). High tide of the warm Pliocene: Implications of global sea level for

Antarctic deglaciation. Geology , 40, 407–410. 3, 18, 19

233



REFERENCES

Milton, S. & Wilson, C. (1996). The impact of parameterized subgrid-

scale orographic forcing on systematic errors in a global NWP model. Monthly

Weather Review , 124, 2023–2045. 60

Moran, K., Backman, J., Brinkhuis, H., Clemens, S.C., Cronin, T.,

Dickens, G.R., Eynaud, F., Gattacceca, J., Jakobsson, M., Jordan,

R.W., Kaminski, M., King, J., Koc, N., Krylov, A., Martinez, N.,

Matthiessen, J., McInroy, D., Moore, T.C., Onodera, J., O’Regan,

M., Pälike, H., Rea, B., Rio, D., Sakamoto, T., Smith, D.C., Stein,

R., St John, K., Suto, I., Suzuki, N., Takahashi, K., Watanabe,

M., Yamamoto, M., Farrel, J., Frank, M., Kubik, P., Jokat, W. &

Kristoffersen, Y. (2006). The Cenozoic palaeoenvironment of the Arctic

Ocean. Nature, 441, 601–605. 74, 92, 124, 140, 181

Mosbrugger, V. & Utescher, T. (1997). The coexistence approach a

method for quantitative reconstructions of Tertiary terrestrial palaeoclimate

data using plant fossils. Palaeogeography, Palaeoclimatology, Palaeoecology ,

134, 61–86. 17, 28

Moss, S. & Johnson, D. (1994). Aircraft measurements to validate and im-

prove numerical model parametrisations of ice to water ratios in clouds. Atmo-

spheric Research, Vol 34, Nos 1-4, June 20, 1994: Special Issue: 11th Inter-

national Conference on Clouds and Precipitation, Part III , 1–25. 60

Müller, J., Wagner, A., Fahl, K., Stein, R., Prange, M. & Lohmann,

G. (2011). Towards quantitative sea ice reconstructions in the northern North

Atlantic: A combined biomarker and numerical modelling approach. Earth and

Planetary Science Letters , 306, 137–148. 51, 52

Müller, P., Kirst, G., Ruhland, G., von Storch, I. & Rosell-Melé,
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