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Preface

Within this thesis, chapter 3 has been based on work presented in the

jointly authored publication “Simulated Observations of Young Grav-

itationally Unstable Protoplanetary Discs” by Douglas, T.A., Caselli,

P., Ilee, J.D., Boley, A.C., Hartquist, T.W., Durisen, R.H. & Rawl-

ings, J.M.C. (2013). As the lead author, I performed the radiative

transfer simulations, conducted the analysis and wrote the text.
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Abstract

This thesis presents simulations of the dynamics and radiation pro-

cesses in accretion discs around young protostars. Firstly the dust

continuum and molecular line emission from a graviationally unstable,

0.4M� disc around a young 1M� mass protostar are calculated. Such

massive, unstable discs are thought to be an early stage in the evolu-

tion of low mass protostars and the gravitational instabilities in them

provide a method of transferring angular momentum outwards and

mass inward when there is insufficient ionised material for magnetic

instabilities to provide such torques. The potential for observations

of such a disc in continuum and line emission with ALMA is explored

using radiative transfer and synthetic observations and four molecular

traces of spiral structure are identified.

Secondly, radiation-hydrodynamic models of accretion discs around

10M� protostars of varying radii are presented. The effects of differ-

ent driving parameters and accretion luminosity are explored. The

resulting density distribution is analysed in order to distinguish be-

tween ionised and neutral material. The amount of mass lost, the

linear and rotational velocity of the winds and the division of the

mass between the slow, dense disc wind and the fast rarefied polar

wind is analysed for each of the models. The amount of visible mass



lost through the disc is found to be strongly related to the luminos-

ity of the disc and most of the disc mass is launched from the inner

regions rather than mass loading further out.

Finally radiative transfer modeling and synthetic observations are

performed for the hydrodynamic models from the previous chapter.

These include radio free-free emission, ionised carbon forbidden lines

and hydrogen recombination lines. These are compared to observa-

tions of discs around MYSOs. The radio free-free emission is used

as the input to a telescope simulation in order to provide synthetic

interferometer observations with the e-Merlin radio telescope network.
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Chapter 1

Introduction

1.1 Outline

This thesis is on simulations of discs around young protostars and synthetic ob-

servations of the simulations.

Chapter 1 presents previous work in the field of star formation and provides

context for the work in this thesis.

Chapter 2 outlines the numerical methods used in simulations to create the

work presented in this thesis.

Chapter 3 presents work, previously published in Douglas et al. (2013), on

synthetic observations of a protoplanetary disc around a young class 0 protostar.

The disc has sufficient mass to become gravitationally unstable and the simu-

lations show that the spiral density waves which occur will be visible with the

next generation of astronomical instruments (i.e. the Atacama Large Millimetre

Array, ALMA). The synthetic observations were created by combining previous

work on the hydrodynamics of gravitationally unstable discs (Boley et al. 2007a)
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and on the chemistry within such a disc (Ilee et al. 2011) with radiative trans-

fer and telescope simulation codes. This allows for accurate prediction of which

molecular lines will be sufficiently excited, and on a large enough spatial scale,

to be seen clearly with ALMA.

Chapter 4 features axis-symmetric radiation-hydrodynamic simulations of line

driven disc winds from an accretion disc around a 10M�, 8500L� protostar ac-

creting at 10−4 M� yr
−1. These simulations include radiation line driving terms

governed by Sobolev optical depths and use a distributed luminosity in order to

simulate emission from both the star and accretion disc. Morphologies and mass

fluxes are calculated for a range of protostellar radii, and it is found as the star

becomes hotter and smaller a stronger wind is blown from the disc.

Chapter 5 contains observational predictions of the work shown in chapter 4.

Radio free-free emission maps, forbidden line C+ emission and Hydrogen recom-

bination of the models from chapter 4 are calculated and synthetic observations

are created where appropriate.

Chapter 6 presents a summary of the findings of this thesis and describes

possible future work.

1.2 Star formation

The basic process by which stars form has been well understood for a number

of years (e.g. Mestel & Spitzer 1956, Roberts 1969). Clouds of material in the

coldest phase of the ISM, the cold molecular component, contain regions which

are gravitationally unstable and these collapse to form either single stars or bound

multiples.
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Figure 1.1: Hierarchical cloud structure. The three panels show a representative
view from cloud to clump to core. The bulk of the molecular gas (cloud; left
panel) is best seen in CO which, although optically thick, faithfully outlines the
location of the H2. Internal structure (clumps; middle panel) is observed at higher
resolution in an optically thin line such as C18O.With a higher density tracer such
as CS, cores (right panel) stand out. The observations here are of the Rosette
molecular cloud (figure taken from Blitz & Williams 1999).

Most of the star formation, both in this galaxy and in others, occurs in large

clouds of molecular gas (Kennicutt & Evans 2012), referred to as giant molecular

clouds (GMCs). These clouds are highly turbulent (Zuckerman & Evans 1974)

and feature prominent filamentary structure (Bergin & Tafalla 2007). It is cur-

rently unclear if they are transient structures resulting from colliding flows which

dissipate on the order of a crossing time (Ballesteros-Paredes et al. 1999), or if

they are quasi-equilibrium structures with the interior turbulence being contin-

uously driven (possibly by feedback from star formation or galactic rotation e.g.

Kim & Ostriker 2007, Vázquez-Semadeni 2011 and Boneberg et al. 2014).

The interior structure of GMCs can be subdivided into clumps (which are

continuous regions in position-position-velocity (PPV) space), which themselves

may contain significant interior structure. Within these clumps individual gravi-

tationally bound cores are found (see figure 1.1).

Individual dense cores generally fall into one of two categories: firstly pre-
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Table 1.1: Physical properties of Molecular Clouds and their sub-components
(adapted from Bergin & Tafalla (2007))

Clouds Clumps Cores

Mass (M�) 103 − 104 50-500 0.5-5

Size (pc) 2-15 0.3-3 0.03-0.2

Mean density (m−3) 5×107-108 109-1010 1010-1011

Velocity extent(km s−1) 2-5 0.3-3 0.1-0.3

Crossing time (Myr) 2-4 ∼1 0.5-1

Gas temperature (K) ∼10 10-20 8-12

Examples Taurus, Oph, Musca B213, L1709 L1544, L1498, B86

stellar cores are the progenitors of single stars (or bound multiples), they are

gravitationally unstable to collapse and show observational signs of infall towards

the centre; the second, starless cores, are stable structures showing no signs of

collapse. The condition for gravitational collapse of a sphere of uniform density

is given by equation 1.1 (Jeans 1929) in which ρ and T are the density and

temperature of the gas, µ is the mean molecular mass and kB and G are the

Boltzmann and gravitational constants:

MJ =

√
ρ−1

(
πkBT

µG

)3

. (1.1)

If the mass of a core is greater than MJ it will undergo collapse as long as its

temperature remains constant. However equation 1.1 only accounts for thermal

pressure providing support against collapse. Molecular clouds are observed to

have both magnetic fields (Kazes & Crutcher 1986) and supersonic turbulence

Schneider et al. (2011), both of which could provide pressure and allow regions

of masses greater than the Jeans mass to be stable against collapse.

Once a volume of gas becomes Jeans unstable it will continue to collapse as
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long as it is able to radiate away the gravitational energy released and remains

isothermal. When the core becomes optically thick to the main coolants present

(primarily dust thermal emission and CO rotational transitions) the collapse is no

longer isothermal and the temperature of the cloud will begin to rise, stabilizing it

against collapse. As thermal pressure increases in the optically thick centre of the

core the collapse will halt, resulting in an equilibrium structure referred to as the

first hydrostatic core. This is only a transitory phase however, as radiation is still

being emitted from the edge of the optically thick region and it will eventually

cool down sufficiently to collapse further. This first hydrostatic core phase of the

collapse has been theoretically predicted for a long time (e.g. Larson 1969), but

due to its short duration and heavily embedded nature it is only recently that

observations of this phase have become possible (Enoch et al. 2010; Chen et al.

2010; Pineda et al. 2011).

For any volume of gas we can calculate a free-fall time, which is the time it

would take for the region to collapse down to a significantly smaller radius in the

absence of any support mechanism (equation 1.2).

tff =

√
3π

32Gρ
. (1.2)

For a typical molecular cloud of density 108 particles per m3, tff ' 3 × 106yrs.

That this is comparable with the sound crossing time of these clouds (see table

1.1) demonstrates that GMCs as a whole are not gravitationally collapsing. We

can also define the Kelvin-Helholtz time (the time taken for a protostar to radiate
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Figure 1.2: A schematic of the different stages of star formation and their
observational category. The labels show the time passed since the formation
of the protostar and inset are the SEDs used in classification. Adapted from
Jonkheid (2006).

away a significant fraction of its gravitational energy):

tKH =
Egrav
L∗

=
3

5

GM2

RL∗
. (1.3)

Taking the freefall time for a core of radius 0.1 pc and density of 1010m−3 and

equating that with the Kelvin-Helmholtz time allows us to define the boundary

between low mass star formation, where radiation isn’t dynamically significant

and high mass, where it is. Assuming that L∗ ∝ (M∗/M�)3.5 this simple method

gives the boundary between the two modes of star formation at ∼ 10 solar masses.
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1.2.1 Low mass star formation

Observationally, YSOs are split into 4 classes, 0-III, distinguished by their spectral

energy distribution (SED). Classes I, II and III were originally proposed by Lada

(1987) who categorized them according to the spectral index, a, in the region of

10µm ≤ λ ≤ 100µm:

a =
d log(λFλ)

d log(λ)
(1.4)

Values +3 ≥ a ≥ 0 correspond to class I objects , 0 ≥ a ≥ −2 are for class II

objects and −2 ≥ a ≥ −3 are for class III objects. This was extended by Andre

et al. (1993) to include class 0 sources for a ≥ +3.

Class 0 objects are a collapsing envelope of material onto a newly formed/forming

protostar. The SED observed has the shape of a black body at ∼30K with the

peak of the flux at (sub)millimetre wavelengths. This is warmer than that of a

pre-stellar core (5∼15K) due to the re-absorption of stellar luminosity heating

the infalling material. Simulations have shown that material could form a disc

during this stage even before the protostar forms (Machida et al. 2011a).

After 104 − 105 years Class I sources have cleared out a significant amount

of material along their rotation axis. This allows, depending on inclination, ob-

servations deeper into the envelope to warmer regions. Correspondingly, there

is a shift in the SED to higher frequencies. In this regime material is primarily

accreting onto the protostar via the disc rather than collapsing spherically.

Class II is 105 − 106 years after the protostar formation. By this point there

is little of a spherical envelope remaining and the majority of the mass not in the

protostar is in the accretion disc. As the source is now almost entirely exposed
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the SED is that of the protostar itself, with an additional longer wavelength (IR)

component from the cooler disc.

Class III sources, occurring after 106− 107 years are protostars around which

most of the disc mass has either been accreted or expelled. They are seen as stellar

SEDs with a faint infrared excess due to the remnant disc. Planet formation is

expected to occur during this phase and resolved observations of discs with gaps

in them are believed to be evidence for this (e.g. ALMA Partnership et al. 2015;

Osorio et al. 2014). After this stage is complete the star is said to be on the main

sequence.

1.2.2 High mass star formation

Massive stars play a key role in star formation; they profoundly affect their sur-

roundings by injecting significant amounts of momentum and energy though out-

flows, stellar winds and supernovae. This leads to them having a large effect on

the environment in which other stars are formed. However, less is known about

their formation than their low mass counterparts (see Tan et al. 2014) as they are

much more difficult to observe. The difficulty in observing MYSOs comes partly

from their rarity, meaning that the average distance to one is much larger than

the average distance to a low mass YSO. In addition, MYSOs form and evolve

over a much shorted period than low mass protostars. This again increases the

rarity of observable MYSOs but also means that the ones which do exist are often

still obscured by a large amount of dust.

One of the main unknowns about massive star formation is the source of

matter feeding the protostar. The two main models for this under active study
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are Core Accretion and Competitive Accretion. In the core accretion model,

high mass star formation is a scaled up version of low mass star formation and

single stars (or small multiples) form from a single massive core which undergoes

gravitational collapse to a disc and protostar(s). In this model the initial mass

function (IMF) of stars is directly related to the core mass function (CMF) by an

efficiency so that M∗ = ηMcore with an efficiency (η) on the order of a half. For

massive stars to form via this method, cores with mass M � M� must collapse

without fragmenting into a cluster of low mass stars.

In the competitive accretion model, there is no single bound structure that

undergoes collapse to form the star. Instead massive stars always form at the

centre of clusters and the gravitational potential of the cluster as a whole fun-

nels matter to the stars in the centre which accrete faster and become massive.

Massive stars formed in this way would need to always form in association with

a cluster of other stars and to be close to the centre of mass of this cluster.

Massive stars are highly luminous (∼104 L� for a 10M� star) and this causes

significant radiation pressure to be felt by material around the star. If the ac-

cretion onto the star was symmetric, this radiation pressure would lead to a

truncation of the IMF when the radiation became strong enough to balance grav-

ity. However recent 3D simulations have shown that when an accretion disc forms

matter is still able to accrete onto the protostar though the disc thanks to a com-

bination of the ‘flashlight’ effect (the radiation field becoming non-isotropic due

to absorption and re-emission from the disc) and the high optical depth of the

disc shielding the interior mass from the radiation pressure (Krumholz et al. 2005;

Kuiper et al. 2015).
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Recent modeling of the structure of protostars as they accrete mass at the

high rates needed to overcome radiation pressure shows that they will increase

in radius up to ∼ 100R� as they gain in mass (Hosokawa & Omukai 2009). This

inflation is caused by the entropy of the accreted mass being unable to be radiated

away through the highly opaque cool material. As the protostar increases in

temperature the opacity drops and entropy moves towards the surface, swelling

the protostar’s radius. This large increase in radius has the effect of decreasing

both the surface temperature and gravity of the protostar.

1.3 Circumstellar discs

Circumstellar discs are ubiquitous around YSOs. They are seen around stars

from brown dwarfs with masses < 0.08M� (e.g. Ricci et al. 2014, Liu et al.

2015) to high mass stars > 8M� (Wang et al. 2012) and even around binaries

(Sánchez-Monge et al. 2013). These discs are formed as a natural consequence of

the conservation of angular momentum from the parent cores. Consider a core

with radius 0.1 pc (3×1015m ∼ 1 Jeans length of a core) with a typical angular

velocity of 10−14 s−1 (Lodato 2008). The angular momentum of the core

J = Ωcore λ
2
J ' 1017m2 s−1. (1.5)
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Equating this with the angular momentum of a Keplerian orbit about a 1 M�

star at radius R gives:

J = 1017m2 s−1

= Jk =
√
GMR

R =
J2

GM
= 7× 1013m ' 500AU. (1.6)

Thus, for mass to move inwards to smaller radii and accrete onto the central

protostar there has to be some method of transferring this angular momentum

away from the disc. This is commonly referred to as the “angular momentum

problem”.

These discs are mainly composed of atomic or molecular hydrogen (depending

on the luminosity of the central YSO and the accretion rate) and dust grains,

with dust composing 1-2% by mass (Lodato 2008). If the opacities of the dust

are known, then the mass of the disc can be obtained from its sub-millimetre

emission, to which discs are typically optically thin. In a survey of discs in the

Taurus-Auriga complex, Andrews & Williams (2007) measured a range of disc

masses from 0.1 M� to 10−4 M� with a median of 5×10−3 M�. Sizes ranged from

∼100 to 1000 AU. However, the dust opacities are not well known causing large

systematic errors on these values. Hartmann et al. (2006) show that if the dust

has coagulated into larger grains then their opacity would be reduced and the

corresponding mass estimate would increase.

Numerical studies of the collapse of a core towards a disc (Machida & Mat-

sumoto 2011) suggest that discs form very early on in the collapse of a pre-stellar

core and that they maintain their original spherical shape and structure even
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after disc formation begins. This means in order to detect these earliest discs

observations need to penetrate through the surrounding cloud in order to detect

the disc. Other simulations show that young isolated systems are expected to

contain a significant fraction of the mass in extended discs (Hayfield et al. 2011a)

and these to be gravitationally unstable.

In addition to providing a path for material to accrete onto the protostar

the disc also has a role in the launching of jets and outflows (e.g. Blandford &

Payne 1982; Pudritz & Norman 1983; Shu et al. 1997, see figure 1.3). Outflows

are launched from the disc along the rotation axis by a combination of magnetic

pressure and magneto-centrifugal forces. These outflows have been seen to be

rotating (Bacciotti et al. 2002) and so can also carry angular momentum away

from the disc. In the case of high mass stars they also clear out a low density

channel away from the protostar by sweeping up material in their vicinity, allow-

ing radiation to escape. This leads to an anisotropy in the radiation field with

the radiation pressure greater along the axis of the outflow than in the radial

direction (Yorke & Sonnhalter 2002). This “flashlight” effect reduces the ability

of the radiation to overcome gravity in the plane of the accretion disc.

Krumholz & Matzner (2009) simulated the collapse of a prestellar core using

3D coupled radation-hydrodynamics with grey flux-limited diffusion (FLD). They

found that accretion proceeded through a disc even when the radiation pressure

was strong enough to prevent spherical accretion. In this work the accretion onto

the protostar was mainly via the disc, but due to the combination of the radiation

and gravitational forces the disc was unstable, leading to a highly variable accre-

tion rate. The disc itself was fed mainly though radiation-driven Rayleigh-Taylor

instabilities in the surrounding envelope. Other simulations of a collapsing mas-
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Figure 1.3: H2 S(5) map (green contours) superimposed on the high velocity
CO J = 2-1 map (blue contours) and close to systematic velocity CO J = 2-1
(red contours). Grayscale backgrounds are near-IR 2.12m H2 images, figure taken
from (Dionatos 2010)

.

sive core have been performed by Kuiper et al. (2011), using frequency dependent

ray-traced stellar irradiation and gray FLD thermal radiation. This simulation

also showed accretion continuing via a disc after the radiation become too in-

tense for spherical accretion. However, they did not observe the unstable disc or

radiation driven Rayleigh-Taylor instabilities observed by Krumholz & Matzner

(2009). They attribute these differences to differing initial conditions (a ρ ∝ r−2

density profile in the Kupier paper as opposed to ρ ∝ r−1.5 in the Krumholz work)

and their frequency dependent treatment of the starlight depositing its energy in

a thicker shell of material than the gray FLD method.

As previously mentioned, some process is needed for the outward transport of

angular momentum in order for accretion to proceed. This can be achieved via

viscosity in the disc. It can be shown quite simply (Lodato 2008) that normal
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molecular viscosity gives accretion rates many orders of magnitude too slow, and

so some sort of anomalous viscosity is needed.

1.3.1 The α disc

Rather than determine exactly what causes this viscosity Shakura & Sunyaev

(1973) parameterised the viscosity as

ν = αcsh, (1.7)

where h is the scale height of the disc (∼ cs/Ω), cs is the gas sound speed, Ω is the

angular speed of the disc and α is a numerical parameter setting the magnitude

of the anomalous viscosity and has a value ≤ 1. In a geometrically thin Keplerian

disc the evolution of the mass surface density (Σ) is governed by

∂Σ

∂t
=

3

R

∂

∂R

(
R1/2 ∂

∂R

(
νR1/2Σ

))
. (1.8)

In a steady state accretion disc the product of ν and Σ is constant and so

equation 1.8 can be reduced to give the mass transport rate through the disc,

Ṁ = 3παc2sΩ
−1Σ, (1.9)

(see Lynden-Bell & Pringle 1974; Hartmann et al. 1998; Balbus & Papaloizou

1999). The two main contenders for the cause of this anomalous viscosity are

MHD instabilities (chiefly the magneto-rotational instability (MRI) - see Balbus

& Hawley 1991) and gravitational instabilities (GIs). The MRI instability is

caused by the differential rotation of a Keplerian disc in which the magnetic
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Figure 1.4: A sketch illustrating the geometry leading to the MRI. Two fluid
elements A and B are connected by a magnetic field line. Due to differential
rotation, the field line stretches and magnetic tension leads to a transfer of an-
gular momentum from A to B causing A to sink further inwards and B to move
outwards, further stretching the field line and leading to a runaway evolution
(reproduced from Lodato 2008).

flux is still frozen to the gas. Consider two adjacent fluid elements at the same

azimuth connected by a magnetic field line. The inner element orbits faster than

the outer. The resulting tension in the magnetic field will be felt as a drag on

the inner element and an accelerating force on the outer one, causing angular

momentum to be transported outwards (see Figure 1.4).

Gravitational instabilities are another possible source of anomalous viscos-

ity and are the focus of chapter 3 (though the magneto-rotational instability is

thought to be important later in the disc’s evolution). Regardless of the source

of the viscosity, if the accretion rate stays constant we can specify a value for the
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viscosity to give the correct accretion rate. This is the so-called α-disc model.

1.3.2 Gravitatonal instability

If circumstellar discs continue to grow in mass through taking in more mass

from the parent core than they feed onto the protostar then they will eventually

become massive enough that the disc’s own gravity becomes significant. This

can be seen as a modification of the Jeans instability so that it is applicable

to a rotating frame, where in addition to pressure providing support against

gravitational collapse there is also centrifugal support. In order to determine

when the disc’s own gravity becomes important Toomre (1964) showed that the

dispersion relation for perturbations in a geometrically thin disc is of the form of

a quadratic equation in k (equation 1.10)

ω2 = c2sk
2 − 2πGΣ|k|+ κ2 (1.10)

Where Σ is the surface density of the disc, cs is the sound speed and κ is the

epicyclic frequency, the frequency of oscillations for small perturbations from cir-

cular orbits (equation 1.11), for Keplerian rotation it is equal to the disc rotation

speed Ω.

κ2 =
1

r3

d(r4Ω2
(r))

dr
(1.11)

This gives imaginary values for ω, and therefore instabilities, when the Toomre
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Figure 1.5: Snapshots from a simulation of a circumstellar disc becoming grav-
itationally unstable from Boley et al. (2007a)

stability parameter Q is less than 1,

Q =
csκ

πGΣ
. (1.12)

These growing perturbations are smeared out by the differential rotation of

the disc and result in spiral arms.
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Numerical models of 3D discs which are not geometrically thin show that the

instability can set in when Q . 1.6 (Durisen et al. 2007).

1.3.3 Radiative disc winds

In the high mass regime of star formation, radiation pressure has significant effects

on the dynamics of the system. There are two main sources of opacity that the

radiation can provide a force against. One source is dust, which provides very

large optical depths in the visible and UV spectrum where the peak of emission

from a MYSO will be, but is destroyed at high temperatures. The second source

is atomic and ionic transition lines which can provide a source of optical depth

even in gas totally free of dust. The study of radiation pressure acting on lines

rather than dust particles has its origin in the modeling of stellar winds from more

evolved massive stars. The model originally proposed by Castor, Abbott & Klein

(1975, hereafter referred to as CAK) uses the Sobolev optical depth (equation

1.13) as the basis for the calculation of a line mediated radiation force.

τ = κcs

∣∣∣∣dvdr
∣∣∣∣−1 (1.13)

In the Sobolev approximation the width of the line is assumed to be small

compared to the velocity gradient of the wind. This allows us to treat the line

profile as a delta-function and the corresponding optical depth as a step function.

In this case the optical depth is purely local. At the frequency of the absorbing

point, ν0(1 + v/c), the optical depth is zero closer to the source and constant

further away. In the 1 dimensional case, as with the spherically symmetric wind

from a star, this approximation is valid so long as the density and velocity gradient
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do not change significantly over a few Sobolev lengths (L) where:

L =
vg
dv/dl

(1.14)

and vg is the Gaussian width of the line expressed in velocity units.

In CAK the radiation force used to fit observational data for stellar winds

was calculated using a sum over C++ line strengths and they parameterise the

resulting force as a function of an optical depth parameter t in the form:

Fl = Fekt
−α (1.15)

t = σeρcs

∣∣∣∣dvdl
∣∣∣∣−1 (1.16)

where Fe is the radiation force from electron scattering alone, t is an optical

depth parameter dependent upon the local density, thermal velocity and velocity

gradient along the line of sight from the luminosity source, and σe is the Thompson

scattering cross-section. k and α are co-efficients dependent upon the ensemble of

lines used to calculate the driving force. Physically, the k and α parameters are

related to the average line strength and the ratio of force coming from optically

thick to thin lines. Calculations of k and α using a realistic sum of lines of the

elements up to zinc and ionizations up to 5+ were done by Abbott (1982) and

the resulting values are used in this work.

Using this parameterisation of the line driving force, Proga et al. (1998) in-

vestigated the launching of a wind driven from the surface of a geometrically thin

disc. They found that the wind could be either steady state or time dependent
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Figure 1.6: Density (left) and velocity (right) distributions of line mediated,
radiatively driven disc winds. The top middle and bottom are different time
snapshots of a single model of Drew et al. (1998) which shows time varying
structure.
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Figure 1.7: The radial velocity (left axis, solid line) and density (right axis,
dotted line) of the radiatively driven disc wind simulated by Drew et al. (1998).
The flow can be seen to split into three parts: a high velocity low density wind
at latitudes <35◦, a static disc with a roughly Gaussian density distribution at
latitudes >65◦ and a low velocity high density wind between these.

depending on the ratio of star and disc luminosity. A brighter central source

tended to ‘organise’ the wind into a steady state. Using this model Proga et al.

were able to reproduce the mass loss rates inferred in cataclysmic variable sys-

tems as well as the same general morphology of the outflow (dense slow equatorial

wind, fast rarefied polar wind). Drew et al. (1998) applied this model to a MYSO

with an accretion disc feeding a 10M� protostar at a rate of 10−6M� yr−1. These

simulations show similar disc wind morphologies to the steady state solutions

in Proga et al. (1998) again featuring a fast rare polar flow and a dense slower

equatorial flow (see figures 1.6 and 1.7)

Ionised disc winds have been tentatively detected around S140 IRS 1 (Hoare

2006). Observations of the source show a dusty disc at millmetre wavelengths

(Maud et al. 2013), a similarly aligned but more extended ionised wind at 5/,GHz

(bremsstralung emission), and perpendicular to these, a near-IR reflection nebula
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showing the excavated cavity from a polar outflow (figure 1.8). The 5/,GHz

emission perpendicular to the outflow and aligned with, but more extended than,

the disc has been interpreted as an ionised wind being driven from the surface

of the disc. That it shows time varying structure but not proper motion (Hoare

2006) is consistent with the fact that line driven radiative winds are expected to

be unstable.
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Figure 1.8: The MYSO S140 IRS 1. The White contours shows millimetre dust
emission tracing a disc, the blue contours trace 5GHz radio free-free emission
showing an ionized disc wind and the colourscale is near-IR reflected light from
an outflow cavity. Figure reproduced from Maud et al. (2013).
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Chapter 2

Numerical Methods

In this chapter I present the Numerical methods used in the remaining chapters of

this thesis. Firstly I outline the basic theory of the transfer of radiation through

matter with particular focus on the transfer of atomic and molecular line radi-

ation. Secondly I give an overview of the LIME program which I used in order

to numerically solve the radiative transfer equations in a gravitationally unstable

disc (see chapter 3) and describe the changes I made to it. Finally I outline the

equations of hydrodynamics and give a brief overview of their discretisation onto

a Eulerian grid using the finite volume method.
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2.1 Radiative transfer

2.1.1 Theory

Radiative transfer is the the study of how light propagates through matter and

can be entirely described by a single equation:

dIν
ds

= −ανIν + jν , (2.1)

where Iν is the specific intensity and αν and jν are the absorption and emission

coefficients, all for a given frequency. The change in intensity along a line of

sight is the difference between the emission coefficient and the product of the

absorption coefficient and the intensity. So, in order to know the intensity of

light leaving an element of matter, we need to know the intensity, emission and

absorption coefficients at each point along the line of sight.

For continuum radiation the absorption and emission coefficients can be de-

pendent upon the local density of matter, the temperature, the composition of

dust grains in the material and the ionisation state of metals in the gas (Rybicki

& Lightman 1986), but they are not directly dependent upon the intensity of

the light propagating though it. For the radiation due to atomic and molecular

lines, however, both the absorption and emission coefficients are affected by the

intensity of radiation. Incident photons upon an atom or molecule can both ex-

ite it to a higher state or stimulate an emission of a photon as it relaxes to a

lower state. Both of these effects change that atom’s or molecule’s contribution

to the emission and absorption coefficient. This coupling of the absorption and

emission coefficients to the intensity means that an analytic solution to equation
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2.1 cannot be obtained and we must resort to numerical methods to solve for the

intensity.

In the simplest approximation, one assumes that an atom or molecule has only

two significantly populated energy levels. The upper level and the lower one are

separated by an energy gap ∆E and have populations of nu and nl respectively.

The absorption (αν) and emission (jν) coefficients are related to the Einstein

coefficients and the level populations by

jν =
hν0
4π

nuAul φ(ν), (2.2)

αν =
hν

4π
(nlBlu − nuBul)φ(ν), (2.3)

where A and B are the Einstein coefficients, φ(ν) is the normalised probability

distribution for a photon of frequency ν to excite/deexcite the molecule, ∆E =

hν0 is the energy separation of the energy levels and ν0 is the frequency of the

photon emitted from the transition (van der Tak et al. 2007). In steady state

equilibrium, the numbers of upwards and downwards transitions are equal and so

the level populations satisfy

γlu nH2 nl +Blu J̄ nl = γul nH2 nu +Bul J̄ nu + Aul nu, (2.4)

where γ is the collisional (de)excitational coefficient and J̄ is related to the mean

intensity of the radiation Jν by

J̄ ≡
∫ ∞
0

Jν φ(ν) dν, (2.5)
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and Jν is related to the specific intensity by

Jν ≡
1

4π

∮
Iν dΩ. (2.6)

In the case of isotropic emission and absorption, which we are assuming here,

Jν = Iν .

If the density is high enough that radiative transitions are negligible com-

pared to collisional ones, then nu/nl = γlu/γul and the population distribution

is thermalised (Stahler & Palla 2004) resulting in the Boltzmann distribution of

particles:

nu
nl

=
gu
gl

exp

(
−∆E

kBTkin

)
, (2.7)

where gi is the degeneracy of the ith level, kB is the Boltzmann constant and Tkin

is the kinetic temperature.

When equation 2.7 applies, the gas is in local thermodynamic equilibrium

(LTE), and the level populations can be calculated without prior knowledge of

the radiation field. The appropriateness of the approximation depends on the

ratio of the density of the main collision partner (in molecular clouds this is H2)

to the critical density. In the optically thin limit, the critical density is given by

equation 2.8.

ncrit = Aul/γul. (2.8)

If nH2 >> ncrit, then we can say that the gas is in LTE for this transition.

If this is not the case then the radiative transfer equation is coupled to the level

population equation with too many free variables to solve analytically. In this case
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Tkin is replaced by Tex in equation 2.7. Tex is the excitation temperature and is a

measure of the relative populations of the upper and lower levels and it reduces

to the kinetic temperature when n >> ncrit and the radiation temperature when

n << ncrit. In the non-LTE case computer programs are used to solve these

equations numerically for multi-level systems.

If the optical depth is non-negligible then we need to take into account the

reabsorption of emitted photons. We do this by introducing a probability β that

an emitted photon escapes the region of optically thick gas.

β(x) ≡ 1

4π

∮ ∫
e−τν(x,n)φ(ν)dνdΩ, (2.9)

where τν(x,n) is the optical depth at postion x in the direction n. Given that the

three possible outcomes for an emitted photon are 1) absorption then collisional

de-excitation 2) absorbtion then re-emission and 3) escape, we note that the

number of photons absorbed minus the number produced by stimulated emission

must equal the number of photons emitted that do not escape from the gas. We

can then equate the number of net absorptions to the number of photons which

do not escape:

(nlBlu − nuBul)J̄ = nu(1− β)Aul. (2.10)

We can use this to re-write equation 2.4 as

γlu nH2 = (γul nH2 + βAul)nu, (2.11)

showing that absorptions are effectively reducing radiative de-excitation by a

factor of β. As ncrit ∝ Aul we can see that having non-negligible optical depth
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decreases the critical density by a factor equal to the escape probability of a

photon (Klessen & Glover 2014).

2.1.2 LIME

The radiative transfer program used to solve these equations is LIME (LIne Mod-

elling Engine; Brinch & Hogerheijde 2011), which calculates line intensities based

on a weighted sample of randomly chosen points in a continuous 3D model. The

method of selecting these points is given in section 2.1.3. At each point, the

density of the main collision partner (H2), gas and dust temperatures, veloc-

ity, molecular abundances and unresolved turbulent velocity are specified. These

points are then smoothed by Lloyd’s algorithm (Lloyd 1982). This works by re-

peatedly moving each of the selected points to the centroids of their Voronoi cell

(the volume of space closer to the point than any other point) then recomputing

the Voronoi cells. Smoothing the point distribution in this way minimises the

local variation in separation between points whilst preserving the average point

density. These points are then connected by Delaunay triangulation (see figure

2.1). In three dimensions this is the set of points and connections such that for

any four points connected in a tetrahedron, the sphere enclosing these points

contains no other point. This has the effect of maximizing the sum of the small-

est angle in each triangle of connected points, and therefore minimizing their

irregularity. It is between the points connected by this method that photons are

allowed to propagate (figure 2.2). The level populations of the selected molecules

are calculated at each of these points from collisional and radiative (de)excitation

and the local radiation field is calculated and propagated for the next iteration.
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This is repeated 20 times with the populations of each level converging towards a

single value. This number of iterations is sufficient for the signal to noise ratio of

the level populations (defined as the number of atoms in a particular level divided

by the standard deviation of the number of atoms in that level over the past 5

iterations as in Brinch & Hogerheijde 2011) to exceed 1000 for 99% of the points,

ensuring that the simulation has converged on a stable level population. After 20

iterations the model is ray-traced in order to produce synthetic brightness maps.
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Figure 2.1: Delaunay grids based on the same Gaussian density distribution
before (top) and after (bottom) smoothing by Lloyd’s algorithm. The right hand
column shows the length of the Delaunay edges as a function of radius. The
yellow lines are a Gaussian that describes the underlying density distribution,
from Brinch & Hogerheijde (2011).
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Figure 2.2: A plot of the points selected by the gridding process and the paths
down which photons can propagate for points in the central r, θ plane. The points
are colour coded by the density distribution (in m−3, as used in LIME) and are
more concentrated at small radii and in the most dense regions. The circular
high density region with spiral arms in the centre is the disc model and is 128 au
in diameter.
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2.1.3 Grid construction

In order to construct the grid for the gravitationally unstable disc models, can-

didate points are randomly selected from the volume to be simulated. These

candidate points are associated with values of the H2 number density and the

number density of the molecular species being simulated at the position of the

point in the underlying model. These are then compared against the H2 and

molecular density of a reference point in order to decide if they will be included

in the grid.

Candidate grid points are selected at random in a cylindrical coordinate sys-

tem that is linearly spaced in z and θ and logarithmically spaced in r. For each

point to be selected, a random number α is drawn from the semi-open set [0, 1)

to be used as a threshold. After selection of random coordinates, the hydrogen

density and molecular density at the candidate point (n and m, respectively)

are compared against the densities of a reference point on the inner edge of the

disc (n0 and m0). If α <
(
n
n0

)0.3
or α <

(
m
m0

)0.3
then the point is selected for

use. Otherwise another (r, θ, z) co-ordinate is selected and it becomes the can-

didate point. 20% of these selected points are forced to be at radii greater than
√
RminRmax (∼ 200 au for the gravitationally unstable disc model, where Rmin

and Rmax are the inner and outer radii of the model) in order to stop too many

of the selected points clustering in the high density disc and leaving the envelope

under sampled. In addition to this method of selection, 5% of the points are lin-

early distributed in x, y and z with no bias with regards to density or abundance.

This provides a minimum level of sampling for the large low density regions in

the outer regions of the simulated volume. See figure 2.3 for an example of the
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Figure 2.3: A 2D histogram of the point distribution throughout the model.
The disc and envelope can be seen as two separate entities which have to be
sampled using different point distributions.

points distribution in (r, z). The function comparing the candidate point to the

reference point and the candidate point distribution were selected empirically to

sample all scales while ensuring that the majority of points are located in the

inner disc where the density is higher.

This method of selecting points is different to the default methods in LIME

where points can only be distributed linearly in x,y,z or logarithmicly in r and

linearly in θ and φ, and the only selection criterion is α <
(
n
n0

)0.5
. As the systems

under consideration are broadly axis-symmetric (excepting the spiral arms in the
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gravitationally unstable discs) a cylindrical co-ordinate system is the most natural

to select points in. Also, given the large variation in molecular abundance as a

function of position, basing the selection criterion on that as well as H2 density

allows points to be focused in the regions where the molecules being simulated

are.

Increasing the number of points in the model increases the resolution of the

output image (figure 2.4). However calculating the molecular level populations

using N points has a computational cost scaling as N2, as each additional point

needs to have its own level population calculated and also emits radiation which

needs to be accounted for in all the other points’ level calculations. As can be

seen from figure 2.4 the increase in image fidelity appears to tail off after 20,000

points. In the models being used here a total of 24,000 points were used and the

simulation ran ten times with different seeds to the random number generator

used to create the grid. The output ray-traced images for these 10 runs were

then averaged together in order to create the final image (figure 2.5).

Table 2.1 gives the parameters used in the grid construction for LIME. The

values marked with an asterix for the disc-wind model are typical values, as the

actual value varies from model to model.

Table 2.1: LIME gridding parameters

Parameter GI disc model Disc-wind model

n0 (m−3) 1019 ∗1017

m0 (m−3) 5×1010 (for C17O) ∗3×1011 (for C+)

Rmin 1.5 au 0.95 R∗

Rmax 0.1 pc 300 au
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Figure 2.4: 300GHz output images from LIME using 4, 8, 16, 24 and 32 thou-
sand model points. The colour scale shows the surface brightness of the emission
in Kelvin.
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Figure 2.5: Left: The output of a single radiative transfer simulation, with
artefacts due to finite gridding Right: A 300 GHz continuum image of the model,
created from the average of ten LIME runs. The colour scale shows the surface
brightness in Kelvin.

2.2 Hydrodynamics

The hydrodynamic simulations presented in chapter 4 were carried out using the

(magneto-)hydrodynamics code MG. This section outlines the basic equations of

hydrodynamics with an emphasis on their numerical implementation in MG.

2.2.1 Equations of Hydrodynamics

The equations governing the flow of compressible fluids are Euler’s equations

(equation 2.12 - 2.14) for an inviscid flow or the Navier-Stokes equations for a

viscous flow. These equations can be used to describe the changes in state at

either fixed points in space or in a reference frame co-moving with the mass of

the fluid, these are refereed to as Eulerian and Lagrangian formulations. In this

section I deal only with the Eulerian formulation of the hydrodynamic equations
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as MG uses a Eulerian formulation. In Cartesian co-ordinates the Euler equations

are the continuity equation:

∂ρ

∂t
+∇ · (ρu) = 0, (2.12)

the momentum conservation equations:

∂ρu

∂t
+∇ · (ρuu) +

∂P

∂x
= ρax, (2.13a)

∂ρv

∂t
+∇ · (ρvu) +

∂P

∂y
= ρay, (2.13b)

∂ρw

∂t
+∇ · (ρwu) +

∂P

∂z
= ρaz, (2.13c)

and the total energy equation:

∂e

∂t
+∇ · ((e+ P )u) = ρ (a · u) , (2.14)

where ρ is the mass density, u is the velocity (with components u, v and w), P is

the pressure, a is the acceleration due to non-hydrodynamic forces (i.e. gravity

and radiation pressure), e is the total (thermal + kinetic) energy given by the

equation of state:

e =
ρu · u

2
+

P

γ − 1
. (2.15)

and γ is the adiabatic index of the gas and is equal to 5/3 for an ideal monoatomic

gas.

In order to obtain solutions to these equations they must be discretised and
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solved numerically. One method of performing this discretisation is the finite-

volume method. In this approximation the volume over which the calculations

are to be performed is divided into cells with single values for the conserved quan-

tities (density, momentum, energy and advected scalars) and the hydrodynamic

equations (equations. 2.12 - 2.14) are integrated over the volume of the cells.

Taking the mass conservation equation (2.12) and integrating it over a cell we

get:

∫∫∫
V

∂ρ

∂t
dV +

∫∫∫
V

∇ · (ρu) dV = 0. (2.16)

This can be re-written using Gauss’s theorem as

∂ρV

∂t
+

∮
A

ρ (u · n̂) dA =
∂ρV

∂t
+ F (ρ) = 0, (2.17)

where V is the cell volume and A is the area bounding the cell. This states that

over a time interval dt the change in mass of a cell is equal to the net mass flux

through its surface (F (ρ)). As the mass that flows out of one cell is flowing into

another we can see that this formulation of the mass equation is conservative

(except at the edges of the simulated region where, depending on the choice of

boundary conditions, mass maybe be permitted to flow into or out of the system).

If time is split into discrete steps we can calculate the mass in a cell at the

next step using the current state of the cell with:

ρn+1
ijk = ρnijk −

∫ tn+1

tn

Fijk (ρ) dt, (2.18)

where n is the index of the time step and i, j and k are the indices of the spatial
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co-ordinates and are integers at cell centres. If we consider cubic cells with edges

of length l and assume that the velocity is constant across the face of a cell then

the total flux in the x direction is the difference between the fluxes of the left and

right faces:

Fi (ρ) = Fi−0.5 (ρ)− Fi+0.5 (ρ) (2.19)

and

Fi±0.5 = l2 (ρu)i±0.5 . (2.20)

In order to complete the discretisation of the equations the time integral of Fi(ρ)

needs to be replaced with an average value so that

∫ tn+1

tn

Fi (ρ) dt = ∆tF̄i (ρ) . (2.21)

This gives the final form of the mass advection step in the x direction

ρn+1
ijk = ρnijk +

∆t

l3
(
F̄ n
i−0.5 (ρ)− F̄ n

i+0.5 (ρ)
)
. (2.22)

Similarly the advection of momentum and energy are:

(ρu)n+1
ijk = (ρu)nijk +

∆t

l3
(
F̄ n
i−0.5 (ρu)− F̄ n

i+0.5 (ρu)
)
, (2.23a)

en+1
ijk = enijk +

∆t

l3
(
F̄ n
i−0.5 (e+ P )− F̄ n

i+0.5 (e+ P )
)
. (2.23b)

The average fluxes F̄ are calculated by solving the Riemann problem across each

cell face.
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Figure 2.6: A shock tube before (top) and after (bottom) the partition between
left and right sections is removed. In order to calculate the density, pressure and
velocity, and therefore the mass flux, the Reimann problem is solved.

The Riemann problem is defined as follows: given P1, ρ1 and P5, ρ5 for two

regions separated by an impermeable membrane (top panel of figure 2.6) find the

P, ρ and v for the other three regions as functions of position and time (Boden-

heimer et al. 2007). Using the fact that the flux of mass, momentum and total

energy must be equal on both sides of a shock (the Rankine-Hugoniot conditions)

and the fact that pressure and velocity are constant across the contact discontinu-
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ity between regions 3 and 4, a sequence of non-linear equations can be constructed

and solved in order to calculate the flux across the cell boundary during the time

step (Hawley et al. 1984). This method assumes that the conserved quantities are

constant within cells (piece-wise constant spatial reconstitution) and is first order

accurate. In order to improve on this MG uses a piece-wise linear fit, which gives

second order accuracy at the expense of additional computational requirements.

Piece-wise linear spatial reconstitution assumes that the conserved values in cells

are averages over the cell and that the values vary linearly across them.

In order to solve the Riemann problem across a cell face, MG firstly cal-

culates a linear approximation to the Riemann problem. Using equations 2.24

an approximation for the velocity and pressure over the contact discontinuity is

calculated.

p3 =
CRpL + CLpR − CRCL(uR − uL)

CR + CL
, (2.24a)

u3 =
CRuR + CLuL − (pR − pL)

CR + CL
. (2.24b)

Here C is the product of the density and the sound speed ρcs and the subscripts

L and R refer to the left and right cells of the face. If the pressure calculated

here differs from the pressures in the left and right cells by no more than 10%

then these values for the pressure and velocity are used, if not then an iterative

method is used to get an accurate pressure value. Once these values have been

determined the fluxes are calculated using a piecewise linear method. This uses

the average density of the upstream cell if the absolute value of u3 is greater than
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the sound speed in the upstream cell, if not then an interpolated value is used:

ρ =
Cupρup

Cup ± ρup(u3 − uup)
, (2.25)

where the subscript up denotes the value in the upstream cell and the ± is + if

the upwind cell is on the left and − if it is on the right.

The fluxes are calculated separately in each dimension by solving the Rie-

mann problem across each face. After calculating all of the fluxes the conserved

quantities are updated using the net flux into each cell.

2.2.2 Source terms

In equations 2.13 and 2.14 the right hand sides are non-zero. This represents a

change in the total momentum and energy of the system due to non-hydrodynamic

forces accelerating the gas and doing work on it. In the simulations presented in

this thesis the force is composed of a gravitational term and a radiative term

a =
∑

arad −∇Φ. (2.26)

∇Φ is the gradient of the gravitational potential and is assumed to be solely due

to a single mass at the origin, while Σarad is the vector sum of the accelerations

from each radiation source included in the model.

In order to calculate arad without ray-tracing the model at each time step

and incurring significant computational costs, the radiation forces are based on

the Sobolev optical depth approximation using the method for line driven winds

outlined by CAK. As this method is purely local (relying only on density, tem-

perature and velocity gradients) it removes the need for ray-tracing the model.
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In this method the radiation force used is of the form

Fl = Fekt
−α, (2.27)

t = σeρcs

∣∣∣∣dvdl
∣∣∣∣−1 (2.28)

and Fe is the radiation force from electron scattering alone, t is an optical

depth parameter dependent upon the local density, thermal velocity and velocity

gradient along the line of sight from the luminosity source and σe is the Thompson

scattering cross-section. k and α are co-efficients dependent upon the ensemble

of lines used to calculate the driving force and are taken from tabulated values

in Abbott (1982). These are functions of both the effective temperature of the

radiation doing the acceleration and the ionisation state of the gas.

In a 2D axis-symmetric system strict conservation of momentum is not pos-

sible as one of the quantities being followed is radial momentum, which is not

a conserved quantity. In order to compensate for this a geometric source term

is included for the radial momentum so that momentum conservation equations

(2.13) in 2D cylindrical co-ordinates become:

∂ρuR
∂t

+∇ · (ρuRu) +
∂P

∂R
= ρaR +

P

R
, (2.29a)

∂ρuz
∂t

+∇ · (ρuzu) +
∂P

∂z
= ρaz, (2.29b)

where R is the cylindrical radius (Falle 1991).
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2.2.3 Adaptive mesh refinement

In many astrophysical problems there are large regions of smoothly changing

fluid variables bordered by shocks and/or turbulent regions. In these cases the

numerical resolution needed varies greatly one from one region to another and in

order to maximize the accuracy for a given amount of computational time the

grid should be finer where high resolution is needed and coarser elsewhere. This

could be done by having multiple static grids if it is known in advance where the

higher resolution will be needed and that it will not move. However in general

this is not the case and an adaptive method for increasing and decreasing the

resolution is desirable.

Adaptive mesh refinement (AMR) uses a hierarchy of grids with each level

containing cells a factor of 2 smaller in each direction and the two lowest resolution

grids covering the entire simulated volume. For each of the cells in a level the

values of the conserved variables are compared against the interpolated value

from the level above. If the difference between the two is greater than a defined

threshold (defaulting to 1%) then the cell is refined to the next level down. Finally

a diffusion operation is applied to the refinement criteria in order to prevent steep

jumps in the resolution which would interfere with the interpolation routine. An

example of an AMR grid with five levels of refinement can be seen in figure 2.7.
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Figure 2.7: An example of an AMR grid using five levels of refinement. The
colour scale shows the density. Regions of large density gradients are refined to
higher resolution.
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Chapter 3

Simulated observations of

gravitationally unstable young

protoplanetary discs

3.1 Introduction

Currently few observations constrain the formation and early evolution of pro-

toplanetary discs around solar-type and low-mass protostars, despite the rapidly

growing list of theoretical models of the dynamical evolution of star forming dense

cores (e.g. Krasnopolsky et al. 2011; Machida et al. 2011b; Braiding & Wardle

2012; Joos et al. 2013). The reason for this is that young protostars are sur-

rounded by thick envelopes and power energetic outflows. Thus, observations of

the young discs, predicted to have sizes of about 100 au and masses as large as

10 percent the original core mass (e.g. Joos et al. 2012; Hayfield et al. 2011b;

Machida et al. 2011b), are challenging. Sensitive interferometers are needed to
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achieve high angular resolution and spatially/spectrally disentangle the various

disc, envelope and outflow components as well as to filter out the extended emis-

sion tracing the envelope material.

After the pioneering work of, e.g. , Chandler et al. (1995); Brown et al. (2000);

Looney et al. (2000), recent interferometric observations have discovered compact

embedded discs in a sample of Class 0 sources (as defined by André et al. 1999),

with masses between 0.4 and >1 M� (Jørgensen et al. 2007, 2009; Enoch et al.

2011). A 130 au disc was revealed in NH3 emission toward a Class 0 source in

Perseus, with the Jansky Very Large Array (JVLA) (Choi et al. 2007). Pineda

et al. (2012) observed methyl formate (HCOOCH3) with the Atacama Large

Millimetre/sub-millimetre Array (ALMA) and found evidence of rotation toward

one of the proto-binary Class 0 sources embedded in IRAS 16293-2422. These

observations are consistent with an almost edge-on disc. Persson et al. (2012)

observed H18
2 O with ALMA toward the same source and found evidence of ∼100 K

excitation temperatures. Zapata et al. (2013) used ALMA to observe a disc of size

∼50 au in the other Class 0 source in IRAS 16293-2422 and detected inverse P-

Cygni profiles in HCN and CH3OH which indicate infall towards the disc. When

ALMA is completed spatially resolving these young discswill be possible. For the

first time stringent constraints will be placed on the theoretical models mentioned

previously.

Simulated observations of gravitationally unstable discs have already been

performed to study the continuum emission, measure the structure and investigate

possible fragmentation (Cossins et al. 2010; Ruge et al. 2013). Molecular line

emission from massive discs has been simulated by Krumholz et al. (2007), who

assumed local thermodynamic equilibrium (LTE). The focus of the work is on
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the self-gravitating discs of Boley & Durisen (2008), in which episodic heating

induced by spiral shocks is present. This may be a good representation of the

earliest phases of protoplanetary discs and an alternative to the young “static”

discs studied by, e.g. Visser et al. (2009, 2011). As shown by Ilee et al. (2011),

hereafter I2011, the spiral shocks cause desorption of volatiles from the icy mantles

of dust grains and trigger gas-phase chemical reactions with activation energies

too high to occur in a quiescent disc. These processes produce clear chemical

signatures of the disc dynamics. With the use of non-LTE 3D radiative transfer

modelling, ALMA observations of the disc studied by I2011 have been simulated

and the best tracers of the physical structure of a self-gravitating disc identified.

The physical, chemical and radiative transfer models are described in section 3.2.

Radiative transfer results are presented in section 3.3, while ALMA simulated

observations are treated in section 3.4. Discussions and conclusions can be found

in section 3.5.

3.2 Description of the Model

3.2.1 Physical structure

To appropriately describe the environment within which a young protoplanetary

disc is embedded, the disc model from I2011 was combined with a model of a

dense core with characteristics similar to the well-studied pre-stellar core L1544

(Keto & Caselli 2010, hereafter KC2010). Although L1544 does not appear to

contain a central protostar and disc, it is very similar in structure to L1521F,

another dense core in Taurus which hosts a low mass protostar and possibly a
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disc (Bourke et al. 2006). The KC2010 model follows the dynamical, chemical

and thermal evolution of a contracting Bonnor-Ebert sphere (Bonnor 1956; Ebert

1957) with a total mass of 10 M�, until it reaches the density, temperature and

velocity profiles that best match observations. The pre-stellar core model adopted

here contains slight modifications compared to KC2010 due to the inclusion of

oxygen cooling in the outer regions of the cloud (Keto et al. 2014), where CO

is mostly photodissociated (Caselli et al. 2012). Figure 3.1 shows the physical

parameters of the core model adopted here.

The pre-stellar core structure is maintained down to a radius of 80 au, within

which the model of the young protoplanetary disc is used. The disc structure is

taken from the same hydrodynamical simulation of a 1 M� protostar surrounded

by a 0.39 M� disc described in I2011. Figure3.2 shows the azimuthally averaged

rotational velocity in the disc plane, together with the best fit curve, which is used

in section 3.4 to compare with position velocity diagrams. The system is envisaged

to be at a very early stage of evolution and embedded in an envelope. The still

growing protostar will eventually become an F type star through accretion of most

of the disc’s mass. The hydrodynamic simulation is run with a proper equation

of state for molecular hydrogen (Boley et al. 2007b). The protostar is allowed to

move freely in response to disc torques, and radiative cooling is included (Boley

2009). The self-gravitating disc exhibits prominent spiral structure, with H2

number densities in the disc ranging from 104-1013 cm−3 and temperatures from

30-400 K (fig. 3.3). The disc model does not include magnetic fields, which may

suppress gravitational instability and spiral wave formation by retarding or even

preventing early disc growth in the case of sufficient magnetisation and alignment

between the parent cores rotation axis and magnetic field direction (Joos et al.
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Figure 3.1: The spherically symmetric model of the pre-stellar core L1544 used
as the envelope of the young protoplanetary disc in the hybrid model. Gas (green)
and dust (red) temperature in Kelvin, log number density (blue) in cm−3 and
inward velocity / 10 (cyan) in m s−1 are shown. Adapted from KC2010 and Keto
et al. (2014).

2012; Li et al. 2013). Thus, the observation of spiral structure would provide

strong constraints on the dynamical state of discs.

For the non-LTE 3D radiative transfer modelling presented here, the I2011

simulation output was interpolated on to a 256×256×64 Cartesian grid with

spatial resolution of 0.5 au in x, y and z and sample from this to create the

unstructured radiative transfer grid (see section 2.1.3). As in the hydrodynamical

simulation, the dust and gas temperatures are assumed to be in equilibrium within
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Figure 3.2: Azimuthally averaged rotational velocity in the disc mid-plane. The
best fit curve follows the equation Vrot = 31.5√

R+1.68
+ 0.518 .

the disc and a gas to dust mass ratio of 100 is used. The dust opacities were

adopted from Ossenkopf & Henning (1994) and are appropriate for dust grains

with thick icy mantles and a 106 yr coagulation history. Although dust grains

within the protoplanetary disc are expected to coagulate further, significantly

affecting the opacity, grain growth was not taken into account in the model. The

dust opacities used in the radiative transfer are not the same as the ones used

in the hydrodynamical model (which used the dust opacities of D’Alessio et al.

2001). However, the results described here do not depend on the details of the
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Figure 3.3: Top: A 3D plot of log number density (cm−3) showing the spiral
structure in the xy plane and scale height of the disc. Bottom: The 3D temper-
ature (K) structure of the disc; regions cooler than 40 K are not shown in 3D, in
order to highlight the narrow central region containing hot material.
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dust opacity used during the hydrodynamic evolution.

3.2.2 Chemical structure

Chemical abundances in the disc were taken from I2011, who followed gas-grain

chemical processes during the dynamical evolution of the disc. Photochemistry

(other than cosmic ray induced photo-emission) is not taken into account, which

is consistent with the assumption that in the early (Class 0, early ClassI) stages

of protostellar accretion and evolution considered here, the protostar/disc system

is heavily embedded in a thick envelope of gas and dust. The combination of

envelope infall onto the disc and powerful outflows (see e.g. Machida & Hosokawa

2013) may drastically limit the illumination of the upper layers of young discs

by the central protostar and interstellar UV field. Observations are needed to

establish the importance of photochemistry at these early stages.

As described in I2011, the hydrodynamical simulation included Lagrangian

tracer fluid elements in addition to the solution of the equations of hydrodynam-

ics on an Eulerian grid. These fluid elements were used to record the thermal

and density histories of the gas as material passed through and between the

spiral structure. I2011 used this time evolution information from the fluid el-

ements to calculate the abundances of 125 species, related by 1334 reactions.

These abundances were then interpolated by I2011 on to a Cartesian grid with

cell sizes 2.2×2.2×0.22 au3 in x, y and z. From these the four species which ap-

pear to trace different regions of the disc were selected: OCS (the inner 30 au),

H2CO (the inner 40 au), HCO+ (the region between '40 and 60 au) and C17O

(the entirety of the disc) (see figure 3.4). As the I2011 chemical model did
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Figure 3.4: Column density distributions of OCS, H2CO, HCO+ and CO across
the disc, as calculated by I2011. Note the different zones traced by the various
species, with OCS mostly tracing the inner regions and HCO+ probing the gas
at larger radii.
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not explicitly include reactions of CO isotopologues, the abundance model used

for C17O was the 12C16O abundance reduced by a factor of 1792, the ratio of

16O to 17O in the local ISM (Wilson & Rood 1994). As explained by I2011,

H2CO and OCS mostly probe the central warm regions, where icy mantles evap-

orate, whereas HCO+ preferentially traces the outer spiral pattern as in the cen-

tral region it is destroyed by water molecules and transformed into H3O
+ and

CO. The simple chemistry in the KC2010 model, adopted here for the envelope

of the protoplanetary disc, does not provide detailed abundances of molecular

species (besides CO and H2O, see also Caselli et al. 2012). As discussed in

section 3.3, the envelope abundances are based on values measured toward sim-

ilar objects. The molecular data used here for the radiative transfer are taken

from the Leiden Atomic and Molecular DAtabase (LAMDA) (Schöier et al. 2005

http://home.strw.leidenuniv.nl/∼moldata/ , Botschwina et al. 1993, Flower 2001,

Green & Chapman 1978, Troscompt et al. 2009 Wernli et al. 2006, Yang et al.

2010)

3.3 Model Results

Simulations are limited to molecules for which abundances in both the disc and

envelope can be obtained, and also have reliable Einstein and collisional coef-

ficients. In the envelope, the HCO+ abundance profile follows the H2O profile

of L1544 (Caselli et al. 2012), scaled so the maximum is 1×10−8. For H2CO,

a step profile was considered, with a fractional abundance of 1.5×10−8 at radii

greater than 0.04 pc and 1.5×10−9 at smaller radii (Young et al. 2004). For OCS

a constant abundance of 1.9×10−9 (Ren et al. 2011) was adopted. The C17O
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abundance profile in the envelope follows the CO profile calculated for L1544

by KC2010, scaled by the 17O/16O isotope abundance. These estimates for the

abundances in the envelope are simplistic. However, as seen in section 3.4, the

envelope contribution to the line is very limited in velocity and can be spectrally

disentangled from the disc contribution.

The focus for simulated observations was on the frequency range available with

ALMA, with particular attention to band 7, which offers the compromise between

resolution and sensitivity. The results presented in this section are limited to

those lines with detectable emission/absorption which can be used to trace either

spiral structure or rotation, though other molecules, such as HCN, HNC, HNO,

SO and SO2 were simulated and lines in the ALMA bands were checked to see

if they would be observeable. Thus, C17O(3→2), HCO+(3→2), OCS (26→25)

and H2CO(404 →303) were chosen. The frequencies and upper level energies of

these transitions are given in table 3.1. All the models used were simulated in

LIME with 30,000 model points and 8,000 sink points on the outer edge of the

simulated region.

To simulate observations, the model was placed at roughly the distance of

nearby low-mass star forming regions (100 pc). The inclination angle was varied

from 15◦ to 75◦ relative to the edge on case. From these simulated observations,

integrated intensity maps, intensity weighted velocity maps and position velocity

diagrams were created. The integrated intensity and intensity weighted velocity

maps (figs. 3.5, and 3.10) are integrated from -12.5 to -0.5 km s−1 and +0.5 to

+12.5 km s−1 to avoid domination by the contribution from the envelope, which

can be seen in some PV diagrams as the strong absorption feature at all positions

around zero velocity (see section 3.4). Intensity weighted velocity maps are shown
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with a cut-off of 3σ as described in section 3.4.

OCS 26→25 traces only the innermost 20 au of the disc and can be used to

examine the central regions (fig. 3.5). As OCS is not usually seen in outflows

(e.g. Stanke & Williams 2007, van der Tak et al. 2003), it can be used to measure

the rotation of the central part of the disc without contamination from shocked

material along the outflow. The OCS lines are unique amongst the lines simulated

in that they trace only radii <16 au, even smaller than the extent of the OCS

column density distribution shown in fig. 3.4. This is because the OCS line,

which has the highest upper energy level among the selected transitions, traces

only the hottest and densest regions of the disc, where the high energy states

are populated. As a result, the innermost spiral structure is best seen in OCS

(26→25), as shown in fig. 3.5. The OCS line is mostly seen in absorption against

the bright continuum emission from the disc mid-plane. The exception to this

is towards the centre of the disc, where the hole in the hot, dense mid-plane

produces little continuum to be absorbed. However, this may be an artefact of

our treatment of the inner hole, given that the presence of the protostar and

other hot material within the central 2 au is negleted. Therefore, absorption is

expected to also be observed toward the central region of the disc.

The abundance of the H2CO molecule traces the spiral structure of the inner

∼40 au of the disc, which can be seen in the integrated intensity map, and its

rotation is detected out to larger radii compared to the OCS line (fig. 3.5). As

with the OCS line, the H2CO 404→303 line is mostly seen in absorption against

the disc mid-plane continuum, with the central region seen in emission. However,

unlike the OCS, the H2CO extends out to large enough radii to trace the voids

between the outer spiral arms. In these regions, H2CO line emission can be seen.
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Figure 3.5: Left: Continuum subtracted integrated intensity maps. Right:
Intensity weighted velocity maps. The spiral structures in different regions of
the disc are highlighted by different molecular lines. From top to bottom the
lines displayed are: OCS (26→25), H2CO (404 → 303), C17O (3→2) and HCO+

(3→2). All maps are obtained from integration over -12.5 to -0.5 and 0.5 to 12.5
km s−1 in order to avoid the envelope contribution.
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The fractional abundance of C17O is constant at 2×10−8 across the disc, so

that the selected C17O line is the most accurate in reproducing the physical

structure of the disc. Like H2CO, C17O shows emission in voids between spiral

arms. The C17O line is visible from the inner edge of the disc to its outer edge.

Like OCS, C17O is not seen in outflows (Yıldız et al. 2012), so contamination is

not expected.

The HCO+ line only traces the outer regions of the disc. In fig. 3.5 it can be

seen that the HCO+ line shows the outer edges of the spiral arms in absorption,

but it also shows emission from the diffuse gas further out in the disc. This allows

the velocity structure of the disc to be measured out to larger radii, allowing

constraints to be placed on the rotation of the disc out to larger radii than with

other molecules.

Simulations at inclinations other than 30◦ were also performed with C17O.

Figure 3.6 shows the C17O 3→2 line in the same physical model but at 15◦, 30◦,

45◦ and 75◦ to edge on. At 15◦ to edge on, some structure in the integrated

intensity map is still observable and the spiral pattern is clearly seen in the

position velocity diagram. At larger inclinations it gets more difficult to obtain

any kinematic information but the physical structure of the disc becomes clearer.
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Figure 3.6: C17O 3→2 left: Continuum subtracted integrated intensity map
(in K km s−1). Centre: Intensity weighted velocity map (in km s−1). Right:
Position-velocity diagram along the y=0 line, with intensities in K. The inclina-
tions for which results are shown from top to bottom are: 75◦, 45◦, 30◦ and 15◦

to edge on.
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3.4 Predictions for ALMA

In order to make predictions of the observability of the features for which syn-

thetic brightness maps were constructed, the Common Astronomy Software Ap-

plications package (CASA) was used to simulate observations with the completed

ALMA in the 26th most extended configuration (out of a total of 28). The longest

baseline of this configuration is 14.4 km and the beam sizes range between 0.02

and 0.03 arcseconds at the selected frequencies. This angular resolution is close

to the size of the spiral structure in the disc. As the weakest lines studied in the

model are of the order of 0.1-0.2 mJy beam−1 at this resolution, Band 7 sensitivi-

ties of the order of 0.02 mJy beam−1 are required. This implies around 6 hours of

integration time. The exact sensitivities are given in Table 3.1. In order to clean

the images which featured mainly absorption, the sky model used was the output

of the LIME simulations with the continuum subtracted and then the spectrum

inverted. The simulated images were “CLEANed” down to a 3σ level with σ (the

sensitivity) given in Table 3.1.

Figure 3.7 shows the 1 mm continuum emission as observed with the chosen

Table 3.1: Line sensitivities obtained with
ALMA after 6 hours integration time with ve-
locity resolution of 400 m s−1, obtained with the
ALMA on-line sensitivity calculator.

Species Transition Frequency Upper energy level Sensitivity

(GHz) (K) (mJy beam−1)

C17O 3→2 337.06 32.3 0.0270

OCS 26→25 316.15 205 0.0275

H2CO 404 →303 290.62 34.9 0.0228

HCO+ 3→2 267.56 25.7 0.0176
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Figure 3.7: CASA simulation of the continuum emission of the model at
300GHz, using the same ALMA configuration as used for the molecular lines.
The size of the beam at 300GHz is shown in the lower left corner.

ALMA configuration. The spiral structure of the disc is clearly visible at this

inclination and it becomes clearer at angles closer to face-on. A mass estimate

for the disc was calculated using the equation M = gSνd
2/κνBν(Td) where g is

the gas/dust mass ratio, Sν is the integrated flux, d is the distance to the source,

κν is the dust opacity and Bν(Td) is the black body function for a given dust

temperature (Beltrán et al. 2006). Using the above equation and integrating

the flux from y=0.2 to -0.2 and from x=0.4 to -0.4, a disc mass of between 0.1

and 0.005 M� was obtained, if the dust temperature is fixed at 40 and 400 K,

respectively. This shows that the disc is optically thick at millimetre wavelengths

and millimetre observations underestimate the disc mass significantly, by factors

of 4 or more (see also Forgan & Rice 2013). For young, massive discs such as
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Figure 3.8: H2CO 404 →303 channel maps as simulated with CASA.
The contours start at 0.35 mJy beam−1 km s−1 and are in steps of 0.35
mJy beam−1 km s−1 (absorption in blue, emission in red). Overlaid on the 1mm
continuum emission. The integration range for each map is 2.4 km s−1, for the
top left the range is from -10.8 to -8.4 km s−1 and for the bottom right the range
is from 8.4 to 10.8 km s−1.
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those being investigated, longer wavelength continuum observations are necessary

for determining the disc mass.

Figure 3.8 shows a channel map of the H2CO 404 →303 line overlaid on the

1 mm continuum emission. From this it can be seen that the absorption features

trace the disc spiral structure whilst the line emission emanates from gaps in the

outer disc, where there is less continuum to be absorbed. The central panel is

dominated by the envelope contribution, causing strong absorption throughout

the disc. The other panels show the line following a rotation pattern distorted

by the presence of the spiral arms.

Figure 3.9 shows the CASA simulation of the C17O 3→2 integrated intensity

and PV diagram for an inclination angle of 15◦ to edge on. Spiral structure can be

clearly seen in the position velocity diagram even at low inclinations. The “finger-

like” structures in the PV diagram are similar to those seen in observations of the

Milky Way and in simulations of spirals in the Milky Way (e.g. Bissantz et al.

2003). Although the detail of the spiral structure (number of arms, pitch angle

etc.) is difficult to gauge from such a PV diagram, high spectral and angular

resolution observations can definitely unveil their presence and thus be used to

find gravitationally unstable discs.

Figure 3.10 shows the simulated integrated intensity maps of the disc in the

four selected molecular transitions. As expected from the radiative transfer re-

sults, observations of these transitions can probe different regions of the disc,

from the OCS line tracing the innermost regions, to the HCO+ line showing the

outer regions. Thus, the high sensitivity and angular resolution of ALMA will

allow detection of spiral structure both in the continuum emission as well as in



68

Figure 3.9: CASA simulation of the C17O 3→2 line with the disc inclined at 15◦

to edge on. Left: Integrated intensity map. Right: Position velocity diagram
across the y=0 line, where the spiral structures can be seen as narrow finger-like
structures extending from the origin.

appropriately selected molecular transitions.

Position-velocity diagrams are shown in fig. 3.11. These diagrams can be used

to reconstruct the rotation of the disc. The green curves in each panel of fig. 3.11

display the best fit rotation curve for the physical model (see fig. 3.2), showing

that the rotation profile of the disc can be constrained by kinematic information

gathered from species tracing different regions of the disc.

The spectra presented in figure 3.12 were extracted from the maps in fig. 3.10

for the positions indicated by the corresponding coloured dots along the Y=0
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Figure 3.10: Integrated intensity maps for the simulated observations of: Top
Left: H2CO 404 →303, Top Right: C17O 3→2, Bottom Left: OCS 26→25
and Bottom Right: HCO+ 3→2. Contours start at 3σ and increase in intervals
of 3σ for each of the maps except the H2CO contours, which start at the 5σ level
and increase in intervals of 5σ. Emission is in red contours, absorption in blue.
The coloured dots refer to the positions from which the spectra shown in fig. 3.12
are taken.
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Figure 3.11: Position velocity diagrams for each of the lines simulated with
CASA. The green curve on each diagram is the best fit curve to the azimuthally
averaged rotation profile from fig. 4.

axis. As with all the CASA simulated images, these spectra were obtained with

an ALMA window with total bandwidth 938 MHz, giving velocity resolutions

between 418 and 527 m s−1. Very notably, these spectral features are not sym-

metric about the disc centre. For example, C17O(3–2) has a significantly stronger

blueshifted absorption, due to the presence of a spiral arm along the same line of

sight. In the OCS lines, the two sides are not moving with equal velocities and

the line widths and shapes are markedly different. These can be attributed to

the non-axisymmetric nature of the model.
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Figure 3.12: Simulated spectra for each of the selected transitions at the po-
sitions indicated by the coloured dots in figure 3.10 (the pink, green and yellow
curves are taken from the locations marked by the dots of the same colour). In
each diagram, the three spectra are taken from three positions on the Y=0 axis,
one is at X=0 (green) and the other 2 are from x=±N (plus yellow, minus pink)
where N is the distance from the centre: 10 au for OCS, 20 au for H2CO, 28 au
for C17O, 38 au for HCO+.

3.5 Conclusions and further work

In this chapter I have presented radiative transfer simulations of a hybrid model

comprising a 0.39M� self gravitating disc with a radius of 64 au and spiral den-

sity waves, surrounded by an envelope that is a contracting 10M� BE-sphere.

The main results of these simulations are as follows:
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• CASA simulations of this model show that at a distance of 100 pc, extraction

of kinematic and structural information from the continuum and molecular lines

is possible with ALMA band 7.

• Our simulations show that molecular features are predominantly seen in ab-

sorption against the hot mid-plane of self-gravitating protoplanetary discs, with

emission only being seen where voids in the structure of the disc do not provide

a bright continuum source to be absorbed.

• The quiescent nature of the envelope around such discs only affects lines within

± 0.5 km s−1 of the LSR velocity.

• The lines studied (OCS (26→25), H2CO (404 → 303), C17O (3→2) and HCO+

(3→2)) taken together allow all regions of the disc to be sampled and the rotation

of the disc to be constrained from the inner edge to the outer edge.

• Spiral structures in young embedded discs are detectable at a wide range of

inclination angles. They can be resolved spatially at angles close to face on and

can be inferred from position velocity diagrams at low inclination angles.

• The dust continuum emission at millimetre wavelengths is optically thick and

millimetre observations lead to significant underestimates of the disc mass, by a

factor of 4 or more.

One assumption underpinning this model is that the gas and dust are in

thermal equilibrium in the disc. If they are not and the dust is significantly cooler

than the gas then transitions may not show up in absorption. However, the large

volume densities are expected to provide efficient dust-gas coupling. Outflows

could contaminate line profiles of those species which commonly trace outflows,

such as CO and HCO+. In these cases, a detailed study of their line profiles

using high spectral resolution should help to disentangle the various kinematic
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components.

These results demonstrate that ALMA will be able to probe the very earliest

stages of circumstellar discs which feed the growing protostar, and which eventu-

ally will evolve in a planetary system. My results show that ALMA observations

in band 7 will allow the assessment of whether or not these young discs are grav-

itationally unstable and test theories of pre-stellar to protostellar core evolution.

If such gravitational instabilities exist, they will have significant implications for

the evolution of the disc. For example, they will affect fragmentation, planetes-

imal formation (Boley 2009; Johnson & Li 2013; Gibbons et al. 2012) and the

chemical evolution in the disc (I2011).
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Chapter 4

Hydrodynamic simulations of line

mediated radiatively driven disc

winds

4.1 Introduction

The details of massive star formation are still unclear at this time. There are

both issues with their observation (relative scarcity and embedded nature) and

with the theoretical understanding of their formation (overcoming the radiative

barrier, whether or not they form from a single collapsing massive core or not).

There has however been recent work suggesting that discs around MYSOs may

play a crucial role. Kraus et al. (2010) observed a ∼15au disc around a 20M�

MYSO perpendicular to a large scale outflow. Maud et al. (2013) detected a disc

in millimetre continuum emission in the MYSO S140-IRS1. This disc is aligned

with radio bremsstrahlung emission thought to be from an ionised disc wind and
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is perpendicular to an outflow cavity. Also Ilee et al. (2013) inferred the presence

of discs around 20 MYSOs via the detection and profile of the carbon monoxide

ro-vibrational bandhead data. These observations corroborate recent theoretical

work showing that disc accretion allows MYSOs to carry on accumulating mass

even after they become luminous enough that the radiation pressure can overcome

their gravity (Krumholz & Matzner 2009; Kuiper et al. 2010, 2011).

If massive stars do have accretion discs surrounding them, their combined

stellar and accretion luminosity should drive outflows from these discs. Proga

et al. (1998) showed that the CAK formulation of line driven winds could be

applied to geometrically thin discs in the context of cataclysmic variable stars.

They found that in the presence of significant luminosity from the central star ('3

times the disc accretion luminosity) a steady state, high density, low velocity wind

could be driven from the disc. In models with less central luminosity than this, a

wind could still be driven in most cases but these are complex time varying winds.

These types of wind are unlikely to occur in the presence of a highly luminous

MYSO.

This approach was adapted to model a 10M� MYSO by Drew et al. (1998)

showing that a radiatively driven disc wind could be driven from a disc around

a MYSO. However, this work only modeled the inner 0.25au of a geometrically

flat disc around a 5.5R� star. In order to make observational predictions for

these winds, models on the order of ∼100au are needed and on this scale the disc

cannot be considered to be infinitely thin.

This chapter presents models of line driven disc-winds from a range of models

simulating a 10M� star, resolving the inner edge of the disc and extending out
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to 300au. Section 4.2 describes the setup of the models and the parameter range

explored, with section 4.2.2 describing the hydrodynamics used and section 4.2.3

detailing the method for calculating the radiation forces. Section 4.3 describes

the methods used to analyse the models, section 4.4 describes the findings of

these simulations and these are summerised in section 4.5.

4.2 Description of the Models

The method of modeling radiatively driven disc winds used here is as follows.

Firstly a 2D axis-symmetric simulation of the inner 7.5 au of the star-disc system

is set up with a stationary hydrostatic disc and a radial stellar wind above six

disc scale heights. The time averaged results of this model are then used as an

input to a second larger model extending out to ∼300 au. For the outer model,

regions in r < 7.5 au (i.e. the area simulated in the inner model) are fixed to the

time average of the inner model.

The model is split into separate inner and outer models for two reasons. The

first is computational: in order to have a single model extending out to 300 au

and simultaneously resolving the inner edge of the disc would require spanning 6

orders of magnitude in cell length, requiring too many levels of AMR refinement.

Secondly, the inner region of the disc can be assumed to be in thermal equilibrium

with the protostar and so we use an isothermal equation of state (e.g. Drew et al.

1998). At greater distance away from the protostar, however, this assumption

becomes less valid and an adiabatic equation of state is more appropriate. As

MG hydrodynamics code does not support multiple equations of state within a

single model, splitting the model into two allows this limitation to be overcome.
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Figure 4.1: The initial density (in kg/m−3 and velocity (scaled so the largest
arrow is 2000 kms−1) distribution for one of the models simulated. Inset: inner
region (R = 0− 10R∗) of the model.

4.2.1 Model initial and boundary conditions

The initial setup for the inner model is a 2D axis-symmetric model 7.5au in radial

extent by 5au in vertical. At the origin of the model, the protostar is modeled

as a sphere of constant density (ρ0) and temperature (T∗), which is not subject

to time evolution. ρ0 i.e. the disc midplane and photosphere density at R=R∗

is 10−5 kg/m3 for the model with a protostellar radius of 5.5 R� and scales as(
r∗

5.5r�

)−3
. This scaling is based assumption the density of the inner edge of the

disc matches that of the photosphere. With a 10 M� of material in each protostar,

we assume that the density of the photosphere is inversely proportional to the
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stellar volume.

The disc is in hydrostatic equilibrium with an advected scalar representing

angular momentum providing support against the gravity of the star. At heights

above the disc greater than six scale heights the model is filled with the spheri-

cally symmetric line driven wind calculated in a 1D model using the same stellar

parameters. Figure 4.1 shows the initial model setup for one of the models, and

figure 4.2 shows the result of the 1 dimensional model for the same parameters

whose results are used as the initial conditions above the disc and compares them

to a semi-analytic spherically symmetric solution to the CAK equations. The

numerical model shows good agreement with the semi-analytic models but with

a slightly steeper density gradient, this is likely due to the finite resolution of the

numerical model struggling to resolve the sharp transition at the stellar surface.

The boundary conditions are symmetric at the inner edge of the R co-ordinate

and fixed at the lower edge of the z coordinate. Both outer edges are outflowing

boundaries.

The scale height of the hydrostatic disc is given by:

H =
cs
Ω
. (4.1)

For a hydrostatic accretion disc with a radial temperature profile set by the

balance of stellar irradiation to flux emitted the temperature is proportional to

R−1/2 (Chiang & Goldreich 1997). This gives a disc scale height of

H =
cs

ΩK

=
cs,0 (R/R∗)

−1/4√
M∗G/R3

=
R

1/4
∗ cs,0√
M∗G

R5/4, (4.2)

where cs,0 is the sound speed of gas in the disc at R=R∗ and is such that the tem-
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perature of the gas at R∗ is equal to the effective temperature of the protostellar

surface and ΩK is the angular velocity for a Keplerian orbit at a given radius.

If we assume that both the accretion rate and the Shakura & Sunyaev α are

constant throughout the disc we can see from equation 1.9 that

T(R)Σ(R) ∝ Ω(R)

T ∝ Rp,Σ ∝ Rq (4.3)

→ p+ q = −3/2,

and so Σ is set to be proportional to R−1 in each of the models, except one model

which features an exponential cutoff in density after 75 au.

In order to balance the star’s gravity, the specific angular momentum of the

gas is tracked as an advected scalar. In tracking the angular momentum this way

it is assumed that the angular momentum is both conserved and not transferred

from one element of mass to another. The first of these assumptions is consistent

with the use of axis-symmetry in the model and the neglecting of φ terms in the

disc flux (see section 4.2.3), while the second is consistent with assuming that

there are no global torques in the disc. The initial setup of the model has the

specific angular momentum (J
ρ
) of the material in the disc equal to that of a

Keplerian orbit

J

ρ
=
√
RM∗G sin(θ). (4.4)

Material not in the disc is assumed to have angular momentum decreasing
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rapidly with increasing height above the disc. This is modeled as a Gaussian

decrease in the specific angular momentum with disc scale height above 4 disc

scale heights so that

J

ρ
=
√
RM∗G sin(θ) exp

[
−(z − 4H)2

2H2

]
. (4.5)

This was chosen so that that the material in the radial stellar wind far away

from the disc contains practically no angular momentum, and that there are no

discontinuities in the centrifugal force for the initial model setup. The density

and velocity structure of the stellar wind were determined by performing 1D

simulations using the same k and α parameters to be used in the 2D simulations.

The maximum resolution used in all the inner models is R∗/64. This is sufficient

to resolve the innermost region of the disc to greater than 1 cell per scale height

and convergence testing shows that global parameters are not affected by further

increasing the resolution (figure 4.4). However, with this cell size the stellar

surface is insufficiently resolved to launch a spherically symmetric wind. The

effect of trying to resolve a circle of constant density which has large density and

velocity gradients on its boundary is that the staircase shape of the edge of the

star gets transmitted to the wind and amplified by the driving forces. In order

to prevent this the region of the model that is time independent is extended out

past the stellar surface to 1.1R∗. In the region between 1 and 1.1R∗ the density,

pressure and velocity are set to the same 1D spherical wind solution that is used

as the initial condition above the disc. This prevents the staircasing effect that

is otherwise seen (figure 4.3). However this has the effect of fixing the structure
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Figure 4.2: The density (black line red crosses, right axis) and velocity (blue
crosses green line, left axis) of the 1D spherical model for a 10 M�, 8500 L� 5.5 R�
star. The crosses show the values of the 1D hydrodynamic model and the lines
show the results of a semi-analytic solution to the CAK model for the same stellar
parameters.

of the polar wind as the sonic point of the wind and a significant portion of

the region between the sonic and singular points are fixed to the predetermined

values rather than being self-consistently calculated. In the outer model the

temperature, density and angular momentum follow the same profiles, except for

the region of r < 1620R� where the model is initialised to the time average of

the inner model.



83

Figure 4.3: The log of the density (in code units) around the star’s surface
for a model with a fixed region out to 1.1R∗ (top) and without a fixed region
outside of the star (bottom) a short time after the start of the model (∼3000s).
Without a region where the transition from star to wind is fixed into the model
the “staircase” shape of the star’s boundary is replicated in the wind.
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Figure 4.4: The fractional difference of the sum of the density, momentum,
pressure and angular momentum for different maximum resolutions. Each reso-
lution is compared against a run with a maximum resolution of 1/128R∗ and the
values are summed over a model extending out to 12 R∗ in R and z.

The range of model parameters (shown in table 4.1) used are based on the

protostellar tracks of Hosokawa & Omukai (2009). In these models a protostar ac-

creting mass at 10−4M�yr−1 reaches 10M� with a photospheric radius of 16.2R�

and a luminosity of 8200L�. Models R11.7, R10.0, R7.7 and R5.5 represent this

protostar isoluminantly contracting towards the main sequence (though to make

comparisons between models clearer, the disc accretion luminosity has been kept

as would be expected from an accretion rate of 10−4M�yr−1). For an accretion

rate of 10−3M�yr−1 the protostar reaches the same mass with a radius of 145R�.

A luminosity of 8500L� rather than 8200L� has been used in all models to allow
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Table 4.1: Model parameters

Model Name M∗ L∗ R∗ T∗ Tdisc ∝ Σdisc ∝ Ṁ∗

(M�) (L�) (R�) (103K) (M�/yr)

R5.5 10 8500 5.5 23.7 R−1/2 R−1 10−4

R7.7 10 8500 7.7 20.0 R−1/2 R−1 10−4

R7.7 cut 10 8500 7.7 20.0 R−1/2 R−1 exp[−R/75au] 10−4

R10.0 10 8500 10.0 17.5 R−1/2 R−1 10−4

R11.7 10 8500 11.7 16.2 R−1/2 R−1 10−4

R16.2 10 8500 16.2 13.8 R−1/2 R−1 10−4

R145.0 1e-3 10 8500 145.0 4.6 R−1/2 R−1 10−3

for comparisons with Drew et al. (1998) who modeled the wind up to a radius of

10 R∗ of a 5.5R�, 8500L�, 10M� protostar accreting at a rate of 10−6M�yr−1.

4.2.2 Hydrodynamic equations & source terms

As described in chapter 2, the hydrodynamic equations being solved in this model

are:

∂ρ

∂t
+∇ · (ρu) = 0 (4.6a)

∂ρu

∂t
+∇ · (ρu) +∇P = ρa, (4.6b)

∂e

∂t
+∇ · ((e+ P )u) = ρ (a · u) . (4.6c)

where ρ is the mass density, v is the velocity, e is the total energy per unit volume

and a is the vector sum of the acceleration due to the gravity, centrifugal force

and the individual radiative forces from each disc point and the star (see section

4.2.3).
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Figure 4.5: The values of the k (red line, black points) and α (green line, blue
points) parameters used in this model as functions of effective stellar temperature
(in Kelvin). The points correspond to the literature values of Abbott (1982) and
the lines are the second order splines used to interpolate between the values.

The hydrodnamics code MG has been used in order to solve the mass, momen-

tum and energy conservation equations with momentum source terms psource ∝

kt−α where k and α are constants dependent upon the surface temperature of the

star (interpolated from Abbott (1982), see figure 4.5) and t is an optical depth

parameter assuming large velocity gradients t = σenvth

(
d(v·l)
dl

)−1
, where σe is the

Thompson scattering cross section for an electron, vth is the thermal velocity of

the gas and l is a line from the photon source to the fluid element (see section

4.2.3 for a detailed description of the geometry and method of calculation of the

line forces).

The radiation forces are calculated along lines from 225 point sources in the
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disc (distributed logarithmically in R from 1 to 10 R∗ and linearly in phi from

0 to π) with intensities equivalent to a flat, optically thick disc accreting at

10−4M�yr−1, and one line from the origin for the stellar flux, taking into account

the correction for the flux coming from a finite stellar disc rather than a point

source.

4.2.3 Calculation of the line driving force

The acceleration due to the scattering of lines in the wind (mainly C, N and O

atomic and ionic forbidden lines Puls et al. 2000) can be estimated by mutipling

the acceleration due to Thompson scattering by a multiplier dependent upon the

line optical depth:

a =
1

ρ

∑
i

(
Fi
σe
c
M(t)

)
−∇φ+

J2

ρ2R3
R̂, (4.7)

where σe is the Thomson scattering cross-section of an electron, Fi is the vector

flux given by

Fi = ri
a

4π|ri|3

∫
Iνdν, (4.8)

a is the radiating area of the luminosity source, r is the displacement from the

luminosity source to the cell under consideration, ∇φ is the gradient of the pro-

tostar’s gravitational potential, J/ρ is the specific angular momentum and M(t)

is the line force multiplier:

M(t) = max
(
1000, k t−α

)
= max

(
1000, k

∣∣∣∣σevthρµdv/dl

∣∣∣∣−α
)
, (4.9)
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where vth is the thermal velocity and µ is the mean atomic mass (the gas is

assumed to be all atomic and 0.908 hydrogen, 0.091 helium by number with the

remainder carbon Wilson & Rood 1994). t is calculated individually for each

disc component and the star. The resultant momentum source terms are added

into the solver along with a corresponding ρ (a · v) energy source term. M(t) is

capped to a maximum of 1000 representing the optically thin limit of the force

in a B type star (Drew et al. 1998).

In order to calculate the vector flux from the disc it was discretised into a

number of regions and each of these are individually treated as a point source

(note that throughout this section R and z refer to the cylindrical co-ordinates

used in the hydrodynamic simulation and (r,θ,φ) refer to the 3D spherical co-

ordinates used in caluating the luminosities - see figure 4.6 ). For each disc model

the flux was calculated at 120 points in r (logarithmically spaced between 1 and

10 R∗) by 60 points in phi (linearly spaced between 0 and π) in the plane of the

disc. Using the method outlined in equations 4.10 the flux from each discretised

point was calculated for 100×100 R,z positions. At each of these points we have a

120x60 array of R and z flux components, one from each discretised disc point. In

the hydrodynamic simulation each cell looks up the closest point to its position in

the 100x100 array and then calculates a velocity gradient along the line of sight

to each disc point in order to calculate M(t). However calculating 7200 velocity

gradients and line force multipliers for each hydrodynamic cell at each timestep

would be prohibitively computationally expensive. Before the simulation begins

the flux component arrays are averaged by a factor of 8 in the radial direction

and 4 in the phi direction (i.e. for the first element in the final array the fluxes

from the first 8x4 elements of the array are summed and assumed to come from
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Figure 4.6: The geometry used in the pre-calculation of the disc fluxes. R and
z are the cylindrical co-ordinates in the plane of the simulation. r and φ are the
polar co-ordinates of disc points in the mid-plane of the disc. w is the point in
the simulation (wind point) that the flux is being calculated for and D is the disc
point whose flux component is being calculated. wr is the projection of w onto
the r,φ plane, x is the distance between D and wr, Θ is the inclination of w from
D and d is the distance between D and w.

the center of these points). This means that only a 15x15 array of fluxes is stored

for each of the 100x100 simulation plane co-ordinates.

In the pre-calculation of the disc fluxes we make the assumption of axis-

symmetry, meaning the R and z components of the flux from a point at φ are

equal to that of a point at 2π − φ and that the φ components of the flux cancel.

This allows us to not store the φ component of the flux and store a value of twice

the calculated values for the R and z components, representing both the flux from

the point and from its mirror on the other side of the disc. Figure 4.7 shows flux

vectors for a single point of the discretised disc, i.e. the field of the vector flux
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from one of the 15x15 array of pre-calculated flux fields. Figure 4.8 shows the

magnitude of the total flux from all disc points with the arrows showing the vector

direction, notably this vector field has a significant θ component in comparison

to the purely radial stellar field. Finally figure 4.9 shows the total star + disc

flux vectors, showing a much more radial field than figure 4.8, but still with a

significant θ component near the star/disc boundary at (1,0) (this does not take

into account the shadowing of the disc by the star, so that disc elements of the

opposite side of the protostar are contributing to the flux at the stellar surface.

However, this shadowing is calculated at runtime in the hydrodynamics step).

Equations 4.10 describe how the disc’s component fluxes are calculated before

the simulation is started (see figure 4.6 for reference to the geometry). The inten-

sity of the disc at a given radius, I(r), is the sum of the accretion luminosity of

the disc and the incident stellar radiation upon it (assuming the disc is geomet-

rically flat and that all the energy from the starlight is absorbed and re-emitted

locally). In equation 4.10e the terms in the brackets are for the intrinsic accretion

luminosity of the disc and the luminosity due to reflected starlight respectively

and x is the ratio of stellar luminosity to accretion luminosity, see Proga et al.

(1998) for the derivation.
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Θ = arctan(z/x) (4.10a)

x =R2 + r2 − 2Rr cos(φ) (4.10b)

r/sin(Φ) =x/sin(φ)→ (4.10c)

Φ = arcsin[r.sin(φ)/x] (4.10d)

I(r) =
3GM∗Ṁ

8π2r3∗
×
[
(r∗/r)3 × (1−

√
r∗/r)+

x/3π
(

arcsin(r∗/r)− (r∗/r)
√

1− (r∗/r)2
)]

(4.10e)

wherex = L∗/Lacc

FR = I.a.cos(Φ).cos(Θ)/d2 (4.10f)

Fz = I.a.sin(Θ)/d2 (4.10g)

In addition to the flux from the disc, the stellar flux is included in the source

terms as coming from a point source at the origin, with a correction made to the

force multiplier to account for the fact that the flux from the star is not all in the

radial direction:

M̃(t) = M(t)
2

1− µ2
∗
×

1∫
µ∗

(1− µ2)vr/r + µ2dvr/dr
dvr/dr

µdµ (4.11)

where µ∗ =
√

1− (r∗/r)2 is the cosine of the opening angle of the cone whose base

is the visible portion of the protostar and whose point is at the hydro cell (see

Pauldrach et al. (1986) for details and derivation).

In regions of the model greater than 10R∗ from the centre, the line driving force
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Figure 4.7: The flux vectors from a single point of the discretised disc of the
R5.5 model.

is simplified in order to speed up the calculations. Instead of calculating individual

lines of sight to elements within the disc and taking the velocity gradient along

that line to get individual force multipliers, the luminosity of the disc and star

are summed together and a single force multiplier is calculated assuming all the

flux comes from a point source at the origin of the model (see fig. 4.10). In the

region of the simulation up to 30r∗ tested, the difference between the two line

force calculation methods differed by at most a factor of .2 per cell. However

the simplified method does not systematically give larger or smaller accelerations,

and we find that the sum of the accelerations over this region with the simplified

method was within 1% of the full calculation. Thus this approximation does not

introduce any significant error. However, we use it as it speeds up the calculation

by a factor of ∼5 in the cells where it is used.
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Figure 4.8: The total disc flux vectors from reflected/reprocessed starlight and
accretion heating for the R5.5 model.
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Figure 4.9: The total flux vectors including disc and stellar contributions for
the R5.5 model.
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Figure 4.10: A snapshot of the total non-hydrodynamic acceleration (line driv-
ing force + gravity + centrifugal force) in log(ms−2). The change in radiation
force calculation method at 10 R∗ is noticeable but not pronounced.

4.3 Analysis

In order to perform analyses of the simulation results, a snapshot of the models

at t=2×108s were linearly interpolated onto regular 1500×1000 R,θ grids. All

results and graphs throughout this section and the following results section are

taken from these interpolated grids.

As the main way discs such as these and their winds are observed is through

bremsstrahlung and recombination line emission, it is important to work out

which regions of the system will be ionised and therefore visible. In order to

calculate the ionization of the gas in the model a simple prescription was used

where the gas is fully ionized up to the point where the total number of hydrogen

recombinations along a column of material equals the number of ionizing photons
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entering it. The gas is assumed to be partially ionised after this point, with

the fraction ionised equal to the fraction of atoms with energy >13.6eV for the

temperature of the cell. The number of ionizing photons emitted per square metre

is given by

nγ =

∞∫
3.3×1015

B (ν, T )

hν
dν, (4.12)

where B is the black body function evaluated at the effective surface temperature

of the prototstar and hν is Planck’s constant times the frequency, which is the

energy of a single photon at that frequency. The interval starts from the frequency

of a photon with energy equal to the ionisation potential of hydrogen (13.6eV)

and goes to infinity.

In the first cell to have a greater number of recombinations in the column

than ionizing photons emitted, we set the ionization fraction to the ratio of pho-

tons entering that cell to the number of recombinations within it. This gives an

ionization fraction of the jth cell in the r direction along a line of constant θ as:

Ij =



1 if
j∑
i=0

(n2
i r

2
i ) drX ≤ nγ,

nγ−
j−1∑
i=0

(n2
i r

2
i )drX

n2
jr

2
j drX

if
j∑
i=0

(n2
i r

2
i ) drX > nγ and

j−1∑
i=0

(n2
i r

2
i ) drX < nγ,

0 elsewise,

(4.13)

where ni and ri are the number density and spherical radius for the ith cell, dr is

the width of the cells, X is the Hydrogen recombination coefficient taken at 104K

and nγ is the number of photons with energy >13.6 eV emitted per square meter
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Figure 4.11: The ionisation fraction (top), mass density (bottom) and their
product divided by the mean atomic mass, the number density of ions (middle),
for the R5.5 model.

from the star’s surface (calculated using equation 4.12). In addition to this, the

column of recombinations is reduced by the fraction of atoms expected to have

energies greater than 13.6eV owing to their thermal energy,
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Ii,th = exp (−13.6eV/kBT) . (4.14)

Taking this into account ni is replaced by ni(1 − Ii,th) in equation 4.13 and

the ionisation fraction becomes Ii,th in cells where it would otherwise be zero (see

figure 4.11).

4.4 Model Results

Figure 4.12 shows the final density distributions for each of the large scale models

after 2×108s (∼6.3 yrs) of evolution. This is roughly equal to 10 crossing times of

the fast component of the wind and in all the models it is sufficient for the model

to settle down to a steady state. Figure 4.13 shows the density, rotational velocity

(vφ), wind velocity (vw =
√
v2R + V 2

z ) and emission measure (n2
iV )for each of the

models as a function of the polar angle theta (θ = arctan(R/z), see figure 4.6)

at a constant radius r=270 au. In each of the models where a wind is driven

the system can be split up into 3 regions: a bound disc with a nearly Gaussian

density distribution, Keplerian (or close) rotational velocity not changing quickly

with θ and negligible wind velocity (roughly between θ = 3π/8− π/2); a disc wind

with density decreasing and velocity increasing at higher latitudes and rotational

velocity nearly constant close to Keplerian (θ ' π/4− 3π/8); and a polar wind with

little variation in density or wind velocity and rotational velocity quickly dropping

to zero. In each case we can see that the bulk of the emission is coming from a

region of the disc wind slightly above where the material becomes gravitationally

unbound.
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Figure 4.12: Density distributions of the models after 2×108s (∼6.3 yrs).
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Figure 4.13: Densities (blue line, left axis), velocities in the plane of the sim-
ulation (red line, right axis) and in the φ direction (green line, right axis) and
emission measure (cyan line, arbitrary units) for each of the models as a function
of the polar angle θ at a spherical radius of 270 au. Dashed lines indicate regions
of the model which are gravitationally bound to the central star.

In order to consistently divide the models into these regions, the following

criteria are adopted for them: the disc is defined as the mass which is grav-

itationally bound to the star, assuming no further radiative acceleration (i.e.

J2

2ρR2 + P + ρv2/2 ≤ GM∗ρ
r

). This also includes some material close to the star

which has not yet been driven high enough out of the star’s potential well to be

unbound - however this region is small (.10 au), and no further analysis is done

on the bound material; the disc wind is defined as unbound material which has at

least 1/10th of the specific angular momentum required to be in a Keplerian orbit



100

0 30 60 90 120 150 180 210
R/au

0

1/8

1/4

3/8

1/2

θ/
π

19

18

17

16

15

14

13

12

11

10

ρ
/k
gm

−
3

Figure 4.14: The regions of the model used in the analysis. Material below
the blue line is bound to the star (assuming no further radiative acceleration).
Material between the blue and green lines is unbound but has significant angular
momentum and this is refereed to as the “disc wind”. Material above the green
line is the polar wind. The dotted lines show lines of constant specific angular
momentum.

in the disc mid-plane at that radius; and the polar wind is defined as unbound

material with less angular momentum than this. Figure 4.14 shows an example

of these regions and figure 4.15 shows the regions for each model. In some of the

models there is a noticeable discontinuity at R=7.5 au, which is where the input

from the inner model is used as a boundary condition to the outer model. Due

to the two having different equations of state, there will be a mismatch between

either the temperatures or the pressures on either side of the fixed region, causing

a slight discontinuity in the disc at this point.
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Figure 4.15: as fig 4.14 for each model.
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Figure 4.16 shows the total mass loss rate for each of the models and the

division of the mass loss between the disc wind and the polar wind, as a function

of stellar radius. There is a general trend that the models with smaller stellar

radii have greater outflow rates. Also the amount of mass outflow in the disc

rather than the polar wind increases for smaller stellar radii. For the range

of stellar temperatures between the R11.7 model and the R5.5 model (16200K

to 23700K) both the k and α line driving parameters decrease (see figure 4.5),

which is seemingly at odds with the increased mass loss seen. However for the

smaller protostar there is also more accretion luminosity from the disc itself. For

a protostar with mass M∗, luminosity L∗ and radius R∗ the ratio of stellar to

accretion luminosity is:

x =
L∗
Ldisc

=
2R∗L∗

GM∗Ṁacc

. (4.15)

For a 5.5R�, 8500L�, 10M� star accreting mass at 10−4 M�yr−1 this ratio is

∼3 increasing to ∼9 for a star with a radius of 16.2�. The mass flux in the

R7.7 cut model (the lower of the two points at r∗ = 7.7 with a density profile

∝ R−1e−R/75au) has ∼ 2/3 of the mass flux for the R7.7 model. This is despite the

total mass in the disc for the R7.7 cut model being less than a quarter of that

in R7.7 model and the density at 270 au being a factor of 37 less. This suggests

that the majority of the mass in the disc wind is launched from the inner regions

of the disc and is not mass stripped from the outer disc.

Figure 4.17 shows the mass and energy distribution between the polar and disc

winds. As with the mass fluxes we see a general trend towards the system being

more disc dominated for smaller stellar radii. Together these suggest that the
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Figure 4.16: The total outwards mass flux from the models and the split be-
tween mass lost in the disc wind and that lost in the polar wind, as a function of
stellar radius (N.B. the lower of the two points at 7.7r� is the R7.7 cut model).

increasing disc luminosity for smaller protostars should drive a stronger equatorial

disc wind.

Figure 4.18 shows the mass loss rate of the disc and the mean of the disc

radiation flux magnitude (within the inner 10r∗). This shows that the total disc

flux and mass loss rate follow similar power law profiles. The mean disc radiation

flux goes as R−2.3∗ and the mass loss goes as R−1.7∗ . The remaining discrepancy

between these two power laws is likely a mixture of the decreasing k and α for

larger radii and the fact that for larger radii protostars the mass is being driven

from higher up in the star’s gravitational well. The dependence of mass flux from

the disc with respect to disc luminosity is

ṀD ∝ L0.7
D . (4.16)
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This is a significantly weaker than the L1.5
D dependence reported by Proga et al.

(1998). However the models of Proga et al. (1998) were only varying accretion

rate and the split of the luminosity between the star and the disc. In the models

presented in this work, the stars with higher accretion luminosities, have smaller

radii, denser inner discs and hotter inner disc temperatures. Each of these dif-

ferences can lead to a decrease in the mass loss rate. The smaller radius of the

protostar means that the mass in the inner edge of the disc (where much of the

mass in launched from) is deeper in the star’s gravitational well, and correspond-

ingly needs more acceleration to be launching into the wind. The denser and

hotter material also feels less line acceleration (see equation 4.9).

Figure 4.19 shows the cumulative distribution of the mass flux as a function

of angle. We can see that the spread of angles over which the mass loss is greatest
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Figure 4.18: The mass loss rate of the disc wind (green points, blue line) and
the mean radiation flux from the disc (for R < 10r∗).

(i.e. the place where the gradient of these lines is the highest) is limited to between

θ ' 2π/5 and 3π/10, and that the profiles are similar, with the possible exception

of the R5.5 model being sharper and having less of a tail at high latitudes than

the rest.

Figure 4.20 shows the wind performance parameter, given by

Q =
c

L∗

∮
ρv2rdA, (4.17)

where ρ and vr are the interpolated density and radial velocity at 270 au from the

protostar and L∗ is the stellar luminosity. This quantity is equal to the ratio of the

mass flux driven off the star and disc to the mass flux that would be expected if the

momentum from each photon leaving the star were deposited into the wind. That

we see values of Q greater than 1 for every model except model R145.0 shows that

each photon leaving the star must scatter off multiple lines in the wind in order to
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Figure 4.19: Cumulative mass fluxes as a function of latitude angle

drive such mass loss rates. This is similar to Wolf-Rayet stars which show large

values of Q, attributed to the layered ionisation structure allowing each photon to

scatter multiple times (Abbott & Lucy 1985). This multiple scattering of photons

is not possible in spherical winds with homogeneous ionisation structure as there

are no two points along a line of sight from the star with the same velocity for

a single photon to scatter off. However this is not the case with a wind driven

from a disc where a single photon can encounter gas at the same velocity multiple

times along its path.

Figures 4.21, 4.22, 4.23 and 4.24 show the total and rotational velocity for

material in either the disc or polar wind using different weighting functions. The

value given for a set of weights w is:

v =
∑
i

 viwi∑
j

wj

 , (4.18)
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Figure 4.20: The wind performance parameter for each of the models.

and the weights used are the cell volume (V), the cell mass (ρV) and emission

measure (Vρ2I2), where I is the ionisation fraction as defined in equation 4.13.

The emission measure is proportional to the amount of free-free emission that

would be emitted from the cell if we assume the model is optically thin.

Though little trend with R∗ is seen in the volume weighted velocities of the

disc wind (figure 4.21), in the emission weighted ones (which take into account

the ionisation structure) the disc wind appears to be flowing faster for larger

protostellar radius. This is despite the fact that the mass flux through the disc

drops consistently with increasing protostellar radius through all the models (see

figure 4.16). This is probably resulting from the decreased amount of ionising

photons emitted by the larger protostars. Because of this, the regions at the

bottom of the disc wind (which are dense and slow) are not contributing towards

this measurement and it is instead probing the higher region of the disc wind.

Rotational velocity appears not to vary with protostellar radius for the mass
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Figure 4.21: The total velocity of the ionised material in the disc wind. Nor-
malised by either the cell volume, the mass of material in cell or the ionisied
density squared times the cell volume (emission measure). Note that the vol-
ume weighted emission for the R5.5 model is off the scale on this figure at ∼400
km s−1.

weighting or volume weighting (see figure 4.22, however for the emission measure

there is a general trend for lower rotational velocity for larger protostars). This is

believed to be the same effect as seen in the total velocity: the emission measure

is tracing material higher up in the wind, which will come from smaller radii in

the disc and have correspondingly lower specific angular momentum. However

this does not explain why the R7.7 and R11.7 models show significantly lower

velocities than the rest of the models.

For the polar wind the entire region is ionised. This means that the three dif-

ferent methods are weighted towards different regions of the wind. The emission

weighting is biased towards the densest regions, the volume weighted towards

the least dense and the mass weighted as an intermediate. In figure 4.23 we
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Figure 4.22: The rotational velocity of the ionised material in the disc wind.
Normalised by either the cell volume, the mass of material in cell or the ionisied
density squared times the cell volume (emission measure).
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Figure 4.23: The total velocity of the ionised material in the polar wind. Nor-
malised by either the cell volume, the mass of material in cell or the ionisied
density squared times cell volume (emission measure).
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Figure 4.24: The rotational velocity of the ionised material in the polar wind.
Normalised by either the cell volume, the mass of material in the cell or the
ionisied density squared times cell volume (emission measure).

can see that the volume weighted total velocity decreases steeply with increasing

protostellar radius. This shows that the terminal velocity of the polar wind is

strongly influenced by the radius of the central protostar. The emission weighted

velocity, which is more biased towards the denser inner regions of the polar wind

also shows slower velocities for larger protostellar radius, but the effect is much

less pronounced.

For the rotational velocities of the polar wind (figure 4.24) the first thing to

note is that they comprise only a small fraction of the total velocity (< 1/100th

for the emission weighted velocity, showing the greatest proportion in the polar

wind c.f. the mass weighted rotational velocity in the disc being ∼ 1/3rd). Also

the rotational velocities tend not to vary significantly with protostellar radius.
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4.5 Conclusions

In this chapter I have presented a series of hydrodynamic models of Keplerian,

hydrostatic accretion discs around MYSOs representative of a 10M� protostar

contracting towards the main sequence. In these models the effect of radiation

pressure is simulated using local velocity gradients along lines of sight from 225

discrete point sources in the disc and a finite size source for the protostar. The

resulting density and velocity distribution after 2× 108s (∼ 10 crossing times of

the fast component of the wind) were analysed in order to calculate the ionised

regions and to calculate mass fluxes which could be attributed to either a slow,

dense disc wind or a fast rarefied polar wind. The main conclusions are:

• 10M� protostars can drive at least some disc wind for all disc configurations

tested. Mass loss rates for the models are ∼50 times higher than those seen in

Proga et al. (1998). This is partially due to the larger simulated area allowing

mass loading from further out in the disc, however this comparisons between the

R7.7 and R7.7 cut models show this can only account for a factor of ∼2, the rest

of the difference is due to the assumed higher accretion rates and luminosities.

• Models with smaller protostellar radii drive stronger mass fluxes from their

discs. This is attributed to the effect of increased accretion and reflected starlight

luminosity coming from the discs around smaller stars.

• Mass fluxes from all the models except R145.0 are ∼ 102 higher than would

be the case for a spherical wind from these protostars, showing that the presence

of a disc can significantly boost the mass loss rate of a young massive protostar.

• Disc mass loss happens mostly from the inner regions of the disc as shown

by the modest reduction in the mass loss rate of the R7.7 cut model despite the
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significant reduction of its density in the outer regions.

• In the case of bloated protostars (as predicted by Hosokawa & Omukai

2009), disc winds are not driven in their most expansive stage and will not start

until the star has contracted and increased its surface temperature.

Radiative transfer of the models presented in this chapter are described in

chapter 5. Using these radiative transfer simulations, synthetic observations of

appropriate instruments provide predictions of how the models would appear at

a distance of 800pc.



Chapter 5

Radiative transfer and synthetic

observations of disc wind

simulations

5.1 Introduction

Comparisons of models to observations requires looking at observable quantities of

the model and simulating how they would be resolved with real instruments from

Earth. One of the main observable quantities expected from a MYSO is radio

frequency bremsstrahlung emission (∼1-100GHz). At frequencies from 1∼50GHz

this is one of the few types of emission emitted by these deeply embedded objects

which reaches us mostly unobscured. An optically thick region of this emission

will appear as a black body with a power law spectral index of Sν ∝ ν2, and

a homogeneous optically thin region will have an index proportional to ν−0.1

(Wright & Barlow 1975). This radio frequency emission when combined with
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a value for the terminal velocity for the MYSO’s wind can be used to give an

estimate of the mass loss rate from the star (e.g Abbott et al. 1980, 1981).

In order to get kinematic information from the disc wind, observations of line

radiation need to be employed. Here we consider two possible sources of this

information, the bound-bound transitions of hydrogen resulting from relaxation

of a hydrogen atom after proton-electron recombination, and the forbidden line

transitions of singly ionised carbon. Hydrogen recombination lines in the radio

and millimetre wavelengths are commonly observed towards MYSOs (e.g. Simon

et al. 1983; Lumsden et al. 2012; Galván-Madrid et al. 2012; Guzmán et al. 2014).

In addition to the hydrogen recombination lines we also investigate the feasibility

of using C+ lines as a way of tracing the disc wind. C+ is photoionised in similar

regions to hydrogen (having an ionisation energy of 11.3 eV in comparison to

hydrogen’s 13.6 eV), is abundant in the ISM and has multiple forbidden transition

lines in the (sub)millimetre regime. These lines have not been used extensively

in studies of star formation (though examples do exist - Ossenkopf et al. (2015)

used the line at 158µm line to investigate the heating and cooling in the S140

star forming region and Goicoechea et al. (2015) used it to map the kinematics of

the Orion molecular cloud), however they have been used to a significant extent

in studies of the ISM (e.g. Pérez-Beaupuits et al. 2015; Velusamy et al. 2015).

In this Chapter I present radiative transfer calculations of these three potential

methods of observing the simulated disc wind from a 10 M� MYSO presented

in the previous chapter. Section 5.2 describes the method used to calculate the

emission from the hydrodynamic model, section 5.3 presents the solutions to the

radiative transfer equation for the three emission methods given, and section 5.4

shows the synthetic observations of the free free emission with the e-Merlin radio
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interferometer, using the radiative transfer results from the previous section as

the model emission.

5.2 Method

5.2.1 Model interpolation

In order to perform the radiative transfer for the free-free and recombination line

emission, we need to have the density, temperature, ionisation fraction and the

velocity components at each point in a discretised 3D volume. In order to do

this we use the grids from chapter 4 and interpolate these onto a 300x150x150

x,y,z grid (spanning -300 to 300 au in x, 0 to 300 au in y and -150 to 150 au

in z). As the model is cylindrically symmetric, we can simulate just one half

of the disc and assume the intensity distribution is mirrored in the other half.

This means the computation time and memory requirements for each model are

halved. The density was then re-scaled so that
∑
ρ2V for the interpolated cube

and the gridded hydrodynamic model were equal (in order to compensate for the

interpolation introducing or removing material).

In order to raytrace the cube, it is rotated so that the viewing angle is aligned

with one of the axes and a rotation matrix is applied to velocity elements so that

they are in the rotated co-ordinate system, see equation 5.1.
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
u′x

u′y

u′z

 =


ux

uy

uz




1 0 0

0 cos θ − sin θ

0 sin θ cos θ

 , (5.1)

Where θ is the inclination angle, measured between the disc’s rotation axis and

the line of sight to the observer ux,y,z are the velocity components in the simulation

frame of reference and u′x,y,z are the components in the frame of reference with

the line of sight from the observer to the object as the z axis. After the cube has

been rotated so that the z axis lies along the line of sight from the observer to

the object and the velocity components from the hydrodynamic model have been

rotated into this frame, the emission and absorption coefficients are calculated for

each cell in the cube. The method for calculating these is described in sections

5.2.2 and 5.2.3.

Once the emissivity and absorption coefficients have been calculated the op-

tical depth and source functions can be obtained for each cell and the radiative

transfer equation solved. These are then integrated down each column of the

interpolated cube in order to get the emission from that part of the model, and

together these make the predicted image of the model.
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Figure 5.1: The interpolated ion mass density (in g/cm3) through the centre of
the cube used for radiative transfer. The axes labels are in pixel numbers, and
each pixel is a cell (2 au)3.

5.2.2 Bremsstrahlung

In order to solve the radiative transfer equation and make predictions of the

radiation that would be emitted by models such as those described in chapter 4

we need to calculate the free-free absorption and emission coefficients. The free-

free emissivity and absorption coefficients for a thermal distribution of electron

velocities are given by Rybicki & Lightman (1979)
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εff = 4πjff = 6.8× 10−38T−1/2neniḡff exp [−hν/kBT ] , (5.2)

αff = 1.8× 10−2T−3/2neniν
−2ḡff , (5.3)

where α and ε are the absorption and emission coefficients in cgs units, N+ and

Ne are the number densities of electrons and ions (which are assumed to be

equal) and ḡff is the velocity averaged gaunt factor and is a factor of order unity

dependent upon T, ν and Z (though as we are only considering free-free emission

from electrons interacting with single protons Z is always 1 in these calculations).

There is no single formula for ḡff but there are a number of approximate formulae

which are valid in certain regions. In order to simplify the following equations

two variables are introduced :

γ2 = 1.58× 105 Z/T ,

u = 4.8× 10−11 ν/T . (5.4)

The following approximations are used in calculating the gaunt factors in certain

regimes.

For 10−3 ≤ γ2 ≤ 103 and 10−4 ≤ u ≤ 103/2 Hummer’s (1988) approximation

uses a two dimensional Chebyshev polynomial to give the gaunt factor as a func-

tion of γ2 and u. If γ or u do not fall into these ranges then if u < 10−4 and

γ ≥ 1 the long-wavelength approximation from (Scheuer 1960) is used. Here the
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gaunt factor is given by a simple expression:

ḡff = −0.55133 (1/2 ln γ + lnu+ 0.056745) . (5.5)

If this too is inapplicable then one further approximation is tried for u < 10−4

and γ < 1, here the high-energy approximation of Elwert (1954) gives

ḡff = 0.55133 (lnu+ 0.80888) . (5.6)

If the values of γ2 and u fall outside of all of these ranges then a value of 1 is

assumed (for details of Hummer’s approximation and of equations 5.5 and 5.6 see

Hummer 1988). Figure 5.2 shows some example values of ḡff for different values

of γ2 and u.
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Figure 5.2: The value of the gaunt factor for various values of γ2 and u, as
defined in equation 5.4. Reproduced from Rybicki & Lightman (1986).

5.2.3 Hydrogen photoionisation, recombination and Tran-

sition lines

In addition to free-free emission and absorption there are bound-free and free-

bound interactions to take into account (i.e. photo-ionisation and radiative-

recombination). The absorption co-efficient due to to photo-ionisation can be

written as (Rybicki & Lightman 1986)

αfbν = Nnσbf (ν), (5.7)

where Nn is the number of neutral atoms in the nth electronic state (assumed to

be a thermalised for the temperature of the gas) and σbf is the bound free cross
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section for a given frequency and is given by

σbf (ν) =
∞∑

n=n0

(
64πn

33/2Z2

)
αa20

(νn
ν

)3
(5.8)

where νn is the frequency of the n-∞ transition (νn = 13.6 eV/n2h), n0 is the lowest

value of n for which νn ≤ ν, α is the fine structure constant (α−1 = 137.036), a0

is the Bohr radius (a0 = 5.29 × 10−11m) and ν is the frequency of the photon

in the frame of reference of the absorbing material (ν = ν0 (1− v/c)) (Rybicki &

Lightman 1986).

The emissivity due to radiative recombinations can be given by the product

of the number of recombinations to a given level and the energy of that transition

jfbν =
∞∑
n=0

(
hνn
4π

N+Ne 〈vσfb〉φ(ν)

)
, (5.9)

where N+ and Ne are the number densities of electrons and protons and are

assumed to be equal, φ(ν) is the line profile function, given by

φ(ν) ∝ exp

[
(ν − ν0)2

ν2D

]
and is normalised so that,

∞∫
0

φ(ν)dν ≡ 1.

Here νD is the Doppler width due to thermal motions and is equal to

νD =
ν0
c

√
kBT

mp

. (5.10)
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The 〈vσfb〉 term in equation 5.9 is the recombination coefficient and is given by

〈vσfb〉 =

∫
vf(v)σfbdv, (5.11)

where f(v) is the distribution of electron velocities. For a Maxwellian distribution

of velocities this is

〈vσfb〉 = 3.262× 10−6M(n, T ), (5.12)

where

M(n, T ) =
exp [13.6 eV/kBT ]

n3T 3/2
E1 (13.6 eV/kBT) , (5.13)

and where

E1(x) =

∞∫
x

exp[−t]
t

dt. (5.14)

For bound-bound transitions in hydrogen the method outlined in section 2.1.1

can be used if the assumption of thermalised level populations is made. The

Einstein coefficients for the transitions from n<11 are taken from Wiese & Fuhr

(2009). Using the approximation of Menzel (1968) for large n oscillator strengths,

the Einstein A coefficient can be approximated to:

An+1,n '
8π2ν2n+1,n

mpc3
0.190775 (1 + 1.5/n) (5.15)

.
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In order to get the emission coefficient (using equation 2.2) we also need to

know the number of atoms in the upper level of the transition. For this we assume

all neutral atoms have thermalised level distributions and add to that the number

of recombinations which end up in the upper level.

5.2.4 C+ lines

In addition to hydrogen continuum and line emission there are other elements

in the material making up the protostar and disc. In particular carbon and

oxygen are present in significant amounts (Wilson & Pauls 1984). Ionised carbon

and atomic oxygen fine structure transitions in sub-millimetre wavelengths are

important coolants in dense regions (Stahler & Palla 2004) and are potentially

observable. Of these: ionised carbon is the best candidate to trace the disc wind,

which is nearly entirely composed of ionised hydrogen. As the first ionisation

energies of carbon and oxygen are 11.2eV and 13.6eV respectively, they should

also be ionised in this region.

In order to calculate the emission from the [C+] lines at 659.364, 847.903,

1507.27 and 1900.54GHz, LIME was used in a similar way to that described in

Chapter 3. For the abundance of C+ it is assumed that carbon is ionised in the

same places and to the same extent as hydrogen (i.e. nC+

nH+
= nC

nH
) and the C/H

ratio used is the same as that which is observed in the Orion nebula (3.4×10−4,

Rubin et al. 1991).

In order to allow LIME to accurately calculate the contributions from both the

carbon ions and the dust, the density profile from the hydrodynamic model needs

to be split up into ionised, atomic and molecular regions. In order to do this, first
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the ionisation fraction calculated in chapter 4 is used to split the density between

neutral and ionised material. The neutral material then needs to be sub-divided

into atomic and molecular components. In order to calculate the proportions of

atomic and molecular hydrogen consistently, rate equations for the creation and

destruction of H2 molecules (including photochemistry) would have to be coupled

to the hydrodynamic and radiative transfer equations, and this falls outside the

scope of this work.

In the millimetre wavelength range, dust provides significant opacity. In order

to calculate the dust density profile we assume an initial dust to (neutral) gas

mass ratio of 1/100 and model sublimation by including a factor of exp[−T/1500]

(as in e.g. Ilee et al. 2013). In order to split the neutral material into atomic and

molecular components we make the assumption that the molecular fraction fol-

lows the same profile as the dust destruction, i.e. the fraction of neutral material

that is molecular is exp[−T/1500]. Whilst this is a fairly crude assumption, and

likely wrong by a significant factor in some regions, the only consequence of the

split between the two neutral phases is in how they collisionally excite the C+

ions. The collisional coefficients differ by at most ∼ 10% and so this simplification

should not introduce much error into the calculation of the C+ line intensities.

More importantly, a limitation of LIME is that the amount of dust in the model

is set by a constant dust to gas ratio with respect to a single density profile. By

fixing the molecular density to follow the same destruction profile as the dust we

can create a varying dust ratio throughout the model.

This gives density profiles for the different phases of hydrogen as:
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nH2 = ntot(1− I) exp

[
−T
1500

]
nH = ntot(1− I)

(
1− exp

[
−T
1500

])
(5.16)

nH+ = ntotI,

where ntot is the density of the chapter 4 models and I is the ionisation fraction.

In order to sample both the dust and ionised regions when emission originates

from the sampling in LIME is based on either the ρH2 compared to ρ0/100 or of

the ρH+ compared to the density of the stellar wind at 2R∗

The central protostar is modelled as a sphere of constant density at the effec-

tive surface temperature required to give a luminosity of 8500L�. The sphere is

created by assigning 5% of points to random positions on a sphere with radius

r = R∗ and a further 5% in the range R∗ <r< 1.1R∗. This allows LIME to

create a good approximation to a sphere with a sharp boundary for the central

protostar.
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5.3 Results

5.3.1 Bremsstrahlung

Emission maps have been created for each of the models (other than R145.0,

which testing showed was only emitting free-free emission on the order of 1/1000th

of the other models).

The majority of the free-free emission is coming from the surface of the model

where the ionising flux balances the recombination column. This is the region

with the highest density of ionised material and as the free-free emissivity is

proportional to the ionised density squared it dominates the emission.

It is important to note that inner gaps in the emission is likely caused by

shadows thrown from the discontinuity between the inner and outer models, see

figure 4.11. Examples of this can be seen in the gaps of the emission in the 5 GHz

images (figure 5.6). In this figure the region around 120<x<180, y<30 show a

gap in the emission between radii of 20∼60 AU. Given that in the rest of both

the inner and outer models the surface layer is a smoothly flaring surface it seems

likely that it is not a real effect.

In each of the subsequent figures the intensity of radiation from one half of

each of the disc models is shown for a given inclination angle and frequency. The

model number is given in the top left and the integrated flux across the half disc

in shown in the bottom left in mJy (the total flux from the disc is assumed to be

twice this).
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Figure 5.3: Free-free emission for the discs at an inclination angle of 0◦ and a
frequency of 1.5GHz.
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Figure 5.4: Free-free emission for the discs at an inclination angle of 45◦ and a
frequency of 1.5GHz.
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Figure 5.5: Free-free emission for the discs at an inclination angle of 75◦ and a
frequency of 1.5GHz.

For the free-free emission at 1.5GHz, the models are all optically thick for

all inclination angles, with the exception of the outer region of the R16.2 and

R7.7 cut models. These two models feature the most tenuous outer regions which

can become optically thin even at 1.5GHz. However these models are still opti-

cally thick in the inner regions and where the inclination angle means that the

line of sight passes through the ionisation surface more than twice (see figures 5.4

and 5.5).

In the 5GHz band the emission is optically thinner with only the R5.5 model

showing high optical depth and constant intensity across the majority of the disc.
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Figure 5.6: Free-free emission for the discs at an inclination angle of 0◦ and a
frequency of 5GHz.
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Figure 5.7: Free-free emission for the discs at an inclination angle of 45◦ and a
frequency of 5GHz.
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Figure 5.8: Free-free emission for the discs at an inclination angle of 75◦ and a
frequency of 5GHz.

The inner region of each of the models shows optically thick emission coming from

the region around the protostar. Also, due to the decreased optical depth, the

effective area of emission has decreased compared to 1.5GHz, this is an effect

which has been seen in actual observations of MYSOs (Gibb & Hoare 2007).

The 23GHz emission is almost entirely optically thin, with the slight exception

of the R5.5 model at 75◦ (figure 5.11) where the line of sight grazes the ionisa-

tion surface. With almost all of the emission being optically thin at 23GHz the

emission can be compared with the momentum flux, and the relation between the
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Figure 5.9: Free-free emission for the discs at an inclination angle of 0◦ and a
frequency of 23GHz.
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Figure 5.10: Free-free emission for the discs at an inclination angle of 45◦ and
a frequency of 23GHz.
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Figure 5.11: Free-free emission for the discs at an inclination angle of 75◦ and
a frequency of 23GHz.

two observed, this is shown in figure 5.12. As there is no single value of v∞ that

characterises the disc wind and polar wind the value used is the emission weighted

velocity (as defined in Chapter 4) for the disc wind and the total system. This will

include material which is still undergoing acceleration and so is travelling at less

than its final velocity, however this will be similar for each model and so should

not affect the scaling significantly. From this plot we can see there is a strong

dependence of the emitted flux at 23GHz to either the momentum flux from the

disc or the entire system. The power law index of 0.82-0.92 is slightly higher than
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Figure 5.12: The 23GHz flux plotted against the mass flux divided by terminal
velocity in the disc wind(blue crosses, best fit red line) and total mass flux (green
crosses, best fit cyan line).

the theoretical index of 3/4 which can be derived for an optically thin, spherically

symmetric wind of constant velocity (Lamers & Cassinelli 1999), however this can

be understood given the very different geometry of the disc wind.

Figures 5.13, 5.15 and 5.17 show the spectra for each of the models for the 3

inclination angles and figures 5.14, 5.16 and 5.18 show the spectral index of each

of the spectra as a function of frequency, where the spectral index is

a =
d logSν
d log ν

, (5.17)

In all the inclination angles the spectral index drops from 2 at 1GHz to ∼ −0.1
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Figure 5.13: The free-free emission spectra for each of the models viewed with
an inclination angle of 0◦
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Figure 5.14: The spectral index for each of the models as a function of frequency,
for an inclination angle of 0◦
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Figure 5.15: The free-free emission spectra for each of the models viewed with
an inclination angle of 45◦
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Figure 5.16: The spectral index for each of the models as a function of frequency,
for an inclination angle of 45◦
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Figure 5.17: The free-free emission spectra for each of the models viewed with
an inclination angle of 75◦
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Figure 5.18: The spectral index for each of the models as a function of frequency,
for an inclination angle of 75◦
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at 100GHz. The spectral index drops fastest for the models driving the least

amount of mass from the disc. More optically thick discs have higher spectral

indices in the region of ∼3-30GHz. The exception to this is the R07.7 cut model

which only has a spectral index of ∼ 1.5 at 1.5GHz, falls to 0 between 10 and

20GHz, and then increases slightly between 20 and 100GHz (see figures 5.13, 5.15

and 5.17). This is due to the presence of the exponential cut off term in the disc

density which significantly decreases the emissivity in the outer regions of the

disc.

Spectral indices for most models are seen to transition from +2 to ∼-0.1.

These indexes are typical of optically thick / thin HII regions. By looking at

the optical depths of the emission in a model we can see that these spectral

indices do coincide with optically thick / thin emission across the entire disc

(optical depths of the R10.0 model are shown in figure 5.19 for the same three

inclinations and frequencies shown in the previous figures). The high optical

depths at the lower frequencies extending out to the edge of the model indicates

there would be emission coming from outside the simulated region. This means

that for the lower frequencies the fluxes calculated are lower limits rather than

predicted values, and this could lower the spectral index at these frequencies if this

flux was included. The calculated indices are in contrast to the usual spherical

indices seen from outflowing winds, which have a constant spectral index of +0.6

(Wright & Barlow 1975). This spectral index of 0.6 is derived using a spherical

wind with constant temperature and a density profile proportional to r−2. In

the disc wind shown here the ionised density is not a simple function of radius.

It depends on where the ionisation front penetrates into the disc and what the

dynamics are at that point. In particular the edge of the ionised region in the
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disc (where the maximum ionised density is and therefore the source of the bulk

of the emission) does not vary significantly with radius (see figure 4.11). This in

turn explains why the spectral index is more similar to a constant density HII

region rather than a spherically symmetric expanding, constant velocity wind.

Gibb & Hoare (2007) fitted spectral indices to observations of 5 MYSOs (S106-

IR, S140-IRS1, W75N-VLA3, NGC2024-IRS2 and LkHα101) in the 5-45GHz

range. The fitted spectral indices are between 0.5 and 0.8 in 4 of the 5 pro-

tostars observed (with the other having an index of 0.18). Although this appears

inconsistent with the results presented here, the fits shown by Gibb are based

on 3 or 4 data points, and are confined to a single spectral index over the whole

of the frequency range. In addition there is some indication in the spectra they

show of higher indices at their lower frequencies (5-10GHz) and lower or even

negative indices at their highest frequencies which are uncontaminated by dust

emission (20-45GHz).
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Figure 5.19: The optical depth of the R10.0 model for different inclination
angles and frequencies. top to bottom : 23, 5.0 and 1.5GHz; left to right: 0◦,
45◦ and 75◦.

5.3.2 C+ lines

Using LIME to solve the equations of statistical equilibrium and radiative transfer

we are able to create a position-position-velocity cube for each of the possible C+

lines for each model for a number of viewing angles. The C+ lines at 659, 848

and 1507GHz are not significantly excited in these models, due to them having

an upper energy level of 40,000K. The 1901GHz line however is and can be seen

clearly in emission from each of the models except R145.0. As the R145.0 model

has very little ionised gas, the C+ abundance is low and lines are not visible in

radiative transfer calculations of it. This wavelength regime (∼ 150µm) is not

possible to observe from the ground (due to the opacity of the atmosphere) and
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so space based instruments are needed. Herschel currently has provided the best

resolution at this band at ∼10 arcseconds, significantly less than the 0.3 needed

to begin to resolve a 300au disc at a distance of 800pc.

Although this line is not observable with any currently operational or planned

telescopes, it is an optically thin line tracing the ionised disc wind. This allows us

to look at the line profiles for different models and compare them to other similar

lines which could be tracing such an ionised disc wind. The figures below (fig-

ures 5.20 to 5.25) show the dust continuum, continuum subtracted line intensity,

intensity weighted velocity and the unresolved line spectrum.

There is a general trend that the earlier models (i.e. the ones with protostars

with larger radii) have wider wings than the later ones, but weaker emission.

This is consistent with the findings of chapter 4 that the earlier models have

higher emission weighted velocities in the disc but less ionising flux from the

protostar and therefore lower ionised densities in the disc wind. Looking at the

15◦ models the full width at zero intensity (FWZI) increases from 175 km s−1 for

the R05.5 model to 500 km s−1 for the R16.2 model. Interestingly the R07.7 cut

model line profiles look much more like the ones from R16.2 than the ones from

R07.7, demonstrating that any inferences of the state of the protostar from the

properties of the disc wind are dependent upon the large scale structure of the

disc which would need to be determined from separate measurements.

Lines calculated in these models are narrow compared to the Brackett12 line

observed (n=12-4) by Lumsden et al. (2012) but comparable to the n=41-40,

n=43-42 and n=52-50 lines observed by Guzmán et al. (2014). Lumsden et al.

(2012) suggest that Stark broadening is an important factor in obtaining the line

widths that they see. As this has not been included in these models it may provide
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Figure 5.20: The R05.5 model viewed at an angle of 15, 45 and 75◦ (top, middle
and bottom). Upper left the dust continuum of the model at 1900GHz. Upper
right The integrated intensity of the [C+] line at 1900.5GHz. Lower left the
intensity weighted velocity of the line. Lower right The total spectrum from
the model.
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Figure 5.21: The R07.7 model viewed at an angle of 15, 45 and 75◦ (top, middle
and bottom). Upper left the dust continuum of the model at 1900GHz. Upper
right The integrated intensity of the [C+] line at 1900.5GHz. Lower left the
intensity weighted velocity of the line. Lower right The total spectrum from
the model.
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Figure 5.22: The R10.0 model viewed at an angle of 15, 45 and 75◦ (top, middle
and bottom). Upper left the dust continuum of the model at 1900GHz. Upper
right The integrated intensity of the [C+] line at 1900.5GHz. Lower left the
intensity weighted velocity of the line. Lower right The total spectrum from
the model.
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Figure 5.23: The R11.7 model viewed at an angle of 15, 45 and 75◦ (top, middle
and bottom). Upper left the dust continuum of the model at 1900GHz. Upper
right The integrated intensity of the [C+] line at 1900.5GHz. Lower left the
intensity weighted velocity of the line. Lower right The total spectrum from
the model.
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Figure 5.24: The R16.2 model viewed at an angle of 15, 45 and 75◦ (top, middle
and bottom). Upper left the dust continuum of the model at 1900GHz. Upper
right The integrated intensity of the [C+] line at 1900.5GHz. Lower left the
intensity weighted velocity of the line. Lower right The total spectrum from
the model.
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Figure 5.25: The R07.7cut model viewed at an angle of 15, 45 and 75◦ (top,
middle and bottom). Upper left the dust continuum of the model at 1900GHz.
Upper right The integrated intensity of the [C+] line at 1900.5GHz. Lower
left the intensity weighted velocity of the line. Lower right The total spectrum
from the model.
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the reason why the observed lines are significantly wider than the predictions.

As noted in chapter 4 the rotational velocity is significantly smaller than the

velocity in the plane of the simulation. This can be seen in the fact that even

with channel widths of 10 km s−1 no double peaked spectra are seen in any of the

models.

5.3.3 Hydrogen recombination lines

In order to create images of the hydrogen recombination lines the absorption and

emission coefficients were calculated (as described in section 5.2.3) for each model

at 20 frequencies corresponding to velocities of between -200 and +200 km s−1.

These were then added to the free-free coefficients and the radiative transfer

equation was solved along each column of the model. The resulting spectra are

shown in figures 5.26 to 5.31. As with the Bremsstrahlung the R145.0 model did

not produce significant emission and so is not included in these results.

The spectra all show extended wing emission, out to at least 200 km s−1 in

each of the models, with some appearing to extend out further. All of the models

except R05.5 show bright, flat topped regions in the spectra, suggesting the lines

are very optically thick. This is born out by looking at the line opacities of

the models which show saturated emission across the emitting region and large

(>100) optical depths. The peak intensity of the line emission drops sharply with

decreasing radius, with the peak of the emission from the R16.2 model more than

a factor of 10 less than from the R05.5 model.

Inclination angle seems to have little effect on the shape of the profiles, but

greater inclinations give decreased flux at all velocities. This can be understood
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Figure 5.26: The spectra of the hydrogen 66-65 line for the R05.5 model for 3
different inclinations.
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Figure 5.27: The spectra of the hydrogen 66-65 line for the R07.7 model for 3
different inclinations.
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Figure 5.28: The spectra of the hydrogen 66-65 line for the R10.0 model for 3
different inclinations.
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Figure 5.29: The spectra of the hydrogen 66-65 line for the R11.7 model for 3
different inclinations.
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Figure 5.30: The spectra of the hydrogen 66-65 line for the R16.2 model for 3
different inclinations.
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Figure 5.31: The spectra of the hydrogen 66-65 line for the R07.7cut model for
3 different inclinations.
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if the lines are optically thick as at viewing angles closer to edge on less of the

disc is visible. The single peaked nature of the lines in all the models is due to the

low rotational to linear velocity ratio seen in the ionised disc wind (see section

4.4, figures 4.21 and 4.22).

5.4 e-Merlin simulated observations

In order to make predictions of the observablity of the features for which syn-

thetic brightness maps were constructed, the Common Astronomy Software Ap-

plications package (CASA) was used to simulate observations with the Merlin, an

interferometer consisting of 7 radio telescopes across the United Kingdom. The

longest baseline in Merlin is 217km and the beam sizes in the frequencies used

range between 0.15 and 0.01 arcseconds. This angular resolution is sufficient to

resolve the 300au disc at a distance of 800pc. There are three frequency bands

available with e-Merlin, 1.3-1.8 GHz, 4-8 GHz and 22-24 GHz. Presented here are

synthetic observations of the radiative transfer calculations presented in section

5.3.1 at 1.5, 5 and 23 GHz. The observations were simulated with a 16h track.

The resulting measurement set was then CLEANed interactively in order to min-

imise the effect of side-lobes. The cleaning here has not been optimised however,

and it is probable that careful cleaning could produce better images.

In the 1.5GHz band at an inclination angle of 0◦ (figure 5.32) no structure is

seen in any of the models. The input skymodel is of nearly constant brightness

and the synthetic observations accurately reproduce this (for the section of sky

simulated) In order to see structure in images at this frequency it would be

necessary to extend the models out to greater radii. However, given that the
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Figure 5.32: Synthetic observations of the models with e-Merlin at 1.5GHz
viewed at an inclination angle of 0◦. The contours show the radiative transfer
model used as a skymodel and are scaled to the peak of the brightness.

optical depth is still greater than 5 at the outer edge of the current model (see

figure 5.19) and that the maximum ionised density in the models only drops slowly

with radius, it is likely that the model would need to be extended significantly in

order to reach optically thin regions at this wavelength.

In the 5GHz band at 0◦ (figure 5.33) some structure is visible and it is clear

that not all the models have the same spatial extent in their emission. For the
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Figure 5.33: Synthetic observations of the models with e-Merlin at 5GHz viewed
at an inclination angle of 0◦. The contours show the radiative transfer model used
as a skymodel and are scaled to the peak of the brightness.

models with lower mass fluxes (most notably in the R07.7 cut model but also in

R16.2) the outer regions of the disc become optically thin and the brightness of

the disc in those regions decreases.

At 23 GHz the face on models appear to be over-resolved, with a strong central

source dominating the emission in the R10.0, R11.7 R16.2 and R07.7 cut models

(figure 5.34).
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Figure 5.34: Synthetic observations of the models with e-Merlin at 23GHz
viewed at an inclination angle of 0◦. The contours show the radiative transfer
model used as a skymodel and are scaled to the peak of the brightness.

At 45◦ small amounts of structure become visible in the 1.5GHz window (figure

5.35), but most of the models remain optically thick and at constant brightness

across the simulated region. The R16.2 and R07.7 cut models in particular show

some elongation in the plane of the disc.

In the 5GHz observations at 45◦ (figure 5.36), elongation of the emission

has become pronounced in all but the R5.5 model (which has the highest mass
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Figure 5.35: Synthetic observations of the models with e-Merlin at 1.5GHz
viewed at an inclination angle of 45◦. The contours show the radiative transfer
model used as a skymodel and are scaled to the peak of the brightness.

flux and is the most optically thick). These maps look superficially similar to

the 5GHz emission seen in IRS1-S140 (Hoare 2006, see figure 1.8) however the

models are brighter than this source by a factor of between 3 and 20, depending

on the model. However the simulated images clearly show that a disc wind at

an intermediate angle can produce an elongated structure in free-free emission at

5GHz.
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Figure 5.36: Synthetic observations of the models with e-Merlin at 5GHz viewed
at an inclination angle of 45◦. The contours show the radiative transfer model
used as a skymodel and are scaled to the peak of the brightness.

As with the 23GHz images at 0◦, the 45◦ images appear to be over-resolved

(figure 5.37). The only images which show more than a point source at the

centre are the R05.5 and R07.7 models which show an elongated structure in the

first and a ring of emission in the second. However interpreting the structure

of these without the modelled emission overlaid would be very unconvincing.

At best all that could be gathered from observations such as these would be a
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Figure 5.37: Synthetic observations of the models with e-Merlin at 23GHz
viewed at an inclination angle of 45◦. The contours show the radiative transfer
model used as a skymodel and are scaled to the peak of the brightness.

flux measurement and possibly an indication of which direction the emission was

elongated in.

Figure 5.38 shows the 1.5GHz emission at an inclination angle of 75◦, the hour

glass shape structure can be seen clearly on all the models. The exception to this

is the emission of the R07.7 cut model, which is the most compact, however

this still shows elongation in the direction of the disc. Any of the observations
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Figure 5.38: Synthetic observations of the models with e-Merlin at 1.5GHz
viewed at an inclination angle of 75◦. The contours show the radiative transfer
model used as a skymodel and are scaled to the peak of the brightness.

generated from the other 5 models would be clear indications of an ionised wind

being blown from the surface of a circumstellar disc.

At 5GHz (figure 5.39) the ionisation surface of the disc becomes visible, giv-

ing the emission a distinctive ‘x’ shape for all the models. Even the R07.7 cut

model now shows differentiation between the top and bottom halves of the disc.

Observations such as these show the structure of the ionised disc wind clearly,

but also reveal the presence of the neutral matter which must exist between the
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Figure 5.39: Synthetic observations of the models with e-Merlin at 5GHz viewed
at an inclination angle of 75◦. The contours show the radiative transfer model
used as a skymodel and are scaled to the peak of the brightness.

two halves of the disc. In this way the radial dependence of the disc scale height

could be recovered and from this inferences on the method of heating the disc

drawn (i.e. whether it is primarily viscously heated or by stellar illumination).

The 23GHz image at 75◦ (figure 5.40) is the only one at that frequency to

show clearly resolved structure. Again the two high density surfaces at the base

of the ionised region of the disc wind are visible as an x shape in all the images

to some extent, though the detection is faint in the R07.7 cut model.
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Figure 5.40: Synthetic observations of the models with e-Merlin at 23GHz
viewed at an inclination angle of 75◦. The contours show the radiative transfer
model used as a skymodel and are scaled to the peak of the brightness.

5.5 Conclusions

In this Chapter I have explored different possible emission mechanisms from an

MYSO blowing a wind from a surrounding accretion disc and investigated how

they would look when observed from Earth at a distance of 800pc. The disc-

wind model presented in chapter 4 was used as an input to the model providing

densities, temperatures and ionisation fractions. We find that the disc wind de-
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scribed by the hydrodynamic model could be observed with current instruments.

The combination of detailed, spatially resolved free free emission possible with

e-Merlin at 5GHz and 23GHz and kinematic information from hydrogen recom-

bination lines or emission lines from ionised species in the disc wind allows a

detailed picture of the disc wind to be reconstructed.

There are similarities between the emission predicted by these simulations

and observations of the radio continuum observed towards the MYSO S140 IRS1

performed by Hoare (2006) and the hydrogen recombination lines observed by

Lumsden et al. (2012).

In particular the 5GHz synthetic e-Merlin images of the disc models at 45◦

inclination (figure 5.36) show a strong resemblance to the observations of Hoare

(2006) (see figure 1.8) showing both a similar morphology and a peak brightness

of ∼1 mJy/beam.

The line emission from both the [C+] and hydrogen recombination lines also

show similar profiles to observations of MYSOs. The intensities of these lines vary

significantly with the R05.5 lines showing peak brightnesses of nearly 3.5Jy and

the R16.2 model showing similar line profiles but intensities of only ∼200 mJy.

For H lines, the assumptions made of LTE and that all recombinations to the

electronic state n have a chance to transition to n-1 before being re-ionised are

severe. Future work would include a fully self consistent calculation of ionisation,

recombination and line emission using an existing code designed for this purpose.

However if these intensities are borne out by more self consistent calculations it

would suggest that a combination of bremsstrahlung, and hydrogen recombination
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line emission at 23GHz would provide an indicator of the evolutionary state of

the central MYSO. As the protostar contracts down from its inflated state due

to a high accretion rate towards a more main sequence like state, both the free

free emission and hydrogen recombination line emission will increase significantly.

These are both clearly observable quantities with the current generation of radio

telescopes.



Chapter 6

Conclusions

6.1 Summary of conclusions

This thesis contains simulations of the dynamics of discs around protostellar

objects and radiative transfer calculations of such models in oder to determine

their observable properties. The following sections restate the conclusions of each

chapter. In section 6.2 we consider ideas for future work and final remarks are

offered in section 6.3.

6.1.1 Simulated observations of gravitationally unstable

young protoplanetary discs

In this chapter I presented radiative transfer simulations of a hybrid model com-

prising a 0.39M� self gravitating disc with a radius of 64 au and spiral density

waves, surrounded by an envelope that is a contracting 10M� BE-sphere. The

main results of these simulations are as follows:

• CASA simulations of this model show that at a distance of 100 pc, extraction
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of kinematic and structural information from the continuum and molecular lines

is possible with ALMA band 7.

• Our simulations show that molecular features are predominantly seen in ab-

sorption against the hot mid-plane of self-gravitating protoplanetary discs, with

emission only being seen where voids in the structure of the disc do not provide

a bright continuum source to be absorbed.

• The quiescent nature of the envelope around such discs only affects lines within

± 0.5 km s−1 of the LSR velocity.

• The lines studied (OCS 26→25, H2CO 404→303, C17O 3→2 and HCO+ 3→2)

taken together allow all regions of the disc to be sampled and the rotation of the

disc to be constrained from the inner edge to the outer edge.

• Spiral structures in young embedded discs are detectable at a wide range of

inclination angles. They can be resolved spatially at angles close to face on and

can be inferred from position velocity diagrams at low inclination angles.

• The dust continuum emission at millimetre wavelengths is optically thick and

millimetre observations lead to significant underestimates of the disc mass, by a

factor of 4 or more.

One assumption underpinning this model is that the gas and dust are in ther

mal equilibrium in the disc. If they are not and the dust is significantly cooler

than the gas then transitions may not show up in absorption. However, the large

volume densities are expected to provide efficient dust-gas coupling. Outflows

could contaminate line profiles of those species which commonly trace outflows,

such as CO and HCO+. In these cases, a detailed study of their line profiles

using high spectral resolution should help to disentangle the various kinematic

components.
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These results demonstrate that ALMA will be able to probe the very ear-

liest stages of circumstellar discs which feed the growing protostar, and which

eventually will evolve into a planetary system. My results show that ALMA

observations in band 7 will allow the assessment of whether or not these young

discs are gravitationally unstable and test theories of pre-stellar to protostellar

core evolution. If such gravitational instabilities exist, they will have significant

implications for the evolution of the disc. For example, they will affect fragmen-

tation, planetesimal formation (Boley 2009; Johnson & Li 2013; Gibbons et al.

2012) and the chemical evolution in the disc (I2011).

6.1.2 Hydrodynamic simulations of line mediated radia-

tively driven disc winds

In chapter four I presented work on a series of hydrodynamic models of Keplerian,

hydrostatic accretion discs around MYSOs representative of a 10M� protostar

contracting towards the main sequence. In these models the effect of radiation

pressure is simulated using local velocity gradients along lines of sight from 225

discrete point sources in the disc and a finite size source for the protostar. The

resulting density and velocity distribution after 2× 108s (∼ 10 crossing times of

the fast component of the wind) were analysed in order to calculate the ionised

regions and to calculate mass fluxes which could be attributed to either a slow,

dense disc wind or a fast rarefied polar wind. The main conclusions are:

• 10M� protostars can drive at least some disc wind for all disc configurations

tested. Mass loss rates for the models are ∼50 times higher than those seen

in Proga et al. (1998), partially due to the assumed higher accretion rates and
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luminosities and partially due to the larger simulated area allowing mass loading

from further out in the disc.

• Models with smaller protostellar radii drive stronger mass fluxes from their

discs. This is attributed to the effect of increased accretion and reflected starlight

luminosity coming from the discs around smaller stars.

• Mass fluxes from all the models except R145.0 are ∼ 102 higher than would

be the case for a spherical wind from these protostars, showing that the presence

of a disc can significantly boost the mass loss rate of a young massive protostar.

• Disc mass loss happens mostly from the inner regions of the disc as shown

by the modest reduction in the mass loss rate of the R7.7 cut model despite the

significant reduction of its density in the outer regions.

• In the case of bloated protostars (as predicted by Hosokawa & Omukai

2009), disc winds are not driven in their most expansive stage and will not start

until the star has contracted and increased its surface temperature.

6.1.3 Radiative transfer and synthetic observations of disc

wind simulations

In this Chapter I have explored different possible emission mechanisms from an

MYSO blowing a wind from a surrounding accretion disc and investigated how

they would look when observed from Earth at a distance of 800pc. The disc-

wind model presented in chapter 4 was used as an input to the model providing

densities, temperatures and ionisation fractions. We find that the disc wind de-

scribed by the hydrodynamic model could be observed with current instruments.

The combination of detailed, spatially resolved free free emission possible with



167

e-Merlin at 5GHz and 23GHz and kinematic information from hydrogen recom-

bination lines or emission lines from ionised species in the disc wind allows a

detailed picture of the disc wind to be reconstructed.

There are similarities between the emission predicted by these simulations

and observations of the radio continuum observed towards the MYSO S140 IRS1

performed by Hoare (2006) and the hydrogen recombination lines observed by

Lumsden et al. (2012).

In particular the 5GHz synthetic e-Merlin images of the disc models at 45◦

inclination (figure 5.36) show a strong resemblance to the observations of Hoare

(2006) (see figure 1.8) showing both a similar morphology and a peak brightness

of ∼1 mJy/beam.

The line emission from both the [C+] and hydrogen recombination lines also

show similar profiles to observations of MYSOs. The intensities of these lines vary

significantly with the R05.5 lines showing peak brightnesses of nearly 3.5Jy and

the R16.2 model showing similar line profiles but intensities of only ∼200 mJy.

For H lines, the assumptions made of LTE and that all recombinations to the

electronic state n have a chance to transition to n-1 before being re-ionised are

severe. Future work would include a fully self consistent calculation of ionisation,

recombination and line emission using an existing code designed for this purpose.

However if these intensities are borne out by more self consistent calculations it

would suggest that a combination of bremsstrahlung, and hydrogen recombination

line emission at 23GHz would provide an indicator of the evolutionary state of

the central MYSO. As the protostar contracts down from its inflated state due
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to a high accretion rate towards a more main sequence like state, both the free

free emission and hydrogen recombination line emission will increase significantly.

These are both clearly observable quantities with the current generation of radio

telescopes.

6.2 Future work

Despite the state of the art simulations and observations that have been performed

recently, unexplored areas of research still exist in the field of circumstellar discs

and young stellar objects. This section outlines future work which could be

carried out in order to further the work presented in this thesis.

6.2.1 Simulated observations of gravitationally unstable

young protoplanetary discs

Observations of discs with cleared rings and spiral structure are just now begin-

ning to become feasible at (sub)millimetre wavelengths thanks to ALMA. Recent

observations of HL Tau (ALMA Partnership et al. 2015) show a resolved disc of

∼100 au in radius with clearly visibly lanes in the dust emission. Although this

has been attributed to planet formation rather than gravitational instability, it

shows ALMA’s capability to provide detailed observations to test models with.

In order to further the understanding of gravitationally unstable discs it will be

important to determine what observational properties will be constant across all

discs of this nature and which vary from disc to disc. The current work of Evans

et al. (2015) in replicating the physical and chemical model of a gravitationally
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unstable disc for a proto-solar star will provide useful information in this regard,

and the calculation of synthetic observations based on the method described in

chapter 3 are planned.

In order to be able to observe gravitational instabilities in circumstellar discs

high resolution (. 0.075arcsec) observations are needed at frequencies where the

natal core is optically thin. This leaves ALMA as the only instrument capable

of making these observations. With the 15km baselines now available, new ob-

servations will be able to be taken of nearby circumstellar discs in star forming

regions and compared against theoretical predictions.

6.2.2 Hydrodynamic simulations and radiative transfer cal-

culations of line mediated radiatively driven disc

winds

The hydrodynamic simulations of the disc wind could be improved in two main

ways. Firstly the scope of the simulation could be increased and secondly the

detail of the microphysics could be improved.

To improve the scale of the model one possible option is to move from a 2D

axis-symmetric model to a full 3D one. A three dimensional model would remove

the simplifying assumptions of axis-symmetry of the hydrodynamic variables and

would allow angular momentum to be evolved with the hydrodynamics rather

than treated as a scalar quantity coupled to the gas. The dropping of these

assumptions would allow investigation into the stability of the wind in the az-

imuthal direction. A first step in this direction would be to perform shearing box

calculations of the disc wind (and thus avoid the wind launching region, and the
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increased staircasing effect that would result from the decrease in resolution in

3D) to see whether, and under what conditions, azimuthal perturbations could

be amplified.

The other possibility for increasing the scope of the model would be to increase

the outer edge of the model past 300au. In doing this the initial condition of a

constant α disc would become less appropriate at large radii. More realistic initial

conditions could be obtained by using the results from a cloud collapse simulation

(e.g. Kuiper et al. 2011) after the central object has accreted 10M� of gas. Such

larger scale simulations would provide insight into how the mass flux and velocity

change when they come into contact with the parent core. They would also give

a larger physical model from which to calculate emission from. This would be

particularly useful for the low frequency free-free emission which was entirely

optically thick in the model presented in this thesis (see chapter 5).

With regards to the microphysics of the model there are three areas which

could be improved: calculating the ionisation state of the gas at runtime, calcu-

lating the radiation field self-consistently and determining accurate temperatures.

The temperatures used in the model presented here use simple isothermal or adi-

abatic equations of state. In order to get more accurate temperatures heating and

cooling terms would need to be calculated and thermal equilibrium maintained

between the gas and the radiation field. In order to calculate these rates both the

ionisation state of the gas and the radiation intensity as a function of frequency

need to be known at each hydro cell at each time step.

These are all linked in that they require knowledge of the radiation field in each

cell in order to calculate the quantities accurately. This requires some method
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of calculating the radiation field as it is shaped by the gas (and in particular

the dust) every hydrodynamical time step. The radiation-hydrodynamics code

Torus (Harries 2015) uses a monte carlo treatment of the radiation in order to

calculate radiation pressure on the dust, the ionisation state of the gas and to

calculate thermal equilibrium. Adapting this to include line driving terms would

result in a model with self consistent temperatures, ionisation structure, radiation

field and radiation pressures. These more accurate temperatures and ionisation

structures would also allow post-processing radiative transfer of the model to give

more accurate results.

6.3 Final remarks

The study of circumstellar discs can provide useful insight into the process of

star formation and the physical conditions in which this process takes place.

Soon ALMA, when fully completed and operational, will drastically improve our

understanding of star formation with detailed (sub)millimetre observations. In

order to understand the physical processes which give rise to these observations

the study of matter, light and their interactions is crucial.

This thesis has shown that hydrodynamic modelling and post processing with

radiative transfer can provide detailed theoretical which can be compared against

observation, to determine the physical conditions at the heart of the star forma-

tion process.
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Güsten, R. & Wiesemeyer, H. (2015). Detection of a large fraction of

atomic gas not associated with star-forming material in M17 SW. A&A, 575,

A9. 114

Persson, M.V., Jørgensen, J.K. & van Dishoeck, E.F. (2012). Subarc-

second resolution observations of warm water toward three deeply embedded

low-mass protostars. A&A, 541, A39. 50

Pineda, J.E., Arce, H.G., Schnee, S., Goodman, A.A., Bourke, T.,

Foster, J.B., Robitaille, T., Tanner, J., Kauffmann, J., Tafalla,

M., Caselli, P. & Anglada, G. (2011). The Enigmatic Core L1451-mm:

A First Hydrostatic Core? Or a Hidden VeLLO? ApJ , 743, 201. 5

Pineda, J.E., Maury, A.J., Fuller, G.A., Testi, L., Garćıa-Appadoo,
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(2011). The link between molecular cloud structure and turbulence. A&A,

529, A1. 4
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Zapata, L.A., Loinard, L., Rodŕıguez, L.F., Hernández-Hernández,

V., Takahashi, S., Trejo, A. & Parise, B. (2013). ALMA 690 GHz Ob-

servations of IRAS 16293-2422B: Infall in a Highly Optically Thick Disk. ApJL,

764, L14. 50

Zuckerman, B. & Evans, N.J., II (1974). Models of massive molecular clouds.

ApJL, 192, L149–L152. 3


	1 Introduction
	1.1 Outline
	1.2 Star formation
	1.2.1 Low mass star formation
	1.2.2 High mass star formation

	1.3 Circumstellar discs
	1.3.1 The  disc
	1.3.2 Gravitatonal instability
	1.3.3 Radiative disc winds


	2 Numerical Methods
	2.1 Radiative transfer
	2.1.1 Theory
	2.1.2 LIME
	2.1.3 Grid construction

	2.2 Hydrodynamics
	2.2.1 Equations of Hydrodynamics
	2.2.2 Source terms
	2.2.3 Adaptive mesh refinement


	3 Simulated observations of gravitationally unstable young protoplanetary discs
	3.1 Introduction
	3.2 Description of the Model
	3.2.1 Physical structure
	3.2.2 Chemical structure

	3.3 Model Results
	3.4 Predictions for ALMA
	3.5 Conclusions and further work

	4 Hydrodynamic simulations of line mediated radiatively driven disc winds
	4.1 Introduction
	4.2 Description of the Models
	4.2.1 Model initial and boundary conditions
	4.2.2 Hydrodynamic equations & source terms
	4.2.3 Calculation of the line driving force

	4.3 Analysis
	4.4 Model Results
	4.5 Conclusions

	5 Radiative transfer and synthetic observations of disc wind simulations
	5.1 Introduction
	5.2 Method
	5.2.1 Model interpolation
	5.2.2 Bremsstrahlung
	5.2.3 Hydrogen photoionisation, recombination and Transition lines
	5.2.4 C+ lines

	5.3 Results
	5.3.1 Bremsstrahlung
	5.3.2 C+ lines
	5.3.3 Hydrogen recombination lines

	5.4 e-Merlin simulated observations
	5.5 Conclusions

	6 Conclusions
	6.1 Summary of conclusions
	6.1.1 Simulated observations of gravitationally unstable young protoplanetary discs
	6.1.2 Hydrodynamic simulations of line mediated radiatively driven disc winds
	6.1.3 Radiative transfer and synthetic observations of disc wind simulations

	6.2 Future work
	6.2.1 Simulated observations of gravitationally unstable young protoplanetary discs
	6.2.2 Hydrodynamic simulations and radiative transfer calculations of line mediated radiatively driven disc winds

	6.3 Final remarks

	References

