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ABSTRACT

The lack of alternatives and choices make sparse networks and peripheral regions

distinct. Travel choices are limited, as are employment and supplier choices. This -

thesis is therefore concerned with whether cost benefit analysis techniques need to be
adapted so as to adequately deal with the appraisal of transport projects in these
areas. Specifically, improved treatment of scheduling costs, uncertainty and wider
economic impacts is proposed. A theoretical case is made for the inclusion of
scheduling costs and the cost of risk bearing by drawing on the literature on time use,
departure time choice, activity scheduling, risk premia and option values. Similarly a
theoretical case is made for the inclusion of efficiency gains from an expansion in
output in imperfectly competitive markets, an expansion of employment in the presence
of a labour market failure, and an increase in productivity in industry clusters.

A survey of ferry users and island residents in the Outer Hebrides finds evidence of
statistically significant costs associated with transport related constraints on activity
scheduling. These costs decrease non-linearly in the transport constraints - headway
and operating hours. A difficulty faced when estimating discrete choice models with
taste variation is a lack of knowledge of the distribution of willingness to pay. This
difficulty can be overcome through a mix of contingent valuation questions and stated
preference questions with fixed boundary values. Significant differences are found in
willingness to pay depending on whether the stated choice question is framed as per
trip or per year. In contrast to what might be expected from the options value literature,
no difference in the cost of risk bearing is found between a fixed link and a high quality
ferry service. Further empirical work identifies less than complete wage compensation
for commuting costs of workers in peripheral areas of Scotland. This indicates the
presence of a labour market failure arising through high job search costs in a thin
labour market.

The main conclusion of the thesis is that the scope of a cost benefit analysis should be
widened to include the studied effects. The case studies undertaken show that for
public transport projects the effects, in totality, can be a similar order of magnitude to
user benefits. Importantly, the large potential benefits from fixed links and the low
incomes evident in peripheral regions combine to make income effects important, when
calculating total economic welfare in these areas. Further research opportunities on
scheduling costs, risk premia and thin labour markets are identified.
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1 INTRODUCTION

1.1 Background

Sparse transport networks and peripheral regions go hand in hand. Peripheral regions
typically have small populations, low economic power and a sparse transport network
characterised by limited alternatives or choices. These attributes in isolation and in
combination lead to particular set of issues. Long distances of travel, the reliance of
communities on what is often a single ‘lifeline’ link, and the vulnerability of these links to
inclement weather and subsidence, places a burden on businesses and residents in
remote communities. This together with the limited choices that residents and
businesses face in finding employment, filing vacancies and purchasing goods and
services set sparse networks and peripheral regions apart. Government economic and
transport policies explicitly reflect the nature of these regions recognising both the role
of lifeline transport links in sustaining remote and fragile communities (Scottish
Executive, 2006 p.19) and the need to achieve a better regional balance in wealth
(Scottish Government, 2007 pp.36-39).

Networks can be sparse in any of several dimensions: geographically, modally or
temporally. Sparse networks therefore lack either route choice options, mode choice
options or departure time choices. Furthermore in sparse networks, alternatives -
where they exist - typically have a high cost compared to the preferred route, mode or
travel time. The sparsest network is, of course, that in which no alternative exists, such
as an island's only link to the outside world —the lifeline link. Peripheral regions are, in
a geographic sense, those located along the boundary of a nation. In an economic
sense a peripheral region has minor economic importance relative to other regions (the
core). They are typically characterised by low population densities and low incomes.
Invariably these regions are also distant from the core (in that transport costs are high)
and therefore experience a degree of isolation.

These characteristics are clearly distinct from those of cities and busy inter-urban
networks. This raises the question as to whether existing cost benefit analysis
methods are applicable in their current form to sparse networks and peripheral regions.
Such methods are exemplified by COBA (DfT, 2006a) and NESA (Scottish Executive,
2005) and embedded into the respective appraisal frameworks New Approach To



Appraisal (NATA) (DETR, 1998) in England and Wales, and the Scottish Transport
Appraisal Guidance (STAG) (Scottish Executive, 2003) in Scotland. The applicability of
these methods is questioned as they were pioneered on busy inter-urban routes and
further developed to encapsulate the economic impact of transport projects in cities,
including that of generated traffic and productivity growth (e.g. SACTRA, 1986; 1994,
1999). Whether cost benefit analysis methods need to be adapted to adequately deal
with the special case of sparse networks and peripheral regions is the central research
question this thesis therefore sets out to address. The research uses a mixture of
existing evidence and new evidence from the Highlands and Islands of Scotland to
model the economic impact of transport projects in this geography.

1.2 Measuring economic impact in the transport market

The economic identity set out in Figure 1.1 encapsulates the method by which the
economic benefits of a transport project in a sparse network and peripheral region are
modelled using existing transport cost benefit analysis methods. This identity focuses
on the transport market not because transport projects are only expected to impact on
the transport market, but because, in the first instance measuring the economic impact
of a transport project as the sum of all impacts across all markets affected would result
in serious double counting (Mohring, 1961; Dodgson, 1973; Nash and Mackie, 1990).
Secondly it can be shown that if the economy operates under conditions of perfect
competition and zero externalities (or all externalities are appropriately charged for) —
that is price equals marginal social cost everywhere in the economy outside of the
transport market — then an exact measure of the economic impact of a transport project
can be obtained by analysing the transport market alone (Dodgson, 1973, Jara-Diaz,
1986). Additionally the transport market is the preferred place to measure the
economic impact of a transport project as basing the analysis in any other market (e.g.
the labour market or land market) would result in an underestimate of the economic
benefit with an elastic supply of any factor input (e.g. labour, capital, land, etc.) (Nash
and Mackie, 1990).

Figure 1.1: Economic benefit of a transport project
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The identity in Figure 1.1 therefore acts as the starting point for this research. The lack
of choices and alternatives in sparse networks and/or peripheral regions leads to a
focus on three economic issues in understanding whether the scope of this identity
needs to be expanded. These are:

1. Scheduling costs. Sparse networks differ from the denser urban networks
and inter-urban networks in the availability and frequency of public transport
services (bus, rail, ferry and plane). Communities in sparse networks served by
only two or three services a day face tremendous scheduling restrictions in
accessing employment, services and leisure activities. Within the current cost
benefit analysis framework such costs do not feature'. Whether there is a
theoretical justification for including them and what their scale is relative to
traditional components of economic impact is an important question, and forms
the first research issue addressed in this thesis.

2. Uncertainty. There is a large literature that indicates risk imposes a cost on
economic decision makers. All activities are affected by uncertainty, but the
vulnerability caused by reliance on a single option with limited, if any,
alternatives it is argued imposes a higher burden than if alternatives exist. A
rockfall or landslip on a road, or the cancellation of a ferry due to high winds
may have severe consequences in a sparse network where there are no
alternatives of route or mode (e.g. for access to healthcare). Uncertainty is not
just restricted to the supply of transport services, as uncertainty regarding
locations of future workplaces (if made redundant) and how to access those
workplaces are important factors in economic decision making. How and to
what extent uncertainty affects economic welfare in a sparse network and
peripheral region forms the second research issue.

3. Wider economic impacts. If market failures occur in markets outside of
transport the economic identity in Figure 1.1 does not hold. Extensions to
appraisal practice to incorporate the changes in economic efficiency with such
failures have focused on agglomeration externalities arising through
urbanisation and imperfect competition (e.g. DfT, 2005). Economic benefits

' It is noted that in the rail demand forecasting literature scheduling costs arising
through transport constraints feature. In contrast appraisal guidance, including UK rail
appraisal guidance, still places the full economic emphasis on user benefits when
calculating the total economic impact (e.g. DfT, 2007a Table 3).



attributed to wider economic impacts are therefore mainly associated with large
projects in big cities (e.g. Eddington, 2006). There is good reason to expect
wider economic impacts to also occur in peripheral areas as the nature of the
economy in these areas leads to the presence of industrial clusters, isolated
markets and thin labour markets. However, whether significant gains in
economic efficiency can be made in the wider economy in peripheral areas has
received limited attention in the literature, and the potential importance of wider
economic impacts is therefore unknown. This is the third issue examined in the
thesis.

For each of these issues the research looks at:

. Whether there is a theoretical argument to expand the scope of a cost benefit
analysis to encompass the issue;

o Whether there is empirical evidence demonstrating that a statistically significant
economic effect can be identified; and

. Whether the inclusion of the additional economic impact makes a material or
practical difference to the estimate of total economic impact. That is whether
the additional economic impact is small or large relative to the impacts already
included in a cost benefit analysis.

1.3 Highlands and Islands as a case study area

The Highlands and Islands region in Scotland is sparsely populated, being home to
approximately 1% of the UK’s population but accounting for one sixth of the UK'’s land
mass. Within the region there are also more than ninety inhabited islands. Journey
times to the economic centres of Scotland and the UK are longer than from any other
location in the UK and the transport network contains many sections of poor quality —
single carriageway trunk roads and infrequent train and ferry services (SDG, 2007). As
can also be seen from Figure 1.2 the majority of the region is classified as very remote
— that is drive time to a settlement with a population of 10,000 or more is in excess of
60 minutes. Average income levels in the region are about 12% below the Scotland
average (HIE, 2007a), which are in themselves below the UK average. With such
- geographic, economic and transport characteristics the area lends itself as an ideal
case study for this research.



Figure 1.2: Urban-rural classification of Scotland and location of case studies
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The size of the Highlands and Islands leads to many diversities within it. Inverness is
the main economic force and has experienced significant economic growth. By
contrast, in the remoter parts of the region populations are in decline and the economy
struggles. The Outer Hebrides, for example, experienced a marked population decline
of 10.5% between the 1991 and 2001 censuses, and Gross Value Added per head is
low compared to the Scotland average (HIE, 2003a; 2007b). The transport network is
also weak as single track roads with passing places dominate the internal road
network, ferries are still required to connect some of the islands in the group and
connections to mainland Scotland are infrequent (there are two ferry services a day
from Stornoway, the main population centre, to the mainland). The transport network,
particularly the lifeline ferry links, is also vulnerable to inclement weather. The story is
similar in other parts of the Highlands and Islands. Furthermore the cost associated
with long distance of travel between population centres is exacerbated by the cost of
ferry fares (for island communities), high fuel prices and low frequencies of public
transport services.

‘These high costs of travel impact on the wider economy, notably the labour market.
Those without access to a car find it difficult to access employment opportunities — for
example 20% of survey respondents reported turning down employment opportunities
because of travel costs (SDG 2004, cited in HIE 2006 p.6). Employers also feel the
effect as they experience difficulties recruiting (Nelson et al., 2008). With significant
transport related barriers to employment transport projects can have a strong positive
effect on labour supply. This is indeed the case within the region with examples
ranging from the provision of commuter rail services (Carl Bro, 2003) to the
- replacement of short sea crossings with fixed links (SQW, 2004).

This is the context in which the three research issues: scheduling costs, uncertainty
and wider economic benefits are examined. Scheduling costs and uncertainty are the
focus of a stated preference survey in the Outer Hebrides. The role that wider

economic benefits play in an economic appraisal of a sparse network and a peripheral
| region is examined using data drawn from the whole of Scotland including the
Highlands and Islands. The two case studies presented within this thesis are also
located within the region. The first relates to train services linking isolated communities
with Inverness, and the second relates to the feplacement of a short sea ferry crossing
with a fixed link (causeway) in the Outer Hebrides.



1.4 Thesis structure

Figure 1.3 illustrates the thesis’ structure. As can be seen from this figure Chapters 2
and 7 consider the theoretical case for extending the scope of cost benefit analysis,
whilst the empirical case is considered in Chapters 3, 4, 5, 6 and 8. Whether the
inclusion of additional economic impacts makes a practical difference to an appraisal is
considered in Chapters 3 and 9. As can also be seen from the figure the main body of
the thesis comprises of two parts. The first part (Chapters 2 to 6) considers the
theoretical justification for and evidence of including, in an economic appraisal,
scheduling costs and uncertainty. Like user costs, these costs are associated with the
economic behaviour of individuals. The second part (Chapters 7 and 8) considers
whether the economic conditions prevalent in peripheral regions lead to the occurrence
of wider economic impacts additional to transport user benefits. The concluding
chapter, and the case study that precedes it, bring all the different facets of the thesis
together. A fuller description of each chapter is given below.

The first chapter, this chapter, is the introductory chapter, whilst Chapter 2 introduces

the first part of the main body of the thesis. Chapter 2 therefore considers the

theoretical justification for including the welfare impacts associated with infrequent

transport services and uncertainty in an appraisal. The chapter focuses on the

behavioural effects of scheduling constraints and the concept of the risk premium. The
discussion on the risk premium partially draws from the literature on option values — a

form of risk premium.

Building on the theoretical case for the inclusion of the risk premium, Chapter 3 takes
as its starting point the limited and disparate evidence on option values and non-use
values, reconciles the different studies and considers the issue of double counting with
other elements of benefit within a transport appraisal. The relevance of option and
non-use values for rail projects in peripheral areas is highlighted through the use of
several case studies.

Chapter 4 is the first of three chapters reporting fieldwork undertaken in the Outer
Hebrides aimed at eliciting willingness to pay for improvements in ferry quality including
the replacement of a ferry with a fixed link. Two different surveys were administered.
The first focused on users of a ‘long-distance’ inter-island ferry, whilst the second
focused on households recently affected by the replacement of a ‘short’ ferry service
with a fixed link. The design of the survey is discussed and presented in this chapter.



Chapters 5 and 6 describe the results of the two surveys respectively, the econometric

models developed and the economic implications of the results. These chapters

conclude the first part of the thesis.

Figure 1.3: Thesis structure
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Chapter 7 introduces the second theme of the thesis, that of the wider economy. The
chapter reviews the justification for and evidence of economic efficiency impacts
additional to transport user benefits, with a particular emphasis on peripheral areas.

Chapter 8 presents econometric work analysing the relationship between commuting
costs and wages in peripheral labour markets. This is of interest as job search models
suggest that in thin labour markets workers will not be compensated for their
commuting costs and the marginal product of labour will differ from the wage — that is a
labour market failure occurs. In such conditions a change in levels of employment will
result in a wider economic impact additional to transport user benefits occurring in the
labour market of a peripheral region. This work is undertaken using the Scottish
Household Survey.

Chapter 9 brings the different strands of the theoretical and empirical research
presented in Chapters 2 to 8 together through the use of a case study of the Berneray
causeway and the Sound of Harris ferry.

Chapter 10 presents the conclusions of the research and makes suggestions for further
research.
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2 SCHEDULING COSTS AND
UNCERTAINTY

2.1 Introduction

This chapter introduces the first part of the thesis which considers the issues of
scheduling costs and uncertainty. The chapter itself considers the theoretical basis for
extending the economic impact identity (as set out in Figure 1.1) to include costs and
benefits associated with these issues. Such benefits are felt by users and potential
users of the transport system, but as the benefits are not directly associated with
transport use, they do not feature in the existing appraisal framework. The hypothesis
pursued in this chapter and developed further with empirical research in chapters 3, 4,
5 and 6 and the case study in chapter 9 is that these benefits are important contributors
to overall economic impact in sparse networks. Such benefits should therefore appear
in the appraisal of a transport scheme.

This assertion is based on the fact that the need for effective activity scheduling is
never more pertinent than in sparse networks, where transport constrains activity
schedules both geographically and temporally, and a lack of alternatives within such
networks creates economic uncertainty. Uncertainty arises through network availability
(supply side uncertainty) and uncertainty in future preferences including future travel
demands (e.g. access to future employment if a person is made redundant). This is
demand side uncertainty. There is a large literature on the role of transport costs on
residential location and travel demand (see for example Lerman, 1976 for an early
model), whilst uncertainty plays a role in household and business location decisions in
regional economic models - for example the new economic geography literature
(Krugman, 1991 pp.38-49). As such, scheduling costs and uncertainty form part of
both trip-making and household location decisions in a sparse network. Consequently
to understand the welfare benefits from a change in the transport network an economic
model that incorporates activity scheduling and uncertainty is needed. Such a model is
proposed in this chapter.

There is consensus on the theoretical identification of the economic value of time spent
in work and non-work activities (Becker, 1965; Oort, 1969; De Serpa, 1971; and Evans,
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1972). The work of De Serpa is most applicable to travel research and, following the
work of Truong and Hensher (1985) and MVA, ITS and TSU (1987), forms the basis for
describing the economic value of travel time savings in the literature. Similar
agreement is evident regarding the means of analysing trip scheduling - deferring to
Small’'s (1982) analysis for a ‘car-available’ household. Ultility derived from undertaking
an activity also varies with time of day and activity duration (Winston, 1982; Wilson,
1989; Wang, 1996). The distinguishing aspect of a sparse network - an infrequent ferry
to an island, for example — is that a number of scheduling constraints exist that are not
applicable in the environments for which the literature has been developed. These
constraints include:

(i) The maximum duration of an activity, as for example it will be necessary to return
home on the last ferry of the day at the very latest;

(i) The minimum amount of time required for an activity. Whilst, for example, a four
hour gap between arriving by ferry and first available ferry departure ferry will
impose a minimum time at the destination on a business trip of four hours despite
only two hours being needed; and

(iii) The start time of an activity. For example an activity on the mainland can only
commence once ferry or air services have begun to operate and have arrived at the
destimation.

The main thrust of travel research into the impact of uncertainty on behaviour utilises
the concept of maximisation of expected utility. Both Noland and Small (1995) and
Bates et al. (2001) utilise this approach in the treatment of trip scheduling under
uncertainty. This approach is most suited to that of travel time variability. In sparse
networks the consequences of uncertainty can be severe and potentially irreversible -
missing the last ferry, needing emergency medical treatment after ferry operations
have ceased for the day, losing one’s job and not being able to access another one
due to geographic or temporél constraints. In such situations it is hypothesised that the
full costs of uncertainty are not captured within the expected utility function.

The contribution of this chapter is to formalise two extensions to the existing literature
and to identify empirical gaps in the economic valuation of scheduling and uncertainty.
First, the cdncept of schedule constrained activities is developed by combining Small's
analysis with De Serpa’s. The existence of schedule constrained activities gives
economic justification for including benefits of alleviating travel constraints in the
welfare function when modelling the economic impacts of transport services. Second,
a measure of the value (or cost) of uncertainty is developed by recondling the literature
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of travel behaviour under uncertainty with the concepts of the ‘risk premium’ and ‘option
value’. This demonstrates that the full economic value of a transport good is given by
the sum of expected use value and the risk premium (equivalent to the option value for
the situations where option values exist). [n the third section, a review of the existing
empirical evidence in this field identifies several gaps. There is limited evidence on the
costs associated with infrequent services, little information on the costs of moving from
discrete departure time choices to continuous (infinite) choice of departure time — as
occurs with the construction of a fixed link in replacement of a ferry service — and what
evidence there is on risk premia is confined to the handful studies on transport option
values. The final section draws the different elements of the chapter together,
proposes a revision to the economic identity set out in Chapter 1 and sets the scene for
the empirical work contained in the following chapters.

2.2 Scheduling under certainty

Classical economic theory assumes that consumers derive utility from the consumption
of commodities. Such theory does not have space for time spent in different non-work
activities, and yet consumers are constrained by a time budget (the number of hours in
the day, week, month, etc.) and have to split their time between different activities
including work, leisure, household tasks and sleeping. Time therefore impacts on
consumer decisions in that it affects the consumption choice set that is available to any
consumer. The pioneering work of Becker (1965), Oort (1969), De Serpa (1971) and
Evans (1972) considered these issues and has since led to a degree of consensus
being developed. In essence individuals derive utility from what they do (activities) and
what they consume (goods). They are restricted by a money budget of earned income,
related to time spent at work, and unearned income. They are also subject to a time
budget constraint that has to account for social and biological activities (e.g. sleeping).
Finally, the consumption of activities and goods requires that a minimum amount of
time is spent on the production of these goods (e.g. the preparation of a meal).

Following De Serpa a simple, but rich, framework regarding the social value of a saving
in travel time can be developed (Truong and Hensher, 1985; MVA, ITS and TSU,
1987). Utility (U) is a function of goods consumed, represented by a single numeraire
good X, time spent undertaking non-work activities ¢, , for =1...J, and time spent
undertaking work related activities (t,).
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U =f(Xtutptt,) (2.1)

Individuals maximise utility subject to:

: m
Money budget constraint wt,, +y 2 )" pX

i=1

‘ n
Time resource constraint: T 2, + Y t;
j=1

Time consumption constraint; ¢ 2t

where w = wage rate,
y = unearned income;
X = a single numeraire good
p = price of good X
T = total time
t; = time spent in activity j
t» = time spent at work
t* = minimum amount of time for activity j (can be zero)

De Serpa terms all activities where the time consumption constraint is ineffective (i.e. t,-'
> tj') as pure-leisure goods whilst those for which the constraint is binding as

intermediate goods.

This is a constrained maximisation problem that can be solved by forming the
- Lagrangian and obtaining the first order conditions for a maximum. The relationship in
equatioh (2.2) can therefore be derived. Here u is the marginal utility of having an

" extra unit of time available, 1 is the marginal utility of an additional unit of income and
n is the marginal utility of decreasing the minimum time requirements of an

intermediate activity.

A A
; : A (2.2)
Marginal social value of Resource value of The marginal
saving time in activity j time : valuation of time
(e.g. travel) and (The value to have spent in activity |
transferring it to leisure the total time budget (e.g. travel)
: ' increased)

Equation (2.2), which describes the social value of transferring time in one activity to a
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leisure activity, demonstrates that the marginal value of transferring time from one
leisure activity to another is zero. This is because the terms on the right hand side of
Equation (2.2) cancel out. It does not mean that the value of leisure is zero (as the

value of leisure equals the resource value of time %), rather it means that a saving in

leisure time has no value as that time saving is transferred to another leisure activity. A
time saving can only bring about a change in utility if the time is transferred from an
activity with a minimum time constraint (an intermediate activity) to a leisure activity (a
final activity). As travel is an intermediate activity this model clearly demonstrates that
a saving in travel time has value. The value is given by the marginal valuation of time
spent travelling and it is this concept that is conventionally referred to as the value of

travel time savings, rather than the % term (the resource value of time).

Small's seminal work on consumers’ work trip scheduling (Small, 1982) sets out a
framework that has since formed a starting point for the economic analysis of departure
time choice and uncertainty of travel times. Small exploits Becker (1965) and Vickrey
(1969) to present a scheduling model in which individuals try to optimise their time of
arrival at work to balance both their dislike for travelling and for arriving late or early.
Small's model is relatively simple in that it includes only two activities (work, t,, and
leisure, t) with a single scheduling decision, s - the time of arrival at work — and a
single numeraire good x. The utility function in Small's model is set out in (2.3)

U=f(xtpt,.s) (2.3)

Small adjusted the Becker budget constraint and the time resource constraint to reflect
that the cost of consumption of the good, ¢(s), and the consumption time associated
with an activity, t(s), varies with the time that the good is consumed. A further
technical constraint, a work hours constraint, F(s,t,,w), was also added. The latter
constraint reflects the fact the wage rate effectively depends through promotions or
merit pay increases on arrival time as well as work hours. Small did not include De
Serpa's time consumption constraint within his model. Small's model allows a
description of the dependency that utility has on the start time, s, (see equation 2.4) to

be made and it is from this that Small developed the now classic formulation of
schedule delay (equation 2.5).
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oU dc, adt; oF

=A + +v 24
ds,  ds, 'uds, 79, (2:4)
U,,,-p =aT + fSDE + ySDL + 8L (2.5)
where: T is travel time

SDE is schedule delay early
SDL is schedule delay late
L is a penalty for late arrival
a,B,7,0 are constants

The above formulation is conditioned by the preferred arrival time (PAT) of the traveller

as follows:

SDE =max[(PAT - a)0] (2.6)
SDL =max|(a - PAT)0]
L=1if (a-PAT)>0,

L =0 otherwise

where: PAT is preferred arrival time

a is actual arrival time

In Small's original analysis on work trips the PAT is taken as given. This is not an
unrealistic assumption in that for the majority of workers this situation will apply. This
scheduling framework has formed a popular starting point for models of departure time
choice (see De Jong et al., 2003 for a review). The model has also been used to
model! departure time choice for trips other than the journey-to-work — De Jong et al.,
for example, applied the model to commute trips, business trips, education trips and
‘other’ trips. Bates et al. (2001) and Batley (2007) extend this framework to model
departures at fixed service intervals.

The previous interests have been concerned with choice of travel departure time, both
under certain and uncertain conditions of supply, so as to commence an activity at a
given time. The choice of activity schedule is therefore external to the framework
considered. Winston (1982) emphasises that the utility derived from undertaking an
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activity varies according to when that activity takes place (i.e. the timing of it) and its
duration. In Winston’s household consumption model the household optimally
chooses, at each moment, to do the activity in which time has the greatest value. Itis
therefore expected that if transport constraints prevent a household optimising its
activity schedule, the alleviation of those constraints will generate a welfare impact
additional to transport use impacts. In a slight variation on this theme Wilson (1989)
shows that for the majority of people utility is maximised if leisure time can be taken at
the same time as others within the friendship and family group and at a time in which
leisure and social facilities are also available/open. The corollary is that utility can be
improved through better co-ordination of work start times. Similarly it can also be
beneficial for businesses to co-ordinate the work activities of their employees and to
have opening hours similar to suppliers and clients. Scheduling costs are therefore
more associated with the inconvenience of having to undertake activities at particular
times, rather than the problem of alternative uses of time as in Small's model. The
constraints on schedules that give rise to these scheduling costs can be institutional
(e.g. limits on shop and leisure facility opening hours), cultural (e.g. work begins at 9am
and ends at 5pm) or transport related (e.g. a public transport timetable).

By interpreting the Small concept of schedule delay as conditional on institutional and
cultural constraints (IC) it is easily reconciled against the Wilson concept of scheduling
costs. The PAT is also conditional on transport related constraints (TC), particularly for
trips other than the commute. This is because, for example, appointments and
meetings are arranged to fit in with the given transport network and/or public transport
schedule. The PAT, in this case the appointment/meeting time, is determined in
advance and travellers then experience schedule delay early or late as part of the
decision process in determining, for example, their departure time. Equation 2.7
therefore generalises the Small definition of schedule delay to be consistent with the
Wilson and Wang concept of scheduling costs.

SDE =max|(PAT | (IC,TC)-a)0] (2.7)
SDL =max[(a-PAT |(IC,TC))0]
L=1if (a-PAT|(C,TC))>0

L =0 otherwise
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where: PAT |(IC,TC) is preferred arrival time conditional on

institutional/cultural and transport constraints
a is actual arrival time

To develop the concept of schedule constrained leisure activities a model is now
proposed that can be viewed as a synthesis of, and extension to, the models of De
Serpa (1971) and Small (1982). Utility, U, is a function of a numeraire good X, time
spent at work t,, time spent in non-work activities ¢;, for j=1....J, and the associated
start times of those activities s;. Individuals maximise utility subject to a number of
constraints: the money budget constraint, the time resource constraint, the time
consumption constraint and a scheduling constraint. The money budget and time
resource constraints are those of Small's generalised to J non-work activities. De
Serpa’s time consumption constraint has been adjusted by making ¢ and ;* a function
of the start time s;. This accommodates the possibility that, in sparse networks, the
minimum and maximum duration of an activity is dictated by the start time of that
activity. The final constraint is a scheduling constraint and is an extension of Small's
work hours constraint. The scheduling constraint reflects the fact that activity start
time, hours at work and hours spent in different non-work activities are dependent on
the wage rate as well as institutional/cultural scheduling constraints (IC) and transport
scheduling constraints (TC). The model is as set out below:

U=f(x,t1,t2,...,tJ,tw) (2.8)

Individuals maximise utility subject to:

Money budget constraint: wt, +y2 Zc(s )+pX
J
Time resource constraint: T2t,+.t(s))
i

Time consumption constraint:  t;(s;)2t ,'(s j)
Scheduling constraint: F(s;ty.t;(s;:w,IC,TC)=0

where: w= wage rate,
y = unearned income; and
X = asingle numeraire good
p= price of numeraire good X
T= total time
t;= time spentin activity |
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tv = time spent at work

t = minimum amount of time for activity j, where t,-' 20

s;= start time of activity j

TC = transport scheduling constraints (e.g. operating hours)

IC = institutional/cultural constraints (e.g. work hours, shop opening
hours)

It is possible from this model to derive a relationship for the marginal value of time
spent in activity j with all constraints binding, as given by (2.9). The full working for this

1%
derivation is contained in Appendix A. The term -—j--g—;F— represents the marginal value
i

of the scheduling difficulties incurred if the time spent in activity j is altered.

ou K T V;oF ,
— [A=t-——— — 29
ot; A A A (2.9)

It should be noted that the Lagrangian multipliers A,4,7 and v have economic

meaning. Specifically, they are the marginal utilities of income', a change in the time
resource constraint, a change in the time consumption constraints, and a change in the

scheduling constraints, respectively.

If the scheduling constraints do not bind then the marginal value of time spent in

activity j is given by (2.10). The term %’ represents the value of a reduction in the

time consumption constraint. This gives a result equivalent to the De Serpa model for
the marginal value of time spent in an ‘intermediate’ activity if the time spent in an
activity is independent of the activity start time.

U uo 1y
—_— l:——— .
at]/ A A (2.10)

If the scheduling constraints bind but the time consumption constraints do not then the
marginal value of time spent in activity j is given by (2.11). This is equivalent to the
koriginal Small model for the particular circumstance that there is only one non-work
activity (aside from the commute) and arrival time at work is inflexible.
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A=£_12" (2.11)

If neither the time consumption nor the scheduling constraints bind then the marginal

value of time spent in activity j is equivalent to the resource value of time, -/i; i.e. the

A
Becker model of time allocation (2.12).

U H
— A= 2.12
at,/ A (212)

Three types of activity therefore exist: those for which no constraints bind, which De
Serpa termed ‘pure leisure’ activities; those for which the time consumption constraint
binds, which De Serpa termed ‘intermediate’ activities; and a new group of activities for
which the scheduling constraint binds. This group of activities are ‘schedule-
constrained’ activities, and can be either intermediate activities (i.e. the time
consumption constraint is also binding) or leisure activities. The existence of schedule-
constrained activities means that transport scheduling constraints impose costs on
activities other than travel. | Any analysis of economic welfare in the presence of
transport scheduling constraints should, therefore, have a broader focus than the ‘use’
costs associated with travel.

The utility function (2.8) and associated constraints suggest a relationship between
utility and time spent in an activity and the start time of an activity. These are given by
equations (2.13) and (2.14) respectively. Transport constraints can therefore be seen
to impact on utility in three ways: through the marginal utility of a change in the time
consumption constraint (n) as the presence of transport constraints can determine

whether this constraint binds; the marginal utility of a change in the scheduling
constraint (v ); and the scheduling function ( F) itself.

aU aF ‘
e y-n, -V, — ~ 213

E de, dt dt;
U _,d, [/‘-1 BF] j | . oF 2.14)

— — — ) — -1, 4
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Two methods present themselves for the estimation of the marginal value of alleviating
transport constraints on activity scheduling: activity based travel analysis and a direct
elicitation of willingness to pay. The emphasis of activity-based travel analysis is the
role of temporal-spatial constraints (Hagerstrand, 1970) in determining behaviour,
including travel behaviour (for a review see Kitamura, 1998; Axhausen and Gérling,
1992). Whilst there have been many practical applications of activity-based travel
analysis models the approach is very data and resource intensive. Typically data on a
population’s activity schedules are required, the location of activities and the transport
costs between different locations at different times of the day. The advantage of such
a method however is that it can give a direct estimate of the marginal utility derived
from changing the start time of an activity (aU/ds; ) and changing an activity's duration

(aU/at ;)- The change in utility from a change in transport constraints then has to be

calculated through a comparison in activity schedules before and after the transport
intervention in combination with the marginal utilities of money, activity duration and
activity start time.

An alternative approach to eliciting the marginal value of a change in transport
constraints is a direct survey of willingness-to-pay. In the context of public transport
services, transport constraints include frequency and hours of operation. One would
therefore survey the willingness to pay for changes in headway and operating hours to
obtain an estimate of the cost that transport constraints place on activity schedules. A
drawback with a direct elicitation of willingness-to-pay is that it does not uniquely
identify either the marginal value of undertaking activities at a more appropriate time or
the marginal value of activity duration. The value derived is also confounded with use
values (such as changes in waiting or interchange time and possibly travel time in the
context of journey time as a transport scheduling constraint). Brathen and Hervik
(1997) term the confounded value of use values and activity re-scheduling values
‘inconvenience costs’. The principal advantage of a direct survey of willingness to pay
is that it does not require a large amount of data nor the development of complex
activity based models. For this reason it is the basis of the method used to derive
estimates of scheduling costs in ‘this thesis.

2.3 Uncertainty in sparse networks

Over the last 150 years, twenty two Outer Hebridean islands have lost their populations
(Comhairle nan Eilean Siar, 2008). The most recent two are Scarp (abandoned in
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1971) and Taransay (abandoned in 1994). The reasons for abandonment vary, but
isolation, inability to cope after disasters at sea and the unexpected effects of illness
are common themes. Clearly resilience of population to random shocks is important in
maintaining island populations.

Sparse transport networks differ from dense networks in the relevance of uncertainty
and the severity of the consequences of uncertainty. The lack of alternatives in a
sparse network means that a loss of supply can mean a community is severed from
access to a large part of the country. For example cancellation of ferry or air services,
bridge collapse or land slip all can result in a complete loss of transport supply to a
remote community or region. In more extreme environments than the UK, uncertainty
in transport supply is also created by earthquakes, volcanic activity and floods. Supply
side uncertainty can also be created by terrorist activity (e.g. targeting of mainline train
stations and hub airports). Demand side uncertainty exists in sparse networks,
particularly when combined with the low population and employment densities of
peripheral regions, as future demand needs are unknown For example a lack of
alternative employment opportunities or a lack of specialist healthcare facilities within a
locality may necessitate travel at some point in the future. But the need for such trips is
unknown, as for example it is not known if a person will be made redundant or if
specialist healthcare will be needed.

Whilst the probabilities of events such as bridge collapse, need for specialist medical
care, need for a new job, terrorism, etc. are naturally low, this does not detract from the
impact of the event - which can be severe and long lasting. Nor does it detract from
the desire by economic agents to behave so as to avoid experiencing such events. For
example, as the severity of job loss in a small economy is high, it forms one of the
reasons that labour has historically been observed to migrate to large labour markets.
Bus}inesses also locate in clusters for similar reasons. Migration of workers and
clustering of businesses occurs as when the economy is subject to random shocks
expected wages and expected business profits are higher in large labour markets than
in small labour markets all else being equal (e.g. productivity) (Krugman, 1991 pp.38-
49); Duranton and Puga, 2003 p.18).

The issue of uncertainty in transport networks is closely related to the concept of
reliability in networks, of which there is a well-established engineering based literature.
Reliability engineering focuses on the probabilities of events and the identification and
ranking of unreliable parts of a network. An extension to this field is the emerging
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literature on transport network vulnerability (Berdica, 2002; Husdal, 2005; Jenelius,
Petersen and Mattsson, 2006). This literature specifically addresses the issue that
whilst events are random the consequences of an event can vary. This distinction is
important as events with a low probability but very severe consequences can be more
important from a policy perspective than events with a high probability but hardly any
consequence. Again the emphasis within the field is on the identification of the most
vulnerable points in the network (e.g. Jenelius, Petersen and Mattsson, 2006). This
literature  whilst illuminating the inter-relationship between probability and
consequences does not inform us as to the economic costs of uncertainty. Husdal
(2005) therefore develops the vulnerability literature by proposing a multi-criteria
framework as mechanism for incorporating vulnerability into a cost-benefit analysis.
Other research efforts have estimated use costs during a network degrading event
(e.g. Nicholson and Du, 1997) and calculated expected use costs from an analysis of
historic event data (e.g. Dalziell and Nicholson, 2001). Whilst going part way to
enhancing a cost benefit analysis to include the economic costs of uncertainty in
sparse networks neither of these extensions addresses the issue fully.

The literature on transport economic decision-making under uncertainty has a different
perspective on the economic costs of uncertainty compared to the reliability
engineering and vulnerability literature. To date this literature has been developed
within the context of the costs of travel time variability (Noland and Small, 1995; Bates
et al, 2001; Batley, 2007). It has therefore focused exclusively on supply side
uncertainty? and is caged within the context of a single trip. Both Noland and Small, for
car-based continuous departures, and Bates et al. for public transport based discrete
departures exploit the concept of maximum expected utility (von Neumann and
Morgenstern, 1947) as a means of including travel time variability into the utility
function. Travel time variability is modelled by adding a random parameter with an
exponential distribution to Small's scheduling model (Equation 2.5). This approach has
achieved a degree of consensus within the relevant literature (Noland and Polak, 2002;
De Jong et al., 2004). Batley (2007) extends Bates et al.'s approach by marrying the
concept of travel time unreliability with the microeconomist's notion of risk through the
introduction of a reliability premium. Batley's reliability premium is the “delay to arrival
time the individual would be willing-to-pay in exchange for eliminating unreliability in
arrival time”. This is analogous to the microeconomist’s risk premium (Pratt, 1964) but
the pay-off is arrival time rather than income. Whilst these approaches are applicable

2 In this strand of the literature the decision maker’s preferences are known. There is
therefore no demand side uncertainty within these authors' work.
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to the concept of travel time Variability within a sparse network, they do not account for
all of the burden that uncertainty places on individuals’ and firms within a sparse
network. This is because the problem is set within the context of a single trip and is
therefore purely associated with supply side uncertainty. Furthermore the approach
cannot accommodate a complete loss of supply, such as when a lifeline link is blocked
or a network is severed in two. To capture the costs that uncertainty in sparse
networks places on economic decision-makers it is necessary to extend the existing
literature. The extension proposed below does this by marrying the literature on the
economic costs of uncertainty in transport networks with that of option values.

One of the principal consequences of the existence of a risk premium for risk averse
individuals or firms is that under conditions of uncertainty the expected utility from an
income is less than if that income was available with certainty (Pratt, 1964). As already
mentioned this principle is exploited by Batley (2007) in his definition of the reliability
premium - within the context of travel time variability. It is also appropriate to the
problem of the full economic cost of uncertainty in sparse networks. Following Pearce
and Nash (1981), let U(Y) be the utility function of money which is upward sloping at a
decreasing rate — thereby reflecting a diminishing marginal utility of income.
Furthermore let two potential income levels, Y; and Y, exist. If each of the two income
levels have an associated probability py and p, then expected utility E(U) is:

E(U) = p1r.U;s + p2.U; (2.15)

The line AB, in Figure 2.1, represents the locus of expected utility given different
- probabilities of the two outcomes. The expected utility E(U) in (2.14) is associated with
an expected 'risky' income of Y;. The same utility level, however, could have been
obtained from a certain income of Y,. Here Y,is the certainty equivalent of Y3, The risk
premium is given by the difference between Y; and Y,. It is also clear that a certain
income of Y3 gives rise to more utility than a 'risky’ income of Y;. Using superscripts C
and Rto represent certainty and risky this can be expressed:

U(Y3%) > EU(Y3Y)

As the risk premium, Y3 — Y4, represents what the decision-taker will accept by a way of
“reduction in income to obtain a secure income, this value should be deducted from the
~net expected benefits (in monetary terms) to determine the net welfare value to the
deéision-taker of facing'an uncertain income level (which could be either Y4, or Y3)
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(Pearce and Nash, 1981 p.69).

This concept and result can be applied to uncertainty in sparse networks. If the
scenario depicted in Figure 2.1, for example, reflects a small labour market constrained
in size by say a ferry link that is inappropriate for commuting on; then outcome B could
be associated with a worker being in employment and outcome A with the worker being
out of work and in receipt of unemployment benefit. With random shocks to the small
island economy the worker is uncertain whether he will be in work and in receipt of
income Y, or out of work and in receipt of income Y, at some point in the future. Given
a set of probabilities for each outcome his expected income is therefore Y;. However,
he would be willing to accept a lower income of Y, if that lower income was
guaranteed, as in utility terms he would be no worse off. Now by replacing the ferry
with a fixed link the worker becomes exposed to an infinitely large labour market and
economy and is therefore able to obtain a certain income of Y, at all times. The worker
would therefore be willing-to-pay up to the difference between Y, and Y, to obtain the
fixed link. This is greater than the difference between his expected incomes (Y — Y3)
under the two transport quality scenarios (ferry and fixed link). This is because it
reflects the added value the worker attributes to the reduction in uncertainty associated

with his income.

Two observations can now be made. Firstly, a survey of expected use values of island
residents (e.g. travel time saving values) would obtain values leading to an estimate of
transport user benefits equivalent to Y4 — Y; (for the fixed link compared to the ferry). A
conventional transport appraisal (Figure 1.1) therefore, by excluding the risk premium,
underestimates the economic impact on the worker. Secondly, the difference between
the pay-offs under each outcome (employed and unemployed in this instance) can be
interpreted as the consequence of an event happening (becoming unemployed in this
instance). As can be seen in Figure 2.1 the size of the risk premium is a function of
this difference. This is consistent with the a priori view that vulnerability increases with
the severity of event. As the risk premium is also a function of the diminishing marginal
income utility function, U(Y), the risk premium is at its smallest when the likelihood of
an event is large, though it is non-symmetrical in the probability of an event. That is the
risk premium associated with a high probability of event B (e.g. ps=0.999) and low
probability of event A (e.g. pa=0.001) is greater than the risk premium associated low
probability of B (e.g. ps=0.001) and high probability of A (pa=0.999). This is again
consistent with the concept of network vulnerability.
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Figure 2.1: The risk premium
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It must be stated that the existence of the risk premium in a measurable form is
dependent upon a number of stringent conditions. Firstly an income-utility function has
to be specified and estimable. Secondly the income-utility function needs to exhibit
diminishing marginal returns — i.e. individuals need to be risk averse. Whilst these
conditions appear in general sensible, they are necessary conditions and under certain
circumstances may not hold. Without being drawn into the debate on these issues and
given the analogy between the risk premium and the option value (Pearce and Nash,
1981 p.78; Wilman, 1987) it is useful to defer to the option value literature on this issue.

The option value of a good was first identified by Weisbrod (1964) and is the “price
people are willing to pay for an assurance (an option) that the good in question will be
available (at a predetermined price) if they want it” (Pearce and Nash, 1981 p.79). The
term option value in transport is typically used to relate an alternative transport good to
the one that is being used — e.g. a rail service for car users. The reason why the
transport good holds an option value is that an individual's existing mode of transport
may become unavailable or their personal circumstances may alter (e.g. changing job).
The alternative transport mode is therefore needed to continue to access existing
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activities and potentially new activities at some point in the future. There are therefore
many analogies within a transport context between the risk premium associated with a
single piece of infrastructure with no alternatives (e.g. ferry or fixed link to an island)
and a piece of infrastructure to which there are alternatives (e.g. car, bus and rail links
between a city and a distant settlement).

Option values can be both positive and negative and will only exist if there is
uncertainty, individuals are risk averse and consumer surplus exists in at least one of
the uncertain future states (Schmalensee, 1972; Bishop, 1982). Uncertainty in the
supply of the good will typically lead to positive option values (Bishop, 1982; Wilman,
1987), however, once the uncertainty is extended to the demand side there is
ambiguity over the sign of the option value (Schmalensee, 1972). Option values may
also exist in situations of risk neutrality particularly where decisions are irreversible or
are possibly very costly to reverse (Arrow and Fisher, 1974). There is a well
established empirical evidence base on option values - Carson et al. (1995, cited in
Humphreys and Fowkes, 2006) noted some 2,000 papers or studies where empirical
estimates of option values have been made. This empirical evidence lends credence
to the existence of the conditions necessary for risk premia to exist. Option values are
also expected to exist in transport, in fact Weisbrod in his seminal paper identified
public transport services as a likely good for which individuals would hold option
values.

There are good grounds to expect risk premia and option values to be significant in
sparse transport networks in contrast to dense networks. This is because in sparse
networks the risk of a service or infrastructure no longer being available is real (due to
closure due to weather for example) and substitutes are poor. This is set against a
background, equally applicable to those residing in either a sparse or a dense network,
in which individuals’ own circumstances are vulnerable to change (e.g. loss of
employment or good health) and the consequences of the lack of availability of
transport are irreversible or severe.

2.4 The empirical evidence

The previous sections have argued that there is a theoretical justification for including
scheduling costs, the costs that travel constraints have on activity schedules, and the
risk premium (the burden of uncertainty) in a cost benefit analysis. This section now
examines what evidence there is for each of these benefit categories. In the first
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instance the literature on scheduling costs is discussed and then that on the risk

premium is presented.

Scheduling costs

As discussed earlier, scheduling costs influence willingness to pay for changes in
departure time, headway and operating hours. On this basis Table 2.1 summarises
some of the key studies from the literature on these attributes. For presentational and
comparability purposes the valuations in these studies have all been converted to
equivalent in-vehicle time minutes (IVT-mins), except for the two air studies where
values of time are not available (Scott Wilson Kirkpatrick, 2004; McGregor and Laird,
2005). The valuations presented relate specifically to scheduling costs or the costs of

not having complete travel flexibility.

There have been a substantial number of studies on the value of headway (for a review
see Wardman, 2004). At low frequencies (large headways) the valuation of a change
in headway is driven principally by a change in scheduling costs, though because
elements of use costs (e.g. wait time) will always be present in headway valuations,
headway values do not offer a precise measure of scheduling costs. On the other
hand headway valuations at high frequencies are driven by use costs. Empirical
studies on the values of long headways are therefore useful to the interest of this
thesis. There are also a substantial number of studies associated with departure time
choice (for a review see De Jong et al., 2003). Where these models use the Small
formulation of schedule delay they are also useful to the interests of this thesis. This is
because schedule delay estimates are equivalent to scheduling costs when the time
consumption constraint does not bind and the PAT is fixed by institutional and or
cultural constraints (e.g. the start of the working day). Studies on the value of replacing
ferries with fixed links are also of interest as a fixed link removes all transport related
constraints on activities.

As can be seen from Table 2.1 there is substantial variation in the values. Values vary
by whether the trip is work related or non-work related and importantly also with
distance. The longer the distance travelled the lower the value that a traveller places
on improvements in frequency (or reductions in headway). Wardman (2001) and
ASEK (2000) explicitly separate values by distance, but the results from Bates et al.
(2000 cited in ATOC 2002 Table C4.1) can also be considered to exhibit some
variation by distance. This is because train operators such as Virgin cater for the long
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Study/Guidance

Units

Equivalent In-Vehicle Time (mins)

Work Trips Non-work Trips
Periodic departures to continuous departures (ferry to fixed link)
Brathen and Lych Proposed guidance for Norwegian ferry Car veh-mins Ferry to city centre: 22 Ferry to city centre: 44
(2004) (derived from | and fixed link appraisal Other ferry: 6.9 Other ferry: 13.8
Brathen and Hervik,
1997)
Equivalent in-vehicle time for a change in frequency per day (low frequency)
Scott Wilson SPASM - UK air demand forecasting and | £ (1998 From 1 to 2 departures/day: £10.80
Kirkpatrick (2004 evaluation model behavioural From 1 to 3 departures/day: £19.80
p55) values) From 1 to 4 departures/day: £27.30
From 1 to 5 departures/day: £33.60
McGregor and Laird Air services in the Highlands and Islands, | £ (2004 1 to 2 flights per day £69 | 1to 2 flights per day £38
(2005) Scotland behavioural Day return trips (8 hrs at Day return trips (8 hrs at
values) destination) £83 | destination) £29
Equivalent in-vehicle time for a 1 hour reduction in headway
Daly et al. (1998) Great Belt Bridge, Denmark Person-mins 16 No data - Frequency model
COWI et al. (1999) Oresund Bridge, Denmark Person-mins Short distance trips (p16) 34
Long distance trips (p67 Table 11.3) 2
FTC (1998) Fehrman Belt Bridge, Denmark Person-mins 19 15
Wardman (2004 Meta-analysis of public transport values of | Car person-mins | Trips 2km length: 53 Trips 2km length: 43

Table 12) time from 171 British studies Trips 200km length: 15 Trips 200km length: 12
ATOC (August 2002 | UK rail guidance (PDFH): Person-mins 90 mins to 30 mins Full fare: 25 Reduced fare: 12
Table B3.4) Penalty costs with headways 120 mins to 60 mins Full fare: 24 Reduced fare: 12
180 mins to 120 mins  Full fare: 24 Reduced fare: 12
ASEK (2000) Swedish appraisal guidance Person-mins Regional: 37 Regional: 17
Inter-regional: 29 Inter-regional: 13

Equivalent in-vehicle time for a 30 minute reduction in schedule delay (equivalent to a 1 hour reduction in headway)

De Jong et al. (2003)

Departure time choice study
(Netherlands)

Person-mins

30 -45

Bates et al. (2000,
cited in ATOC 2002
Table C4.1)

Punctuality and reliability study for UK rail
services

Person-mins

7 (Central) to 29 (Connex)

2 (Virgin) to 19 (Central)
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distance market, whilst train operators such as Connex cater for the short distance
market.

Looking at the Danish fixed link studies (Daly et al., 1998; COWI et al., 1999; FTC,
1998) variation by trip distance also exists, with values associated with a 1 hour
reduction in ferry headway ranging from 2 equivalent in-vehicle time minutes to 34
minutes. The Norwegian fixed link studies (Brathen and Hervik, 1997, Brathen and
Lych, 2004) differ from the other fixed link studies as the values relate to vehicle trips
not passenger trips. This makes comparisons difficult. However, given that most
crossings analysed had 15 minute or 30 minute ferry headways it can be seen that
similar valuations to those obtained in Denmark are observed. No evidence on the
cost of limited operational hours has been found. The Norwegian and Danish fixed link
studies, for example, all relate to crossings with either a long operating day (6am to
11pm) or to a 24 hour service. There have been no published fixed link valuations or
ferry headway studies in Britain to date. Indirect evidence however exists in that traffic
growth across recently constructed fixed links has been substantial (Laird, Nellthorp
and Mackie, 2004; DHC, 2007). Such growth has occurred due to the significant
change in the generalised cost of travel following the construction of the fixed link.

The studies discussed above, whilst valuing scheduling costs indirectly, do not
specifically focus on the costs or benefits of activity re-scheduling, that is the specific
costs or benefits of altering the time when an activity is undertaken, the duration of that
activity or even the replacement of that activity with another activity. Wilson (1989)
analysed the costs to workers who started work in the off-peak and found that allowing
them to adjust the time they start work towards the peak had a similar value to that of
travel time savings. Thus a shift of say 30 minutes earlier in their work activity
- schedule was comparable to a 30 minute travel time saving. Thus transport projects
that allow an adjustment of activity schedules can give rise to significant benefits, other
than pure use costs. '

Another feature regarding the empirical data available is that there is very little data on
low frequency services. This can be illustrated by Wardman's review. He reviewed
171 value of time studies from the UK and identified 49 studies that considered
headway - giving rise to 159 valuations of headway. However only § of these
valuations were associated with headways of 1 hour and none were associated with
headways over 2 hours. The ATOC (2002) guidance also provides no advice on
headways over 3 hours duration, whilst the Danish and Norwegian fixed link work
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Table 2.2: Literature survey: option and non-use values (average values, converted to yearly WTP values)

e Rl e UK case studies Non-UK case studies
LB - Bristow etal. (1991) ~ Crockett (1992) Humphreys & Fowkes Painter et al. (2002) Geurs, Haaijer and van Wee
G e ] e st i s : (2006) (2006)
Mode Bus Rail Rail Bus Rail
Study area Hawksworth, Leeds; Settle Edinburgh to North Chelan County; Clallam Arnhem to Winterswijk and
Rainow, Cheshire Berwick, Scotland County, both Washington State, | Leiden to Gouda, the
USA Netherlands

Base year 1990 1992 2002 1999 2004
Currency UK pound UK pound UK pound US dollar Euro
Unit of Possibly household WTP, Possibly household WTP, Household Not specified in the survey. A individual
analysis but not specified in CV but not specified in CV follow-up survey identified it to

questions, so could be questions, so could be be a mixture of individual and

individual WTP individual WTP household values
Conslumer user: £102 (year) not estimated user: £46 (year) not estimated user: €86 (year)
surplus

Option value

(ov)

not estimated

not estimated

user: £150 (year)
non-user: £172 (year)
average‘z)z £154 (year)

not estimated

user: €112 (year)
non-user: €96 - €132 (year)
average @) €94

Non-use value

(NUV)

not estimated

not estimated

total indirect use value:
user: £28 (year)
non-user: £22 (year)
average(z): £27 (year)
altruistic value:

user: £17 (year)
non-user: -£27 (year)
average(z): £9 (year)

not estimated

user: €196 (year)
non-user: €97 (year) )
average: €148

OV + NUV

user: £22 to £30 (year)
non-user: £78 to £84 (year)
average'": £58 (year)

user: £43 (year)
non-user: £24 (year)
average: £36 (year)

user: £195 (year)
non-user: £167 (year)
average®: £190 (year)

user: not estimated
non-user: $56 (year)

user: €308 (year)
non-user: €193 - €229 (year ¥
average: €242 )

Basis of OV +

No alternative PT service

Existing bus service and

Existing bus service

No alternative PT service

No alternative PT service

NUV valuation alternative rail line/train
station
Notes: (1) Average values calculated using user/non-user proportions in Bristow et al. (1991 Tables 3.13), (2) Average values calculated using proportions: 81% users and

19% non-users (Humphreys and Fowkes, 2006), (3) Average option value calculated assuming that those who indicated that they would never catch the train have an option
value of zero, (4) Geurs (2006): non-use values may reflect household WTP. Furthermore user non-use values may also be biased upwards by use motives. The OV+NUV
total is therefore likely to be biased upwards compared to the true total for an individual.
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relates to crossings which previously had high frequency ferries (a minimum of 2 ferries
an hour). There is therefore a clear evidence gap for public transport services, and
ferries in particular, with low frequencies and limited hours of operation.

Risk premium

Turning now to evidence on the existence of a risk premium in transport. It appears
that there are no specific studies on transport related risk premia aside from the limited
number of studies on option values for public transport services. In a recent review of
the literature Laird, Geurs and Nash (2007) identify six studies on option and non-use
values of which only the results from five are published (see Table 2.2). Two of these
studies have focused on values associated with bus services and three on rail services.
All have focused exclusively on passenger transport by households. However, as can
be seen from the penultimate row in the table a wide range of values regarding the
willingness-to-pay (WTP) for transport services, above and beyond pure use costs,
appear to exist. These range from £36 per year (Crockett, 1992) to £190 per year
(Humphreys and Fowkes, 2006)%. With only five reported studies and with all the
studies aside from Geurs, Haaijer and van Wee (2006) having small to modest sample
sizes it is apparent that the field of measuring transport option values is in its infancy.
Whilst Chapter 3 considers the source of the variation between the studies and the
implications for transport appraisal, it is clear from Table 2.2 that there is a need for the
option value evidence base to be expanded to include ferry, air and road links, and for
a parallel evidence base on risk premia for transport links with no alternatives to be
developed.

2.5 Arevised economic identity

Drawing the different strands of this chapter together, it is clear there is a strong

theoretical basis for extending the economic identity presented in Chapter 1 (Figure

1.1) to include costs associated with:

. activity scheduling arising from a change in travel constraints — that is
scheduling costs; and

K ~ the risk premium arising from the cost of uncertainty.

% These values are the sum of option and non-use values. Non-use values represent
the willingness to pay for continued existence of transport service regardless of future
use. Non-use values are discussed in more detail in Chapter 3, both in relation to
option values, the motives that give rise to them and transport appraisal.
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These costs are not directly associated with transport use and, importantly, have
welfare impacts additional to transport user benefits, transport provider and
government impacts and external costs as set out in the identity in Figure 1.1.

Whether economic appraisals of transport projects in sparse networks and peripheral
regions should include these additional benefit categories now becomes an empirical
question. This is because the inclusion of additional benefit categories requires
additional effort by the analyst, and is only justified if these benefit categories form a
significant element of the total economic impact of a transport project. The current
evidence base is too limited to permit this question to be answered. Chapters 3, 4, 5
and 6 therefore attempt to fill some of the evidence gaps and go someway to
addressing this question.

The limited evidence on option values (a form of risk premium) is therefore reviewed in
Chapter 3 and adapted for use in a transport cost-benefit analysis. Five case studies
are used to illustrate the importance of option values to rail scheme appraisal by type
and location of scheme.

As discussed in the previous section there is a paucity of evidence on the scheduling
costs associated with ferries and the relative values of the risk premia attached to
ferries and fixed links. Chapters 4, 5 and 6 therefore present the results of a stated
preference survey aimed at eliciting such values. The approach adopted is a direct
survey of willingness to pay for changes in hours of operation and frequency. Hours of
operation and frequency are the aspects of a ferry service that impose scheduling
constraints. As discussed earlier this gives a confounded value of use and scheduling
costs. The final element in determining whether scheduling costs and risk premia are
important benefit categories in a cost benefit analysis is to consider the size of the
benefits they produce relative to user benefits. This is considered through the medium
of a fixed link case study presented in Chapter 9.
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3 OPTION AND NON-USE VALUES
AND RAIL PROJECT APPRAISAL

3.1 Introduction

In Chapter 2 a theoretical case was made for extending the economic identity
underpinning cost benefit analysis to include the risk premium. Option values are a
type of risk premium. This chapter therefore looks at evidence on option values and
their relevance to appraisal in more detail — particularly to rail schemes in sparse
networks. Despite the possibility that option values exist for transport related goods as
well as for environmental goods (Weisbrod, 1964; DfT, 2003), as far as it can be
ascertained there have been no incidences of option and non-use values being
included in transport efficiency calculations (i.e. the cost-benefit analysis). Given the
potential importance of option values to developing the economic case for transport
projects in sparse networks this seems unusual. Why is it the case? In part because
the evidence base is not only small and fragmented but has,\ at first glance, a very large
range. In part it is also because of the problem of double counting. Double counting
arises as estimates of option values often include elements of non-use values. ‘The
contribution of this chapter therefore is in setting out the role of option and non-use
values within the context of a transport cost benefit analysis and, through a review of
recent international empirical studies, demonstrating that there is consistency, at least
at a qualitative level in the evidence base. Drawing from five rail case studies the
importance of option and non-use values to the total economic impact of projects in
sparse low trafficked networks is demonstrated. The case studies also highlight some
of the difficulties in applying option and non-use values in a transport cost-benefit
analysis, particularly with the existing evidence base.

The structure of this chapter is as follows. In the next section the principles behind the
identification of option and non use values and their use in transport appraisals is
described. The empirical evidence is then reviewed and synthesised. In the fourth
section the results of introducing option and non use values into five case studies is
presented, before the final section presents some conclusions. '
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3.2 Option and non-use values in a transport cost-benefit analysis

In a transport cost benefit analysis the focus is on measuring the total economic
change caused by a transport intervention. As discussed earlier under partial
equilibrium conditions, with perfect competition everywhere except the transport sector,
this is equivalent to measuring the change in the value of consumption plus any
impacts felt by transport operators, the government and society — the latter as a
consequence of a change in external costs. The implication of this summation (see
Figure 1.1) is that the value of consumption (user benefits) is the value of the transport
good or service. However, and as set out in chapter 2, under conditions of uncertainty
the welfare cost borne by the decision-taker also includes a component unrelated to
use - the risk premium. To reflect both this and other non-use values that decision-
takers may attribute to a good the environmental economics literature uses a concept
known as total economic value (TEV). TEV therefore includes both use and non-use
attributes. In a transport cost-benefit analysis the change in user benefits cannot
simply be replaced with the change in TEV without double counting some of the
economic impacts, such as those associated with noise, pollution and de-congestion
benefits to non-public transport users (for a public transport scheme). Some
adjustments to the change in TEV are therefore needed before it can be included in a
transport cost-benefit analysis. To understand these adjustments it is necessary to be
clear as to the components of TEV within a transport context.

Whilst the concept of TEV is accepted its precise definition is still subject to some
debate. Aside from option values concepts such as passive non-use values, existence
values, bequést values, altruistic values, stewardship and intrinsic values have been
defined by various authors (see Pearce and Turner, 1990, for a discussion), as have
the concepts of vicarious-indirect-use and functional-indirect-use (see Humphreys and
Fowkes, 2006, for a discussion). Ultimately the boundaries between the different
components of TEV are unclear and tend to overlap. Without being drawn into the
debate regarding the nomenclature of the components of TEV, there is a consensus
that such a concept exists and that it will differ from the value of consumption if
individuals are willing-to-pay for:

(1) The option of consuming the good at some point in the future, even if they may
never actually take up that option - i.e. the option value (OV); or

(2)  The continued existence of a good which they themselves do not directly
consume or ever intend to consume. Foliowing Bateman et al. (2002 p.29) this
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is referred to as the non-use value (NUV)*.

An option value, in the transport context, is the willingness-to-pay over and above the
expected value of future use to preserve the option of using a transport service for
future trips not yet anticipated, anticipated but with some uncertainty, or currently
undertaken by other modes®. As discussed in chapter 2 it exists only if there is
uncertainty, individuals are risk averse and individuals value consuming the good. ltis
analogous to the risk premium, can be either positive or negative depending on
circumstance, is additional to the change in the value of consumption (i.e. change in
consumer surplus) and can always be included in a cost-benefit analysis without
double counting other economic impacts.

Non-use values on the other hand differ from use values and option values in that a
value may be placed on the continued existence of a good regardless of any possibility
of future use by the individual in question. The motivation for the desire for the good to
continue to exist may, however, vary from one circumstance to another. For example,
individuals may value a good for altruistic reasons, reasons of indirect use or because
the good has some existence, bequest or intrinsic value. Examples of situations where
non-use values may exist in a transport environment include:

o A resident in a village deriving benefit from the knowledge that the elderly can
use public transport to access the facilities they need;

o A householder living on a busy road experiencing less noise, and ka car
commuter experiencing less congestion as a consequence of other commuters
using a rail service; |

o Where the vitality of a community may depend on the transport link — for

example where a substantial proportion of the economic activity in the

4 Whilst such a categorisation of option values and non-use values is consistent with
that adopted by one of the strands of the literature (e.g. Bateman et al., 2002; Geurs,
Haaijer and van Wee, 2006), Humphreys and Fowkes (2006) define option values as a
non-use benefit. The primary motivation for using the Bateman et al. nomenclature is
twofold. Firstly the interst of this thesis is in the risk premium and the option value, and
secondly this categorisation more easily dovetails into transport appraisal practice.
The latter is because the option value is always additional to user benefits, whilst some
or all of the non-use value will double count user benefits.

% The literature also identifies a concept referred to as a quasi-option value, which
represents the value of maintaining a facility until better knowledge is available as to its
future demand (Arrow and Fisher, 1974). Its estimation involves estimating the
probability distribution of future demand and how this may change in future with better
information; it is not considered further, although to the extent that such a benefit exists
at the individual level, it may be indistinguishable from option values as defined here.

LEEDS UNIVERSITY LIBRARY
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community stems from either passing trade or from business associated with
the provision of transport services.

. Where the cultural heritage value of transport infrastructure is large.

Clearly there may be other context specific circumstances in which non-use values
may exist - see Table 3.1. Importantly from the perspective of a transport cost benefit
analysis some double counting may occur with the inclusion of non-use values,
particularly when the motives are associated with personal gain/loss -~ such as de-
congestion benefits for road users, noise and pollution benefits for householders and
loss or gain in income or house values. Where the motives that give rise to non-use
values are purely altruistic, non-use values can be included in a cost-benefit analysis
without double counting (McConnell, 1997)%. Given the potential for double counting
benefits when including non-use values it is important that any surveyed non-use
values are adjusted for doubie counting prior to inclusion. This is a non-trivial task as it
requires the survey methodology to be able to distinguish between the different motives
underlying non-use values. Ideally the survey method should also account for the bias
introduced by those households who are willing to pay to maintain a transport service,
not because they hold use, option and non-use values for it, but because they believe
its presence influences the value of their property.

Situations in which people might become highly dependent on rail in the future would
be expected to generate high option values. The most likely of these cases would be
the need to change employment in circumstances in which rail offers a substantially
better service than the alternatives. Thus the combination of lack of car availability and
a poor bus service, or of severe road congestion and parking difficulties might raise
such an issue. Other regular journey purposes such as shopping, visiting or medical
related trips might also create significant option values, although given that these trips
are generally less frequent than commuting trips, these are unlikely to be as large as
for commuting trips. For similar reasons significant option values would be expected to
be associated with stations upon which people become dependent. Origin stations and
major destination stations — where they are major attractors e.g. in cities — would form

& McConnell (1997) shows that the motive for the altruism is also important in
determining whether the non-use value is additional to consumer surplus. Where the
motive is paternalistic altruism, which will prevail in a transport context, the non-use
value is always additional to consumer surplus in the cost benefit analysis.
Paternalistic altruism, in a transport context, is when the altruist cares about the
consumer surplus of or the quantity of services available to a particular group in society
(the poor, children, the elderly).
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the primary candidates, as would stations that primarily serve the commuter market.

Table 3.1 Motives for willingness-to-pay for the provision of transport services

Use value (as Option value Non-use value
generally
measured)
User Expected Value of preserving the option Use by other members of the
value of future | of using it in the future for trips | household;
actual use. not yet anticipated or currently | yse by friends, family;

undertaken by other modes
over and above expected value
of future use.

Concern for other people in
society in general;

Concern for particular groups,
poor, elderly, children;

Concern for future generations;
Reduced congestion;

Reduced environmental
problems;

Cohesion effects, link to larger
communities

Non- N/A As user. The same as above
user

Source: Laird, Geurs and Nash (2007)

Contrastingly the motives that give rise to non-use values are quite varied and as a
consequence the situations in which high non-use values exist are also varied. Given
that non-use values arise through either altruism (e.g. concern for the poor or children)
or personal loss/gain (e.g. reduced congestion, vitality of community) the largest non-
use values would be expected to be found where personal losses/gains are large’.
Such a situation occurs where businesses rely on transport infrastructure to bring in
customers (e.g. retailers or tourist attractions which are fixed in location). The minimum
bound on the non-use value held by a firm is the fall in profit from a loss of the transport
infrastructure availability. For individuals on the other hand the minimum bound is the
drop in income. Such an income drop could occur if individuals had to change job or
reduce work hours as a consequence of the loss of availability of transport
infrastructure.

T As set out earlier non-use values arising through personal loss/gain either double
count benefits already included in a transport appraisal (e.g. environmental benefits for
householders) or do not represent a net welfare loss/gain to society (e.g. a change in
business profitability). It is only when the non-use value arises through altruism that it is
additional to benefits already included in a transport appraisal.
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3.3 Rationalising the evidence

To facilitate a comparison between the five studies for which option and non-use

values are available (see Table 2.2) it is necessary that each of the values found in the

literature are converted to the same base. This is done by:

(i) combining the user and non-user values into an average value, as each of the
studies uses a different user/non-user definition (see Table 3.2),

(i) summing the option and non-use value, as three of the studies have not
separately identified these components of TEV.; and

(iii) converting the study values to a common price, value and currency base.

Table 3.2: Definition of users and non-users by study

Study Definition of users Definition of
: non-users
Bristow et al. (1991) Use the bus service in a normal week Rest of
sample
Crockett (1992) Use the train service Rest of
sample
Painter et al. (2002) Households where at least one household Rest of
member uses the transit system regardless of sample
frequency.
Humphreys and Fowkes Households in which the survey respondent Rest of
(2006) indicated that they were ‘likely’ or ‘very likely' sample

to use the North Berwick to Edinburgh train
service in the following 6 months [from date of

survey].
Geurs, Haaijer and van Wee | Individuals who (a) used the selected train Rest of
(2006) service in the previous year, or (b) are car- sample

owners and might have used the train service
had the car suddenly become unavailable in
the previous year.

As can be seen from Table 3.3 despite converting the evidence on option and non-use
values to a common base a large range remains — from £41 to £190 (2002 prices and
values). The next step in explaining this range is to understand to whom the valuations
relate to — households or individuals. In fact it appears that some of the studies are
unclear as to whether the values surveyed apply to individuals or households,
particularly with respect to the earliest three studies. Painter et al. for example with
follow-up questionnaire discovered that some of the respondents had answered for the
household and others had responded as individuals. In Table 3.3 it can be seen that
studies reflecting individual valuations give rise to values that are significantly lower

than studies reflecting household values. Consequently, an adjustment for individual or
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Table 3.3: Estimates of the sum of option values and non-use values at a common price and value base

Sum of option #hd non-use |  Painteretal. Bristow et al. Crockett (1992) Geurs, Haaijer and van Humphreys and

values (average over users | (2002) (1991) Wee (2006) Fowkes (2006)

and non-users) St

Survey year (study base 1999 1990 1992 2004 2002

year)

Population unit Mixture of household | Probably household Probably household Individual values Household values
and individual values values values

Mode Bus Bus Rail Rail Rail

Alternative public transport No No Existing bus service No Half hourly bus

service available and alternative rail service

line/train station

1. Study values USD 56 £58 £36 EUR 242 £190

2. (1) converted to GBP £36 £58 £36 £139 £190

with PPP currency

exchange rates for study

year

3. (2) converted to 2002 £41 £104 £59 £125 £190

price base with elasticity to

GDP/capita growth = 1

Notes: (1) USD to GBP currency conversion with PPP (1999) is 0.644; EUR to GBP currency conversion with PPP (2004) is 0.575 (OECD, 2006). (2) RPI
Multipliers to 2002: from 1990 1.40, from 1992 1.27, from 1999 1.07, from 2004 0.94 (ONS, 2006a). (3) GDP/capita multipliers to 2002: from 1990 1.28, from
1992 1.31, from 1999 1.07, from 2004 0.95 (ONS, 2006b)



42

household valuations would be expected to significantly narrow the gap between, for
example, the values observed by Geurs, Haaijer and van Wee and those obtained by
Humphreys and Fowkes — for what are otherwise similar train services.

Some of the differences between the study values are expected to arise as a
consequence of the availability or lack of availability of alternative transport services.
The existence of a rail alternative in Crockett's study therefore goes some way to
explaining the difference in values between his study and those in both the Geurs,
Haaijer and van Wee study and the Humphreys and Fowkes study. Importantly from
the perspective of a transport cost-benefit analysis Humphreys and Fowkes also find
that the contribution of a bus service to a public transport package including both a bus
and train service is small (a 'weighted average between users and non-users of £11).
Thus the value of a package of train and bus services is similar in magnitude to the
value of just a train service.

Given that it is eXpected that option and non-use values will be greater for services on
which one is or could become dependent, variation by quality of the service and
whether the service serves a commuting or other function is expected to occur. Table
3.3 demonstrates such a variation in that bus services have lower valuations than train
services and the services that offer good commuting opportunities (Bristow et al., and
Humphreys and Fowkes) have higher valuations than those which do not (Crockett,
1992; Painter et al., 1999)°, This is in line with expectations and along with the issue of
the availability of public transport alternatives and individual or household valuations
indicates that the studies cah be qualitatively reconciled against one another. Albeit
this is not a formal validation, but it does suggest that the large range in surveyed
values is due to differences between the studies, both in terms of definitions used and
the characteristics of the se_rvice surveyed and its alternatives, rather than a lack of
precision in the estimates.

Thus the large range of values observed in the literature can be largely explained by
differences in services valued in each study and the characteristics of the study areas.
The upper end of the range reflects a high quality train service linking a community to a
large employment and service centre and for which there already exists a strong
* commuter demand. In the middle of the range we find values associated with high

8 Crockett (1992) found that the only function of the line surveyed was for shopping
purposes, whilst Painter et al. (1999) surveyed a rural bus network but included people
in the sample for whom the bus network provided no opportunities for travel.
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quality bus services (3 or 4 buses an hour with good evening and weekend services).
Such services have a strong existing demand base reflecting their existing and
potentially future usefulness to the community. At the lower end of the range we find
lower quality bus services and potentially lower quality rail services, neither of which
may necessarily serve the community’s needs particularly well. The evidence also
suggests that it is perfectly possible that a poor rail service (with an alternative) can
have a lower option and non-use values than a high quality bus service (with no
alternative).

3.4 Option and non-use values in practice

To apply this evidence base in a transport cost benefit analysis a number of
considerations need to be borne in mind. Firstly, the evidence is restricted to
household values for personal travel and does not include the values businesses may
hold for employees travelling on company business or for the transportation of freight.
It is also restricted to local services and not national or long distance services®, and
values are only available for bus and rail services. Furthermore, the values relate to
origin stations and to households within the catchment area of that station. It is
possible that option and non-user values may be held by households outwith a station’s
catchment area - for example Deberezion et al. (2006) find that stations influence
house prices up to 10km from a station. The evidence also relates to the complete loss
of a service. Thus it cannot be applied to communities which experience an
incremental loss (or improvement) in terms of access to employment and service
opportunities. Furthermore the evidence suggests that the option and non-use value is
very much dependent on the transport alternatives available. Thus it seems that the
option and non-use value of a bus service to a locality already served by a train is small
compared to both the option and non-use value of the train service and the value of
such a bus service to a locality with no other public transport.

Finally, and as discussed earlier, the non-use value may double count benefits already
included in a transport cost-benefit analysis. To avoid double counting one ideally just
excludes the element of the non-use value that is not altruistic. Drawing from

Humphreys and Fowkes this would appear to be approximately 14% of the sum of the

® The surveyed values in the evidence base are associated with the loss of a local rail
service and not the loss of mainline services. Some of the willingness to pay values
associated with the local services are however associated with long distance trips that
would utilise both the local rail service and mainline rail services.
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option and non-use value. A much more conservative approach to avoid double
counting would be to exclude all the non-use value from the appraisal. Unfortunately,
the two studies that separately examined option and non-use values (Humphreys and
Fowkes and Geurs, Haaijer and van Wee) suggest very different levels of importance
for the non-use element of TEV compared to the option value element. Humphreys
and Fowkes found that the non-use element comprised 25% of the sum of the option
and non-use value whilst Geurs, Haaijer and van Wee found that it comprised between
40 and 60% (depending on the category of user). Both studies were exploratory and
the results may in fact be artefacts of the survey design. Humphreys and Fowkes
treated option values as a ‘residual’ category and used proxies for the different non-use
motives to estimate the non-use value. As their proxies may have been insufficient to
capture all the non-use benefits it is likely that they underestimate non-use values and
overestimate option values. Geurs, Haaijer and van Wee on the other hand estimated
option values for individuals but the phrasing of the questionnaire means that the non-
use values estimated may reflect household values and should therefore be interpreted
as an upper bound for individual non-use values. Some sensitivity testing of the results
to the inclusion of non-use values is therefore prudent when undertaking a cost-benefit
analysis.

From the case studies undertaken the importance of option and non-use values varies
with the characteristics of the rail service and the type of proposal (see Table 3.4).
Three of the case studies are in the Inverness area of the Highlands and Islands in
Scotland (Highland Rail Developments, 2000; Highland Rail Partnership, 2003;
Halcrow, 2006). Historically, the rail network in the Inverness area served a long
distance function and therefore did not serve the immediate needs of the local
communities particularly well - frequencies were low and service timings did not
facilitate access to employment and social opportunities. This combined with the fact
that the area is sparsely populated, aside from Inverness, means that the rail network
is lightly trafficked. In contrast the fourth and fifth case studies are situated near much
larger conurbations. The fourth scheme is in central Scotland (Jacobs, 2006) and the
fifth in the south of England (DfT, 2006c). Importantly from the perspective of these
case studies both have a reasonably frequent rail service and consequently are much
more heavily trafficked than the north of Scotland lines. The location of the four
Scottish case studies is detailed in Figure 1.2 and, in more detail for the three
Inverness area case studies, in Figure 3.1.
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Figure 3.1: Location of rail stations considered in Inverness area case studies
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Table 3.4: Size of option and non-use values relative to user benefits and the present value of benefits

Scheme _ Area type No. of Annual patronage on Option and non-use
: s ooy households line (single trips in values as percentage of:
affected opening year) :
. |, (opening year) Do Do Transport | Present
e Minimum | Something|  user Value of
: benefits Benefits
o i A (PVB)
Beauly station re-opening Remote community in North 550 125,000 148,000 87% 84%
(opened 2002) Scotland
Conon Bridge station re-opening Remote community in North 1,000 250,000 270,000 561% 117%
(proposal) Scotland
Invernet — provision of services within the | Remote communities in North 2,600 485,000 557,000 64% 57%
Inverness travel to work area Scotland
(opened 2005)
(a) Increase in service frequency by 700 145,000 210,000 23% 20%
approximately 50% immediately north
of Inverness plus provision of
commuting opportunities for 3
communities (Ardgay,
Culrain/Invershin, Lairg)
(b) Provision of a commuter service 1,900 340,000 347,000 197% 178%
from the south to Inverness (from
Kingussie to Inverness)
Airdrie-Bathgate proposal — line re- Small to medium sized 7,400 0 | 4,000,000 Not 4%
opening between Airdrie and Bathgate communities within commuting known
providing travel opportunities for distance of large conurbations
communities in the corridor to access both
Glasgow and Edinburgh
Anonymised example Rural communities in a part of 3,700 3,798,000 0 9% 9%
(rail closure) southern England near to some
moderately sized conurbations

Note: Transport appraisals have been undertaken in accordance with UK standard practice (www.webtag.org.uk). The option and non-use values used are
£170 for rail and £90 for bus (2002 prices and values). These have been derived from Humphreys and Fowkes (2006) for rail and Bristow et al. (1991) for

bus converted to a 2002 price base (as per Table 3.3) and deflated by 14% (and rounded to nearest £10) to account for double counting in the non-use value.
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The large variation in the relationship between user benefits and option and non-use
value benefits reflects the different characteristics of the schemes. At one extreme is
the Conon Bridge station re-opening where option and non-use values are almost six
times the level of user benefits. Primarily this occurs because user benefits are low,
rather than option and non-use values being high. User benefits are low because dis-
benefits to existing users (caused by the extra stop) almost cancel out benefits to new
users. Whilst dis-benefits to existing users are similarly large for the reopening of
Beauly station there is a much larger demand at this station — despite the lower
population — and as a consequence user benefits are stronger. This results in option
and non-use values therefore forming just over 80% of the user benefits of re-opening
Beauly station.

The Invernet project contains two distinct elements: a significant strengthening of
services to the north of Inverness plus the provision of commuting opportunities to
three communities (north of Inverness); and the provision of commuting opportunities
to three communities south of Inverness. The latter ‘southern’ element of the project
occurs without any strengthening of services, beyond the provision of the morning
commuter service. It therefore generates only small amounts of user benefit, whilst
~ providing quite large option and non-use values due to the size of the population
served. 'Contrastingly, the strengthening of services to the north of Inverness
generates large user benefits. Option and non-use value benefits therefore forms a
much lower proportion of the total PVB of the northern element of the scheme than for
the southern element. '

The fourth case study concerns the re-opening of a line between Airdrie and Bathgate.
The primary function of the line is to provide access for the communities within the
corridor to employment and service opportunities in both Glasgow and Edinburgh. As
the majority of the communities within the corridor already have access to the
opportunities in one of the conurbations the benefits of the service are driven by the
use of the rail service, rather than the increased opportunities it creates'®. Option and
non-use value benefits only form 4% of the PVB. The final case study, a line closure
appraisal, combines both station closures and the loss of a well used fairly good rail
service. Here even though several communities lose their rail service the scale of the
user costs dominates the option and non-use values — which form 9% of the total PVB.

' The evidence base on option and non-use values is too limited to identify the
difference between a community being connected to two large employment and service
centres rather than just one.
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A pattern therefore emerges: the importance of option and non-use values is high for
lines where user benefits are low — typically lines with relatively infrequent levels of
- service and low levels of demand - and for projects that involve the provision (or loss)
of commuting opportunities (including station openings/closures). Such projects occur
in areas where rail performs a strong social function, such as providing accessibility for
isolated communities to employment opportunities and other social needs necessary to
sustain the community's- vitality. Clearly therefore option and non-use values are an
important element of the total economic impact of a rail project in a sparse network,
and their inclusion in the cost-benefit analysis would be expected to significantly
improve the case for investment.

It is interesting to note that the impact of option and non-use values on the PVB
(increasing the PVB by between 4% and 178%) differs significantly from the
contribution to TEV as reported in the empirical studies. Humphreys and Fowkes for
example find that option and non-use values for rail users form 51% of the TEV of rail,
Geurs, Haaijer and van Wee find that they form 40-45% on average and Bristow et al.
find they form around 20% of the TEV of bus for bus users. The difference between
the TEV and PVB proportions occurs because a transport appraisal considers an
incremental adjustment to the existing transport system and is therefore concerned
about the change in option and non-use values rather than their absolute level.
Furthermore a transport appraisal considers all users and non-users and therefore
considers the benefits/costs to through traffic in addition to local traffic as well as the
full cost of any safety or environmental externality — all of which, but particularly the
benefits/costs to through traffic, can be substantial relative to the change in the option
and non-use value for the households affected.

A consequence of the lack of development in the field of transport related option and
non-use values means a number of difficulties arose in applying them in the case
studies.  Uncertainties in the catchment area of stations and whether option and non-
use values are held by households outside those catchment areas; the real growth in
~ values over time; the potential for double counting in the non-use value; and the option
and non-use value of a mixed mode (bus and train) package all can significantly affect
the present value of option and non-use values in an appraisal. Furthermore the
limited data' on option and non-use values‘means that variations in frequency of service
and connectivity to different sized employment centres are not reflected in the
appraisal. For éxample, one might expect the option and non-use values associated
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with the new stations and train services in the north of Scotland case studies to be less
than those derived by Humphreys and Fowkes. This is because the frequency of train
services is lower in the north of Scotland compared to the North Berwick to Edinburgh
service and Inverness does not offer as many employment and social opportunities as
does Edinburgh.

3.5 Conclusions

The field of measuring transport option and non-use values is far from developed. To
date only values from five studies, which in the main have small sample sizes, are
available giving a potentially large range of between £41 and £190 (2002 prices).
Despite this it is possible to reconcile, in a mainly qualitative manner, the results from
these studies against each other. The upper end of the range reflects a high quality
train service linking a community to a large employment and service centre and for
which there already exists a strong commuter demand. Values associated with high
quality bus services (3 or 4 buses an hour with good evening and weekend services) lie
in the middle of the range. The lower end of the range reflects lower quality bus
services and lower quality rail services, neither of which may necessarily serve the
community’s needs particularly well. The evidence base is too small to indicate how
values vary with: quality of service; the mix of public transport services that may be
available in the study area; socio-economic factors such as car ownership; or to
communities adjacent to mainline stations or ‘hub’ stations. It reasonable to think that
services offering little or no value for commuting will have much lower values than
services that do. Additionally there is no evidence on the values that business may
attribute to the rail network either for the carriage of freight or for employees travelling
on company business.

The main purpose of this chapter was to examine the inclusion of option and non-use
values in transport appraisal. This has never been done before. The case studies
presented clearly demonstrate the importance of option and non-use values to a
scheme appraisal is very varied. Their importance increases for lines where user
benefits are low - typically lines with relatively infrequent levels of service and low
levels of demand - and for projects that involve the provision (or loss) of commuting
opportunities (including station openings/closures). Such areas are associated with
station openings/closures in sparse networks.

The lack of evidence on option and non-use values poses some problems regarding
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their implementation within an appraisal. This particularly relates to the treatment of
which households hold the option and non-use value, the potential of double counting
of the non-use value with other elements in the appraisal and how the values vary with
transport quality and quality or size of the employment/service centre. This combined
with the need to build up the existing evidence base forms the future research agenda
for this field. As discussed above, option values are just one form of risk premium.
Risk premia are also expected to exist for other types of infrastructure. Chapters 4, 5
and 6 present a stated preference study conducted in the Outer Hebrides with one of
its aims to elucidate the difference in risk premia between a fixed link and a ferry.
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4 |ISLAND SURVEY DESIGN

4.1 Introduction

 The focus of this chapter and Chapters 5 and 6 is in researching whether risk premia

exist for ferries and fixed links and whether evidence for significant scheduling costs for
ferries can be found. These were two of the evidence gaps identified in Chapter 2,
which also presented a theoretical justification for the inclusion of scheduling costs and
risk premia in a cost benefit analysis. It has already been seen in Chapter 3, that
option values, one of the forms of risk premia, are important to the economic benefit of
rail projects in sparse networks in peripheral regions. This chapter and chapters 5 and
6 are therefore interested in whether risk premia are important for the appraisal of other
types of infrastructure and whether scheduling costs are also important. The role of
this chapter in that analysis is to describe the design of a stated preference survey that
goes part way to filling this evidence gap. The results and analysis of the survey are
presented in Chapters 5 and 6. A stated preference survey of wilIingness to pay is
used as it allows both values for risk premia and scheduling costs to be derived. The
two alternative methods — activity based travel analysis, as discussed in Chapter 2, and
an ex-post analysis of traffic flows (e.g. Brathen and Hervik, 1997) — would only allow
an estimate of scheduling costs to be derived and not that of risk premia. Furthermore
the data requirements for both alternative methods, particularly the need for good
quality origin-destination data, are beyond the scope of this research to collect. '

Two stated preference surveys were administered: one to makers of long distance trips
and one to makers of short distance trips. This is because there is an a priori
expectation that long and short distance trips will have different attitudes to scheduling
costs. For example, the requirement for evening and night time services on a strategic
route is probably limited. This contrasts with a route that serves as a link between a
small island community with limited services and employment opportunities where
evening and night time services could well be highly valued. One survey therefore
focused on longer distance trips between the larger islands in the Outer Hebrides and
examines scheduling costs only. This involved a self completionk questionnaire which
travellers on the Sound of Harris and Sound of Barra ferry services completed. The
second survey focused on local trips to/from islands in the Outer Hebrides recently
connected with a fixed link to a neighbouring island and examines both scheduling



52

costs and the difference in risk premium between a fixed link and a ferry. This was a
face-to-face household survey administered to residents of the islands of Berneray,
Eriskay, Scalpay and Vatersay. The questionnaires were piloted as part of the design
process. Figure 1.2 and Figure 4.1 illustrate the location of the islands and ferry

services surveyed.

Figure 4.1: Location of fixed link and ferry case studies
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Source: Google maps (http://maps.google.co.uk/ma s?hl=en&tawl) [accessed 5" June 2008]

The surveys were financially supported by the Scottish Executive. Caledonian
MacBrayne, the ferry operator, also supported the surveys by permitting free travel for
survey enumerators. This support enabled a far larger survey than could otherwise
have been undertaken. Despite this support the survey budget was still relatively
small. Consequently the face-to-face interview element of the survey focussed
exclusively on households and did not include business interviews, whilst the survey
length was deliberately kept short to maximise the number of interviews that could be

undertaken in a day.

The design of the inter-island ferry survey is discussed next, followed by the household
survey. The final section of the chapter sets out some of the administrative details of
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the survey. Example questionnaires are contained in Appendices B and C.
4.2 Inter-island ferry survey methodology and design

The inter-island ferry survey focused exclusively on scheduling costs as reflected by
operating hours and frequency of service. It was also set within the context of the
journey in which the respondents are intercepted - either the Sound of Harris crossing
(duration 1 hour) or the Sound of Barra crossing (duration 40 minutes). Both ferries
provided a comfortable environment in which travellers could be intercepted and issued
a self-completion questionnaire.

The survey consisted of four parts. The first part obtained background information on
the journey: origin, destination, journey purpose, group size, ticket type, ticket price,
who paid for the ticket, nights away from home and vehicle type. The second part
obtained information about the planning of the journey including decision-making and
departure times, whilst the third part contained eight stated preference questions. The
final part of the questionnaire requested data on the respondent including gender, age
and income. The survey could be completed in approximately 10 minutes.

Methodology and model

The approach adopted to surveying the value of a marginal change in transport related
scheduling constraints was a direct survey of willingness to pay. As discussed in
chapter 2 such a survey does not uniquely identify the marginal value to the individual
of undertaking activities at a more appropriate time or of transferring time between
activities. This is because neither the scheduling of activities, the duration of activities
or the activities themselves is modelled. Instead the approach values the costs of the
transport imposed constraints on activities. In the context of the Sound of Harris and
Sound of Barra ferry services such constraints are frequency and operating hours
(Grangeston Economics, 2003 p.46). It is therefore hypothesised that utility associated
with a ferry trip can be expressed as in equation 4.1.

Ué}’"y =a£eny + ;ve(H)+zLenyg(OH)+ ¢;°”Yh(P)+£ql (4.1)

where U;;?"" is the utility that individual q (belonging to population segment k)

receives from the ferry service j. f(H) is a function in headway, g(OH) is a function
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in operating hours and h(P) is a function in price (fares). «, is the population segment

specific intercept for the ferry service, arising from its unobserved attributes. In this

model specification this includes journey time and comfort. S, z, and ¢,are

population segment specific utility parameters associated with headway, operating

hours and price respectively. &, is a random term that is independently and identically

distributed (IID) over individuals (q) and alternatives (j) and can be thought of as

representing taste variation between individuals.

As mentioned in section 2.4 there is limited evidence on the value of headway and
increased operating hours for ferry services. What data that is available is
international, typically relates to long (international) distance trips and does not reflect
restrictive operating hours (e.g. Daly et al., 1998; COWI et al., 1999; FTC, 1998;
Brathen and Hervik, 1997). This dearth of evidence poses a challenge for the
development of the stated preference games, as the games typically are only able to
recover values within a particular range. Having an a priori understanding of what the
likely values will be is therefore an important input to the survey design. Consequently,
the approach adopted is to use what evidence that is available, including evidence from
the bus, rail and air sectors (see Table 2.1), to develop a broad range of target values
to be used in developing the stated preference games in the pilot survey'!. This range
is presented in Table 4.1. This range is particular large as it covers all trip purposes
both work and non-work. The pilot survey is then used to adjust this range, though in
practice it only resulted in reducing the minimum value of operating hours (from 4.2 to

" Headway range: Minimum value of headway is 2 in-vehicle-time (IVT) mins per 60
mins of headway, maximum value of headway 43 IVT mins per 60 mins of headway
(see Table 2.1). '

Hours of operation range: From Brathen and Lych (2004) an extension from an 18 hr to
24 hr operational day and a reduction in headway from 30 minutes to 0 minutes is
valued at 13.8 IVT mins (non-work non-city centre trips) (see Table 2.1). As the value
of a reduction in headway of 30 minutes ranges from 1.0 to 21.5 IVT mins, extending
the hours of operation from 18 to 24hrs is worth anything between 0 IVT mins and 12.8
IVT mins. This implies a range per hour closed from 0.0 to 2.1 IVT mins. A mid-point
in this range is 1.0 which is taken to be representative of the minimum end of the hours
of operation range, as it reflects of the value of an hour closed in the middle of the
night. In the absence of other data the value of an hour closed during the day is
assumed to have a maximum value five times this (i.e. 5 IVT mins).

Value of time: To convert the derived ranges to valuations they are multiplied by the
value of time. From DfT (2007b) values of time for 2005 are derived. A lower bound is
taken to be 55% of the lowest average value (non-work other trips) derived from DfT
(2007b) (i.e. 4.73p/min), whilst the maximum value is taken to be 130% of the
maximum value derived (i.e. 54.83p/min — from car driver work trip).
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1.4 pence per hour closed).

Table 4.1: Target range of marginal values for the headway and operating hours
(inter-island ferry survey)

Valuation (equivalent Valuation (pence)
in-vehicle time
minutes)
Min Max Min Max
Headway (1 min) 0.03 0.73 0.16 18.28
Operating hours (1hr closed) 1.0 5.0 4.2 27414

Inter-island stated preference game design and simulation

The stated preference game for the inter-island ferry is set within a choice between two
alternative ferries for the current journey. The starting point for the stated preference
design is a main effects orthogonal design in four variables, each with four levels. The
main effects design template was obtained from Kocur et al. (1982 cited in Wardman
and Toner, 2004) and involves 16 experiments (questions). The starting design is
orthogonal in differences in headway between the two ferry services on offer,
differences in fare and the number of hours closed of each ferry service. This mixture
of differences and absolute values of the attributes was chosen as it was felt that the
value per hour closed may vary with the number of hours closed — with for example
night time hours being valued less than late afternoon hours. As can be seen from
Table 4.2 the levels chosen permit an examination of large changes in headway (up to
3 hours) and large changes in operational hours (from a 24 hour service to a service
that only operates between 9am and 5pm). In developing the design from this starting
point the values of each attribute were adjusted on a question by question basis to
avoid dominant choices and to improve both the range of boundary values (Fowkes
and Wardman, 1988) and the recovery of target values. The latter was tested through

simulation'®"3.

2 The utility of each ferry option is simulated using target values for the respective
attributes, headway and hours closed, plus an error term — giving a utility specification
akin to a random utility model. The error term is generated through the use of random
numbers drawn from a probability distribution, the standard deviation of which is
adjusted to ensure that the adjusted rho-squared statistic from the logit model
estimation was less than 0.2. The simulated mode choice is the mode which offers the
highest utility (i.e. lowest disutility). This gives a set of simulated choices to each
stated preference scenario, from which a logit model is estimated. The output from the
model estimation is compared to the target values to see how well the stated
preference design recovers attribute values within a certain range. The simulated
sample was 40 completed sets of 16 stated preference scenarios (i.e. 640 scenarios).
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Table 4.2: Definitions of levels - inter-island ferry design

Variables
Difference in Ferry Ferry Difference in
headway Service A Service B fare
(mins) Hours Hours (£ single)
closed closed

Levels 0 -120 0 0 +15.00

1 -60 7 7 +7.00

2 0 12 12 0

3 -180 16 16 +22.00

The final design is presented in Table 4.3. For the variables that are orthogonal in
differences, headway and fare, the base variables are a four hour (240 minute)
headway and a fare of £25.

Boundary ray diagrams (Fowkes, 2000) and results from the simulation of 40
respondents (each facing all 16 questions) are presented in Figure 4.2, Figure 4.3,
Table 4.4 and Table 4.5. As can be seen from these tables and figures there is a good
spread of boundary rays throughout our range of interest in both variables. The design
also appears to recover well values of headway and hours closed at all levels of the
anticipated range except at the absolute lower end of the expected range (in both
headway and hours closed). The design has been based on fares for cars and vans.
The final design for commercial vehicles and foot passengers (including cyclists and
bus users) is just an inflation/deflation of the car and van fares.

' During the simulation phase of the survey design it was found that designs that
included journey time as an additional variable could not recover values of time with an
appropriate level of accuracy. This was attributed to the limited range of journey times
that could be regarded as plausible by survey respondents and the high valuations
attributed to other variables. The final design therefore did not include journey time as
a variable.
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Scenario | Inter-island Ferry A Inter-island Ferry B
| Headway | Hours Ferry Fare Headway | Hours Ferry Fare
| clesed ' carsand Foot Lorries and closed [ cars and Foot Lorries and
i smallvans | passengers large vans small vans | passengers large vans

1 240 0 £20.00 £4.00 £100.00 60 0 £21.00 £4.20 £105.00
2 240 0 £40.00 £8.00 £190.00 240 7 £25.00 £5.00 £120.00
3 240 0 £25.00 £5.00 £120.00 60 12 £25.00 £5.00 £120.00
4 240 7 £20.00 £4.00 £100.00 180 0 £35.00 £7.00 £170.00
5 240 7 £25.00 £5.00 £120.00 180 0 £31.00 £6.20 £150.00
6 240 7 £25.00 £5.00 £120.00 60 7 £40.00 £8.00 £190.00
7 60 7 £30.00 £6.00 £145.00 240 7 £25.00 £5.00 £120.00
8 240 7 £20.00 £4.00 £100.00 105 16 £20.00 £4.00 £100.00
9 120 12 £25.00 £5.00 £120.00 120 0 £30.00 £6.00 £140.00
10 220 12 £20.00 £4.00 £100.00 120 1 £35.00 £7.00 £170.00
1 220 12 £25.00 £5.00 £120.00 165 12 £26.00 £5.20 £125.00
12 220 12 £31.00 £6.20 £150.00 60 16 £25.00 £5.00 £120.00
13 120 16 £25.00 £5.00 £120.00 120 0 £47.00 £9.40 £230.00
14 210 16 £20.00 £4.00 £100.00 192 7 £25.00 £5.00 £125.00
15 210 16 £20.00 £4.00 £100.00 110 12 £26.00 £5.20 £130.00
16 120 12 £25.00 £5.00 £120.00 120 0 £26.00 £5.20 £125.00

Note: 0 hours closed is a 24 hour ferry, 7 hours closed is 6am to 11pm, 12 hours closed is 7am to 7pm and 16 hours closed is 9am to 5pm.




58

Figure 4.2: Boundary value ray diagram for headway - inter-island ferry survey
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Figure 4.3: Boundary value ray diagram for numbers of hours closed - inter-
island ferry survey (cars and vans)
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Table 4.4: Recovered value of headway values - inter-island ferry survey (cars and vans)

Headway Recovered value in: Percentage
target | gimyl- [ Simul- | Simul- | Simul- | Simul- | Average | difference
value | j¢ion1 | ation2 | ation3 | ation4 | ation5 from target
(p/min)

Low values (hours closed = 4.73p/hour closed) 0.16 0.41 0.43 0.40 0.28 0.21 0.35 121.1%
Low to mid values (hours closed = 93.64p/hour closed) 6.14 6.21 6.05 6.26 6.91 6.99 6.48 5.6%
Mid values (hours closed = 139.44p/hour closed) 9.22 8.44 997 9.35 8.48 9.68 9.18 -0.4%
Mid to high values (hours closed = 185.24p/hour closed) 12.30 | 11.36 13.64 11.91 13.95 14.01 12.97 5.5%
High values (hours closed = 274.14 p/hour closed) 18.28 | 7156.70 18.01 15.37 22.60 1536 17.41 -4.8%
Note: Values in red italics are not significantly different from zero at the 5% level.
Table 4.5: Recovered value of hours closed values — inter-island ferry survey (cars and vans)
Hours Recovered value in: Percentage
closed ['gimul- [ Simul- | Simul- | Simul- | Simul- | Average | difference
target | .tion1 | ation2 | ation3 | ation4 | ation5 from target
value
Low values (headway = 0.16p/min) 4.73 9.99 8.76 9.34 4.17 3.16 7.08 49.7%
Low to mid values (headway = 6.14p/min) 93.64 | 105.26 91:15 83.68 | 103.63 89.38 94.62 1.0%
Mid values (headway = 9.22p/min) 139.44 | 134.68 | 149.32 | 150.89 | 121.00 | 144.57 140.09 0.5%
Mid to high values (headway = 12.30p/min) 185.24 | 186.93 | 175.33 | 162.22 | 196.55| 184.64 181.14 -2.2%
High values (headway = 18.28p/min) 27414 | 234.50 | 289.41 | 238.94 | 31547 | 254.85 266.63 -2.7%

Note: Values in red italics are not significantly different from zero at the 5% level.
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Inter-island stated preference game - question framing and presentation

The stated preference questions were included in the self-completion questionnaire in

the format shown in Figure 4.4. The question was worded as follows:

We would now like to know how you would react if the travel conditions
were as described in the tables below. In each of the 8 situations
presented, we would like you to indicate which type of ferry service you
would prefer for THIS JOURNEY. If travelling on employer’s business
please bear in mind your company'’s travel policy.

Figure 4.4: Sound of Harris Survey Card for Inter-Island Ferry Stated Preference

Game
Single Fare
(for your Frequency and hours of operation Choice
group) (Mon - Sat) Please tick one
gzrr?i,ce : £31.00 Every 3 hrs 40 mins 7am to 7pm o
E.g. Sailings at: 0700, 1040, 1420, 1800
g::?i,ce 2 £25.00 Every hour 9am to 5pm o
E.g. Sailings at: 0900, 1000, 1100,....etc...., 1500, 1600

The pilot survey also helped inform the design of the question in that example sailing
times are included to aid the respondent in distinguishing the implications of different
combinations of frequency and operating hours, as this had been a problem in the pilot.
The ‘baseline’ operating hours - a 12 hour operating day (7am to 7pm) - also differ from
those in the pilot as it was felt that the 8 hr operating day (9am to 5pm) used in the pilot
tended to encourage some respondents into non-trading behaviour. The pilot survey
also raised a number of issues associated with the wording of some of the non-stated
preference elements of the questionnaire. These were relatively simple to address and
ensured that the final questionnaire was straight forward for respondents to complete.

Wardman and Toner (2004) suggest that good practice in the industry is to limit the
maximum number of stated preference questions faced by a respondent to between 9
and 16. Their analysis also indicates that the average number of questions faced by
respondents in stated preference studies has been falling over time from 12.48
between 1980 and 1988 to 10.13 between 1993 and mid-1996. To avoid respondent
fatigue the stated preference design was therefore split into two random groups of 8
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questions. In administering the survey, respondents were randomly allocated one of

the two sets of 8 questions.

4.3 Household survey methodology and design

The purpose of the household survey was twofold. Firstly to elicit scheduling costs
associated with local trips, as opposed to longer distance trips, and secondly to elicit
the relative difference in risk premium values between a fixed link and a ferry. As in the
inter-island survey, scheduling costs were elicited by directly surveying the willingness
to pay for changes in transport scheduling constraints (ferry frequency and operating
hours) at the trip level. As the risk premium, in the context of island communities, is
primarily associated with the burden that uncertainty of access to employment, health
and service opportunities places on households, it is not related to a household’s
existing use of the infrastructure or service. A different approach to that used to elicit
scheduling costs is therefore needed, as the payment vehicle and question framing
cannot be set within the context of a trip. As option values are a specific type of risk
premium, the limited empirical work that has been undertaken in this field (see Chapter
2 and Chapter 3) provides a starting point for the development of an appropriate survey
methodology. The household survey therefore contained two stated preference
designs. The first design (the local ferry stated preference game) focused exclusively
on ferry scheduling costs, whilst the second design (fixed link stated preference game)
supported by three contingent valuation questions examined whether a difference in
risk premium exists between a fixed link and a ferry. The design of each of these

questionnaire components is described separately below.

Households were surveyed, for this particular aspect of the study rather than transport
users, as one of the variables of interest, the risk premium, is unrelated with use. The
sample unit is also the household, rather than individuals, because travel and
expenses within a household are often shared — both in terms of budget and in terms of
vehicle. Additionally, the council tax, one of the chosen payment vehicles, is a

household expense.

The household survey was administered through face-to-face interviews on the islands
of Berneray, Eriskay, Scalpay and Vatersay which have all recently been connected to
one of the bigger islands in the Outer Hebrides by a fixed link. This is unusual in that
for most stated preference experiments the respondents typically have most familiarity
with the scenario depicted as the base or existing case — which in this survey is the
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ferry infrastructure. This lack of realism in the base scenario in each stated preference
game was felt to be outweighed by the benefits of surveying households who have had
experience of both ferries and fixed link infrastructure. Such households are better able
to appreciate the difference between the two types of infrastructure compared to those
who have only experience of one type of infrastructure. With such an emotive subject
as island transport links, people who have not got a fixed link may not appreciate how
much they will depend on it, or conversely may think that it will give them more
advantages than it does in reality. The questionnaire was designed such that no
interview would last longer than 15 minutes. This was to ensure that householders
would be willing to participate in the survey and to maximise the number of households

the survey enumerators could visit during the survey period.

Whilst risk premiums (and option values) are held by both households and businesses
the present study, for the budgetary reasons outlined earlier, focused on those held by
households only. In this regard the household questionnaire is set within the context of

household travel for household purposes only (i.e. non-work travel).

Local ferry stated preference game - survey method and model

Ideally scheduling costs associated with local trips should be obtained by intercepting
and interviewing travellers on a ferry that serves such a market. However, there is no
such ferry in the Outer Hebrides. Given the limited survey budget it was therefore felt
that the best possible way to obtain such data would be to include it in the household
survey, as the majority of households on Berneray, Eriskay, Scalpay and Vatersay
would have experienced the constraints of living with a lifeline ferry service until the
recent completion of the fixed link to their island.

Given the equivalence in the object of both the inter-island ferry stated preference
game and this stated preference game (hereafter referred to as the local ferry stated
preference game) a similar approach in design was adopted. The only differences that
arise between the designs stem from the context in which the experiment is conducted
and the definition of the sample. Thus whilst the inter-island ferry survey intercepted
travellers on the ferry and administered a self-completion questionnaire, the local ferry
survey was conducted by interview and the stated preference games were presented
to interviewees on cards (one per stated preference question). The context of the trip
in which the stated preference game is set differs, as higher frequencies, lower fares
and shorter trip durations are associated with local ferries compared to inter-island
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ferries. In all other aspects the stated preference games between the two surveys are
identical (variable definitions, number of variables and number of levels and choice is
between two ferry services)'®. The model that is being estimated therefore has the
same specification as that presented in equation 4.1 — that is utility is a function of
unobserved attributes of the ferry, a function of headway, a function of operating hours

and an error term that represents taste variation within a population segment.
Local ferry stated preference game — design and simulation

The starting point for the local ferry stated preference design is therefore the same
main effects design from Kocur et al. (1982 cited in Wardman and Toner, 2004) that
requires 16 experiments (stated preference scenarios) as used in the inter-island
survey design. The values for each level differ from the inter-island design reflecting
the potential for higher frequencies and lower cost of the local ferries since replaced by
the fixed links. As can be seen from Table 4.6 the levels chosen once again permit an
examination of large changes in headway (up to 3.5 hours) and large changes in
operational hours (from a 24 hour service to a service that only operates between 9am
and 5pm).

Table 4.6: Definitions of levels — local ferry stated preference game

Variables
Difference in Ferry Ferry Difference in
headway Service A Service B fare
(mins) Hours Hours (£ single)
closed closed

Levels 0 -180 0 0 +8.00

1 -120 7 7 +4.00

2 0 12 12 0

3 -210 16 16 +12.00

The design was tested through simulation, with variable levels in individual stated
preference scenarios being adjusted to avoid dominant choices and to improve the
range of boundary values and the recovery of the target valuations. The range of
target values derived from the literature is set out in Table 4.7. These have the same

source as those in Table 4.1 except that the maximum value is determined by an upper

" In the pilot survey journey time was also included as a variable. However, it was
found that respondents firstly queried the realism of the ferry times presented and
secondly typically ignored them in their decision making. Journey time therefore was
not included as a variable in the main survey.
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limit to the value of non-work time (as opposed to work time). As mentioned earlier the
pilot survey identified that the minimum value for operating hours maybe lower than

indicated in this table at 1.4 pence per hour closed.

Table 4.7: Target range of marginal values for the headway and operating hours
(local ferry stated preference game)

Valuation (equivalent Valuation (pence)
in-vehicle time
minutes)
Min Max Min Max
Headway (1 min) 0.03 0.73 0.16 9.3
Operating hours (1hr closed) 1.0 5.0 4.2 57.8

The final design is set out in Table 4.8 for each of the 16 stated preference scenarios.
Figure 4.5 and Figure 4.6 demonstrate that the boundary rays are well spread out,
though they do not cover the values at the higher end of the target ranges particularly
well. This occurs as the emphasis in the design was placed on obtaining good
coverage of the lower to mid ranges in the target range as this is where it is expected
(and the pilot survey indicated) there is a higher probability that the values would lie.
The design is tested through the simulation of responses from 40 respondents (each
facing all 16 questions). For each pair of target values the simulation was undertaken
five times. The results of these tests, in terms of the ability of the design to recover the
target values are detailed in Table 4.9 and Table 4.10. In the main the design appears
to recover the target values to a reasonable degree of accuracy, however, the design

can be seen to be weaker at high values of headway and at very low and high values
for each hour closed.
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Scenario Local ferry A Local ferry B
Headway Hours Ferry fare | Headway Hours Ferry fare
(mins) closed (return) (mins) closed (return)
(hrs) (hrs)

1 205 0 £7.00 60 0 £7.50
2 180 0 £8.00 180 12 £7.00
3 205 0 £5.00 60 7 £5.00
4 205 7 £7.00 120 0 £13.00
5 205 7 £5.00 120 0 £7.00
6 205 7 £7.00 30 7 £15.00
7 60 7 £6.50 205 7 £5.00
8 205 7 £7.00 60 16 £7.00
9 180 12 £7.00 180 0 £9.00
10 180 12 £7.00 60 7 £11.00
1 180 12 £7.00 120 12 £13.00
12 180 12 £8.50 30 16 £7.00
13 240 16 £7.00 240 0 £8.00
14 240 16 £7.00 130 7 £9.00
15 240 16 £5.00 60 12 £6.50
16 180 12 £7.00 180 0 £7.50

Note: 0 hours closed equates to a 24 hour ferry, 7 hours closed equates to one from 6am to

11pm, 12 hours closed from 7am to 7pm and 16 hours closed from 9am to 5pm.

Figure 4.5: Boundary value ray diagram for headway - local ferry stated
preference game
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Figure 4.6: Boundary value ray diagram for numbers of hours closed - local ferry

stated preference game
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Local ferry stated preference game — question framing and presentation

As mentioned earlier the stated preference scenarios were presented to interviewees in
the form of one card per question (scenario) as illustrated in Figure 4.7. The question
that supports this card is:

I am now going to show you some more HYPOTHETICAL situations.

This time | would like you to imagine that this island was still only
connected to Harris'® by ferry. | will show you two types of ferry service,
which differ in fares, frequency and hours of operation.

In each situation | would be grateful if you could choose the ferry service
that YOUR HOUSEHOLD would most prefer.

'S Wording varied with island surveyed to reflect whether a bridge or causeway linked it
to the neighbouring island and what that neighbouring island was.
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Figure 4.7: Scalpay Survey Card - local ferry stated preference game

OPTION A
Vehicle Ferry

OPTION B
Vehicle Ferry

Vehicle size No restrictions No restrictions
Fares £5.00 £6.50
(vehicle and
passengers) (return) (return)
Frequency
(average) Every 4 hours Every hour
First ferry: First ferry:
Opening Hours ggm = 7?7"' R
Last ferry: P Last ferry: Pm

Example Sailing
times

0900, 1300, 1700

0700, 0830, 0900, 1000,...etc....,
1700, 1800, 1900

Choose one only

A

B

The questions are set within the context of the household’s preferred level of service
provision to the island. This is because the pilot survey identified that householders
responded in this way even when the question specifically focussed on a journey that
had occurred in the preceding week. For example, in the pilot the context for one
household was a shopping trip that was completed by 4 o'clock, however, rather than
choosing the ferry service that best suited this trip the householder choose more
expensive ferry options that included opening hours that far exceeded the 4 o'clock
return time, as that would suite the household better in general. As with the inter-island
example sailing times were included on the question card in the final questionnaire to
help respondents understand the implications of the mixture of opening hours and
service frequency, as this had also been a problem during the pilot.

To ensure the total number of stated preference and contingent valuations questions in
the household questionnaire is at the lower end of the recommended range of nine to
sixteen questions; only four questions from the final design of sixteen are placed on
each questionnaire. That is the final design of sixteen stated preference questions is
split into four random groups of four questions, with each group of questions being

randomly allocated to one quarter of the sample.
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Table 4.9: Recovered value of headway values — local ferry stated preference game

- Target Recovered value in simulation Percentage
- value : difference
v 1 22 3 4 5 Average i
Low end of target range 0.70 0.60 0.90 0.83 0.44 0.59 0.67 -4.0%
Low to mid part of target range 3.16 3.38 291 2.98 3.00 3.29 3.1 -1.7%
Mid part of target range 4.71 4.31 4.62 4.35 4.87 4.89 4.61 -2.3%
Mid to high part of target range 6.26 5.30 597 6.27 5.69 6.47 5.94 -5.1%
High end of target range 9.27 8.42 15.73 10.14 10.26 11.07 11.13 20.0%
Note: All coefficients significant at 5% level
Table 4.10: Recovered value of hours closed values — local ferry stated preference game
Target Recovered value in simulation Percentage
value 1 2 3 4 5 Average difference
from target
Low end of target range 5.00 6.19 6.79 5.21 9.03 7.08 6.86 37.2%
Low to mid part of target range 20.88 21.33 23.84 20.49 18.33 25.13 21.82 4.5%
Mid part of target range 30.24 30.37 31.33 28.28 32.22 33.21 31.08 2.8%
Mid to high part of target range 39.61 34.71 39.85 33.89 32.67 43.08 36.84 -7.0%
High end of target range 57.79 56.03 99.77 62.65 55.07 83.52 71.41 23.6%

Note: All coefficients significant at 5% level
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Fixed link stated preference game - methodology and model

The object of the second stated preference game in the household questionnaire
(which is the third stated preference game developed as part of this study) - hereafter
referred to as the fixed link stated preference game - was to elicit the difference in the
risk premium value between a fixed link and a ferry. The risk premium in this context is
not related to a household’'s existing use of a fixed link or ferry service. The study
design cannot therefore be couched in terms of a specific trip. The design of this game
has therefore taken as its starting point the limited empirical work that has been
undertaken on transport related option values.

Following Bristow et al. (1991), Crockett (1992), Humphreys and Fowkes (2006) and
Geurs, Haaijer and van Wee (2006) the Total Economic Value (TEV) of the transport
good is separated into its component terms: actual use, option value (i.e. risk premium)
and non-use value (Equation 4.2). By estimating the TEV and subtracting from it the
actual use value an estimate of the sum of the option value (risk premium) and the non-
use value is obtained. Humphreys and Fowkes further disaggregate the non-use

component of TEV into a number of components (e.g. indirect use, altruistic, etc.).

Total ; A T T Value qf risk

Economic = + premium + Non-use value (4.2)
value 4

Value (option value)

Extending Equation 4.1 to include a function in journey time, /(T), the utility a

household, h, in population segment k derives from a fixed link or ferry can be
expressed as in equation 4.3.

U™ = ale™ 4 B f(H)+ 7™ g(OH) + g, h(P) + 7/°™ I(T) + £l (4.3)

FixedLink __ . FixedLink FixedLink FixedLink
Up =y + @ h(P) + i I(T)+eg,

Here the marginal utility of income for the household, ¢, , is taken to be independent of

the transport infrastructure, whilst the marginal utility of time, y, , is allowed to vary by
infrastructure type reflecting, for example, the differing levels of comfort associated with
travelling by the two modes. If all the use costs and activity scheduling costs

associated with the ferry and fixed link are captured through the functions in headway,
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hours closed, price and journey time then the marginal value of the alternative specific

afeny FixedLink
constants (ASCs), —~— and —4———, can be thought of as representing the sum of
k k

the risk premium value and the non-use value. The risk premium is illustrated in Figure
2.1 in Chapter 2.

The two equations in (4.3) are not identified due to the presence of intercept terms in
both equations. To estimate the utility functions it is necessary to re-arrange them as
in Equation 4.4. In equation 4.4 the functions have been re-arranged to allow the
difference in utility between the two alternatives (ferry and fixed link) to be calculated.

The term a™*"*-F*™ is the difference between the ferry and the fixed link intercepts.

Ur™ = B F(H)+ 2™ g(OH) + ¢, h(P)+ 7™ I(T) + €™ (4.4)

FixedLink __ _ FixedLink~Fe FixedLink FixedLink
Uy =0 ™ + ¢ h(P)+ ¥ IT)+e,

agredtink-Feny can be estimated directly from a stated preference experiment in which

respondents are asked to choose between the preferred form of connectivity to an
island - a fixed link or a ferry. In practice care needs to be made in placing such an
economic interpretation on estimated ASCs as to do so means it is necessary to
ensure that all use costs are explicitly included in the utility function and that there is no
mis-specification of the function. Clearly unobserved attributes of the ferry or fixed link
will bias the ASC away from the sum of the risk premium value and the non-use value,
whilst a mis-specification of the utility function (including an inappropriate treatment of
the error term in the estimation) can bias all estimated coefficients (Bates and Terzis,
1997, Hensher and Greene, 2003). Such requirements are very arduous and as a
consequence, industry practice typically avoids, where possible, placing an
interpretation on the ASC.

Unfortunately the two alternative approaches to estimating option values adopted in the
literature, and used respectively by Humphreys and Fowkes (2006) and Geurs, Haaijer
and van Wee (2006), cannot be adopted in this study. The approach adopted by
Geurs, Haaijer and van Wee is consistent with strategies adopted in the environmental
economics literature (e.g. Mitchell and Carson, 1989 pp.288-292) in that the sample is
split into non-users, option users and users, with the particular valuations from the
different population segments being attributed to the different motives for valuing the
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good (non-use, option use and actual use). This was particularly effective for Geurs,
Haaijer and van Wee as they considered a rail line which some people had never used
and never intended to use (the non-users), others did not use but might use at some
point (the option users) and others who did use the service (the users). For the present
study this approach is unworkable as the transport link being valued is a lifeline link for
which all people are users. The approach used by Humphreys and Fowkes in contrast
is workable but would have required a much larger survey programme than was
available. This is because Humphreys’ and Fowkes' method estimates option and non-
use values for a specific infrastructure. As the present interest is the difference in the
risk premium value between a ferry and a fixed link, the application of Humphreys' and
Fowkes'’ approach would necessitate surveys in two locations — one with an existing
ferry and one with a fixed link. Survey resource constraints meant that this was not
possible.

Insteéd the approach of the present study is to base an estimate of the sum of the risk
premium value and the non-use value on the difference between the value of the ASCs
of a fixed link and a férry. This is estimated through stated preference questions in
which respondents are asked to choose between a ferry and a fixed link. Given the
noted weaknesses in this approach two contingent valuation (CV) questions are also
asked. The CV questions act as a validation of the stated preference results as well as
allowing respondents to express their true willingness to pay.

The present study does not separate the risk premium value from the non-use value.
Primarily this is because the disaggregation process increases the complexity of the
questionnaire and therefore lengthens it. Humphreys and Fowkes disaggregate
between the option value (risk premium) and the different components of the non-use
value by using three variables as proxies for the different non-use components. This is
because Bristow et al. (1991) had found respondents experienced difficulty valuing the
non-use component separately from the use component for a transport good (in
contrast to the literature on environmental goods). Using proxy variables significantly
increases the burden on the respondent and the length of the questionnaire. To
ensure the difference in the ASCs estimated reflect differences in risk premium and not
use values the ferry proposed as an alternative to the bridge was free, there were no
vehicle restrictions and it provided a high quality half hourly service'. |

' SQW (2003) identified that substantial financial savings were made as a
 consequence of the construction of the untolled fixed links (an average of £830 per
household on Scalpay). In the main these savings come from no longer having to pay
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“An important component of a stated preference valuation study is the choice of
payment vehicle. For the fixed link stated preference survey the payment vehicle
cannot be associated with use (such as a toll) as the risk premium (in this context) and
non-use values are not associated with use. Council tax was chosen as the payment
vehicle because of its lump sum nature and its relationship between local services and
local taxation. The council do éubsidise local transport services — for example the old
ferries to Eriskay and Vatersay were operated by the council - so this linkage is familiar
to respondents. The difficulty with using an existing form of local taxation, such as the
council tax, as a payment vehicle is that the payment vehicle is associated with
opinions the respondent may hold towards the local council and, as such, this can
introduce a bias into the data. Alternative options to council tax would have been a

'form of infrastructure fund. The infrastructure fund would represent an unknown

funding process to households and would therefore add to the complexity of the

questionnaire. These disadvantages were felt to outweigh its advantage of not being

associated with local authority's decision making and therefore it was rejected as a

payment vehicle.

A further consideration was whether to associate a council tax premium with the fixed
link (willingness to pay) or a council tax reduction with the ferry (willingness to accept).
It could be argued that the later would present a more realistic scenario to the
respondent, in that no council tax premium has been associated with the construction
of the fixed links. However, the interest of the study is in willingness to pay for an
improvement in transport quality as would be used in a cost benefit analysis of a fixed
link, rather than the compensation necessary for a loss in quality, such as the loss of a
bridge. This would suggest that the willingness to pay measure is the correct measure.
Furthermore there are strong theoretical and practical reasons why willingness to pay
and willingness to accept measures may differ (for a discussion see Mitchell and
Carson, 1989 pp.30-38; Bateman et al.,, 2002 pp.24-28 & pp.385-391). For example,
questions have been raised regarding the plausibility of the willingness to accept

ferry fares, but also derive from access to cheaper goods and services and
employment. Clearly such financial benefits reflect the minimum a household would be
willing to pay for a fixed link if presented with a ferry service similar to that which used
to serve the islands. By presenting respondents with a high quality ferry (no vehicle
restrictions and a half hourly frequency) that was free at the point of use such financial
savings would be minimised or zero. This would ensure any premium associated with
the fixed link over the ferry, aside from user costs associated with a 30 minute
headway and a 15 minute journey time increase, relates to the risk premium and non-
use value (e.g. altruistic, bequest, etc.).
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question to respondents, whilst prospect theory (Kahneman and Tversky, 1979)
emphasises that gains and losses maybe valued differently. A council tax premium is
therefore associated with the fixed link in the stated preference scenarios. This
premium is couched both in terms of a weekly payment and an annual payment to help
the respondent understand the financial implications of the premium. This is because
the pilot survey identified that when respondents were faced with only a weekly
payment they did not appreciate the full financial implications of their choice. The
council tax premium was also accepted by respondents without difficulty in the pilot

survey.
Stated preference game design and simulation - fixed link stated preference study

As simple a model as possible is proposed so as to minimise model mis-specification
errors. Such errors make it difficult to place an economic interpretation on the ASC.
Between the stated preference questions the properties of the ferry are therefore kept
fixed aside from opening hours'’, whilst the properties of the fixed link are kept fixed
aside from the Council Tax premium. The model to be estimated therefore has the
form set out in Equation 4.5.

Ur™ = 2™ g(OH)+ 7™ | (4.5)

FixedLink __ . FixedLink-Ferry FixedLink
Up =0 + ¢ h(P)+¢&,

Some use costs associated with travel time differences and the half-hourly headway of

FixedLink ~Fery )

the ferry are included in the intercept term (o, The intercept term

represents the difference in the fixed link and ferry’s ASCs. To estimate the sum of the
risk premium and non-use value these use costs need to be deducted from the value of
the intercept term. Estimates for headway costs are obtained from the local ferry
stated preference design, whilst estimates for the journey time costs are obtained from
the contingent valuation question on journey time.

7 The shortness of each of the crossings meant that it is not possible to offer a ‘fast’
ferry option that would reduce the journey time advantage of the fixed link over the
ferry. In each scenario presented the fixed link therefore has a 15 minute advantage
over the ferry, which broadly comprises of several minutes wait time, several minutes
boarding time (including fare collection) and 7 to 8 minutes crossing time. A fast ferry
may only have reduced this total journey time by ferry by a few minutes. This is
consistent with the ex-ante appraisal of the Berneray Causeway (Halcrow Fox, 1996)
used as a case study in Chapter 9.
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The target range for the marginal values are the same as those used for the local ferry
stated preference design (see Table 4.7), with the addition that the target range for the
risk premium is £41 to £190. Given that the payment vehicle in the fixed link stated
preference survey is annual council tax premiums these target values need adjusting to
an annual basis (to reflect annual use costs). Such an adjustment is presented in
Table 4.11.

Table 4.11: Target range of marginal values - fixed link stated preference game

Valuation

Minimum Maximum
Main survey (annual for 2 return trips per week, 50 week year)
Alternative specific constant (ASC) of fixed £152 £937
link relative to ferry
Operating hours (1hr closed) £4 £116
Main survey (annual for 10 return trips per week, 50 week year)
Alternative specific constant (ASC) of fixed £758 £4,686
link relative to ferry
Operating hours (1hr closed) £21 £578
Main survey (annual for 15 return trips per week, 50 week year)
Alternative specific constant (ASC) of fixed £1,136 £7,029
link relative to ferry
Operating hours (1hr closed) £32 £867

Note: Minimum value of time used is 4.73 p/min/trip; headway 0.16 p/min/trip; operating hours
2.1 p/hr/trip and option value plus non-use value £41 per year. Maximum value of time used is
12.64 p/min/trip; headway 9.3 p/min/trip; operating hours 57.8 p/hr/trip and option value plus
non-use value £190 per year.

An important point emphasised by the lower rows of Table 4.11 is that households with
the same unit values per trip, but exhibiting very different trip making characteristics,
have very different annual valuations. These annual valuations can, for high trip-
making households, be very large. Analysis indicated that to set boundary values to
recover such values would require very high levels of council tax. To ensure a degree
of realism to the survey the council tax premium was limited to a maximum of £1,000.
For all households on Berneray, Eriskay, Scalpay and Vatersay, except two, this would
represent at least a doubling of council tax (e.g. from £750 to £1,750) and for some it

would represent a tripling (e.g. from £455 to £1,455).

The final design is set out in Table 4.12 for each of the 16 stated preference scenarios.
The starting point was a main effects design for two variables with four levels each
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from Kocur et al. (1982 cited in Wardman and Toner, 2004). Such a design requires
16 experiments (stated preference scenarios). As can be seen from Figure 4.8 and
Figure 4.9 the boundary rays are well spread but only really cover the mid and lower
annual values detailed in Table 4.11. It can also be seen that, aside from one
incidence, the hours closed boundary rays do not cross (see Figure 4.9). The lack of
intersecting boundary rays weakens the design in its ability to recover the target values
for hours closed. These two weaknesses are borne out by the simulation results (see
Table 4.13 and Table 4.14) which indicate that the design performs well at recovering
values for the ASC and each hour closed that lie within the middle and lower part of the
target range. However, the design does not appear to be able to recover very low
values for each hour closed (£5 per hour), nor can it recover high values for either the
ASC (greater than £1,200) or each hour closed (greater than £100 per hour). In the
main this is felt to be a consequence of restricting the maximum council tax premium to
£1,000 to maintain realism. It was considered unlikely that many households would
hold such high values for the ASC and each hour closed when considered against net
household incomes and average household expenditure on transport'®. The design
was therefore considered appropriate, but given the potential that a household's
willingness to pay may lie outside the range the design can recover one of the
contingent valuation questions was designed to corroborate the stated preference
results.

'® |n 2005-6 transport comprised 14% of average household expenditure in Britain
(ONS, 2007). For a household with a net income after deductions of £15,000
household expenditure on transport is therefore in the region of £2,100. 45% of
households in Scotland have a net income of £15,000 or less (Scottish Executive, 2007
Table 4.4).
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Table 4.12: Fixed link stated preference game - final design

Fixed link Local ferry
Scenario
Council Tax Opening hours(no.of hours closed)
1 £300 24 hrs (0 hrs)
2 £180 24 hrs (0 hrs)
3 £120 24 hrs (0 hrs)
4 £20 24 hrs (0 hrs)
5 £1,000 6am to 11pm (7 hrs)
6 £800 6am to 11pm (7 hrs)
7 £350 7am to 7pm (12 hrs)
8 £60 24 hrs (0 hrs)
9 £1,000 7am to 7pm (12 hrs)
10 £800 7am to 7pm (12 hrs)
11 £220 24 hrs (0 hrs)
12 £150 7am to 7pm (12 hrs)
13 £600 9am to 5pm (16 hrs)
14 £800 9am to 5pm (16 hrs)
15 £300 9am to 5pm (16 hrs)
16 £100 9am to 5pm (16 hrs)

Note: The fixed link is untolled and 15 minutes quicker than the ferry. There are no vehicle
restrictions on the ferry, no ferry fare and the ferry operates at half hourly intervals.

Figure 4.8: Boundary value ray diagram for the alternative specific constant -
fixed link stated preference game
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Figure 4.9: Boundary value ray diagram for numbers of hours closed - fixed link

stated preference game
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Table 4.13: Recovered value of ASC of fixed link relative to ferry - fixed link

stated preference game

Target value for modal constant of fixed link relative to
ferry (€ per annum per household)
100 400 800 1,200 1,600 2,000
Target value per 5 157 387 824 686 1,140 2,148
hour;closed (£ pert (rerog 164 391 | 890 1,062 1,235 2,854
annum per
household) 50 134 351 762 991 1,645 2,800
100 75 366 896 1,461 1,023 895
200 124 504 Model failed to converge

Note: Recovered values in italics are not significantly different from zero at 5% level
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Table 4.14: Recovered value for each hour closed - fixed link stated preference

game
Target value for modal constant of fixed link relative to
ferry (£ per annum per household)
100 400 800 1,200 1,600 2,000
Target value per 5 3.0 7.4 1.1 58.8 19.3 -38.3
houricloded (£ parsnsag 16.4 183 | 126 17.0 33.6 -16.3
annum per
household) 50 41.6 66.5| 61.9 48.5 71.5 14.3
100 131.8 102.3 84.3 85.9 66.3 78.5
200 158.9 174.9 Model failed to converge

Note: Recovered values in italics are not significantly different from zero at 5% level

Question framing strategy — Fixed link stated preference game

The stated preference questions were presented to respondents in the form of a card
(see Figure 4.10) from which they choose their preferred option. The question was
worded as follows:

I am now going to show you a number of HYPOTHETICAL situations.

I would like you to imagine the situation before the bridge was constructed
but YOUR HOUSEHOLD could choose whether this island was to be
connected to Harris with a FREE ferry or with a bridge'. However, as the
bridge has to be constructed by the local council, council tax must go up to
pay for it.

In each situation | would be grateful if you could choose the transport and
council tax option that YOUR HOUSEHOLD would most prefer.

As with the local ferry stated preference design the final design of 16 questions was
split into four groups of four questions at random. Each set of four questions was
administered to quarter of the sample. A fifth question was added (which was common
across the complete sample). This question attached a low council tax premium to the
fixed link (£0.50 per week) and acted as a dominant choice logic check. Importantly it
also gave householders a means to express their strong approval for the replacement
of the ferry with a fixed link.

'9 Wording varied with island surveyed to reflect whether a bridge or causeway linked it
to the neighbouring island and what that neighbouring island was.
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Figure 4.10: Scalpay Survey Card for Fixed Link versus Ferry Stated Preference

Game
OPTION A OPTION B
(Vehicle Ferry) (Bridge'®)
Funding oy, subs:d:seg)l(hroug igoungl, Constructed by the council
Vehicle size No restrictions No restrictions
Journey time - 15 minutes quicker than ferry
Fares/tolls No fares No tolls
Frequency Half Hourly ---
First ferry:
Opening Hours 7am  7pm 24 hrs
Last ferry:
Existing
Council Tax As existing + £15.38 per week
(£800 per year)
Choose one only A B

Contingent valuation question design

Three contingent valuation questions were included in the questionnaire. The first two
were set within the context of the stated preference games and therefore the answers
could be used to corroborate the stated preference results. The third question related
to the value of a journey time saving. It was necessary to understand the value of time
as this formed one of the elements of user cost comprising the difference in TEV
between the fixed link and the ferry.

A number of different approaches are available for eliciting monetary values with
contingent valuation (for a discussion see Mitchell and Carson, 1989 pp.97-104;
Bateman et al., 2002 pp.135-145). Each approach has its strengths and weaknesses.
The format chosen is an ‘open-ended direct’ question followed up by a question to
determine the reason for any zero response. If respondents have difficulty replying to
the open ended question, as some did in the pilot survey, an iterative bidding approach
starting at bids of £0.50 per week (£26 per year) is adopted. That is the householder is
asked if they would be willing to pay £26 per year, and if they said yes they would be
asked if they would be willing to pay £52 per year, and so on.

The main advantage of using an open-ended direct approach to elicit willingness to pay
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is that it is straight forward and does not provide respondents with cues about what the
value of the change might be. There is no starting point or anchoring bias. Its main
weakness is that it can be difficult for respondents to come up with their true
willingness to pay ‘out of the blue’ for something they are not familiar with valuing. This
can lead to high non-response rates, protest answers, zero answers and outliers. As
the contingent valuation question followed ‘a set of stated preference questions
respondents already have some familiarity with the task at hand. It is therefore felt that
within this context the strengths of the open-ended question outweighed its
weaknesses. Despite the familiarity from the stated preference questions some
respondents experienced difficulty answering the open-ended question, in which case
an iterative bidding game is adopted. This is easy for respondents to answer as it is
similar to the process of an auction.' Its main weakness is in the possibility of starting
point bias occurring. That is the outcome of an iterative bidding game can be heavily
influenced by the starting bid. For this reason the starting bid was very low (£0.50 per
week) to ensure that any value elicited would be a conservative estimate of willingness
to pay. Alternatives to the iterative bidding approach would include the use of a
payment card or ladder or dichotomous choice questions. The iterative bidding
approach was preferred as whilst the payment ladder approach is not subject to
starting point bias it is subject to other biases. These relate to the values presented to
the respondent. This, combined with the fact that the iterative bidding approach was
more efficient for the survey enumerators to implement, meant the iterative bidding
approach was preferred. Dichotomous choice questions are often viewed as being
less open to bias than other types of contingent valuation elicitation approaches. They
do not however provide the same level of information to the analyst as the alternatives,
and it is for this reason that they are not used. Dichotomous choice questions only
indicate whether willingness to pay is higher or lower than the amount presented in the
question, much the same as the stated preference questions. Dichotomous choice
does not therefore indicate maximum willingness to pay (as the other contingent
valuation approaches do). |

A general concern with contingent valuation methods, and stated preference methods
for that matter, is the hypothetical nature of the questions. Unlike real choices there is

no obligation on the respondent to purchase the good. This can lead to study
estimates of willingness to pay that exceed real willingness to pay. This is known as

hypothetical bias. Meta-analysis by List and Gallet (2001) and a review by Harrison

(2006) suggest that this overestimation occurs quite frequently. Two basic approaches
have evolved to address the bias: these are known as ‘cheap talk’ and ‘certainty’. In
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the cheap talk approach respondents are read a script advising them of the potential
biases that may occur. In the certainty approach a simple follow-up question is asked
regarding how certain a respondent is that they would purchase the good at the price
quoted — once they have expressed either their choice (in a stated preference
question) or expressed their willingness to pay. Blumenshein et al. (2008) suggest that
the certainty approach removes hypothetical bias, but that the cheap talk approach
does not. Both methods are still quite experimental and represent ongoing research
areas. Given that the main focus of the work is on the use of stated choice methods in
a little researched area, rather than the enhancement of the stated choice methods per
se, neither approach was adopted on grounds of complexity. Hypothetical bias may
therefore be present in the results. To ensure that hypothetical bias is minimised
survey enumerators are briefed to impress on respondents that extra council tax is a
~ household expense, additional to existing household expenditure and would not be
accompanied by a corresponding increase in income (e.g. pensions). The effect of
hypothetical bias on estimates derived in this study represents an area for future
research’.

Contingent valuation question framing

For the fixed link and local ferry contingent valuation questions the scenarios were
presented to respondents in the form of a card, that had exactly the same design as
the stated preference questions (see Figure 4.10). The value of time question was only
asked orally. No card was given to support the value of time question, due to the
relatively simple nature of the scenario considered compared to the local ferry and
fixed link scenarios. The precise wording of the three contingent valuation questions is
set out below.

LOCAL FERRY CONTINGENT VALUATION QUESTION

I would now like to find out what the maximum amount YOUR
HOUSEHOLD would be willing-to-pay in ADDITIONAL council tax if this
island had a ferry linking it to Harris and that ferry service was improved.

If the island had a free ferry operating for 12 hrs (from 7am to 7pm) at a half
hourly frequency, but through additional council tax contributions the
service could be extended to 24 hrs. However to extend the hours of the
ferry would require an increase in the subsidy from the council, therefore
Council Tax would have to go up.
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How much more Council Tax would you be willing-to-pay for such an

improvement to the ferry service?

FIXED LINK CONTINGENT VALUATION QUESTION

| would now like to find out what the maximum amount YOUR
HOUSEHOLD would be willing-to-pay in ADDITIONAL council tax if this
island had a free 24 hour ferry with a half hourly frequency, but through
additional council tax contributions a bridge could be constructed. The
increase in council tax would fund construction of the bridge.

How much more Council Tax would you be willing-to-pay to have a bridge
constructed if it was to replace a free 24 hour ferry service with a half hourly

frequency?

VALUE OF TIME CONTINGENT VALUATION QUESTION

The value of time contingent valuation question was set within the context of the road
either side of the fixed link being upgraded to deliver between a 10 and 20 minute time
saving over a return trip between the householder’s island and the nearest service

centre on the neighbouring island?.

I would now like you to imagine a situation in which the road either side of
the bridge had been improved at the same time that the bridge had been
built. A return trip to Tarbet would have been 15 minutes quicker than it is
today (i.e. 7.5 minutes quicker each way).

If such a road improvement was funded through Council Tax what would be
the maximum amount YOUR HOUSEHOLD would be willing-to-pay in
ADDITIONAL council tax.

Household survey background questions

The background information collected in the household survey includes household car
ownership, income, composition, the number and purpose of trips made by each
member of the household over the fixed link in the previous week, and whether the
household had experience of living on the island without a bridge. This data was

20 10 minute return time saving for Eriskay and Vatersay, 15 minutes for Scalpay and
20 minutes Berneray.
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collected as it was thought these characteristics would affect the valuation a household
may place on the fixed link. Ideally, a travel diary as utilised by Bristow et al. and
Crockett would have been included, however, interview time constraints precluded this.
Instead only the number of trips over the fixed link in the last week by each household
member and trip purpose were collected. Data on pre-fixed link behaviour was not
collected as SQW, in their 2004 survey of Scalpay and Berneray residents, found that
the elapsed time between construction of the link meant that many households had
difficulty re-collecting pre-fixed link behaviour. The downside of not collecting travel
diary information or pre-fixed link crossing trip data is that no information is available on
origins, destinations and trip durations of current trips and pre-fixed link trips — a point
that will be returned to when interpreting the model estimations. A question on the time
saving between the ferry and the fixed link was dropped from the final questionnaire
after being tested in the pilot survey. The reason for this is that it produced a wide
variation in responses, and the data was not needed in the model estimation process.
Aside from that the pilot survey did not identify any other issues with the formulation of
the background questions.

4.4 Survey administration

Passengers were intercepted on board the Sound of Harris and Sound of Barra ferries
and householders were interviewed over a three week period between April 12th 2005
and May 4th 2005. Four survey enumerators were used, two were locally based on the
islands and two travelled out from the mainland. Three were briefed by myself and the
fourth was briefed by one of the interviewers. Table 4.15 and Table 4.16 present a
summary of the number of interviews completed, the target number of interviews and,
for the inter-island ferry survey, the days of the week on which the interviews took
place.

Table 4.15: Inter-Island Ferry survey schedule and returns

Route Days surveyed Interviews Target
: completed
Sound of Barra Wednesday, Sunday, Monday Al -
(bank holiday) (3 days)
Sound of Harris Tuesday * 2, Saturday *2, 172 -
Wednesday (5 days)
Total 4 weekdays, 4 weekend days 243 80
(incl. 1 Bank Holiday Monday)

Note: All interviews undertaken between April 12th 2005 and May 4th 2005
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Table 4.16: Household survey schedule and returns

Island Interviews Target
completed

Scalpay 70 70

Berneray 33 34

Eriskay 28 33

Vatersay 18 18

Total 149 155

Note: All interviews undertaken between April 12th 2005 and May 4th 2005

The inter-island ferry received a much better completion rate than had been
anticipated. Furthermore no problems were experienced during the survey. The
following chapter, Chapter 5, describes the analysis of the inter-island ferry survey data

and presents the surveys findings.

A target of 155 households was set for the household surveys — which is approximately
half the total number of households on the islands of Berneray, Eriskay, Scalpay and
Vatersay. On the basis that it would not be possible to obtain a response from all
households approached, all households on the island were included in the sampling
strategy. The survey enumerators were therefore issued with a local map and address
list (derived from the council tax register) and proceeded door-to-door on each island.
The household surveys achieved a slightly lower completion rate than was initially
targeted. This was due to problems experienced on Eriskay. On Eriskay a lot of the
ferry alternatives were considered unrealistic by respondents due to the presence of
skerries and reefs. These sea hazards restrict the operating hours and type of vessel
used for any ferry service. This has a detrimental effect on the data from Eriskay as
discussed in Chapter 6 — which presents the findings of the household survey.
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5 INTER-ISLAND FERRY ANALYSIS

5.1 Introduction

The focus of this chapter is scheduling costs for long duration trips which include a
journey on a low frequency ferry. Scheduling costs, the costs that travel constraints
place on activity schedules, are of great interest as they are additional to user benefits
in a transport cost benefit analysis (see Chapter 2). If scheduling costs are found to be
significant, this research has important implications for not only appraisals of

enhancements to the services surveyed but also to other ferry services in Scotland.

The surveyed Sound of Harris and Sound of Barra ferry services (see Figure 1.2 and
Figure 4.1 for the locations) are themselves not particularly long (1 hour and 40
minutes respectively), but the types of journeys that utilise them have long durations.
The long durations arise as a consequence of the main population and service centres
being distant from the ferry end points, dispersed populations in general, and high fare
costs (typically £50 return for a car). A priori there is an expectation that scheduling
costs for long duration trips will differ from local trips. This is because for long duration
trips the day’s activities focus around travel. Compared to local trips this leads to a
larger degree of flexibility in departure time choice (i.e. lower valuations of
headway/frequency) and less need for late night or early morning sailings - as the trip
is timetabled for the middle of the day. For day return trips (e.g. a business trip) overly
restrictive operating hours may prevent the possibility of completing the trip in a day
therefore some sensitivity to opening hours is expected.

The uniqueness of the analysis presented here arises from the focus on low
frequencies (long headways) and restrictive hours of operation as perceived by
travellers making trips of a long duration. The Sound of Harris service in the summer
has either 3 or 4 sailings a day (dependent on the day of the week) over an 11 hour
day, whilst in the winter it has 2 sailings a day over a 6 hour day. That is headways of
around 3 hours. The Sound of Barra service on the other hand has 5 sailings a day in
the summer and 4 in the winter and operates over an 11 hour day in the summer and
slightly less in the winter. That is headways are around 2.5 hours. The ferries are
small. The ferry that serves the Sound of Harris (see Figure 5.1) has a capacity of 36
cars, whilst that which serves the Sound of Barra (see Figure 5.2) has a capacity of 18
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cars. Total patronage on the routes in 2004 (the year before the survey) was 51,800
passengers on the Sound of Harris route and 38,700 on the Sound of Barra route. The
majority of this demand occurs in the summer months. Travellers were interviewed in
April and May (i.e. when the ferries were operating on the summer timetable and when

patronage was picking up after the winter).

Figure 5.1: Sound of Harris ferry (the Loch Portain)

Figure 5.2: Sound of Barra ferry (the Loch Bhrusda)

| FOOT PASSENGERS HAVEL™
~ RIGHT OF WAY WHEN

_EMBARKING FERRY
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A self-completion questionnaire was issued to travellers on each of the ferry services.
The stated preference scenarios presented travellers with ferry services that had
headways ranging from 1 hour to 4 hours and operating hours from 9am to 5pm to 24
hours. The design of the stated preference questions (SP) has been presented and
discussed in the preceding chapter, Chapter 4. The survey also complements the
household survey which looks at scheduling costs for local trips, the analysis of which
is presented in the following chapter, Chapter 6.

This chapter is structured in the following manner. After this introductory section, the
second section describes the dataset collected. The third section presents the
econometric models estimated and discusses the evidence on the distribution of
willingness to pay. The estimation strategy and results are presented in the fourth and
fifth sections respectively, whilst the final section discusses these results in the context
of cost-benefit analysis in sparse networks.

5.2 The dataset

252 inter-island ferry questionnaires were returned by respondents, of which 70% were
collected from users of the Sound of Harris ferry and 30% from the Sound of Barra
ferry. This places a slightly greater weight in the sample on Sound of Harris users as
2004 annual patronage data indicates a 60:40 split between the two ferry services
(Reference, 2006 Table 3.25). 77% of the returned questionnaires were from the
car/LGV passenger questionnaire, 16% from foot/cycling/bus ferry passenger
questionnaire and 7% from HGV ferry passenger questionnaire. These ratios are
- consistent with annual patronage data for the Sound of Harris ferry where commercial
vehicle volumes are 11% of car/LGV volumes (Grangeston Economics, 2003 Table
2.7).

The sample also reflects national evidence that men travel more than women, working
age adults travel more than children and retired people and those with high incomes
travel more than those with lower incomes. This is because in the sample two thirds of
respondents are male, whereas women form 51% of the population in the Outer
Hebrides (GROS, 2008 Table UV03). Two thirds of respondents are also between the
ages of 36 and 65 years old, whilst this group only comprises 52% of adults in the
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Outer Hebrides (GROS, 2008 Table UV04). The median income group?' in the sample
is £21,000 to £35,000 (gross annual household income). This is higher than the
median household incomes reported in the household survey (see Chapter 6) and also
impliés a net (after tax) household income greater than the median for the Outer
Hebrides (£13, 026)%.

39% of those interviewed are travelling for work (employers’ business), whilst 24% of
respondents are on holiday. The remaining 37% are travelling for other non-work
purposes. The high proportion of business traffic and the low proportion of commuting
traffic (4%) are indicative of the strategic function of the ferry routes®. Annual
patronage figures for the Sound of Harris suggest that visitor traffic (i.e. holiday traffic)
forms 50% of all vehicle trips (Grangeston Economics, 2003 Table 2.13). The sample
therefore under represents this segment of demand. Primarily this is a consequence of
the surveys being undertaken in late April and early May when the majority of the
holiday traffic occurs in the summer months. Even so, at 24% of responses holiday
traffic forms a sizeable proportion of the sample and is sufficient to allow tests
examining whether such traffic holds different marginal valuations from other types of
traffic. The relative proportions between business and other non-work traffic (51:49) in
the sample are similar to those found for the Sound of Harris (64:36) by Grangeston
Economics in 2003 though the business proportion is lower. This is re-assuring as it
suggests that there is no bias in the sample between business and other non-work
journey purposes.

Facts that once again emphasise the strategic and long distance nature of the ferry is
that almost two thirds of respondents (63%) are spending 1 or more nights away from
home, and frequency of use by users is low. For example for all the holiday makers
this ferry trip was the first time they had travelled on either the Sound of Barra or Sound
of Harris ferry, whilst for the business travellers and the other non-work travellers just
under half use the ferries less than once a month.

The maijority of respondents (84%) planned their own journey, rather than having

2 Just over 20% of respondents withheld their income.

22 Source: 2003/4 Scottish Household Survey variable annetinc (MORI Scotland et al.
2005 v

2 Ac)ross the UK an average 13% of car traffic is business traffic and 25% is
commuting traffic(DfT, 2007b Table 7). On the Skye Bridge 18% of total vehiclular
traffic (including goods vehicles) is on employers business whilst just over 80% of
vehicles are making non-work trips (DHC, 2007 Appendix C).
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someone else plan it for them (e.g. work or a relative). This would suggest that
respondents are capable of treating the stated preference elements of the
questionnaire seriously. Almost all business travellers had their ticket paid for by their
employer, whilst 25% of non-work travellers had their ticket paid for by someone else.
This was usually the employer (for commute trips), family and friends, or the council
(for concessionary travel). In the econometric analysis it is therefore important to
examine whether those who do not have to pay the ferry fare themselves have a
different attitude to cost.

Despite the ferries on the respective crossings having a relatively low frequency (every
3 hours) 80% of respondents were able to plan their trip around this and did not
experience inconvenience in making their trip. A reflection of this is that only 11% of
respondents indicate they would change the number of nights spent away from home if
a more ‘ideal’ timetable was available?®. This is consistent with the a priori view that
the journey the travellers are undertaking forms the major activity of the day and there
therefore exists some flexibility in departure times. A comparison might be an air trip
from a mainland location to central Europe.

With eight SP questions per questionnaire and 252 returned questionnaires a potential
2,016 responses to SP scenarios exist. Data cleaning however reduces this by 382 to
1,634. Data is excluded where:

Step 1: No response to SP question. This is because the reason for the non-
response cannot be determined. A valid reason for non-response would be
that both ferry services offer equal value, however, as other reasons include
not taking the survey seriously, these responses are excluded.

Step 2: Respondent was a minor (under 18 years old). The reason for this is that the
analysis is focussed on adults.

Step 3: Respondent qualified for a concessionary fare (free travel for OAPs) and the
two ferry fares in the SP scenario differed. This is because OAPs only get
free ferry travel for a limited number of ferry trips. It is uncertain whether the
respondent was travelling for free or had paid for their trip. This meant that
only responses where the two ferries in the SP scenario differed in service
quality only (no difference in ferry fare) are included in the analysis.

Step 4: Group size is equal to or more than 5 (in adult fare equivalents: under § yrs

2 poor timetabling can mean that some travellers spend less or more time (including
nights away from home) at their destination than they would wish in an ideal world.
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old free, other children half price). This is because such parties include
organised groups such as local football teams and school trips travelling by
minibus. Such groups along with organised tour parties might be expected
to behave differently from adult and family groups or business traffic — the
focus of the analysis. Organised tour parties were not issued with

questionnaires.

Table 5.1 summarises the number of cases excluded by each of these steps.

Table 5.1: Inter-island ferry dataset cleaning

Criteria for exclusion Number of | Number of
cases cases

excluded remaining

Total number of cases --- 2,016

Step 1: Noresponse to SP question 203 ---

Step 2: Respondent was a minor (under 18 years old) 16 -

Step 3: Respondent qualified for a concessionary fare (free 67

travel for OAPs) and the two ferry fares in the SP scenario

differed.

Step 4: Group size equal to or more than 5 (in adult fare 96 -

equivalents: under 5 yrs old free, other children half price)

Total cases excluded 382 -

Total cases remaining -- 1,634

Note: coach tour parties and pre-paid excursions are excluded from survey at outset.

Analysis of the SP responses indicates that 9 respondents (of the 252) choose the
same ferry option in all 8 scenarios (e.g. Ferry A), whilst a further 10 choose the
cheapest option (i.e. the lowest quality ferry) in each scenario and another 6 choose
the most expensive option in each scenario (i.e. the highest quality ferry). The
responses from these ‘non-traders’ (comprising 10% of the sample) are included in the
model estimation. This is because they could be perfectly valid responses, albeit those
who choose the same ferry option have not provided fully consistent responses
between SP scenarios. Respondents are also included in the model estimation when
the ticket price paid is significantly different from the prices faced in the SP scenarios
and when better ferry times would mean a change in the number of nights spent away
from home.

To ensure that these respondents do not bias the model estimation process the models
are firstly estimated including and excluding non-traders, and model structures that

allow these respondents to hold different marginal utilities from other respondents are
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examined.

Table 5.2 gives further reassurance regarding the success of the survey, in that there is
generally a good spread of respondents choosing either Ferry A or Ferry B in the
stated preference (SP) scenarios. Neither ferry dominated the responses. This is
good as it suggests that the design was successful in allowing people to trade between
the lower cost alternative (usually Ferry A) and the alternative with the better service
quality but higher cost (usually Ferry B). By comparing Table 5.2(a) and Table 5.2(b) it
can also be seen that respondents travelling during the course of work typically prefer
the ferry alternative with the better quality (and higher fare) than non-work travellers.
This is expected as business travellers typically have higher marginal valuations of time

and headway.

Table 5.2: Responses to stated preference questions

(a) By those travelling in the course of work

SP Percentage of respondents choosing Percentage of returned
Question Ferry A Ferry B questionnaires where question
was not answered

Qu. 1 36% 64% 4%

Qu. 2 30% 70% 9%

Qu. 3 65% 35% 9%

Qu. 4 52% 48% 6%

Qu. 5 56% 44% 9%

Qu. 6 30% 70% 9%

Qu.7 70% 30% 9%

Qu. 8 50% 50% 11%

Qu. 9 27% 73% 2%

Qu. 10 25% 75% 2%

Qu. 11 40% 60% 4%

Qu. 12 52% 48% 4%

Qu. 13 12% 88% 4%

Qu. 14 16% 84% 6%

Qu. 15 60% 40% 4%

Qu. 16 44% 56% 4%

Average 41% 59% 6%

Shaded cell identifies cheapest ferry option
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(b) By those travelling for non-work purposes

SP Percentage of respondents choosing Percent.age of returned
Question Ferry A Ferry B questl?ﬂr;nsa:::a\:l‘lgsvreer::estlon
Qu.1 27% 73% 9%

Qu. 2 45% 55% 10%

Qu. 3 64% 36% 9%

Qu. 4 66% 34% 13%

Qu. 5 45% 55% 13%

Qu. 6 25% 75% 13%

Qu.7 75% 25% 12%

Qu. 8 43% 57% 12%

Qu. 9 32% 68% 13%

Qu. 10 22% 78% 18%

Qu. 11 77% 23% 14%

Qu. 12 81% 19% 17%

Qu. 13 23% 77% 14%

Qu. 14 7% 93% 14%

Qu. 15 90% 10% 14%

Qu. 16 82% 18% 20%

Average 50% 50% 13%

Shaded cell identifies cheapest ferry option

5.3 The econometric model and the distribution of willingness to pay

Discrete choice models based in random utility theory are the dominant model form
used to explain travel choices within the transport economic literature. Following Train
(2003 Chapters 3 and 6), Hensher and Greene (2003) and Cirillo and Axhausen (2006)
the properties of these models with reference to their application to these data are
briefly recalled.

Within random utility models the utility (U,;) derived by an individual q from travel
alternative / comprises of an observed component V,;and an unobserved term ¢, as

follows:

U,=V, +¢

qi qi qi (5.1)

where V; = Q X,
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and x, are observable variables that characterise the individual q and alternative /,

whilst Q is a vector of parameters relating these variables for individual q .

A central tenet of the random utility model is that the probability of an individual q
choosing alternative i from j alternatives is equal to the probability that utility / is

greater than that of the alternatives j (as in equation 5.2):
P, =Prob(\V, +e,)> WV, +&4)) forall j, j#i (5.2)

By assuming that &, is independently and identically distributed (/ID) with a type |
extreme value (Weibull) distribution the probability P, that individual g will choose

alternative i from j alternatives is:

Vii
e’
P. =

qi Zevq,.
J

This is the choice probability of the multinomial logit (MNL) model. For the present
context a number of attributes of the data give rise to three limitations to this model
form:

(i) As each respondent answers eight different SP questions, the unobserved

elements of each respondents utility (i.e. the £, ) are correlated. This is known as

the problem of repeated choices and violates the MNL condition of independence

between cases. Correlations in £, between cases bias the standard errors of the

coefficients downwards in an MNL, giving a false impression of the significance of
the estimated parameters.

(i) Different respondents hold different marginal utilities for the attributes. Such taste
variation can, in an MNL model, only be represented in a deterministic manner. An
MNL model can for example reflect differences in the mean marginal utilities of
different attributes by socio-economic category, but not the distribution of those
marginal utilities.

(iii) The data derives from three questionnaire types (car/LGV, foot and HGV) and as a

consequence it is possible that the error variance in each of the datasets (¢, ) will

have a different scale. For a joint estimation using all the datasets this violates the
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MNL condition of homoscedasticity (identical variance) in all & .

A mixed logit (MXL) model resolves the first two of the identified problems associated
with repeated choices and taste variation (Train, 2003 Chapter 6). Mixed logit models
of course bring their own challenges, as will be discussed below. The innovation of the

MXL model is that the observed component of utility V,; (in equation 5.1) is assumed to

have a distribution as expressed in equation 5.4.

Uy =V, (Q)+e, (5.4)

where V,,(Q)=Q', x,;

and the Q', parameters vary over individuals with density m(Q).

The third problem of merging data with different error variances (i.e. hetroskedastic
data) in a joint estimation can be resolved by using a nested logit model structure but
with single alternative nests (Bradley and Daly, 1997). This ‘trick’ uses the estimated

nest coefficient () to scale utility (i.e. the coefficients and £, ) to a common base. For

the joint estimation of data from multiple questionnaire types, a base questionnaire is
therefore chosen and each alternative from the other questionnaires is given its own
nest. The nest coefficient (8) is common to each alternative from the same
questionnaire. For the present context this means that respondents to each of the
three questionnaires (car/LGV, foot and HGV) choosing between the alternatives Ferry
A and Ferry B, gives four lower nests and two nest scaling coefficients (Bcamgv and
Bnav) (see Figure 5.3).

The MXL can approximate any random utility model including the nested logit (Train,
2003 Chapter 6). The Bradley and Daly (1997) scaling ‘trick' to merge different
datasets can therefore be employed in a MXL model. To approximate a nested logit
the error components interpretation of the MXL model is adopted. In the context of the
application of the Bradley and Daly trick to this study a dummy variable for each of the
four ‘nested’ alternatives is introduced to the estimation. Within the MXL estimation
each nest dummy variable is treated as random with a normal distribution of mean zero

and a standard deviation o, (where n is the nest). For alternatives deriving from the

same questionnaire o, is forced to be equal during the estimation. In this application



95

therefore o, =0, and o3 =0y.

Figure 5.3: Model structure for the merging of data from the foot, car/LGV, and
HGV questionnaires

Ferry Arot  Ferry Broat BcarLev Bcarmav Bhav Ohov

Ferry Acancv Ferry Bcangv  Ferry Augy  Ferry Bugy

Nest 1 Nest 2 Nest 3 Nest 4

Within such a MXL model o, is the ‘scale’ parameter. This scale parameter is not

directly comparable with the Bradley and Daly scale parameter (8). To reconcile the
two?, following Batley, Toner and Knight (2004), the relationships developed by Ben-
Akiva and Lerman (1985 pp.289-290) between correlation between alternatives within
a nest and the nest coefficient can be utilised?®. The relationship is:

6 =,1-Corr(U,.Uy) (5.5)

where Corr(Uq,,Uq,) is the correlation between the utility U for individual g of any two

alternatives i and j in nest n and is given by:

%5 1t is desirable to reconcile the MXL scale factor (o, ) and the Bradley and Daly scale

factor (8) as the Bradley and Daly scale factor is much easier to interpret. If 6 is unity
there is no scale difference between the different datasets.

%8 1t should be noted that within this application no statistical or economic meaning
should be attached to the correlation term in the Ben-Akiva and Lerman relationship.
This is because correlation between alternatives within a single alternative nest is
nonsensical. In this application the Ben-Akiva and Lerman relationship is just the
medium through which the MXL scale factor (o,) and the Bradley and Daly scale

factor (8) can be compared.
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Corr{Uy,Uy )= (5.6)

o;
¢ — 2/
o+ ”%
The final requirement for the employment of the Bradley and Daly trick in a MXL model

is to identify the dataset with the lowest |ID extreme error variance. This is because

the MXL scale factor (o, ) can only scale error variance downwards. The dataset with

the lowest error variance forms the ‘base’ with the alternatives from the other datasets

forming the nests.

In estimating a MXL model there is a tremendous scope for interpretation by the
analyst. ‘The analyst has to choose the number of parameters that are allowed to have
taste variation, the distributions assumed for these parameters and choose a preferred
model from the several estimated. Whilst the analyst can systematically vary the
model structure to test for taste variation on different parameters and which parameters
have the most explanatory power, the lack of overall measures of goodness of fit for
mixed logit models (Hess, Bierlaire and Polak, 2005; Hollander, 2006) make choosing
the distribution function for taste variation difficult.

The use of easily tractable distributions, such as the normal, can lead to significant
proportions of the population being attributed a marginal utility with a counter-intuitive
sign (e.g. positive for travel time). The normal distribution is also one of a class of
distributions that are unbounded. That is, there is no limit to the size of the marginal
utility of the attribute for which taste variation is to be estimated. Such properties are
not particularly desirable in a model both from a theoretical and a practical perspective.
For example, micro-economic theory indicates that travel time has a zero or negative
marginal utility as it is either a leisure activity or an intermediate activity (for non-work
travellers) and is as productive, or less productive, than normal work time (for business
travellers). Hess, Bierlaire and Polak (2005) therefore strongly argue that negative
marginal values of travel time are inconsistent with theory and primarily arise through
model mis-specification. This mis-specification may of course result from a lack of
explanatory power in the data. For example it may be difficult to separate out positive
travel-experience attributes from that of travel time when the two are highly correlated.
Unbounded distributions can also give rise to very large estimates of average marginal
values. For example Cirillo and Axhausen (2006) find that a log-normal distribution
(which is bounded at zero but unbounded in the positive tail) gives a mean between §
and 6 times the size of the median value for travel time savings. Such a large
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discrepancy is problematic in a practical sense and also raises the question as to
whether the nature of the distribution assumed can lead to mis-leading results -
something Hess, Bierlaire and Polak (2005) argue it can.

The assertion that travel time cannot have a positive marginal utility, in the short term,
has been challenged by Cirillo and Axhausen (2006). In the long term they argue that
the time constraint will always bind and long run marginal utilities of travel time will be
negative. In the short term the time constraint is unlikely to bind. This is because
activity schedules are not optimised and “there is a large amount of buffer time and
spontaneous activity performance in many persons’ days” (Cirillo and Axhausen, 2006
p.445). This would suggest at the minimum that a large number of people may have a
zero marginal utility of travel time. Positive marginal utilities could also occur in the
short term if a traveller wished to extend their journey because they “enjoyed the
conversation with the passenger, liked cycling in the sun, dreaded the activity waiting at
the end of the walk” (Cirillo and Axhausen, 2006 p.445) or had a bad day at the office
and needed more journey time to ‘unwind’. Strictly speaking this is a confounding of
the travel experience attribute with the travel time attribute. However, in these
instances the travel experience attribute is unobserved and positive utilities for the time
attribute can result from the model estimation.

These arguments illustrate that the choice of the distribution function is not simple, nor
with the potential presence of mass points at zero will it naturally coincide with a
relatively easy to estimate classic distribution function such as the normal, log-normal,
uniform or triangular. A mass point in this context can be thought of as an inflated
probability of zero. Furthermore if fitting such a distribution function to a dataset, with
say a mass point at zero, standard measures of overall model fit = such as maximum
likelihood value — are not necessarily good indicators with which to choose between
different model forms (Hess, Bierlaire and Polak, 2005; Hollander, 2006). Choice of
model form therefore needs to be supported by a careful argument supporting the
theoretical and behavioural rationale for the distribution function used. Endogenous to
the problem of choosing the distribution function and choosing between model forms is
the choice as to which attributes to assign taste variation to. The identification of
parameters exhibiting taste variation is an empirical matter, but the endogeneity of the
problem means it is also dependent on the choice of model form and the choice of the
distribution function. At the limit model identification issues can also imply restrictions
on the number of parameters that can be specified as random. A comprehensive
analysis of potential model variants is therefore also needed to support the choice of



98

the preferred MXL model.

In the present context respondents make choices between two ferry services based on
differences in three attributes fare, headway and operating hours. From a theoretical
perspective any distribution for the marginal utility of cost is expected to give a
distribution function that is always negative. A model that has positive marginal utilities
of cost would imply that all else being equal respondents would always choose the high
cost alternative despite the same service being available at a lower cost. This is
implausible for rational acting economic agents as the difference in fare between the
high and low cost alternatives represents an income loss if the high cost alternative is
chosen. From theory therefore the maximum value that the cost parameter can take is
zero.

A similar argument can be extended to the attributes headway and operating hours.
The shorter the ferry headways are and the longer the operating day is the more
flexibility there is for travellers to arrange activities in a manner that increases utility.
The attributes headway and operating hours, however, differ from the cost attribute in
two ways. Firstly there is very probably a large body of travellers for whom changes in
headway or operating hours make little or no impact on their activity schedule due to
for example the existence of buffer time. Indirect evidence for the existence of this
body of travellers in the survey sample can be found by analysing the response to ideal
departure times. 80% of travellers indicated that ferry departure times on the outward
and return legs are ‘ideal’. Given the low headways (around 3 hours) and restricted
operating hours of the services, it seems unlikely that for 80% of respondents ferry
departure times happen to coincide with the travellers’ first choice departure time.
Instead it is more likely that the ferry departure time does not inconvenience the
travellers, as they either have flexible activity schedules or have a significant amount of
buffer time between activities — both of which are quite plausible within the context of a
long distance trip. The existence of such a group of travellers implies a mass point at
or close to zero in the distribution function for the marginal utilities of headway and
operating hours.

Secondly, improvements in headway and operating hours may combine in such a way
as to make the ferry departure time less convenient. This could mean that for some
travellers a counter-intuitive positive utility is associated with an increase in headway or
a reduction in operating hours. That is the distribution function would include both
positive and negative elements. Deriving positive utility from a reduction in headway or
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operating hours may seem counter-intuitive but can be easily illustrated with an
example. A headway of four hours on a 12 hour operating day (from 7am to 7pm)
would give morning departures for the Sound of Harris ferry from Leverburgh at 7am
and 11am. The 11am departure would fit perfectly with leaving Stornoway (the main
town on the Isle of Lewis) by car at 8am. W.ithout introducing a second boat a
reduction in headway to three hours would mean that the ferry would leave Leverburgh
at 10am, requiring the traveller to leave Stornoway at the less desirable time of 8am.
Alternatively the traveller could try and fill their time at the office or at home and leave
Stornoway at 11am to catch the next ferry at 1pm. This could be even more
inconvenient. It is therefore possible that increases in frequency (and a lengthening of
operating hours) will, for some trips, combine in such a manner that the resulting ferry
timetable is less convenient. The proportion of users that this situation is expected to
apply to is felt to be low for the reasons outlined in the previous paragraph.

The SP design allows a deeper analysis to be undertaken on the distribution of the
willingness to pay. In the SP design there are four questions in which respondents are
faced with a choice between ferries with the same operating hours but different
headways and fares. Similarly, there are four questions where headways are common
between the services but operating hours and fares differ. These eight SP questions
therefore provide four fixed boundary values for the headway and operating hours
attributes. Analysing the response to each question in turn allows the proportion of the
sample with a marginal value of headway (or operating hours) above or below the
boundary value to be identified. This is a form of ‘bin’ analysis (Fowkes, 2000). If the
respondent chooses the cheapest ferry their marginal value of headway (or operating
hours) lies below the boundary value, whilst if they choose the more expensive option it
is equal to or above the boundary value.

Table 5.3(a) and (b) present this analysis. These tables indicate the median value of
headway lies between 2.78p and 8.3p per minute, whilst the median value of operating
hours lies between 8.3p and 41.7p per hour closed (for respondents to the car/LGV
questionnaire). A significant proportion of respondents have values of headway (26%)
and operating hours (44%) below the lowest boundary value?’. These proportions
imply the existence of a large mass point at or close to zero, or a reasonable sized
proportion of respondents holding a positive utility to a worsening in headway and

27 The exclusion of those who always choose the cheapest ferry service, the most
expensive service, ferry service 1 or ferry service 2 from this analysis does not alter
these proportions by more than 2 percentage points.
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hours closed. As discussed earlier 80% of respondents who indicate that existing ferry
times are ideal is taken to imply that they are not inconvenienced by the existing ferry
timetable, rather than implying any change in the existing timetable would have a
negative impact on them. The large percentage of the willingness to pay distribution
below the lowest boundary value is therefore felt to arise principally through the
existence of a large number of values at or close to zero, though it is expected that for
a small proportion of the sample for whom a change in departure time will cause

inconvenience negative willingness to pay will also exist.

Table 5.3: Distribution of willingness to pay for changes in headway and
operating hours (boundary value bin analysis for cars/van)
(a) Headway

Bin for marginal value of Proportion of Cumulative

headway (H) (p/min) sample frequency
H<0.56 26% 26%
0.56<H<1.82 3% 29%
1.82<H<2.78 6% 35%
2.78<H<8.30 38% 73%
8.30=sH 27% 100%

Notes: Shaded row indicates bin holding the median value

(b) Operating hours

Bin for marginal value of Proportion of Cumulative
operating hours (OH) sample frequency
(p/hour)
OH< 8.3 44% 44%
8.3sOH< 41.7 17% 60%
41.7=s0H<137.5 3% 64%
137.5s0H<214.3 26% 90%
214.3<0OH 10% 100%

Notes: Shaded row indicates bin holding the median value

Unfortunately it is not possible with the evidence available to state categorically the
proportion of the distribution that has a negative willingness to pay for an improvement
in operating hours and headway and the proportion that has a zero willingness to pay.
The existence and relative size of these two categories of traveller is important to the
shape of the willingness to pay distribution, as illustrated in Figure 5.4(a) and (b) for
headway. In Figure 5.4(a) the 25% of the distribution that lies below the lowest
boundary value (0.56p/min) has been distributed uniformly between 0.56p/min
and -10p/min). The overall distribution looks well behaved and can therefore be
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approximated by a symmetrical or asymmetrical distribution based on say the triangular

Figure 5.4: Probability distribution function of willingness to pay for headway
(boundary value bin analysis for cars/van)

(a) Assuming distribution bounded at -10p/min and 15p/min
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or normal distributions. This contrasts with the distribution illustrated in Figure 5.4(b)
which is bounded at zero. Here a large spike encompassing 25% of the observations
exists at or close to zero. Clearly potential distributions for the survey data
intermediate to those illustrated in Figure 5.4(a) and (b) could also exist.

5.4 Estimation strategy

MNL models are estimated to the data in the first instance before any MXL model
estimation is attempted. This is for a number of reasons, but primarily because the
MXL is a complex and onerous model to estimate. Unlike the MNL model the
maximum likelihood function for a MXL model does not have a closed form and
therefore has to be maximiséd through simulation. Computationally this is more time
consuming than the direct estimation of an MNL model. This combined with the need
to examine the impact of different distribution functions make the MXL an even more
complex model to estimate. Most authors therefore recommend estimating an MNL
model first and using this as' a starting point for the estimation of the MXL - including
using the MNL parameter estimates as a starting point. An MNL model also acts as a
useful bénchmark against which the MXL model can be compared. Confirmation that
the MXL model estimation process is functioning as expected is obtained by estimating
-~ an MXL model with all pararﬁeters fixed (i.e. non-random) and comparing it to an MNL
model.

Equation 4.1 in chapter 4 defines the utility function for the two ferry services used in
the SP question design. This equation is not identified for the choice context of the SP
questions due to the presence of the constant «, in the utility function of each ferry

alternative. Given the interest is in the difference in utility between the two ferry
services, for model estimation purposes this equation can be adjusted by subtracting
the constant from both utility functions to give an identified model. Following the
notation introduced in equation 5.1 the identified model has the form set out in equation
5.7. The adjustment preserves the difference in utility between the two ferry services

(I e. U ferry U ferry =V ferry -V ferry

atory2 = Ygramyz = Vasery2 o temy2 ) DUt does not allow an estimate of the utility for

each ferry service to be made.

VA = B H{H) + 2™ (OH) + 6™ (P) (5.7)

q.ferryt —

Vi 2 = ,B"’””f(H) kv g(OH) + g™ h(P)
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where:
ferry  _ ferry

Uq‘feny1 =0 + vq,ferry1 + £q.feny1 (58)
forry _ ferry

Uq.ferryz =y + Vq,fenyz + £q.ferry2

A number of different functional forms for headway f(H) and operating hours g(H) can

be envisaged. These give rise to range of possible model structures that include both

linear and non-linear models.

As reasoned above MNL models are estimated before estimating MXL models. The

first MNL models to be estimated are linear in headway and operating hours and do not

include any fixed effects associated with socio-economic groups. Models that examine

variations in willingness to pay by socio-economic group and non-linearities in

willingness to pay form the second group of models estimated. The model estimation

for these fixed effect and non-linear models is slightly more complex and the following

strategy is adopted:

(M

(ii)

(i)

Cases that meet the exclusion criteria (see Table 5.1) are excluded from the
dataset;
Dummy variables for population segments by household income, gender, journey
purpose, travelling in a group, economic status (retired or of working age),
whether driving a commercial vehicle and trip frequency are defined. Dummy
variables are also defined to capture whether the respondent pays for the ferry
ticket or is refunded the cost, whether the ticket prices in the questionnaire are
similar to the ferry ticket purchased and whether an improved ferry timetable
would result in spending less nights or more nights away from home;
A model that includes all interaction terms between the headway and hours
closed variables with the socio-economic and trip specific dummy variables is set
out. The model also included all interaction terms between the cost variable and
the dummy variables representing: income segments, who paid for the ferry
ticket, how representative the ferry ticket prices in the SP scenarios were to the
respondent and whether an improved ferry service would result in spending a
different number of nights away from home. The model was refined by removing
insignificant interaction variables from the model in the following manner:
. Insignificant cost interaction variables are incrementally removed first;
followed by
o The most insignificant of the remaining frequency, gender, group size,
retired status and journey purpose interaction variables; until
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o All remaining estimated coefficients are statistically significant.

A set of MXL models are also estimated using the best performing MNL model as a
starting point. Various MXL models are estimated using different distribution functions
for the random parameters.

ALOGIT version 4.2 (ALOGIT, 2008) was used to estimate the MNL models. ALOGIT
is relatively easy to use and is more than adequate for the estimation of MNL models.
ALOGIT cannot be used to estimate MXL models or correct for the bias associated with
panel data®. For the estimation of the MXL models the GAUSS code made available
by Kenneth Train on his website is used (Train, 2006). This is an easy to use well
tested and documented utility. A restriction with using Train’s code is that only a limited
number of distribution functions for the random parameters are available. These are
the normal, triangular, uniform and the log-normal. Alternatives to both ALOGIT and
Train’s code would have been to use Biogeme (Bierlaire, 2008) or to develop bespoke
Gauss code. As the main purpose of this section of the thesis is to examine whether
scheduling costs and the risk premium are significant in sparse networks rather than
develop discrete choice modelling methods per se the ease of use and industry
standard nature of ALOGIT and Train's code were felt to offset any restrictions inherent -
in their application.

5.5 Estimation results

Table 5.4 presents a set of linear models with no fixed effects. Multinomial logit models
IF-MNL1, 3 and 4 are estimated on the data from each of the three questionnaires
individually (car/LGV, foot and HGV). IF-MNL5 to IF-MNL7 are estimated on data
merged from all three questionnaires. Models IF-MNL1 and IF-MNL2, and models IF-
MNL6 and IF-MNL?7 differ only in that the data on which IF-MNL2 and IF-MNL7 have
been estimated exclude non-traders who may not treat the questionnaire seriously.

A number of observations can be made from these results. All parameters bar one
have the expected sign and in the main are statistically significant. The only

2 ALOGIT includes a utility to estimate a model using the jack-knife technique. The
jack-knife technique is often used to test for model mis-specification, and its
employment can go someway to addressing the bias associated with treating panal
data as cross-sectional data. Accounting for the correlation in panel data via a MXL
model is preferred to employing the jack-knife technique as this method of estimation
directly addresses the source of the bias during model estimation.
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parameters that are not significant are for the small datasets (foot and HGV) and for
the parameter with the wrong sign in model IF-MNL5. In model IF-MNLS5 differences in
the scale of error variance (hetroskedasticity) between datasets have not been allowed
for and this leads to a poor performing model. By allowing for scale differences (as in
models IF-MNL6 and 7) the log likelihood improves and all parameters are statistically
significant and have the correct sign. The marginal values of headway and operating
hours are also statistically significant and of the correct sign where the parameters are
well estimated (i.e. for models IF-MNL1, 2, 6 and 7).

The level of model fit as given by the Rho-squared value is not particularly good.
There is therefore a substantial amount of unexplained variation in the data. The
exclusion of respondents who might not be taking the questionnaire seriously reduces
the unexplained variation in the data giving higher rho-squared values for models IF-
MNL2 and IF-MNL7 compared to models IF-MNL1 and IF-MNL6. It also lowers the
marginal values of headway and operating hours slightly. In the main though, the
inclusion or exclusion of these data has limited effect on the model. On the basis that
these data may potentially be valid the remaining analysis is conducted with them
included. The estimated models indicate that, for the car/LGV dataset (model IF-
MNL1), the marginal values 7p/minute (headway) and 50p/hour closed (operating
hours) are consistent with but at the upper end of the range in which the anticipated
median value was expected to lie (see Table 5.3(a) and (b)). 95% confidence intervals
for these values are +/-18% for headway and +/-34% for operating hours (model IF-
MNL1).

Marginal values for those travelling by foot are lower than for those travelling by
car/LGV. For those travelling by HGV the marginal values for headway are higher than
the car/LGV values, but for operating hours are lower. Possibly restrictions on HGV
driver hours means long ferry operating hours have little value to the drivers surveyed.
It should however be noted that due to the low level of significance of the parameter
estimates the HGV marginal values cannot statistically be relied on.

By pooling the data in a joint estimation (as in models IF-MNL6 and 7) the HGV and
foot data can be utilised in a statistically robust framework. This provides more
information on the willingness to pay of the sample. Looking at model IF-MNL6 the
average willingness to pay of the sample for changes in headway is 7.2p/min (slightly
higher than the car/LGV value) and for changes in operating hours is 40.9p/hour closed
(lower than the car/LGV value). The nest coefficients in models IF-MNL5 to IF-MNL7
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Table 5.4: Estimation results for linear models with no fixed effects

Model IF-MNL1 IF-MNL2 IF-MNL3 IF-MNL4 IF-MNL5 IF-MNL6 IF-MNL?7
Model type Multinomial logit | Multinomial logit | Multinomial logit | Multinomial logit | Multinomial logit | Multinomial logit | Multinomial logit
Foot and Foot, Car/LGV Foot, Car/LGV
Data Car/LGV Car/LGV Foot HGV Car/LGV and HGV and HGVY
Non-traders included Yes No Yes Yes Yes Yes No
Attributes | Cost -0.00094 (-9.0) |-0.00108 (-9.6) |-0.00497 (-4.2) | -0.00010 (-1.5) -0.00028 -5.0 |-0.00048 (-2.4) |-0.00073 (-3.0)
Headway -0.00658 (-9.3) |-0.00702 (-9.3) |-0.00692 (-4.3) | -0.00307 (-1.3) -0.00377 -7.2 | -0.00343 (-2.5) [-0.00476 (-3.2)
Operating
hours -0.04695 (-4.1) |-0.04588 (-3.8) |-0.04361 (-1.7) | -0.00204 (-0.1) 0.00925 1.2 |-0.01953 (-2.5) [-0.02477 (-2.7)
Nest Car/LGV 1.85 (2.2) 0.15 (1.7)
coefficlent’ ['hcv 0.20 (1.6) 141 (2.8)
Sample Headway
sl (pImin) 7.0 (10.8) 6.5 (11.3) 14 (5.1) 29.4 (1.5) 13.7 (5.4) 7.2 (10.5) 6.5 (10.8)
marginal Operating
values hours (p/hour 50.0 (5.7) 424 (5.1) 8.8 (2.3) 19.5 (0.1) -33.5 (1.0) 409 (3.8) 33.9 (3.6)
closed)
Observations 1273 1137 253 108 1634 1634 1450
Log Likelihood -810.42 -706.06 -158.65 -71.72 -1079.59 -1055.13 -914.89
Rho-squared wrt constants 0.073 0.099 0.088 0.042 0.038 0.060 0.083

Note: T-statistics in parentheses. Significant at 99% level if the t-statistic>2.33; at the 95% level if the t-statistic>1.96 and at the 90% level if the t-

statistic>1.65. Estimated using ALOGIT v4.2. T-statistics for marginal values calculated following Hess and Daly (2008).
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act as scaling parameters, scaling the variance of the error term in the different
datasets. A coefficient value of one means that the error variance in the upper and
lower nest is equivalent, and there is no need to employ the NL trick to merge datasets.
For the moment the nests with coefficients that are not significantly different from one
are maintained in the model. This issue is returned to later.

The aim of introducing fixed effects into the models is to reduce the unexplained
variation evident. Non-linear model structures are also examined with the same
purpose. Table 5.5 presents summary statistics for five further model structures that
include fixed effects. The fixed effects examined are household income, gender,
journey purpose, travelling in a group, economic status (retired or of working age),
travelling on foot/bicycle, driving a commercial vehicle, trip frequency whether the
respondent pays for the ferry ticket or is refunded the cost, whether the ticket prices in
the questionnaire are similar to the ferry ticket purchased and whether an improved
ferry timetable would result in spending less nights or more nights away from home.
Table 5.5 shows that whilst the model fit improves (rho-squared is 0.14 and below)
there still remains a substantial amount of unexplained variation. The best performing
model in terms of log-likelihood and rho-squared is IF-MNL11. This is a piecewise

model as the functions f(H) and g(OH) are defined differently depending on the

values taken by H and OH . In IF-MNL11 the car/LGV and HGV nest coefficients are
all significantly different from 1.0. This contrasts with model IF-MNL6 where the
car/LGV coefficient was not significantly different from 1.0. Clearly a degree of
confounding occurs between the nest coefficient (scale factor) and the degree of
disaggregation present within model IF-MNL6. Model IF-MNL11, the preferred model
from the set of fixed effect MNL models estimated, is presented in the first column of
Table 5.6. The implied valuations for changes in headway and operating hours are
presented in Table 5.7. Clearly different segments of the sample hold different
valuations, but taking a weighted average of these valuations (based on sample
proportions)®® gives an average marginal value for changes in headway when
headways are 180 minutes or greater of 4.8p/min and a marginal value for an operating
hour on an 8 hour operating day (9am to 5pm) of 50.3p/hr. There is insufficient
information on the covariances between the marginal values of different population
segments with which to calculate T-statistics and confidence intervals for this weighted

?® For each model the value of headway and operating hours for each statistically
significant population segment is calculated as in Table 5.7. A weighted average of
these marginal valuations using the sample proportions is then calculated. This is the
process of sample enumeration.
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average. It is expected that the t-statistics and confidence intervals for the average

marginal value and will be similar to those in Table 5.4.

Table 5.5: Summary statistics for linear and non-linear MNL models including

fixed effects

Model Functional form for No. of Rho- Log
Headway (H) and observations | squared Likelihood
Operating Hours (OH) (see
table notes)
Linear
IF-MNL8 f(Hy=H 1,634 0.105 -1005.04
g(OH)=HC
Non-linear
IF-MNL9 f(H) = Jﬁ 1,634 0.106 -1003.77
g(OH)= HC?
IF-MNL10 f(H)=Ln(H) 1,634 0.095 -1015.90
g(OH)=Ln(HC)
IF-MNL11 f(H)=0 _H< x 1,634 0.136 -970.06
if 2.
=H H>x
g(OH)=0  HC< y
=HC HCzy

Notes: Generic utility function is set out in equation 5.7. HC is hours closed. All models include
fixed effects by socio-economic group. For the piecewise model (IF-MNL11) multiple steps in

headway and operating hours are specified (e.g. the vector X= {60,12011 80,240} and

; = {0,7,1 21 6}), though only those that are statistically significant are retained in the final
model. Estimated using ALOGIT v4.2.

As can be seen from Table 5.6 and Table 5.7 in common with many value of travel time
studies (see for example Wardman, 2004) the preferred MNL model (IF-MNL11)
indicates that those who have low incomes and pay for the tickets themselves have
higher marginal utilities of money than others (all else being equal). This implies that
these socio-economic groups have lower values of headway and operating hours than
other groups. Similarly in common with other evidence in the literature those who
travel on business have higher valuations than those who are travelling on non-work

purposes. Groups also have higher valuations than individuals.

The interesting result that comes from this model is that inter-island ferry users making
long distance trips appear to only be significantly inconvenienced if headways reach
180 minutes and operating hours are restricted to between 9am and 5pm (i.e. the ferry
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Table 5.6: Fixed effects models and comparable mixed logit models with fixed (non-random) coefficients

IF-MNL11 IF-MNL12 IF-MXL1 IF-MXL2 IF-MXL3
Model structure Multinomial logit Multinomial logit Mixed logit Mixed logit Mixed logit
Foot, car/LGV and Foot, car/LGV and Foot, car/LGV and
Data HGV Car/LGV HGV HGV Car/LGV
Traders and non-traders Yes Yes Yes Yes Yes
Treatment of repeated choices Cross-sectional Cross-sectional Cross-sectional Panel Cross-sectional

Cost coefficient for all household incomes

Increment on cost coefficient for:
Household income over £35k
Ticket paid by self

Fare paid differs significantly from
fares in SP questions

-0.00131 (-3.1)

0.00079 (2.3)
-0.00117 (-2.7)

-0.00104 (-2.3)

-0.00083 (-7.3)

0.00031 (2.2)
-0.00054 (-3.7)

-0.00041 (-2.4)

-0.00140 (-4.1)

0.00076 (2.9)
-0.00098 (-3.2)

-0.00100 (-3.1)

-0.00044 (-3.4)

0.00043 (2.9)
-0.00098 (-5.6)

-0.00064 (-2.7)

-0.00082 (-7.1)

0.00031 (2.1)
-0.00052 (-3.5)

-0.00050 (-2.5)

Headways = 180 minutes (all trips)
Increment on headway coefficient for:
Work trips
Respondent is a woman
Trips undertaken by groups

-0.00439 (-3.7)

-0.00447 (-1.7)
0.00272 (2.3)
-0.00365 (-2.6)

-0.00380 (-4.1)

-0.00116 (-1.3)
0.00159 (2.0)
-0.00193 (-2.3)

-0.00457 (-4.0)

-0.00436 (-2.3)
0.00265 (2.3)
-0.00352 (-2.8)

-0.00362 (-3.7)

-0.00081 (-0.7)
0.00178 (2.0)
-0.00173 (-1.7)

-0.00428 (-4.8)

-0.00087 (-1.0)
0.00167 (2.1)
-0.00142 (-1.7)

Closed for 16 hours (all trips)
Increment on hours closed coefficient for:
Work trips

-0.06347 (-4.0)

-0.10546 (-2.3)

-0.05059 (-4.7)
-0.04740 (-3.1)

-0.06335 (-4.0)

-0.10572 (-3.0)

-0.04249 (-4.2)

-0.03651 (-2.3)

-0.05120 (-4.9)
-0.04605 (-3.0)

Mean car/LGV nest

s.d. car/LGV nest

Mean HGV nest

s.d. HGV nest

Bradley and Daly scale factor for car/LGV
Bradley and Daly scale factor for HGV

0.55330 (3.2)
0.15198 (2.1)

0.00000 (0.0)
1.70674 (3.0)
0.00000 (0.0)
8.78066 (2.4)
0.60075 (n/a)
0.14453 (n/a)

0.00000 (0.0)
-0.41205 (-4.8)
0.00000 (0.0)
0.26226 (0.7)
0.95207 (n/a)
0.97973 (n/a)

Observations

1634

1273

1634

1634

1273

Log-likelihood

-970.06

-748.65

-972.00

-974.84

-748.70

Note: Scale factors for car/LGV and HGV ferry passengers in the MXL models are calculated using equations 5.5 and 5.6. T-statistics in parentheses. Parameter is
significant at 99% level if the t-statistic>2.33; at the 95% level if the t-statistic>1.96 and at the 90% level if the t-statistic>1.65. T-statistics for MXL models calculated

using robust standard errors. IF-MNL11 and IF-MNL12 estimated using ALOGIT v4.2. IF-MXL1 to IF-MXL3 estimated using Train’s Gauss code with 500 Halton draws.




Table 5.7: Headway and operating hour marginal valuations derived from preferred fixed effects model (IF-MNL11) (pence)
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Questionnaire ticket prices reflect ticket price

Questionnaire ticket prices do not reflect ticket

paid by respondent price paid by respondent
Pay for self Someone else pays Pay for self - Someone else pays Sample
- Gross Gross Gross Gross Gross Gross Gross Gross | Average
Hhold Hhold Hhold - Hhold Hhold Hhold ‘Hhold Hhold
incometo | income | income to income | income to income | incometo | income
£35k £35k + £35k £35k + £35k £35k + £35k £35k +
Marginal value per minute of headway (pence)
When headways = | All trips 1.8 26 33 8.4 1.2 1.6 1.9 28
180 mins Increment: work trips 1.8 26 34 8.6 1.3 1.6 1.9 29
Increment: women -1.1 -16 2.1 5.2 -0.8 -1.0 -1.2 1.7 g
Increment: groups 1.5 2.2 2.8 7.0 1.0 153 1.5 2.3
Marginal value for an operating hour (pence)
During working day | Work trips 256 376 48.3 121.8 18.0 23.2 26.9 40.6
g:; 23‘:;5 °n 9am | Non-work trips 425 62.5 80.2 202.5 29.9 38.6 447 67.4 i

Note: Sample average is a weighted average over socio-economic groups.
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is unavailable for 16 hours). Ferry users do not therefore seem to value changes in
headway from say a 60 minute headway to a 120 minute headway; nor do they value
changes in operating hours from a 12 hour operating day to a 17 hour or 24 hr
operating day. In interpreting this result it needs to be borne in mind that only existing
ferry users have been interviewed. Such users may experience some inconvenience
from the existing timetable but if it was highly inconvenient they would probably have
chosen to fly, not to travel or to travel to a different destination. The activity patterns of
the majority of the users of the ferry services are therefore expected to be able to
accommodate long headways and slightly restrictive operating hours. This is also a
reflection of the long distance nature of the trips involved. This self-selectivity therefore
means that it is unlikely many respondents will have activity schedules requiring a 60

minute headway or a 24 hour ferry. This is borne out in the model estimated.

The preferred model only includes coefficients on variables which are significant at the
90% level or higher. Clearly there is also variation in the data that cannot be described
with a sufficient degree of precision in the preferred model. For example, the
piecewise estimation indicated that increasing operating hours beyond 12 hours lowers
dis-utility — as one would expect. It is just that the level of dis-utility could not be
estimated with sufficient precision. Possibly this is due to the low incidence in the
sample of those with constrained activity patterns. It was also found that commercial
vehicles had higher valuations of headway than private vehicles, and those who would
alter the number of nights away from home with an improved timetable also had higher
valuations — but again these variations cannot be estimated with sufficient precision. A
larger sample size would have gone some way to permitting the inclusion of such
variables in the final model.

As discussed previously two of the advantages of MXL models over MNL models are
the ability to directly account for correlations in repeated choices during estimation and
the ability to introduce taste variation. A series of MXL models are therefore estimated
using the preferred MNL model as a starting point. In the first instance it is useful to
demonstrate that the MXL estimation process is employed correctly by reproducing the
preferred MNL model with an MXL model. Model IF-MXL1 in Table 5.6 does this by
demonstrating that the model IF-MNL11 can be approximated by treating the data as
cross-sectional.

By correctly treating the data as panel data (model IF-MXL2) several interesting effects
occur. Firstly the Bradley and Daly scale factor for the car/LGV and HGV nests tend to
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1.0 in IF-MXL2. The implication of this is that the different scales in error variance
between the questionnaire datasets apparent in all the MNL models are due to
correlations between responses from the same individual. Secondly there is a
worsening in the log-likelihood from -972.00 (in IF-MXL1) to -974.84 (in IF-MXL2). This
is counter-intuitive, as by correctly treating the data as panel data the log likelihood
should improve. Between models IF-MXL1 and IF-MXL2 there also occur some slight
changes in the estimated parameters. This is most marked for the cost coefficients for
those who come from households with a gross income in excess of £35,000 per annum
and for whom someone else pays for the ferry ticket. For this sample segment the
marginal utility of cost becomes very low and the corresponding marginal values of
headway and operating hours become very high. Despite this population segment
forming only a small proportion of the sample the change in their marginal valuations
increases the weighted average for headway and operating hours across the sample
by a factor of 10 compared to that suggested by IF-MNL11. Such a large value is not
only at odds with the other MNL models but most importantly is at odds with the
observed distributions of willingness to pay (see Table 5.3(a) and (b)).

The latter two points, the worsening in the log likelihood and the unrealistic sample
means, raise concerns about the validity of model IF-MXL2. Potentially they arise as
an indicator that a MXL model estimated using the panel approach cannot correctly
approximate a nested logit structure. This could occur as in a nested logit structure the
errors are distributed across all observations whereas when estimating a MXL model to
panel data the errors are kept constant across observations for the same respondent.
This would mean that an error components model estimated using the panel approach
is likely to reproduce different patterns of heteroscedasticity (i.e. different scale
differences) than those obtained under the nested logit approach. The proper treatment
of panel data within a MXL framework is an active topic of research at the moment (see
for example Hess and Rose, 2008), and a consensus as to the best econometric
approach to adopt is still being sought.

For this application it is clear there is evidence questioning the validity of model IF-
MXL2. The most probable reason for this is the difficulty in treating the
heteroscedasticity (differeht error variances) across datasets in an adequate manner

while simultaneously accounting for the panel nature of the dataset. Two solutions
| present themselves: focusing the analysis on one dataset or using alternative software
(e.g. Biogeme) that can account for scale differences within a panel estimation without
having to rely on error components. The former has been chosen, that is focusing the
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analysis on one dataset - the car/LGV dataset. Primarily this is because it is a simple
solution that meets the objectives of the study — namely the investigation of the
existence of significant scheduling costs for long distance trips by ferry — and because
there are valid economic reasons for excluding the HGV dataset from the analysis.
The HGV dataset cannot be relied on to provide valid estimates for input into a cost
benefit analysis for HGVs, as the willingness to pay values derived from HGV drivers
often differs significantly from those of managers (see Fowkes et al., 2007 for an
example). From the perspective of a cost benefit analysis it is the value to the firm
(and therefore the logistics chain) that is important (Fowkes, 2001; Mackie, Jara-Diaz
and Fowkes, 2001), and as drivers are not well placed to provide such estimates there
is little value in including the HGV dataset in the remainder of the analysis given the
problems experienced. Model IF-MNL12 in Table 5.6 therefore presents an MNL
model with the structure of IF-MNL11 estimated to just the car/LGV dataset. Model IF-
MXL3 reproduces this model using Train's gauss code. These models act as the
starting point for introducing taste variation. |t is left for future research the problem of
undertaking a joint estimation of headway and operating hour marginal utilities using
data from more than one dataset whilst correcting for any bias associated with panel
data.

Table 5.8 presents five random parameter logit models®. The distribution functions for
the random parameters vary between the models from the normal (IF-MXL4 and IF-
MXLS), the lognormal (IF-MXL6) to the triangular (IF-MXL7 to 9). The data on which
these models are based has been transformed by scaling it up by a factor 10,000
compared to the models presented earlier. This is to assist the model estimation
process, particularly the estimation of lognormal distribution functions. The cost,
headway and operating hour data for the lognormal model (IF-MXL6) are also
transformed by inverting their sign. This is because the lognormal distribution is always
positive and negative parameters cannot therefore be estimated.

Each of the models is developed incrementally using IF-MXL3 as the starting point. At
each step in the process an additional parameter within IF-MXL3 is treated as random.
Model IF-MXL9 also examines whether the restriction to only the car/LGV dataset and
the incorporation of taste variation impacts on the ‘levels’ at which headway (e.g.

% A random parameter logit model, a type of MXL model, is mathematically equivalent
to an error components logit model referred to in the discussion regarding merging
different datasets. It differs from an error component logit model in the interpretation of
the role of taste variation within the MXL model.
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headways greater than 120 minutes) and operating hours (e.g. operating hours greater
or equal to 12) become significant. In the final models not all of the parameters are
random, some are fixed. This arises for several reasons. In models IF-MXL4, IF-
MXL5, IF-MXL6 and IF-MXL7, the spread variable (c) is not significantly different from
zero for some of the population segments. In IF-MXL5 the cost coefficient is treated as
non-random (fixed) by design. This is one of the strategies that can be adopted to
avoid the problem of the marginal utility of cost (income) being negative for some parts
of the distribution. In the lognormal model (IF-MXL6) it is not possible to estimate a
model in which the headway, operating hours and cost parameters are all random.
This occurs as the maximum likelihood function of the lognormal is non-quadratic and
the estimation process can have difficulty converging. Good starting values for the
estimation of lognormal models are therefore essential’', but even then it is possible,
as in this instance, that identification of all random parameters in a single model

remains impossible.

The introduction of random parameters into the model captures some of the variation in
willingness to pay that occurs by socio-economic population segment. As a
consequence some of the fixed effect parameters in IF-MNL11 lose their statistical
significance. It is for this reason that the models presented in Table 5.8 have a lower
level of disaggregation (by population segment) than the preferred MNL model (IF-
MNL11).

Each of the random parameter logit models has strengths and weaknesses. The best
performing models in terms of log-likelihood are IF-MXL4 and IF-MXL7 — the models
fitted with unconstrained normal or triangular distribution functions. In both of these
models almost 20% of the distribution for the marginal utility of cost is positive (i.e. has
the wrong sign) (see first row in Table 5.9). As discussed earlier it is implausible with
rationally acting economic agents that any portion of the sample should hold a positive
marginal utility of cost. Within a modelling environment small proportions are often
tolerated, but the existence of such a large proportion of the sample being attributed a
positive marginal utility of cost is not satisfactory. It arises no doubt as an artefact of
the distribution function imposed on the data and is indicative of the function not

accurately reflecting the real underlying willingness to pay - particularly

31 Starting values for b and ¢ with the lognormal distribution function were estimated by
taking the mean and standard deviation estimated from MXL5 (normal distribution
function) and inserting into the functions defining the mean and standard deviation of
the lognormal. These equations are mean=exp(b+(c*/2) and st.dev.=mean x (exp(c?)-

1)



Table 5.8: Random parameter mixed logit models
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IF-MXL4 IF-MXL5 IF-MXL6 IF-MXL7 IF-MXL8 IF-MXL9
Distribution for random Normal (N) and As IF-MXL4 but with Lognormal (LN) Triangular (T) Triangular (T) Triangular (T)
parameters Fixed (F) fixed (F) cost and Fixed (F) unconstrained and constrained constrained
coefficient) Fixed (F)
Treatment of repeated Panel Panel Panel Panel Panel Panel
choices
Data Car/LGV Car/LGV Car/LGV Car/LGV Car/LGV Car/LGV
Cpst coefficient for all b -13.83 (-5.4) c -10.08 (-5.6) 10.45 (5.9) -13.62 (-5.4) -12.79 (-5.5) -16.11 (-6.3)
trips c -14.14 (-5.4) -33.20 (-5.5) -12.79 (-5.5) -16.11 (-6.3)
Increment for those b -7.46 (-3.0) 9.16 (3.0) -5.78 (-1.9) -6.23 (-2.1)
who paid for ticket 2 -10.35 (-3.0) | F F -10.46 (-3.0) 578 (-19) 623 (2.1)
Headway = 180 mins (all b -84.32 (-7.4) -70.25 (-7.7) 3.81 (18.5) -84.19 (-7.5) -84.45 (-7.7) -94.58 (-7.9)
trips) (per headway min) -78.37 (-6.4) N 843 (-6.6) 1.45 (6.2) T 18706 (-6.6) -84.45 (-7.7) -94.58 (-7.9)
Increment for b 35.50 (2.7) 35.19 (2.6)
women respondents 35.50 (2.7) 35.19 (2.6)
Operating hours (per b -489.12 (-3.5)
hour closed) c
Increment for 16 b -842.52 (-4.0) -616.27 (-3.3) 5.44 (7.9) -832.65 (-4.0) -766.86 (-4.4) -661.71 (-3.5)
hours closed c 1176.39 (4.6) N a7 (5.7) N a7 (3.7) -2741.31 (-4.6) -766.86 (-4.4) -661.71 (-3.5)
Increment for work b -788.10 (-2.4) -812.07 (-2.9) 692.26 (3.0) -780.09 (-2.4) -631.01 (-2.3) -669.92 (-2.3)
trips c h -631.01 (-2.3) -669.92 (-2.3)
No. of observations 1,273 1,273 1,273 1,273 1,273 1,273
Log-likelihood -693.57 -715.62 -708.72 -694.31 -722.04 -714.30

Notes: Data transformed by scaling by 10,000 for all models. For IF-MXL6 data is also transformed by inverting the sign on the cost, headway and operating hour
parameters. F, N, LN and T indicate distribution function for parameters. F means fixed (i.e. no distribution function), N is the normal, LN is the lognormal and T is the
triangular. For each random parameter two coefficients are estimated (b and c). For the normal distribution the mean=b and st.dev.=c; for the lognormal
mean—exp(b+(c /2) and st.dev.=mean x \/(exp(c )-1); and for the triangular mean=b and spread=c. T-statistics in parentheses. Parameter is significant at 99% level if the
t-statistic>2.33; at the 95% level if the t-statistic>1.96 and at the 90% level if the t-statistic>1.65. T-statistics calculated using robust standard errors. Models estimated
using Train’s Gauss code with 500 Halton draws.
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point at zero. Treating the cost parameter as non-random, as in model IF-MXL5, is one
solution to this problem. With a non-random cost parameter the distribution of
willingness to pay for headway and operating hours is determined by the distribution
function of the headway and operating hours parameters. With a fixed cost parameter
almost 30% of the operating hours willingness to pay distribution has the wrong sign
and just over 15% of the headway distribution now has the wrong sign (second column
in Table 5.9). These are both sizeable proportions. Whilst there is no direct evidence
as to the proportion of the sample that hold negative willingness to pay values it was
earlier argued that this proportion is small. The 15.2% in IF-MXL5 who hold positive
marginal utilities for a lengthening in headways could just about be tolerated, within the
limitations of a modelling context, but the 29.6% with a positive marginal utility for a

shortening in operating hours is unrealistic.

Table 5.9: Percentage of cost, headway and operating hours random parameters’

distribution with a positive sign

IF-MXL4 IF-MXL5 IF-MXL6 IF-MXL7 IF-MXL8 and
IF-MXL9
Normal Normal Lognormal | Triangular Triangular
! with fixed with fixed un- constrained
cost cost constrained
coefficient | coefficient
0 Fixed Fixed
Cost 16.4% parameter parameter 17.4% 0.0%
2>

':ﬁ:;‘way (=180 14.1% 15.2% 0.0% 15.1% 0.0%
Operating hours (2 -
16 hours closed) 23.7% 29.6% 0.0% 24.2% 0.0%

Within Train's Gauss code two options are available for constraining a marginal utility
distribution to be always negative thereby ensuring that willingness to pay values are
positive. The first is that a lognormal distribution can be adopted, as in model IF-MXL6,
whilst the second is to constrain the triangular distribution so that the spread is equal to
the mean, as in models IF-MXL8 and IF-MXL9. The log-likelihood values for these two
models is worse than that for the models estimated using unconstrained normal or
triangular distribution functions, though still better than the models with no random
parameters (e.g. IF-MXL3). The main advantage associated with IF-MXL6, IF-MXL8
and IF-MXL9 is that the resultant distributions for marginal utility are far more appealing
as none of the distribution has the wrong sign. It was hypothesised earlier that a large
mass point at or close to zero may exist in the willingness to pay distributions (see
Figure 5.4(b)) holding up to 25% of the distribution for headway and 44% of the
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distribution for operating hours. Neither the lognormal or the constrained triangular
distributions reflect such a mass point. This is a weakness of these models. The fact
that the log-likelihood values of IF-MXL6, IF-MXL8 and IF-MXL9 have increased by
only a maximum of 34 points with the inclusion of random parameters (i.e. compared to
IF-MXL3) is probably in part a reflection of the inability of the distribution functions
imposed to capture this mass point. This is reflected in Table 5.10 and Figure 5.5
which compares the proportion of the IF-MXL4 and IF-MXLS9 fitted distribution functions
lying below the headway and operating hour boundary values to the revealed
proportions. As can be seen from this table the normal distribution appears to have the
best fitting distribution function but this is achieved at the expense of having an
unrealistic large proportion of the function having the wrong sign. The constrained
triangular distribution function (as in IF-MXL9) fails to pick up the large proportion of the
sample with very low marginal valuations but otherwise fits the revealed distribution

reasonably well.

Table 5.10: Comparison of observed and fitted cumulative distribution functions
of willingness to pay for headway and operating hours

(a) Headway

Bin for marginal value of Observed IF-MXL4 IF-MXL9
headway (H) (p/min)

H<0.56 26% 25% 5%
0.56<H<1.82 29% 35% 15%
1.82sH<2.78 35% 45% 28%
2.78sH<8.30 73% 78% 84%
8.30<H 100% 100% 100%

Notes: Shaded row indicates bin holding the median value

(b) Operating hours

Bin for marginal value of Observed IF- IF-MXL9
operating hours (OH) MXL4
(p/hour) During In evening and
working day night time

(9am - 5pm) (5pm - 9am)
OH< 8.3 44% 29% 0% 0%
8.3sOH< 417 60% 49% 15% 83%
41.7sOH<137.5 64% 81% 84% 99%
137.5s0H<214.3 90% 88% 94% 99%
214.3<OH 100% 100% 100% 100%

Notes: Shaded cell indicates bin holding the median value
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Figure 5.5: Comparison of observed and fitted cumulative distribution functions
of willingness to pay for headway and operating hours

(a) Headway
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(b) Operating hours
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Mean willingness to pay values for each of the models IF-MXL4 to IF-MXL9 are
presented in Table 5.11. Where the willingness to pay estimates are a ratio of two
random distributions (e.g. a headway and a cost distribution), the willingness to pay
estimate is derived from a monte carlo simulation of 10,000 individuals. Very low
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values for the marginal utility of cost in all of these distributions can give rise to very
high willingness to pay estimates. This is potentially problematic as the mean value is
quite sensitive to outlying high valuations (of either a positive or negative sign). For
this reason there is a convention to exclude the highest and lowest 2.5% from the
monte carlo simulation when calculating the mean (Hensher and Greene, 2003, Cirillo
and Axhausen, 2006). No t-statistics or confidence intervals for the estimates of
marginal values are presented in Table 5.11, as there is no method by which they can
be derived for a mixed logit model. The robustness of the model is demonstrated
solely by the robustness of the parameter estimates. The MXL models all have a
superior model fit to the MNL models and it is therefore felt that the robustness of the
marginal values of headway and'operating hours in the MNL models will be an
indicative, if slightly pessimistic, view of the confidence intervals of the mixed logit
models.

It is immediately apparent from Table 5.11 that the implied willingness to pay values
are sensitive to the distribution function assumed for the random parameters. This is
consistent with evidence in the literature (e.g. Hensher and Greene, 2003; Hess,
Bierliare and Polak, 2005). The mean marginal value for a minute of headway (when
headways are 180 mins or greater) ranges from 3.9p/min in IF-MXL7 to 9.6p/min in IF-
MXL6, whilst the marginal value of an operating hour when an 8 hour day is operated
(i.e. 9am to 5pm) ranges from 48.4 p/hour in IF-MXL7 to a value more than six times
that at 310.3p/hr in IF-MXL6. In the absence of statistical indicators that measure the
level of fit for the distribution functions (Hollander, 2006; Hess, Bierliare and Polak,
2007) the choice of distribution function has to be justified with reference to an a priori
function derived from theory and also some preliminary analysis of the data. In this
respect distributions which give rise to large proportion of the population being ascribed
a negative willingness to pay for an improvement in headway or operating cost are
rejected in favour of distributions where almost the entire willingness to pay distribution
is positive (i.e. models IF-MXL6, IF-MXL8 and IF-MXL9 are preferred to models IF-
MXL4, IF-MXL5 and IF-MXL7). |deally the distribution should also have a mass point
at or close to zero, though none of those tested have this property. All the models are,
compared to a priori expectations, therefore mis-specified to a greater or lesser degree.
The unbounded large positive tail associated with the lognormal distribution is primarily
responsible for the large mean values for headway and operating hours that are
associated with IF-MXL6. This is not a result unique to this study and the realism of
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Table 5.11: Willingness to pay values for the random parameter logit models

IF- IF- IF- IF- IF- IF-
MXL4 MXL5 MXL6 MXL7 MXL8 MXL9
Marginal value per minute of headway (pence)
Mean 43 5.4 9.6 3.9 5.6 5.1
When headways = 180 mins St. Dev. 10.0 49 12.5 10.3 3.7 34
:{:}Z%‘ih‘/’; distbution 216% | 156% | 0.0% | 225% | 31% | 2.4%
Marginal value per operating hours (pence)
Mean - - --- - - 30.1
During evening and night (i.e. | St. Dev. --- - --- --- --- 14.4
between S5pm and 9am) %age of distribution i = o 0.0%
negative o =5 i
Mean 59.8 77.0 310.3 48.4 78.8 87.7
During working day St. Dev. 157.9 89.0 370.4 154.9 55.3 51.8
(1 between Sam and 5bm) | sage of distribution 253% | 221% | 0.0% | 26.1% | 0.0% | 0.0%
negative ) . ’ ) ' j

Notes: Mean and standard deviation estimated using a monte-carlo simulation based on a population of 10,000 (split into the statistically relevant socio-

economic groups from the model using sample proportions). Lowest and highest 2.5% are excluded from calculation of mean and standard deviation. Fixed
cost coefficients in IF-MXL5 and IF-MXL6 mean that no monte-carlo simulation is needed for these models.
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this tail has therefore been questioned by a number of authors. Comparing the
willingness to pay values from the lognormal model (IF-MXL6) to those derived from
the boundary value bin analysis (see Table 5.10 (a) and (b)) suggests that IF-MXL6's
mean value for headway and operating hours lie in the upper bin of the sample (from
the 83™ percentile for headway and the 90" percentile for operating hours). In
comparison the values implied by IF-MXL8 and IF-MXL9 lie in the bin that contains the
median value for headway and the bin immediately above the median bin for operating
hours. IF-MXL8 and 9 are therefore preferred to IF-MXL6. On grounds of model fit
(e.g. higher log-likelihood value) model IF-MXL9 is taken as the preferred model over
model IF-MXLS8.

The above discussion has clearly highlighted the scope for improving the fit of the
distribution functions used in the MXL models. The literature suggests a number of
potential avenues. In the first instance more sophisticated distribution functions can be
imposed. These would include the Johnson S, distribution function and a censored
normal distribution with a mass point at zero (see Train and Sonnier, 2005 and Cirillo
and Axhausen, 2006 for examples). Such distribution functions should be better able
to replicate the underlying willingness to pay distribution function that is expected to
exist in this data. A second avenue for investigation would be the use of non-
parametric estimation methods such as a latent class model (Greene and Hensher,
2003; Hess, Bierlaire and Polak, 2007) though such models do require a large dataset.
Latent class models do not impose a distribution function on the random parameters.
This is particularly appealing given the difficulty in knowing a priori what the shape of
the willingness to pay distribution is. A final avenue of investigation would be the
estimation of a model directly in willingness to pay space (see Train and Weeks, 2005
for an example). Such an approach, whilst diverging from the theoretical link to utility,
has advantages over estimation in preference space (coefficients in utility) as the latter
can result in unrealistically high estimates of willingness to pay (as a consequence of
obtaining very small estimates of the marginal utility of cost/fare).

Further investigations along any of the above three avenues has been left for future
research as it is felt that whilst improving the robustness of the models estimated the
underlying conclusions in relation to the objective of this thesis will not be altered. That
is there are circumstances where statistically significant scheduling costs for long

distance (inter-island) trips exist.
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5.6 Discussion of main findings

None of the models estimated are entirely satisfactory. The parameters of the best
performing multinomial logit model (IF-MNL11) are biased by the repeated
measurements problem and the preferred mixed logit model (IF-MXL9) is mis-specified
in the sense that the distribution function assumed for the random parameters does not
allow for a mass point at or close to zero. Whilst not desirable this is a common
situation in discrete choice modelling. Care therefore needs to be made when drawing
policy conclusions from the models. The interest in this study is whether or not
significant values in a cost benefit analysis context can be attributed to scheduling
costs. Within this context, and as discussed previously, the models estimated, while not
perfect are helpful. The data suggest that for long distance trips users are only
inconvenienced if headways reach 180 minutes. Furthermore, the inconvenience
users experience from a shortening or lengthening in the operating day varies non-
linearly with the length of that day. For short operating days the value of an additional
operating hour is higher than it is for long operating days. This is consistent with the
conceptual idea that for trips utilising these ferry services travel forms one of the main
activities of the day (undertaken in the middle of the day), around which a significant
amount of buffer time exists. Users therefore are only inconvenienced once service
levels drop below a relatively low threshold.

The preferred MXL model indicates that the marginal value of headway when
headways are 180 mins or greater is 5.1p/min (model IF-MXL9 in Table 5.11). The
marginal value of an operating hour for an operating day of 8 hours is 87.7p/hr and for
operating days of 12 hours or greater it is 30.1p/hr. It has not been possible to obtain
statistically robust values for the marginal value of headway when headways are less
than 180 mins. This is attributed to a degree of self-selectivity in the sample. The
ferries surveyed had headways around the 3 hour mark and users appear not to be
significantly inconvenienced below this level. There is however a degree of
arbitrariness in the definition of the step-function within the models estimated. In reality
one would not expect that travellers would have a zero marginal value for a headway
minute when headways are 179 minutes but a value of 5.1p/min when they are 180
minutes. It is therefore expected that a value of 5.1p/min would act as an upper bound
for the marginal value of headway when headways are below 180 minutes.

As can be seen from Table 5.12 the values of headway are a significant size in relation
to the value of average car/LGV in-vehicle time in the sample (car/LGV-IVT) — at



123

around a seventh of car/LGV-IVT. The marginal value of operating hours is lower than
that of headway but also significant with an additional operating hour being valued at
between 0.8 and 2.4 of a car/LGV-IVT minute. A one hour reduction in headway
therefore is equivalent to journey time reduction of just over 8 minutes whilst a one
hour lengthening of the operating day has a journey time equivalent value of between
0.8 minutes and 2.4 minutes (depending upon what part of the day the additional hour
falls). The next step in determining if scheduling costs are significant components of
economic benefit is to compare them to user benefits in an actual appraisal. As will be
seen in the penultimate chapter, Chapter 9, where a case study of a Sound of Harris
ferry proposal (Halcrow Fox, 1996) is presented, scheduling costs are important in ferry
appraisals.

Table 5.12: Inter-island ferry survey preferred willingness to pay values as a
proportion of car in-vehicle-time (2005 perceived prices and values)
(a) Headway

When headways are Marginal value of a Equivalent car/LGV in-vehicle time

between: headway minute minutes

60 and 119 mins not significant

120 and 179 mins not significant ---

180 to 240 mins 5.1 p/min 0.14 car/LGV mins per headway min
(306 p/hr) (8.4 car/LGV mins per headway hour)

(b) Operating hours

When operating day is: Marginal value of | Equivalent car/LGV in-vehicle time
an operating hour minutes

8 hours (9am to 5pm) 87.7 p/hr 2.4 car/LGV mins per hour

12 hours (7am to 7pm) 30.1 p/hr 0.8 car/LGV mins per hour

17 hours (6am to midnight) 30.1 p/hr 0.8 car/LGV mins per hour

24 hours 30.1 p/hr 0.8 car/LGV mins per hour

Notes: Marginal values derived from model IF-MXL9. Average car/LGV in-vehicle time is
£21.83 per hour/per group (i.e. 36.4 p/min/group) (2005 perceived prices and values). Derived
from standard value of travel time savings per passenger (DfT, 2007b) using sample
proportions.

The uniqueness of this work means that there are no similar studies against which the
values obtained can be validated. As discussed in chapter 4 this was a source of
difficulty in designing the SP questionnaire, where bus and train marginal values were
used to estimate a range for headway and an educated ‘guess’ from the Norwegian
evidence was used for operating hours. The derived values are towards the bottom

end of the design range for headway and between the bottom and mid part of the
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design range for operating hours (see Table 4.1). This is re-assuring as it both fits with

a priori expectations and is within the range of marginal values which the SP design
could recover.

Whilst the willingness to pay values in Table 5.12 are higher than those implied by the
preferred MNL model (IF-MNL11) and the median values obtained from an analysis of
responses to the SP boundary value questions, they are consistent with these values.
The consistency between the different strands of analysis suggests that the main
conclusion in this section of the thesis is robust. That is significant scheduling costs in
the region of 8 car/LGV equivalent minutes per headway hour and between 0.8 and 2.4
car/LGV equivalent minutes per operating hour exist.

A number of potential future research directions present themselves. In terms of the
data collection future survey work should consider at the outset collecting more
information on the shape of the willingness to pay distribution than was collected in this
study. In particularly a better understanding of the proportion of the distribution that
has a negative willingness to pay and the size of the mass point at or close to zero
would go someway towards helping form the decision regarding the most appropriate
distribution function for the random parameters. There also remain opportunities to
undertake a more sophisticated analysis of the data, as improvements to the models
estimated will increase their robustness and the robustness of the willingness to pay
values. A joint analysis of all three datasets whilst accounting for both scale
differences and the repeated measurements problem is a further line of investigation,
whilst another line would be the introduction of more complicated distribution functions
— such as the truncafed normal or the Johnson S, with a mass point at zero. Latent
class models and estimations in willingness to pay space rather than preference space
would also be of interest — the former makes no a priori assumption regarding the
distribution function whilst the latter avoids the problem of unrealistically high
willingness to pay values.
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6 LOCAL FERRY AND FIXED LINK
ANALYSIS

6.1 Introduction

This is the final chapter of the first part of the thesis. The focus throughout this part has
been on benefits associated with activity re-scheduling and the value attributed to the
risk premiLum (that is the increased security often associated with transport links).
These benefits are of great interest in the context of ferry travel as the constraints on
lifestyles that limited hours of operation and low frequencies have on island residents
can be large. In focussing on households on small islands with limited employment
opportunities and services the analysis presented in this chapter differs from that of the
previous chapter in two important ways. Firstly the focus is on local trips associated
with the everyday functioning of a household (access to employment, shops, etc.), and
secondly it examines whether households perceive a difference in risk between fixed
link type infrastructure and ferry type infrastructure.

The analysis presented in this chapter relates to the household survey data, the design
of which has already been described in Chapter 4. Households on four of the fourteen
populated islands in the Outer Hebrides are surveyed. These islands, Berneray,
Eriskay, Scalpay and Vatersay, are all small. Scalpay with a population of just over
300 people is more than double the size of the other three islands. The populations on
all four islands have been under pressure in recent times and there was a general
concern that they, like twenty two other islands in the last 150 years in the Outer
Hebrides, might ultimately be abandoned. This concern led to the construction of fixed
links (a bridge or a causeway) to all four islands (see Figure 6.1 to Figure 6.4). Eriskay
got its fixed link most recently (in 2002), three years before the survey, whilst the
Berneray causeway opened in April 1999 and the Scalpay Bridge in December 1997.
The Vatersay causeway is the oldest fixed link of the four, as it was constructed in
1991. None of the fixed links are really large. The longest is the Eriskay Causeway
which links a series of small rocky islands and is just over 2km in length, whilst the
Vatersay causeway is the shortest at 250m which is just smaller than the Scalpay
Bridge at 300m in length. The Berneray Causeway is just over 1km in length.
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Figure 6.1: Berneray Causeway and Sound of Harris Ferry (from North Uist

looking north towards Berneray)

Source: author

Figure 6.2: Eriskay Causeway (from Eriskay looking north towards South Uist)

Source: author



127

Figure 6.3: Scalpay Bridge (from Scalpay looking north towards Harris)

Source: author
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Figure 6.4: Vatersay Causeway (from Barra looking south towards Vatersay)

Source: SeanE http://www.panoramio.com/photo/3020997 [accessed 5th November 2009]

The ferry services the fixed links replaced were quite varied. Vehicle ferries were
operated to Berneray, Eriskay and Scalpay, but only a passenger ferry operated to
Vatersay. Tidal conditions meant that on a daily basis some Eriskay sailings were
operated using a rigid inflatable boat (passenger only). The passenger only ferry to
Vatersay meant that, for the transport of bulk goods, boats needed to be hired.
However, the pier and its access were difficult for such goods - particularly livestock.
This led to cattle, in the age old tradition, being swum across the 250m channel to the
island. In 1986 when undertaking this crossing a prized bull drowned. Whilst rightly
attracting the condemnation of many animal welfare organisations this incident
highlighted in the national press the economic circumstances that island residents, and

Vatersay residents in particular, faced.

Ferry service timings also varied by island. First sailings of the day were usually
between 7.30am and 8am, though earlier sailings during school term time also
occurred. Last sailings of the day were between 6pm and 6.30pm during the winter
and 6pm and 9pm during the summer. Depending on the island there could be
anything from 7 sailings a day to 13 giving a range in headways from 55 minutes to just
over every 1.5 hours. For the islands in the northern part of the Outer Hebrides
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(Berneray and Scalpay), which are strongly Presbyterian, there were no sailings on
Sundays - so the islands were completely isolated on a Sunday. For Eriskay and
Vatersay Sunday sailings did occur.

The construction of the fixed links has been associated with a significant socio-
economic gain by the islanders. This includes increased employment amongst women,
population stability against a background of falling populations, better delivery of social
care, elimination of the requirement for secondary school children to live off the island
during term-time and increased economic wealth (between £400 and £800 per
household the majority of which has arisen through the elimination of ferry fares)
(SQW, 2004; Reference, 2007). Indirect evidence of the benefit of the fixed links to the
social and economic fabric of the islands can also be seen by the fact that traffic flows
across the fixed links are 6 to 8 times higher than those carried by the ferries (Laird,
Nellthorp and Mackie, 2004). Despite this increase, traffic flows across the fixed links
are light (at between 250 and 400 vehicles per day*?) compared to flows found in more
densely populated parts of Scotland.

Following this introductory section, the second and third section in this chapter
describes the dataset collected. The fourth section contains a discussion on the
distribution of willingness to pay. As the methodology underlying the econometric
analysis is the same as that used for the inter-island ferry survey, as described in
Chapter 5, the fifth, sixth and seventh sections therefore only describe the analysis
associated with each of the different elements to the household questionnaire. That is
they respectively describe the local ferry stated preference game, the contingent
valuation questions and the fixed link stated preference game. An interesting result
from the analysis is a difference between annual willingness to pay and willingness to
pay per trip. This issue is explored in the eighth section. The ninth section draws from
the analysis in the previous four sections to derive an estimate of the risk premium for
fixed link type infrastructure compared to ferry type infrastructure, whilst the final
section brings together the main findings of this household survey and econometric
analysis.

6.2 The dataset

149 households on Berneray, Eriskay, Scalpay and Vatersay were interviewed. This is

32 pAdapted from annual traffic flows for 2004 presented by Reference (2007 p6)
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48% of all households on these islands®. Simulations during the design of the survey
(see Chapter 4) indicated that to obtain sufficiently robust estimates of the parameters
of interest approximately 50% of the households on the islands would need to be
surveyed. The previous ex-post work undertaken by SQW (2004) indicated that such
an ambitious sampling strategy was achievable, and therefore the sample target was
set at 50%.

Table 6.1 shows that the sample also captures the correct proportions of retired
households and households with and without dependent children. The table
additionally shows that household composition on Berneray, Eriskay, Scalpay and
Vatersay differs from the remainder of the Outer Hebrides and Scotland, in that there
are more pensioner households and correspondingly less households with a working
age adult. Average household size in the sample is 2.3, which is slightly above the 2.2
persons per household average for the islands in the 2001 census but equivalent to the
average for Scotland (GROS, 2008 Table UV51).

Table 6.2 shows the median gross household income of the sample lies between
£10,000 and £20,999. It also shows that 38% of households have a gross income of
less than £10,000 per annum. Householders on Berneray, Eriskay, Scalpay and
Vatersay are therefore poor relative to other householders in Scotland. This is
because the median gross household income in Scotland was almost £22,000 in
2005/6 (Scottish Executive, 2007 Table 5.2), whilst households with a net annual
income of less than £8,339 fall into the poorest 20% of households in Scotland.

Car ownership on the islands is less than would be expected for a remote rural area.
This can be seen from the fact that 32% of households do not have access to a car,
which is similar to the Scotland average but significantly more than the 15% average
for remote rural areas (Scottish Executive, 2006 Table 6.4). The low levels of car
ownership are no doubt a reflection of the low incomes and the large proportion of
pensioner households in the sample area.

% The 2001 census reports 310 households on Berneray, Eriskay, Scalpay and
Vatersay (GROS, 2008 Table KS20)

3 Source: 2003/4 Scottish Household Survey variable annetinc (MORI Scotland et al.
2005). A gross household income of £10,000 for a single adult household gives a net
income of about £8,500.
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Table 6.1: Household composition
Households | Households Pensioner Total
with with no households
dependent dependent
children children
Sample 21% 38% 41% 100%
Berneray, Eriskay,
Scalpay and 25% 36% 39% 100%
2001 Vatersay
Census 1 outer Hebrides 27% 47% 26% 100%
Scotland 28% 48% 23% 100%

Source: Survey data and 2001 census (GROS, 2008 Table KS20)

Table 6.2: Gross household income (per annum)

Proportion of those
Frequency :;Ospaf:;t;?: d';c::::::g1 ;heir
Withheld 24 16%
<£10,000 47 32% 38%
£10,000 to £20,999 45 30% 36%
£21,000 to £35,999 26 17% 21%
£36,000 to £50,000 3 2% 2%
2£50,001 4 3% 3%
Total 149 100% 100%

The number and type of trips householders make over the fixed link gives an indication
of the day to day dependency households have on the link. Table 6.3 shows that this
dependency varies significantly by island. This can be seen from the fact that on
average householders make 6 return trips per week over the fixed link on Berneray to
almost 28 trips per week on Vatersay. Some of the differences between the islands
stem from the amount of time land uses and behaviour have had to adjust to the
presence of the fixed link - the longer the period of adjustment the more well used one
would expect the fixed link to be and the Vatersay link is the oldest. In the main though
the level of use made of the fixed link by households is felt to reflect the social,
educational and commercial services available on each island. Vatersay has neither a
primary school nor shop, which the other three islands do. Eriskay has a pub and
hotel, whilst Scalpay has a doctor's branch surgery. Employment opportunities on
Vatersay are more limited than on the other islands, as evidenced by the fact that 86%
of households in Vatersay have 1 or more household members working off the island
compared to only 55% on Berneray and 68% on Scalpay.
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Table 6.3: Total number of return trips across the bridge/causeway made by

household in the week before the survey

~No. of
households in Mean Median

sample
Scalpay 70 9.6 6.5
Berneray 33 6.0 3
Eriskay 28 7.6 5.5
Vatersay 18 27.6 23.5
All sample 149 10.6 7

6.3 Stated preference and contingent valuation responses and data cleaning

As can be seen from Table 6.4 there is generally a good spread of respondents
choosing either Ferry A or Ferry B in the local ferry stated preference games. Neither
ferry dominates the responses, though there is a slight preference for Ferry B. Further
analysis indicates that over the whole questionnaire almost two thirds of responses are
in favour of the most expensive ferry service (i.e. the one with the highest service
levels). Additionally, it appears that only 7% of respondents exhibited non-trading
behaviour in that they either choose Ferry A all the time (2 respondents) or Ferry B all
the time (9 respondents). This is good as it suggests that respondents are treating the
questionnaire seriously and the design is successful in posing scenarios that allow
respondents to trade between a lower cost alternative (usually Ferry A) and a more
expensive alternative with a better service (usually Ferry B). Given that the 11
respondents who exhibit non-trading behaviour may also be treating the questionnaire
seriously they are retained in the dataset for the econometric analysis.

In contrast to the local ferry stated preference game the fixed link stated preference
game indicates a much more marked preference for the second alternative (the fixed
link) than for the first alternative (the ferry) (see Table 6.5). To a certain extent this was
expected as it was felt unrealistic to present SP scenarios that included a council tax
premium in excess of £1,000 (see section 4.3). The knock-on effect of this aspect of
the design is that 54% of respondents exhibit non-trading behaviour - 9 respondents
always choose the ferry and 71 always choose the fixed link. This could be for valid
reasons in that the maximum council tax premium is too small to persuade respondents
to choose the ferry alternative over the fixed link. A deeper analysis of the responses
confirms this to a certain extent in that non-trading behaviour varies systematically with
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income, car ownership and the number of trips across the fixed link per week. Those
with high incomes, access to a car and who make a lot of trips across the fixed link are
more likely to exhibit non-trading behaviour than other respondents. The analysis also
indicates a systematic variation by island, in that Eriskay households are more than
twice as likely to exhibit non-trading behaviour compared to other households. As
discussed in section 4.4 a lot of the ferry alternatives in the Eriskay SP scenarios were
considered unrealistic by respondents. The high incidence of non-trading behaviour by
Eriskay householders is therefore considered to be an artefact of the lack of realism of
the questionnaire in Eriskay rather than an indication of high willingness to pay for a
fixed link. Eriskay households are therefore excluded from the econometric analysis.
This reduces non-trading behaviour to 45% of respondents. This is still a large
proportion of the dataset and the results from the fixed link stated preference game
need to be interpreted against this statistic. Fortunately the contingent valuation
questions provide the means by which respondents can reveal their true willingness to
pay. The contingent valuation questions therefore act as an efficient validation of the
fixed link stated preference game — as is discussed later in this chapter.

Table 6.4: Responses to local ferry stated preference game

SP From those who answered the Percentage of returned
Question SP question the percentage questionnaires with
choosing: question unanswered
Ferry A Ferry B
1 11% 89% 5%
2 61% 39% 5%
3 24% 76% 6%
4 69% 31% 5%
5 27% 73% 6%
6 72% 28% 8%
7 91% 9% 5%
8 69% 31% 10%
9 24% 76% 6%
10 37% 63% 5%
11 85% 15% 6%
12 62% 38% 8%
13 36% 64% 5%
14 11% 89% 5%
15 32% 68% 3%
16 16% 84% 5%
Average 45% 55% 6%

Note: Shaded cell identifies cheapest option
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Table 6.5: Responses to fixed link stated preference game

SP From those who answered the Percentage of returned
Question SP question the percentage questionnaires with
choosing: question unanswered
Ferry Fixed Link
1 41% 59% 3%
2 24% 76% 0%
3 29% 71% 3%
4 16% 84% 0%
5 54% 46% 0%
6 54% 46% 0%
7 46% 54% 3%
8 17% 83% 0%
9 54% 46% 0%
10 61% 39% 0%
11 31% 69% 0%
12 32% 68% 0%
13 19% 81% 0%
14 45% 55% 0%
15 14% 86% 0%
16 11% 89% 0%
Extra 9% 91% 1%
Average 29% 71% 1%

Analysis of the responses to the contingent valuation questions indicates that 70% of
respondents provided a valid willingness to pay (see Table 6.6) that can be used in the
econometric analysis. As noted in the literature (Mitchell and Carson, 1989, pp.97-104;
Bateman et al., 2002 pp.135-145) and discussed in section 4.3 open-ended elicitation
contingent valuation questions can generate a lot of protest votes and non-responses
due to the difficulty respondents face coming up with their true willingness to pay ‘out of
the blue’ for something they are not familiar with valuing. Here protest votes against
the payment mechanism (a council tax premium) account for between a fifth and an
eighth of responses. Given the political sensitivity of council tax this is felt to be
reasonably realistic and not excessive. Non-responses constitute between 9% and
17% depending on the contingent valuation question. This level of non-response is
much higher than that experienced in the stated preference games (see Table 6.4 and
Table 6.5), but once the influence of the Eriskay households is taken into account it is
not that much higher. The level of non-response to the contingent valuation questions
is therefore also viewed as acceptable. The design strategy of preceding the

contingent valuation questions with stated preference games set within a similar
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context therefore appears to have been successful at minimising the number of invalid

responses to the contingent valuation questions.

Table 6.6: Responses to contingent valuation questions

Contingent valuation Proportion of dataset
question Valid WTP Protest Non- Total
responses votes response
12 to 24 hr ferry 68% 15% 17% 100%
24hr ferry to fixed link 71% 13% 16% 100%
Time saving 68% 22% 9% 100%

A deeper analysis of the responses to the contingent valuation questions indicates that
some households indicate a very high willingness to pay relative to their income.
Values in excess of £5,200 are indicated despite some of the households having a
gross income of less than £10,000 p.a. Such values are unrealistic and either result
from a coding error on the part of the survey enumerator (e.g. coding a willingness to
pay of £100 per annum as £100 per week) or as a result of the householder not
treating the questionnaire seriously. Outlying willingness to pay values of £5,200 or
more are therefore excluded from the econometric analysis. This gives a maximum
willingness to pay of £2,000 per annum for the 12 to 24 hr ferry, £2,500 for the 24hr
ferry to fixed link and £520 for the time saving.

12% of the households interviewed moved to the islands surveyed after the fixed link
had been constructed. The willingness to pay of such householders is of interest as,
through the process of self-selection and all else being equal, households with high
values for connectivity would choose not to live on an isolated island. Households that
move to the island after the fixed link had been constructed are therefore expected to
exhibit higher levels of willingness to pay, than households that were resident on the
island before the fixed link was constructed. The appropriateness of the survey
instrument for such householders though is uncertain. This is because the
questionnaire is based around a series of ‘ferry scenarios’ for which households have
no direct experience. Some evidence regarding inconsistency in willingness to pay by
households that moved to the islands after the fixed links had been constructed is
evident. Preliminary analysis indicated that on Scalpay households that moved to the
island after the bridge had been constructed valued the bridge substantially less than
existing residents, whilst the opposite was the case for Berneray and Vatersay. On the
basis that ‘incomers’ to the islands post-fixed link could not properly relate to the ferry

scenarios such respondents are excluded from econometric analysis.
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Exclusion of cases from the sample based on the five criteria discussed above (non-
response, protest vote, Eriskay household, post-fixed link and outlier) reduces the
sample size down to just over two thirds for the SP games and around a half for the
contingent valuation questions. This is a larger reduction than is evident in the inter-
island questionnaire (where about 80% of the cases are retained) and has arisen
primarily as a result of the problems experienced with the Eriskay households and the
ambitious sampling strategy that included households that moved to the islands post-
fixed link. With valid SP samples in excess of 400 cases and contingent valuation
samples in excess of 70 cases there is still though more than sufficient data with which
to proceed with the econometric analysis.

Table 6.7: Household survey dataset cleaning

Local Fixed Contingent valuation _,
ferry SP | link SP ["45 4524 hr | 24 hr ferry Time
game gams ferry to fixed saving
link %
No. of households in sample 149 149 149 149 149
No. of cases in sample 596 745 149 149 149
Exclusion of cases by:
Step 1: Eriskay households 112 140 28 28 28
Households who
Step 2:  moved to island post- 68 85 17 17 17
fixed link
Step 3: Non-responses 12 3 8 8 8
Protest votes/ Other
Step 4:  reasons for not N/A N/A 14 10 25
providing WTP value
Outlying values
Step 5: where WTP 2 £5,200 N/A N/A 3 2 1
p.a.
Valid cases 404 517 79 84 70

6.4 Distribution of willingness to pay

Drawing from the discussion and results from the inter-island ferry presented in the
preceding chapter the main points of interest associated with the distribution of
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willingness to pay are the existence of:

° A mass point at or near zero;
° Negative values;
. Non-linearities (e.g. the marginal value of extending operating hours depends

upon what the existing operating hours are); and

o The shape of the distribution.

The existence of a mass point in willingness to pay at or near zero occurs, as
discussed in Chapter 5, because for a proportion of travellers activity schedules are
either well adjusted and close to optimum or there exists a significant amount of buffer
time. The long distance nature of the trips made on the inter-island ferries mean that
for many travellers travelling is the major activity of the day around which other
activities are centred. A reasonable sized mass point at or close to zero was therefore
expected and found for the inter-island ferry (see Table 5.3(a) and (b)). This contrasts
with local trips, the present interest, where travel costs can impose significant
constraints on activities. A priori a smaller mass point at zero for the household survey
is expected. Table 6.8(a) shows that between 4% and 11% of households have a
value of headway less than 0.52p/min, compared to the 26% that was found in the
inter-island survey. A zero mass point therefore exists but is smaller for local trips than
for longer distance trips. There is an apparent discrepancy in the operating hours data
in Table 6.8(b) as responses to two SP questions suggest that 40% of respondents
have a value per hour closed less than 4.17p/hr closed, whilst responses to a different
SP question suggest that only 13% of respondents have a value per hour closed less
than 8.33p/hr closed. This apparent discrepancy is attributed to the fact that
householders have a higher value of an additional operating hour if the ferry service
has short operating hours (e.g. 9am to 5pm) than if it has long hours (e.g. 11am to
6pm). That is non-linearities exist for the marginal value of operating hours. This
makes Table 6.8(b) difficult to interpret with respect to the size of a zero mass point,
but suggests that such a mass point may vary in size depending on the existing
operating hours of the ferry. The contingent valuation question comparing a 24 hour
ferry to 12 hour ferry®® however indicates that 27% of the sample hold a zero value for
operating hours above 12 hours (i.e. 7am to 7pm). This is quite large but smaller than
that observed for the inter-island ferry (44%) also as expected.

35 Both ferries are free and run at 30 minute headways.
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Table 6.8: Distribution of willingness to pay for changes local ferry schedules
(boundary value bin analysis)

(a) Headway

Bin for marginal value | Proportion | Cumulative

of headway (H) (p/min) | of sample frequency
H<0.17 11% 1%
0.17sH<0.52 7% 4%
0.52<H<2.29 70% 74%
2.29sH<5.00 13% 88%
5.00sH 13% 100%

Notes: Shaded row indicates bin holding the median value

(b) Operating Hours

Bin for marginal value | Proportion | Cumulative
of operating hours(OH) | of sample frequency
(p/min)

OH<2.08 7% 7%
2.08=0H<3.13 33% 40%
3.13s0OH<4.17 0% 40%
4.17<0OH<8.33 -28% 13%
8.33s0OH 88% 100%

Notes: Shaded row indicates bin holding the median value

A mass point at or close to zero is also evident in the value attached to a fixed link
compared to a 24 hour ferry. This can be seen in Table 6.9 where 25% of SP
responses indicated a value of the fixed link compared to a 24 hour ferry of no more
than £60 per annum. The contingent valuation question revealed a similar but slightly
higher proportion at 31%. The household survey data, just like the inter-island survey
data, therefore points towards the existence of significant mass points in the

willingness to pay functions at or close to zero.

Zero responses account for between a fifth and a quarter of the valid responses to the
ferry and fixed link contingent valuation questions (see Table 6.10). These are
comparable but slightly higher than the identified mass points in the stated preference
local ferry and fixed link datasets. There is therefore consistency between these
datasets. Contrastingly 70% of respondents indicated a zero willingness to pay for a
time saving of between 10 and 20 minutes®. As each of these respondents also
answered a subsequent question to indicate that the transport alternative with a lower
level of service was perfectly adequate for their household these values may be a true

% Time saving varied by island
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reflection of willingness to pay. Possibly however the large number of zero responses
has arisen as a consequence of the ‘unexpected’ nature of the task respondents had
been asked to perform. That is whilst they had developed some familiarity with
choosing between different ferry and fixed link scenarios they had not developed a
similar familiarity with placing a willingness to pay value on travel time savings. This
characteristic of the data needs to be borne in mind when interpreting the econometric

results of the time saving contingent valuation question.

Table 6.9: Distribution of willingness to pay for fixed link compared to a 24 hour

ferry (boundary value and contingent valuation bin analysis)

Benefit of fixed link over Fixed Link SP Game Contingent valuation 24hr
24 hr ferry ferry to fixed link
(£ per annum) Proportion | Cumulative | Proportion | Cumulative
of sample frequency of sample frequency
Benefit < £20 11% 11% 20% 20%
£20=< Benefit < £60 14% 25% 1% 31%
£60< Benefit <€120 -3% 22% 8% 39%
£120=< Benefit <£180 0% 22% 1% 40%
£180< Benefit <£220 3% 25% 1% 41%
£220< Benefit <£300 36% 61% 17% 58%
£300< Benefit 39% 100% 42% 100%

Note: (1) Ferry operates at 30 minute headways, is free and 15 minutes slower than fixed link.
(2) Shaded row indicates bin holding the median value

Table 6.10: Observed distribution of willingness to pay - contingent valuation

questions
Contingent valuation Valid WTP responses
question Negative Zero Positive Total
willingness | willingness | willingness
to pay to pay to pay
12 to 24 hr ferry 2% 27% 71% 100%
24hr ferry to fixed link 4% 20% 76% 100%
Time saving 3% 70% 27% 100%

Note: Proportion of valid WTP responses with a negative WTP is obtained through an analysis
of the reasons given for preferring the alternative with the lower level of service.

In addition to the existence of a mass point at or close to zero the contingent valuation
data point towards the existence of a small number of negative values associated with
improvements from a ferry to a fixed link, from a 12 hour to 24 hour ferry and in travel
time to and from other villages (off the sampled island). This varies between 2 and 4%

of all households (see Table 6.10). This small, but from an model estimation point of
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view important, group of householders state they prefer isolation to improved
connectivity and also attribute negative impacts to the transport improvements (such as
other people speeding or visual intrusion).

Figure 6.5(a) and (b) illustrates the implied distribution of willingness to pay for the
ferry and fixed link contingent valuation questions and the fixed link stated preference
questions (where a 24 hour ferry was compared to a fixed link). The large mass point
at or close to zero, discussed at length above, is evident in each of these distributions.
Interestingly the contingent valuation distributions appear to represent a form of decay
function as willingness to pay increases. This contrasts with the distribution implied by
an analysis of the fixed link SP game’s boundary values (in Figure 6.5(b)). Here aside
from the mass point near zero there appears to be a second mass point between £220
and £300. A cursory comparison between the distributions in Figure 6.5 with the
normal, triangular and log-normal distributions suggests that, as with the inter-island
ferry data, none of these three distribution functions appear well able to replicate the
observed willingness to pay distributions.

The analysis presented above allows median revealed willingness to pay values to be
identified. From the local ferry SP game the median value for headway lies in the
range of 0.5p to 2.3 pence per headway minute per household, whilst the median value
of operating hours is in excess of 8.33 pence per hour closed per household. The fixed
link contingent valuation question indicates that the median willingness to pay for a
fixed link compared to a 24 hour ferry is between £220 and £300 per annum per
household. This is the same as is indicated by the fixed link SP game. The
consistency in median values for the same step change in transport quality between
the two question types is reassuring. The local ferry contingent valuation question
indicates that the median willingness to pay for a 24 hour ferry compared to a 12 hour
ferry is between £100 and £150 per annum per household.

6.5 Local ferry stated preference game — estimation results

The estimation strategy used to estimate the model for the local ferry stated preference
game is the same as that used for the inter-island ferry game described in detail in
Chapter 5. Briefly MNL models are estimated to the data in the first instance with the
structure for the best performing MNL model being used as a basis for the estimation of
the MXL models. Different MNL models are estimated that examine whether utility
varies linearly or non-linearly and whether interactions of the main attributes (cost,
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headway, operating hours) with socio-economic characteristics assist in explaining

Figure 6.5 Cumulative distribution function for willingness to pay
(a) Ferry and fixed link contingent valuation questions

I — 24 hrferry to fixed link CV
question
1 ——12 hrto 24 hr ferry CV
question
= ] {r l
£0 £200 £400 £600 £800 £1,000 £1,200
Willingness to pay (£ per annum)

(b) Fixed link stated preference game (boundary value bin analysis for
willingness to pay for fixed link relative to a 24 hr ferry)

| ——Fixed Link SP game BVs|
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behaviour. The socio-economic characteristics examined include whether the
household has access to a car, the island they lived on, household type (family,
working age adult(s) and retired), household income and the number of trips made over
the fixed link.

The design of the local ferry SP game is similar to that for the inter-island ferry. The
generic utility functions for the model estimation are therefore equivalent, which for
completeness are reproduced below in Equation 6.1.

Vairys = B £(H)+ 2™ g(OH) + 9™ h(P) + e

qferryl — ‘q.leny1

(6.1)

Viaerr,2 = BE™ 1(H)+ 2™ 9(OH) + ™ h(P) + ¢

qferry2 — q.ferry?2
Six multinomial models have been estimated (see Table 6.11). Model LF-MNL1 is a
simple model linear in headway, operating hours and cost (fare). No fixed effects
associated with household socio-economic characteristics are modelled. Models LF-
MNL2 to 4 are similar to LF-MNL1 in that no socio-economic fixed effects are modelled
but differ in that the models are non-linear in headway and operating hours. Model LF-
MNLS5 introduces fixed effects to the piece-wise non-linear model (LF-MNL4), whilst
model LF-MNL6 has the same structure as LF-MNLS5 but is estimated on data that

excludes non-traders (i.e. those that always chose the cheapest ferry, etc.).

Table 5.5 shows that the best-performing model structure is the piece-wise non-linear
model. That is the model in which the function in headway f(H) and the function in
operating hours g(OH) are defined differently depending on the values taken by H
and OH. Including socio-economic characteristics into the model (model LF-MNLS5)
further improves the model fit. The latter model has an adjusted rho-squared statistic

of 0.278. Whilst this implies that a substantial amount of unexplained variation still
exists in the data, such a statistic is fairly typical for SP data.
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Table 6.11: Summary statistics for MNL models - local ferry SP game

Model Functional form for Includes | Includes | No. of Rho- Log
Headway (H) and fixed non- cases | squared Likeli-
Operating Hours (OH) effects traders hood
(see table notes)
Linear
LF- f(Hy=H No Yes 404 0.161 -232.34
MNL1
g(OH)=HC
Non-linear
LF- f(H)=Ln(H) No Yes 404 0.098 -249.74
MNL2
g(OH) = Ln(HC)
LF- s No Yes 404 0.170 -229.93
E e )= vH
g(OH) = HC?
LF- f(H)=0 . H < x No Yes 404 0.239 -214.96
MNL4 if =
=H H > x
g(OH)=0 HC<y
=HC HCz2y
LF- As MNL4 Yes Yes 404 0.278 -200.08
MNL5
LF- As MNL4 Yes No 372 0.327 -172.38
MNL6

Notes: Generic utility function is set out in equation 6.1. HC is hours closed. All models include
fixed effects by socio-economic group. For the piecewise models (LF-MNL4 to 6) multiple steps

in headway and operating hours are specified (e.g. the vector X ={60,120,180,240} and

; ={0,7,1 2,16}), though only those that are statistically significant are retained in the final
model. Estimated using ALOGIT v4.2.

Table 6.12 presents models LF-MNL1, 4, 5 and 6. All model coefficients have the
correct sign and are statistically significant at the 90% level and above, aside from one
coefficient in model LF-MNL6 which is based on a smaller sample (excludes non-
traders). Investigations into the socio-economic parameters that give the best model
performance in terms of largest log-likelihood and adjusted rho-squared give rise to the
inclusion of household trip-making characteristics in model LF-MNL5. Characteristics
such as income, car ownership, off-island employment and household structure are
important determinants of behaviour, however, when combined in a model with trip
making behaviour these characteristics cannot explain any additional variation in the
data (i.e. are not significantly different from zero). This occurs primarily because these
characteristics are important determinants of trip-making behaviour. In a model for use

as a forecasting tool it would be inappropriate to include an endogenous variable (such
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as trip making behaviour) as an explanatory attribute in the model. In this instance it is
acceptable as the interest is willingness to pay and the model with the most

explanatory power is the preferred mechanism for deriving willingness to pay.

The marginal utilities presented in Table 6.12 and marginal valuations presented in
Table 6.13 indicate the models estimated exhibit a number of desirable and expected
properties:

o Those of low incomes have a higher marginal utility of income than those with
high incomes (model LF-MNL4);

o The larger the headway the lower the marginal utility of a headway minute is
(models LF-MNL4 and 5). This is consistent with the fact that at low headways
a larger percentage of the time between headways is spent waiting (e.g. at the
pierhead). Such time could invariably be spent in a far more productive manner
(e.g. leisure). At long headways the marginal utility of a headway minute is the
difference between the marginal utilities of different leisure activities. As such it
is less than the marginal utility at low headways;

. Marginal utility and marginal value of an operating hour during the day (between
7am and 7pm) is more than during the evening and night (between 7pm and
7am) (model LF-MNLS5). This is consistent with the fact that more activities are
undertaken during the day than in the evening and at night;

° For model LF-MNL1, for which it is possible to calculate t-statistics for the
marginal valuations, it can be seen that the marginal valuations are significant.
95% confidence intervals for the marginal values in model LF-MNL1 are +/-25%
for the marginal value of headway and +/-22% for the marginal value of an
operating hour.

The best performing multinomial model is LF-MNL5 and this is used as the basis for
the development of the MXL models. Excluding non-traders from the data reduces the
amount of unexplained variation (as evidenced by the higher rho-squared value for
model LF-MNLG6). It does not have a large effect on the estimated parameters or
marginal valuations. Non-traders are therefore maintained in the data for the
estimation of the MXL models.

Table 6.14 presents five random parameter mixed logit models. LF-MXL1 reproduces
the best performing multinomial model by treating the data as cross-sectional. In
model LF-MXL2 the data is treated as panel data but no taste variation is included in
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Table 6.12: Local ferry SP game estimation results for MNL models

P SRS R R s S : LF-MNL1 LF-MNL4 LF-MNL5 LF-MNL6
Cost coefficient for all household incomes -0.006 (-6.26) -0.003 (-2.92) -0.007 (-6.49) -0.008 (-6.88)
Increment on cost coefficient for:

Household income < £10,000 p.a. - -0.004 (-2.26) --- -

Household income withheld - -0.009 (-2.57) - -
Headway coefficient
(At all Ie\):el of headways 2 30 mins and < 240 mins) ~ALES (il A ety e e M40 ini0)
Increment on headway coefficient:

When 60mins < headway < 240 mins --- --- 0.048 (3.63) 0.042 (3.14) 0.040 (2.72)

When headways = 240mins - --- 0.004 (2.22) 0.004 (1.85) 0.003 (1.23)

For households making 5 or more trips per week over fixed link - -—- -— - -0.007 (-3.17) -0.008 (-3.16)
Operating hours coefficient (no. of hours closed) -0.131 (-7.80) - — -
Increment on operating hours coefficient:

X\gf‘:;hl%l:rrms) closed = 12 hours (i.e. during day after 7am and = -0.129 (-8.06) -0.062 (-3.27) -0.071 (-3.58)

For households making 3 or more trips per week over fixed link - - -0.132 (-4.18) -0.145 (-4.29)

For households making 17 or more trips per week over fixed link --- - -0.140 (-2.13) -0.187 (-2.21)
Observations 404 404 404 372
Log-likelihood -232.34 -214.96 -200.08 -172.38
Adjusted rho-squared 0.161 0.239 0.278 0.327

Note: T-statistics in parentheses. Significant at 99% level if the t-statistic>2.33; at the 95% level if the t-statistic>1.96 and at the 90% level if the t-

statistic>1.65. Estimated using ALOGIT v4.2.
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Table 6.13: Marginal values of headway and operating hours (local ferry SP game
MNL models)

LF- LF- LF- LF-
MNL1 | MNL4 | MNL5 | MNL6

Marginal value of a headway minute
(pence/headway minute/household trip)

At all level of headways 2 30 mins and < 1.3 - o
240 mins (8.0)
: ; 12.3 7.2 5.7
When 30 mins sheadway < 60 mins (N/A) (N/A) (N/A)
‘ ; 1.8 0.9 0.7
When 60mins < headway < 240 mins (N/A) (N/A) (N/A)
0.8 0.3 04

When headways = 240mins (N)A) (N}A) (N)A)

Marginal value of an operating hour
(pencel/operating hour/household trip)

; 22.41
At any time of day (8.9) —
Between 7pm and 7am (i.e. late evening Ui 0.0 18.5 17.4
and night) (N/A) (N/A) (N/A)
After 7am and before 7pm (i.e. during 28.3 279 26.2
day) (N/A) (N/A) (N/A)

Note: For each model the value of headway and operating hours for each statistically significant
population segment is calculated. A weighted average of these marginal valuations using the
sample proportions is then calculated. This is the process of sample enumeration. An
operating day of between 7am and 7pm implies an operating day of 12 hours.

T-statistics, in parentheses, calculated following Hess and Daly (2008). For piecewise nonlinear
models LF-MNL4, 5 and 6 t-statistics cannot be calculated as there is insufficient information on
covariances between the marginal values of different population segments.

the model. Taste variation is incorporated into models LF-MXL3 (normal distribution
function), LF-MXL4 (triangular distribution function with no constraints on the spread)
and LF-MXL5 (triangular distribution function with the spread constrained to the mean).
Aside from model LF-MXL1 where the data is treated as cross-sectional all the other
models correctly treat the data as panel data, as up to four observations are obtained
from each respondent. The log-normal distribution is not used as it results in
unrealistically high estimates of the mean willingness to pay (see Section 5.5).

As can be seen by comparing LF-MXL1 to model LF-MNL5 (in Table 6.12) the MXL
model gives a good approximation to the MNL model. This gives re-assurance that the
mixed logit models are being estimated correctly. There is no difference between
models LF-MXL1 and 2, because without the introduction of a random parameter into
the model the bias in the standard errors associated with panel data cannot be
corrected. As can be seen from the log-likelihood values introducing taste variation

into the model improves the level of fit significantly for the models fitted with the normal
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Table 6.14: Local ferry SP game estimation results for MXL models

| LEmxut LF-MXL2 LF-MXL3 LF-MXL4 LF-MXL5
Cost All trips b £ 0.007 (-6.35) 0.007 (-6.44) 0.012 (-5.48) E 0.012 (-5.58) F 0.008 (-5.79)
c — —— — — ——
Headway coefficient b -0.049 (-3.39) -0.050 (-3.79) -0.121 (-3.22) -0.123 (-3.29) -0.006 (3.25)
i F F TC
(Headways 2 30 mins) c -0.006 (4.11)
Increment on headway coefficient for:
b 0.04 .0 .04 : 107 (3.07 .110 (3.14
Headways = 60 mins F 0223200 A et S LIS TU . ( )
c - --- -0.018 (-3.70) 0.044 (3.92)
b .004 (1. .004 (2.
Headways = 240 mins F S (e, S ey
c — ——- — — —
Households making 5 or more b F -0.007 (-3.06) -0.007 (-2.67) -0.017 (-3.22) F -0.017 (-3.20) . -0.007 (-3.41)
trips per week over fixed link c es - el = =
Operating hours coefficient (no. of
hours closed) b 0.000 0.000 0.000 0.000 0.000
Increment on operating hours o
coefficient for:
b -0.062 (-3.16 -0.062 (-2.93 -0.174 (-2.64 -0.178 (-2.66 -0.064 (-2.29
Hours closed 2 12 hours F ( ) ( ) ( ) TU ( ) TC ( )
c -- --- -0.281 (-3.56) -0.670 (-3.85) -0.076 (-2.29)
Households making 3 or more b E -0.132 (-3.82) -0.132 (-2.86) -0.228 (-3.77) F -0.225 (-3.71) U -0.201 (-4.03)
trips per week over fixed link c o = S = -0.501 (-3.46)
Households making 17 or more b E -0.139 (-2.43) -0.140 (-2.50) -0.357 (-2.47) E -0.349 (-2.68) e -0.154 (-2.43)
trips per week over fixed link c o o . i s
No. of observations 404 404 404 404 404
Log-likelihood -200.08 -200.08 -182.34 -182.26 -199.79

Notes: F, N, and TU and TC indicate distribution function for parameters. F means fixed (i.e. no distribution function), N is the normal, and TU is the triangular where the

spread is not constrained in estimation and TC is the triangular with spread constrained equal to the mean. For each random parameter two coefficients are estimated (b and
c). Forthe normal distribution the mean=b and st.dev.=c; and for the triangular mean=b and spread=c. T-statistics in parentheses. Parameter is significant at 99% level if the
t-statistic>2.33; at the 95% level if the t-statistic>1.96 and at the 30% level if the t-statistic>1.65. T-statistics calculated using robust standard errors except model LF-MXL1.
Models estimated using Train's Gauss code with 500 Halton draws.
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(LF-MXL3) and the unconstrained triangular (LF-MXL4) distributions. The
improvement in fit over the MNL model using a constrained triangular distribution (LF-
MXL5) is marginal. In the models presented only some of the variables are treated as
random. This is because some of the spread parameters are not significantly different
from zero. It can also be seen that the introduction of taste variation reduces the
number of variables (e.g. headway equal to 240 minutes) in the models. That is the
distribution functions capture some of the variation in marginal utility that previously
required an additional variable.

The advantage of using the constrained triangular distribution in the model estimation
is that no part of the distribution of willingness to pay values has the wrong sign
(negative). This is not the case for the normal distribution and the unconstrained
triangular distribution. The fitted distribution of willingness to pay for model LF-MXL4
(triangular unconstrained) is set out in Table 6.15 and compared to the revealed
distribution of willingness to pay. The comparison is also illustrated in Figure 6.6. The
non-linear nature of the willingness to pay functions, and the mixture of fixed
parameters and random parameters in the models make the fitted distributions hard to
interpret and compare with the revealed distribution. It can however be seen that the
fitted willingness to pay distribution has a part, between 11% and 14% (depending on
the attribute), with the wrong sign. The model LF-MXL3 (with a normal distribution) has
a very similar proportion of the distribution with the wrong sign. As argued earlier in
this chapter and in Chapter 5 it is not expected that such proportions of the population
would hold negative willingness to pay for improvements in headway and operating
hours. The proportions are, however, not excessive when considered against the
objective of the study - the derivation of willingness to pay values. On grounds of
better model fit (higher log-likelihood) models LF-MXL3 (normal) and LF-MXL4
(triangular unconstrained) are therefore preferred to LF- MXL5 (triangular constrained).
Model LF-MXL4 (triangular unconstrained) has a marginally higher log-likelihood than
LF-MXL3 (normal) and the fitted distribution is also bounded which the normal
distribution is not. This is more appealing as it is unrealistic to expect the marginal
utility of headway and operating hours to tend to infinity for some members of the
population. On these grounds LF-MXL4 is taken as the preferred model. It should be
noted that if the models were to be used for forecasting a different preference might
have been made as the proportions of the distribution that have a negative willingness
to pay are, from a forecasting perspective, at the limits of acceptability.



149

Table 6.15: Comparison of observed and fitted cumulative distribution functions
of willingness to pay for headway and operating hours

(a) Headway

Bin for marginal value Observed LF-MXL4

of headway (H) (p/min) When When
30 mins < headway | 60mins < headway
< 60 mins < 240 mins

H<0.00 unknown 0% 14%
H<0.17 11% 0% 16%
0.17=H<0.52 4% 0% 21%
0.525H<2.29 74% 0% 57%
2.29sH<5.00 88% 0% 97%
5.00<H 100% 100% 100%

Notes: Shaded cell indicates bin holding the median value

(b) Operating hours

Bin for marginal value Observed LF-MXL4
of operating hours (OH) During day In evening and
(p/hour) (7am - 7pm) night time
(7pm = 7am)
OH<0.00 unknown 11% 0%
OH<2.08 7% 13% 29%
2.08<0OH<3.13 40% 14% 29%
3.13s0H<4.17 40% 15% 29%
4.17=0OH<8.33 13% 18% 29%
8.33<OH 100% 100% 100%

Notes: Shaded row indicates bin holding the median value

Table 6.16 presents the willingness to pay values for the different MXL models. The
second column of this table gives the marginal values for the preferred model (LF-
MXL4). Here it can be seen that when headways are between 30 and 59 minutes,
headways have a marginal value of 11.3 pence/headway minute/household trip, whilst
when headways are between 60 and 240 minutes headways have a marginal value of
2.0 pence/headway minute/household trip. It can also be seen that the marginal value
of an operating hour during the day (between 7am and 7pm) is more at 34.7
pence/operating hour/household trip than it is during the late evening and night (19.7
pence/operating hour/household trip). As discussed in Chapter 5 it is not possible to
calculate t-statistics and confidence intervals for the marginal valuations derived from a
mixed logit model. The marginal values presented in Table 6.16 are justified as
statistically robust on the basis that the model parameters are statistically robust. 95%
confidence intervals for the MNL model LF-MNL1, which has an inferior fit to the data,
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are also less than +/-25%.

Figure 6.6: Comparison of observed and fitted cumulative distribution functions
of willingness to pay for headway and operating hours
(a) Headway

Headway cumulative distribution functions

~&—LF-MX.4 when 30 mins s headway < 60
mins

LF-MXL4 when 60mins s headway s 240
mns_

-3 -2 -1 0 1 2 3 4 5 6 7
Headway (p/min)

Note: The apparent inconsistencies in the observed willingness to pay headway
cumulative distribution function for values below 1p/min are associated with different
marginal values being associated with long and short headways.

(b) Hours closed

Hours closed cumulative distribution functions

~e— Obsened
—a— LF-MXL4 during day (7am - 7pm)

LF-MXL4 in evening and night time (7pm
~ 7am)

Hours closed (p/hr)

Note: The apparent inconsistencies in the observed cumulative distribution function for
values below 10p/hr are associated with different marginal values being associated
with long closures and short closures.
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Table 6.16: Properties of willingness to pay distributions for headway and

operating hours (local ferry SP game)

LF-MXL3 LF-MXL4 LF-MXL5
Marginal value of a headway minute
(pence/headway minute/household trip)
When 30 mins < headway < 60 mins
Mean 111 11.3 As for
Standard deviation 0.7 0.7 headways
between 60
Proportion with negative WTP 0% 0% and 240 mins
When 60mins < headway < 240 mins
Mean 19 2.0 1.4
Standard deviation 15 1.7 0.6
Proportion with negative WTP 13% 14% 0%
Marginal value of an operating hour
(penceloperating hour/household trip)
Between 7pm and 7am (i.e. late evening
and night)
Mean 20.0 19.7 223
Standard deviation 17.2 16.9 16.2
Proportion with negative WTP 0% 0% 0%
After 7am and before 7pm (i.e. during day)
Mean 344 347 30.7
Standard deviation 25.3 28.5 16.5
Proportion with negative WTP 11% 11% 0%

Notes: Mean and standard deviation values estimated using a monte-carlo simulation based on
a population of 10,000 (split into the statistically relevant socio-economic groups from the model
using sample proportions). Lowest and highest 2.5% are excluded from calculation of mean
and standard deviation for the unbounded normal distribution (LF-MXL3). Fixed cost
coefficients and bounded distributions mean that all 10,000 simulations are used for LF-MXL4
and LF-MXL5.

6.6 Contingent valuation — estimation results

The primary purpose of the contingent valuation questions is to provide a validation of
the fixed link stated preference results. As such the primary interest is in the average
willingness to pay in the sample. Non-parametric methods are perfectly adequate for
this and there is therefore no need to fit a distribution to the contingent valuation data
(Bateman et al., 2002 pp.224-228, pp.237-242). Table 6.17(a) and (b) present non-
parametric summary statistics for each of the contingent valuation questions. The
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highest willingness to pay (£483 per annum per household) is associated with the
choice between a fixed link and a 24 hour ferry that is free, has a 30 minute headway
and takes 15 minutes longer than the fixed link. In contrast the willingness to pay for a
free 24 hour ferry with a 30 minute headway compared to a 12 hour ferry with
otherwise the same attributes is £270. A 15 minute time saving on the other hand is
only valued at £43 per household per annum. This value is likely to be a lower bound,
as there are a large number of zero responses to this question no doubt arising as a
consequence of the ‘unexpected’ nature of tasking respondents to valuing travel time
savings (see Table 6.10 and associated discussion).

95% confidence intervals for the mean willingness to pay values are presented in Table
6.17(b). As a proportion of the mean the confidence interval is narrowest for the 24
hour ferry to fixed link question (at +/- 25% of the mean). The 95% confidence interval
for the willingness to pay for a 15 minute travel time saving is significantly larger than
the other two intervals (at +/- 56% of the mean). This is most probably a direct
consequence of the large number of zero responses.

Table 6.17: Non-parametric estimates of mean and median willingness to pay for
transport quality improvements (contingent valuation questions)

(a) Summary statistics for willingness to pay (£ per annum per household)

Contingent Valuation question Mean | Median | St. Dev. Min Max

CV1: 24 hour ferry to fixed link 483.40 | 260.00 | 558.30 0.00 | 2500.00 84

CV2: 12 hour ferry to 24 hour ferry | 269.50 | 104.00 | 385.80 0.00 | 2000.00 79\

CV3: 15 minute time saving 43.40 0.00 104.50 0.00 520.00 70\
Note: For the time saving contingent valuation question householders were presented with R
either a 10, 15 or 20 minute time saving depending on the island they lived on. The willingness
to pay has been scaled to a 15 minute time saving for analysis.
(b) 95% Confidence intervals for the mean willingness to pay (£ per annum per
household)

4l R : Lower bound | Upperbound | Clas percentage

KR of 95% ClI of 95% CI of mean

CV1: 24 hour ferry to fixed link 364.00 602.80 +/-25%

CV2: 12 hour ferry to 24 hour ferry 184.40 354.60 +/-32%

CV3: 15 minute time saving 18.90 67.90 +/-56%
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Note: 95% confidence intervals calculated as C +1.96.y/Var(C) where C is mean willingness
Var(C)

JN

It is reassuring to note that the median value for the 24 hour ferry to fixed link

to pay and Var(E) = . Nis the sample size, C is the willingness to pay.

contingent valuation question is £260, which is entirely consistent with the revealed
willingness to pay from the fixed link SP game (see also the discussion in Section 6.4
and Table 6.9). This is pleasing as it suggests consistency in response by
householders between the SP games and the contingent valuation questions.

6.7 Fixed link stated preference game — estimation resuits

The same estimation strategy to that used for the local ferry stated preference game
and described in section 6.5 is used for the estimation of a model to the fixed link
stated preference game data. The generic utility function underpinning the model
estimation was set out in Equation 4.5 in Chapter 4, but for convenience is also

reproduced below:

U =y g(OH)+ = (6.2)

FixedLink __ ., FixedLink —Ferry FixedLink
uf =af +,h(P)+¢]

Table 6.18 presents the results of the first stage of the model estimation, the estimation
of multinomial logit models. FL-MNL1 is a structurally simple model linear in operating
hours with no interactions with socio-economic characteristics (i.e. no fixed effects by
socio-economic segment). FL-MNL2 includes fixed effects by socio-economic segment
and FL-MNL3 excludes non-traders (e.g. those who always chose the fixed link). As
can be seen from this table all variables are of the correct sign and are significant at
the 90% level or above. Once again it is found that trip making behaviour is the best
‘fixed effect’ variable to explain variations in marginal utility of operating hours by
population segment. Trip making behaviour and island are the best variables to
explain variations in the ‘constant’ utility of the fixed link. The adjusted rho-squared
value for FL-MNL2 at 0.240 is not exceptionally high but, as mentioned earlier, is fairly
typical for SP data. In contrast to the local ferry analysis it has not been possible to
estimate a piece-wise model in operating hours to the data. That is a model in which
the marginal utility associated with operating hours varied with the number of hours the
ferry was available could not be estimated. Similarly no variation in the marginal utility

of cost can be found. This difference between the local ferry and fixed link datasets is
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Table 6.18: Fixed Link SP game estimation results for MNL models

| FL-MNL1 |  FL-MNL2 FL-MNL3
Cost coefficient for all household incomes -0.003 (-8.5) -0.003 (-8.8 -0.006 (-8.1)
Fixed link constant 1.411 (7.5) 1.421 (6.4) 1.189 (5.4)
Increment on fixed link constant for:

Households on Berneray --- -0.894 (-3.6) -

Households on Vatersay - -1.414 (-3.3) -

Households making 5 or more trips per week over fixed link --- 0.776 (2.9) -

Households making 17 or more trips per week over fixed link --- 0.680 (1.7) -
Operating hours coefficient (no. of hours closed) -0.046 (-2.6) --- -
Increment on operating hours coefficient for:

Households making 3 or more trips per week over fixed link --- -0.085 (4.1) -0.126 (-4.1)
Value of fixed link constant (£ per annum per household)

Constant -524.05 (7.3) -514.78 (N/A) -209.4 (6.7)
Marginal value of operating hours (£ per annum per household)

All times of the day 17.15 (2.8) 19.62 (N/A) 15.83 (4.4)
Observations 517 517 282
Log-likelihood -281.66 -245.92 -124.64
Adjusted rho-squared 0.130 0.240 0.362

Note: T-statistics in parentheses. Significant at 99% level if the t-statistic>2.33; at the 95% level if the t-statistic>1.96 and at the 90% level if the t-
statistic>1.65. Estimated using ALOGIT v4.2. For each model the value of the fixed link constant and marginal value of operating hours for each statistically
significant population segment is calculated. A weighted average of these marginal valuations using the sample proportions is then calculated and presented
in the table. T-statistics for marginal valuations calculated following Hess and Daly (2008). For the piecewise nonlinear model LF-MNL2 t-statistics cannot be

calculated as there is insufficient information on covariances between the marginal values of different population segments.
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attributed to the coarseness of the fixed link data given the large number of non-

traders.

Average willingness to pay values for models FL-MNL1 and FL-MNL2 are similar to the
contingent valuation results presented in Table 6.17*”. For the models estimated to
data including non-traders (FL-MNL1 and FL-MNLZ2) the fixed link constant is just over
£500 per household per annum whilst the marginal value of an operating hour is
between £17 and £20 per household per annum. The confidence interval for the fixed
link constant is +/-27% whilst that for operating hours is +/-70% (model FL-MNL1). The
marginal value for operating hours is therefore not as well estimated as that for the
fixed link constant.

Excluding non-traders from the data has a significant effect on the model estimated, as
can be seen by comparing Model FL-MNL3 to model FL-MNL2. As expected the
adjusted rho-squared statistic increases significantly, however the number of
statistically significant explanatory variables is much lower and the implied willingness
to pay values decrease significantly. Primarily this arises because a very large
percentage of respondents (54%) exhibit non-trading behaviour with the majority
always choosing the fixed link. As discussed in Section 6.3 non-trading behaviour
varies systematically with income, trip making behaviour, car ownership and as such is
viewed to be a valid reflection of householders choice. The mixed logit models are

therefore estimated using data from both traders and non-traders.

Table 6.19 presents six random parameter mixed logit models. The first model (FL-
MXL1) as in the previous SP game analysis reproduces the MNL model (FL-MNL2).
The second model allows for panel data in the set-up and the standard errors are also
robust to heteroscedasticity. However, the lack of taste variation in the model means
that the only difference with model FL-MNL1 is that the standard errors are robust to
heteroscedasticity. Taste variation is introduced in models FL-MXL3 to FL-MXL6. The
differences between these models relates to their structure, as it was not possible to fit
any distribution aside from the triangular distribution with the spread constrained to the
mean to these data. The estimation process did not converge if a normal distribution
function is used (with or without constraints on the standard deviation) or an
unconstrained triangular distribution function is used. As can also be seen from this

% The second contingent valuation question was concerned with extending ferry
opening hours from 12 to 24 hours. The mean willingness to pay for this is £269.50 i.e.
£22.46 per additional operating hour.
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Table 6.19: Fixed Link SP game estimation results for MXL models

(a) Models FL-MXL1 to FL-MXL4

~ FL-MXL1 FL-MXL2 FL-MXL3 FL-MXL4
b -3.1(-8.80 -3.1(-6.08 -28.5(-2.88 -8.8(-4.97
Cost coefficient for all household incomes ( ) F ( ) ( ) TC S5EA
c -—- - -28.5(-2.88) -8.8(-4.97)
b 1,421.1(6.14 1,421.1(3.65 36,367.5(3.13 2,817.3(6.33
Fixed link constant (all households) ( ) F ( ) ( ) ( )
C - -- 36,367.5(3.13) -
Increment on fixed link constant for:
b -894.2(-3.57 -894.2(-1.88 -23,149.4(-2.6 -1,317.3(-2.
Households on Berneray < ( ) F ( ) A:2.99) F AR el
b -1,414.2(-3.44 -1,414.2(-1.98 -20,385.0(-2.
Households on Vatersay ( ) F ( ) g
C -— -— — —
Households making 3 or more trips per b = F = - =
week over fixed link c = — e =
Households making 5 or more trips per b 775.7(2.98) E 775.7(2.34) —
week over fixed link c L = e
Households making 17 or more trps per D 680.1(1.62) . 680.1(1.41) —- -
week over fixed link c il e — .
Operating hours coefficient (no. of hours b oy = = -
closed) c - = e =
Increment on operating hours coefficient for:
Households making 3 or more trips per b -85.3(-4.15) F -85.3(-2.67) 232.9(1.32) TC -291.3(-2.09)
week over fixed link --- --- 232.9(1.32) -291.3(-2.09)
No. of observations 517 517 517 517
Log-likelihood -245.92 -245.92 -112.88 -200.82
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(b) Models FL-MXL5 to FL-MXL6

S FL-MXL5 FL-MXL6
b -9.8(-4.67 -4.3(-6.19
Cost coefficient for all household incomes TC ( ) TC ( )
c -9.8(-4.67) -4.3(-6.19)
b 2,530.8(5.22 ---
Fixed link constant (all households) ( )
c —— ——
Increment on fixed link constant for:
b -1,850.6(-2.46) -
Households on Berneray
c — —
b s e
Households on Vatersay
c -— —
Households making 3 or more trips per b ~— 1,336.2(3.34)
week over fixed link c — o
Households making 5 or more trips per b s =
week over fixed link c — —
Households making 17 or more trps b 52 E 867.3(1.87)
per week over fixed link c _— A
Operating hours coefficient (no. of hours b -441.5(-2.03) =
closed) c -441.5(-2.03)
Increment on operating hours coefficient
for:
Households making 3 or more trips per b = TC -196.5(-2.75)
week over fixed link c — -196.5(-2.75)
No. of observations 517 517
Log-likelihood -196.98 -239.04

Notes: F and TC indicate distribution function for parameters. F means fixed (i.e. no distribution function) and TC is the triangular with spread constrained equal to the mean.
For each random parameter two coefficients are estimated (b and c). For the triangular mean=b and spread=c. T-statistics in parentheses. Parameter is significant at 99%
level if the t-statistic>2.33; at the 95% level if the t-statistic>1.96 and at the 90% level if the t-statistic>1.65. T-statistics calculated using robust standard errors except model
FL-MXL1. Models estimated using Train’'s Gauss code with 500 Halton draws.



158

table only some of the parameters in each of the models include taste variation. This is
because it is found that the spread of the distribution function was not statistically

significant for many of the parameters.

In model FL-MXL3 it was possible to include taste variation on three parameters: cost,
the fixed link constant for all households and operating hours for households making
more than three trips. This gives a large improvement in the log-likelihood but also
leads to an unrealistic model, as the fixed link constant is unrealistically large (greater
than £1,100 see the third column of Table 6.20) and leads to the operating hours
coefficient to have the wrong sign and lose its statistical significance. Model FL-MXL4
is therefore estimated without taste variation on the fixed link constant. This gives a
substantial improvement in fit compared to the MNL model (FL-MNL2) as can be seen
from the change in the log-likelihood value. In model FL-MXL5 all households (not just
households making 3 or more trips a week) are allowed to hold a marginal utility for
operating hours. This gives a further, albeit slight, improvement in model fit as judged
by the log-likelihood of the model. In the final model FL-MXL6 it is tested whether trip
making behaviour can better explain the variation in the data for the fixed link constant.
The log-likelihood of this model is much worse than that for FL-MXL4 and FL-MXL5.

Table 6.20: Properties of willingness to pay distributions for fixed link constant
and operating hours (fixed link SP game)

FL-MNL3,
FL-MXL1 and
FL-MXL2

FL- FL- FL- FL-
MXL3 | MXL4 | MXL5 | MXL6

Value of fixed link constant (Eper household per annum)

Mean 514.8 1153.1 333.6 248.5 295.7
Standard deviation N/A 982.6 284.2 216.0 275.2
Proportion with o ~ o
negative WTP N/A 7% 0% 0% 0%

Marginal value of an operating hour (Eper household per annum)

Mean 19.6 -6.5 26.4 53.1 36.1
Standard deviation N/A -5.7 23.0 440 31.6
Proportion with e . . ~

negative WTP N/A 100% 0% 0% 0%

Notes: Mean and standard deviation values estimated using a monte-carlo simulation based on
a population of 10,000 (split into the statistically relevant socio-economic groups from the model
using sample proportions). Lowest and highest 2.5% are excluded from calculation of mean
and standard deviation for models FL-MXL3 to FL-MXL5 where the cost parameter is treated as
random.
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In choosing between models FL-MXL4 and FL-MXLS5 it can be seen that whilst the log-
likelihood for FL-MXLS5 is the highest by a small margin, model FL-MXL4 is better able
to reproduce the observed distribution of willingness to pay for hours closed (see
Figure 6.7). On this basis FL-MXL4 is taken as the preferred model. It should of
course be noted that in a manner similar to that observed for the inter-island ferry and
the local ferry SP game analysis neither of these fitted distributions appear to reflect
the revealed distributions particularly well. Further improving the fit of the distributions
to that observed in the contingent valuation data is a topic for further research.

Figure 6.7: Observed and modelled cumulative distribution function for hours

closed

Hours closed cumulative distribution function
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The different models produce different estimates of mean willingness to pay. The MNL
model gives willingness to pay values that are very similar to the mean willingness to
pay values derived from the contingent valuation questions. However, introducing
taste variation into the model significantly lowers the value of the fixed link constant
and increases the marginal value of an operating hour - aside from model FL-MXL3
where the fixed link constant doubles and the marginal value of an operating hour has

the wrong sign.

The preferred model, model FL-MXL4, has a value for the fixed link constant of
£333.60 per household per annum. This value is outside the 95% confidence interval
(£364 to £602) for the mean willingness to pay as derived from the contingent valuation
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question. The preferred model also has a marginal value for an operating hour of
£26.40 (per household per annum). This lies within the 95% confidence interval from
the contingent valuation data. The discrepancy between the contingent valuation data
and the stated preference results is felt to arise from the inability of the stated
preference design to recover large values for the fixed link constant (see Table 4.13
and associated discussion in Chapter 4). This stems from using a maximum council
tax premium of £1,000 per annum. Whilst the design is quite able to recover values up
to and slightly beyond the mean willingness to pay seen in the contingent valuation
data it cannot recover values much larger. This results in a lowering in the mean
willingness to pay as derived from the stated preference data. This is unfortunate but
given the uniqueness of the study and lack of evidence on the value of fixed links for
use during the design of the stated preference scenarios it is, perhaps, not surprising.
The purpose of deriving the fixed link constant is to act as a starting point in the
analysis for calculating the risk premium. Given the difference between the contingent
valuation and stated preference results it will be necessary to use both results during
the calculation, and examine if this materially effects the conclusion that can be made
about the risk premium.

6.8 Annual willingness to pay versus willingness to pay per trip

The willingness to pay values derived from the local ferry stated preference game are
couched in terms of per household trip, whilst the contingent valuation questions and
fixed link stated preference game are couched in terms of the willingness to pay per
household per annum. As a check for consistency it is important to reconcile these
numbers against each other. It is also important to complete such a reconcilation as it
is necessary to use the value for headway from the local ferry SP game (but in units of
per household per annum) in the calculation of the risk premium. In converting a
marginal value per trip to an annual value the usual procedure adopted within an
appraisal is to multiply the per trip value by the number of trips made in a year.

As discussed below with some fairly strong assumptions regarding the curvature of the
demand curve it is possible to almost reconcile the per trip and per annum marginal
values as a consequence of elastic demand only. The strength of the assumptions
necessary though mean that other factors most probably also influence the relationship
between the per trip and per annum values. These include biases in the survey results
and income effects. These are each discussed in turn. The presence of these effects,
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particularly the curvature of the demand curve and income effects, has important
implications for the calculation of the economic impact of a transport project using the
rule of a half (i.e. a linear demand curve) and assuming income effects are negligible.
This is discussed in more detail below.

Elastic demand

Under elastic demand the change in consumer surplus of a policy intervention is given
by Area ABCD; in Figure 6.8. The more convex to the origin the demand curve is, the
smaller the change in consumer surplus is, with the limit being Area ABCD,, The
difficulty in estimating the change in consumer surplus in this instance comes from
knowing the curvature of the demand curve and the demand before and after the policy
intervention. This is because the data was not collected to facilitate the development of
a model for forecasting demand. For illustrative purposes therefore four different
demand curves have been fitted, ranging from a linear function to three curves from the
negative exponential family. The negative exponential function is attractive as a
demand curve as it is bounded, convex to the origin and énalytically tractable. Table
6.21 presents the estimated consumer surplus for the four demand curves assuming a
different number of vehicle trips per household per week in the Do Minimum®. In the
policy intervention being evaluated the Do Minimum (DM) is defined as a ferry with 12
hour availability and 30 minute headway and the Do Something (DS) is a fixed link with
a toll (similar to the ferry fare) but no time saving over the ferry. As can be seen it is
only when a low number of person trips per household per week (i.e. three) and a
strongly convex demand curve is assumed does the ‘area under demand curve’
estimates of consumer surplus begin to approach the contingent valuation estimates®,
More reasonable assumptions regarding the convexity of the demand curve and the
number of person trips in the Do Minimum would suggest that the per trip marginal
values of headway and operating hours overestimate the per annum values by a factor
of around 2.

% The ex-ante and ex-post studies of the Berneray causeway (Halcrow Fox, 1996;
SQW, 2004) indicate that just over 4 vehicle trips were made per household per week.
No information on household trip rates before construction of the fixed links is available
for the other islands.

% The contingent valuation estimate of the change in consumer surplus also includes
the risk premium. However, and as discussed in the following section, the risk
premium is estimated to be zero. The contingent valuation estimate of consumer
surplus and the area under the demand curve estimates are therefore directly
comparable.
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Figure 6.8: Change in consumer surplus under different demand curve
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Table 6.21: Estimate of willingness to pay (£ per annum per household) for 24
hour availability and zero headway from 12 hour availability and 30 minute
headway

No. of person trips/week/household in Do
Minimum (vehicle trips in parentheses)
(£ per annum per household)

3 4 6
(0.9) (1.2) (1.9)
Contingent valuation estimate of change £666

in consumer surplus

Area under demand curve (change in consumer surplus)

Demand curve 1. Linear (Rule of half) £1,256 £1,348 £1,533
Demand curve 2. D;=Dye' ! £1,112 £1,251 £1,493
Demand curve 3. D;=Dge! #5109 £881 £1,048 £1,349
Demand curve 4. D;=D,e P 103 £761 £938 £1,268

Notes: D, is demand after intervention, D, is demand in reference situation. Cost is cost
difference between DM and DS. Contingent valuation estimate of consumer surplus is sum of
CV1 + CV2 - 2*CV3 (see Table 6.17). DS demand is 10.6 person trips per week (see Table
6.3). Average vehicle occupancy in presence of a fixed link toll is taken to be the same as for a
ferry. Vehicle occupancy taken to be 3.24. Consumer surplus approximated for demand curves
3 and 4 as no direct integration is possible.
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Scoping effect bias

Scoping effect bias occurs when respondents have difficulty valuing the size of the
benefit, attributing similar values to large benefits as to small benefits. Difficulty in
valuing the scale of the benefit means that values for small changes (per trip) maybe
too high, whilst values for large changes (per annum) may be too low. The classic
scoping bias study by Desvousges et al. (1993) found no significant difference between
valuations to prevent the deaths of 2,000, 20,000 and 200,000 migratory waterfowl.
Scoping effect bias also applies to situations in which a less than proportionate
increase in willingness to pay occurs as the scale of the impact increases. This is
relevant to this study, as a significant difference exists between per trip and annual
values but the annual value is less than a proportionate increase in the per trip values.
A rational economic explanation for diminishing marginal benefits as found in this study
(i.e. the scoping effect) is one of satiation (see Bateman et al., 2002 pp.392-397 for a
discussion). In this context satiation would imply that willingness to pay for some trips
is higher than for other trips. Higher valued trips may for example include work trips or
the first discretionary (non-work related) trip a week. Therefore whilst householders
were asked to respond to the service provision in general they may have in fact
focussed on the higher value trips when responding®’. Additionally householders when
responding to the annual willingness to pay may have underestimated the full scale of
the impact (an extra 12 operating hours a day is 4,380 extra hours a year). It is not
possible to identify the impact of scoping effect bias ex-post without explicitly taking
account of the effect in the survey design (which has not been done). All that can be
done ex-post therefore is to treat the per trip values as an upper bound and the per
annum values as a lower bound to the true willingness to pay.

Income effects

The measure of consumer benefits adopted in transport cost benefit analysis is that of
consumer surplus - as illustrated in Figure 6.8. This is typically referred to as
Marshallian consumer surplus. Such a measure of consumer benefits relies on
nominal income being held constant. Holding utility (or real income) constant gives two
alternative measures of consumer benefits — compensating variation if utility is held at

“ Householders were asked which ferry service the household would prefer in general
for the island. They were not asked which service would be preferred within the
context of a specific trip. This is because the pilot survey identified that householders
would choose a ferry service that was excessive for the needs of a particular trip (e.g. a
service with long opening hours when the trip in question was completed by 4pm)..



164

initial levels and equivalent variation if utility is held at post-intervention levels. As the
policy interest is in the potential benefits from the consumer's existing position for an
improvement in transport quality compensating variation is the most appropriate of the
two Hicksian measures. For a fuller discussion see Mitchell and Carson (1989 pp.23-
26). Because it is much easier to estimate the Marshallian consumer surplus and for
small income changes it is a suitable approximation to Hicksian compensating
variation, Marshallian consumer surplus is used as a basis for transport cost benefit
analysis.

The contingent valuation questions, both of which are couched in terms of annual
willingness to pay*, elicit the Hicksian compensating variation measure. This is
because householders are asked to reveal the maximum they would be willing to pay
for improved transport quality. The reference point is pre-intervention utility levels. In
comparing the annual and the per trip willingness to pay values, as has been done in
Table 6.21, a Hicksian compensating variation measure is therefore being compared to
a Marshallian consumer surplus measure. For small income changes these would be
expected to be similar. The Marshallian consumer surplus measures in Table 6.21 are
not however small in relation to household incomes. Median gross household incomes
are between £10,000 and £20,999 with 38% of households having a gross income of
less than £10,000 p'.a. Additional expenditure of between £1,200 and £1,500 per
annum (as suggested by the Marshallian consumer surplus measure) therefore seems
large. Across the UK average expenditure on transport by households in rural areas is
£74.50 per week (or £3,874 per annum) (ONS, 2007 p.4). This includes vehicle
replacement costs. Average expenditure on petrol and fuel is £17.50 per week (£910
per annum). This is slightly higher in the Outer Hebrides at £960 per annum*2., An
increase in expenditure of between £1,200 and £1,500, as suggested by the more
realistic demand curves used in Table 6.21 to estimate the Marshallian consumer
surplus, therefore is equivalent to an increase between 125% and 160% of petrol and
fuel costs and an increase of up to 40% of average UK rural household transport
expenditure. The lower ‘Hicksian compensating variation’ measure of £666 estimated
from the contingent valuation data in Table 6.21 seems a more realistic estimate of
willingness to pay when set in the context of average household incomes and existing
expenditure patterns. This would suggest that including the income effect in the

1 Householders were presented with both weekly and annual increments to council tax
- payments. Annual increments were included to ensure the full impacts on the
household budget are appreciated.

“2 Source: 2003/4 Scottish Household Survey variable HD19 (MORI Scotland et al.
2005).
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estimate of consumer surplus may erroneously double the estimate of benefit received
by households. This is because, from the evidence presented here, the Hicksian
compensating variation measure of consumer surplus is 50% of the Marshallian
measure. This is larger than the 30% for low income people found by Cherchi and
Polak (2007) based on simulated data.

Summary

Under strong assumptions, regarding the curvature of the demand curve, it is possible
to reconcile the marginal values from the local ferry stated preference game against the
willingness to pay values from the fixed link stated preference game and the contingent
valuation questions. More realistic assumptions suggest a difference between the two
values of about 2. It is however not possible to state categorically why such a
difference occurs between these data sources. This is because these data have not
been collected in a manner that permits investigation for scoping effect bias,
diminishing benefits per additional trip or for income effects. From an appraisal
perspective the existence of substantial income effects is quite worrying as an implicit
assumption in the use of the Marshallian measure of consumer surplus is that income
effects are small. The difference between per trip levels aggregated to an annual basis
and annual willingness to pay values is an interesting result from this study. Given the
importance of income effects to the measure of total economic impact further research
explaining this discrepancy would be of value.

6.9 The risk premium and non-use values

Risk premia occur because for risk averse individuals or firms under conditions of
uncertainty the expected utility from an income is less than if that income was available
with certainty. Option values are a form of risk premium and evidence of their
existence for rail and bus services and the implications for economic appraisal in
sparse networks have already been presented (in Chapter 3). It is expected that a risk
premium will be attached to the availability of a transport link to and from an island. A
fixed link is always available with certainty, whilst a ferry’s availability is uncertain. Itis
therefore hypothesised that a risk premium for the fixed link will exist.

As discussed in section 4.3 (in Chapter 4) the fixed link constant is used as a basis for
estimating the risk premium. For the reasons set out in that chapter, this is not an ideal
approach and the contingent valuation questions were therefore used as validating
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mechanism. In addition to the risk premium the fixed link constant also includes
elements of user benefit (reductions in journey time), scheduling costs (changes in
headway) and non-use benefits (see Table 3.1 and discussion in section 3.1). To
obtain an estimate of the risk premium we therefore need to subtract the willingness to
pay for a headway reduction, for a journey time saving and for the non-use benefits
from the value of the fixed link constant. However, to avoid overburdening respondents
the risk premium and the non-use value are not separately identified, therefore only a
combined estimate of the risk premium and the non-use value is obtained.

The fact that income effects probably influence total willingness to pay over a year for
headway means it is necessary to adjust the headway (per trip) values before making
the risk premium and non-use value calculation. Analysis indicates that per annum
values for operating hours are 124 times larger than per trip values*’. Using this factor
would suggest that a per trip marginal value of headway of 11.3p/min leads to a per
annum value of £14.01. A reduction in headway from 30 minutes to zero therefore has
a value of £420.36 per household per annum.

Two values for the fixed link constant have been used given the difference between the
value derived from the fixed link stated preference game and that derived from the
contingent valuation question. The contingent valuation estimate is felt to be more
robust as the fixed link stated preference game could not recover high values for the
fixed link constant. Table 6.22 presents the estimate of the risk premium and the non-
use value. As can be seen from this table both estimates are negative, though the one
based on the contingent valuation data is only just negative. The lack of confidence
intervals for the marginal values derived from the mixed logit models means no
confidence interval can be derived for the risk premium and non-use value estimate.
However, from the confidence available from the contingent valuation data and the
indicative ones available from MNL models it is anticipated that the confidence interval
for the risk premium and non-use value would easily encompass zero.

3 From local ferry SP game the marginal value of an operating hour is 19.7p per hour
per trip(single) per household. From the fixed link SP game the marginal value of an
operating hour is £26.40 per annum household. From the contingent valuation
question the willingness to pay for 12 additional operating hours is £269.50 implying a
marginal value of an operating hour of £22.46 per annum household. This suggests
that per annum values are between 114 and 134 times bigger than per trip values, the
average of which is 124.
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Table 6.22: Risk premium and non-use value of fixed link compared to 24 hour

ferry with a 30 minute headway

Fixed link SP | Contingent
game valuation
(FL-MXL4)
Fixed link constant 334 483
(N/A) (364, 603)
(willingness to pay for an untolled fixed link from a
base of a free 24 hour ferry with a 30 minute headway
and a journey time that is 15 minutes longer (1-way))
Minus:
Value of 30 min time saving (1-way time saving of 87 87
15 mins) (38, 136) (38, 136)
(source: contingent valuation question)
420 420
Value of 30 min headway (N/A) (N/A)
Risk premium and non-use value -173.60 -23.80
(£ p.a. per household) (N/A) (N/A)

Notes: Value of headway factored down by 8.9 to reflect difference between per annum and per
trip valuations. 95% confidence intervals in parentheses were available.

This result is interpreted as indicating that householders do not perceive a difference
between a 24 hour ferry with a very high frequency and a fixed link beyond user
benefits (journey time savings) and scheduling benefits (headway costs). This could
arise as both transport options offer a high quality service. With a free 24 hour ferry
islanders do not feel cut-off from employment, services and leisure facilities and so on.
This is an interesting result and would suggest that if a fixed link holds any risk
premium over a ferry it is associated with operating hours. Such a line of investigation
is left for further work, though it is noted that such a risk premium would be included in
the willingness to pay value derived from the contingent valuation question on a 12 and
24 hour ferry.

6.10 Discussion of main findings

An analysis of responses to the SP and contingent valuation questions suggest that
mass points exist at or close to zero willingness to pay. That is a proportion of the
sample have a zero willingness to pay for changes in headway and operating hours.
This is consistent with activities for some of the sample being unconstrained by poor
quality transport schedules. The large proportion of pensioner households with few
time constraints on the islands could well give rise to this mass point. The mass points
appear to be about half the size of those observed for the inter-island ferry. This is
consistent with the fact that travel for users of the inter-island ferry forms the major
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activity of the day, whilst for householders on Berneray, Eriskay, Scalpay and Vatersay
travel is a facilitator of the day's activity. Transport schedules will therefore act as more
of a constraint than in the inter-island case. There is some evidence of negative
willingness to pay for transport links in the data, though this is a small proportion of the
total sample. The evidence for this comes from the contingent valuation data where
between 2 and 4% of households cited a preference for isolation rather than paying a
council tax premium for improved transport quality. This is considered to reflect a net
willingness to pay of several confounding attributes rather than representing a negative
willingness to pay for a time saving. Improved transport quality increases utility through
better activity scheduling, but may decrease a householder's utility as some
characteristics of an island can be lost — for example the increased accessibility of the
island to the outside world may result in an increase (or a fear of an increase) in crime.

The estimated models have acceptable levels of fit, but do not seem to replicate
particularly well the observed distribution of willingness to pay near to and at zero.
Improving the fit of the distribution functions through the same lines of investigation as
proposed for the inter-island ferry remains an outstanding research issue (see section
5.5).

The data suggests that the marginal value of a headway minute and an operating hour
vary non-linearly with headway and the length of the operating day. When headways
are short marginal values are higher than when headways are long. This is consistent
with the fact that with short headways a larger proportion of the time will be spent in an
unproductive manner (e.g. waiting) than if headways are long. When the operating day
is short the marginal value of an operating hour is more than when the operating day is
long. This is also consistent with a priori expectations as, because most activities take
place in the core part of the day, a long operating day will not impose many constraints
on activity schedules.

Table 6.23 presents the marginal values for headway and operating hours on a per trip
basis and their car in-vehicle-time equivalent minutes. The marginal values are,
depending on headway length, 2.0 and 11.3 pence per headway minute and,
depending on the length of the operating day, 19.7 and 34.7 pence per operating hour.
These marginal valuations are within design range of the stated preference questions
and this gives confidence in the validity of the results (see Table 4.7, 4.9 and 4.10 in
Chapter 4). The calculation of car in-vehicle time minutes presented in Table 6.23 is
dependent on vehicle occupancy for which there is no data. Using average
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occupancies from the Berneray ferry suggests that a headway minute is valued
between 0.07 and 0.42 of a car-IVT minute (depending on headway length), whilst an
operating hour is valued between 0.73 and 1.28 car-IVT minutes. No confidence
intervals are available for these results which derive from the preferred mixed logit
models. The case for these results being robust therefore centres on how well the
parameters of the distribution functions for the different marginal utilities have been
estimated. Some confidence in the robustness of the results can also be gained from
the preliminary MNL model where the confidence intervals for the marginal value of

headway and operating hours are +/-25% or below.

Table 6.23: Local ferry SP game preferred willingness to pay values as a
proportion of car in-vehicle-time (2005 perceived prices and values)
(a) Headway

When headways are | Marginal value Equivalent car in-vehicle time minutes
between: of a headway (assumes average vehicle occupancy of 3.2)
minute (per
single trip)
30 and 59 mins 11.3 p/min 0.42 car-IVT mins per headway min
(678 p/hr) (25.2 car-IVT mins per headway hour)
60 and 240 mins 2.0 p/min 0.07 car-IVT mins per headway min
(120 p/hr) (4.2 car-IVT mins per headway hour)

(b) Operating hours

When operating day | Marginal value Equivalent car/LGV in-vehicle time minutes

is: of an operating | (assumes average vehicle occupancy of 3.2)
hour (per single
trip)
8 hours 34.7 p/hr 1.28 car-IVT mins per hour

(9am to 5pm)

12 hours 19.7 p/hr 0.73 car-IVT mins per hour
(7am to 7pm)

17 hours 19.7 p/hr 0.73 car-IVT mins per hour
(6am to midnight)

24 hours 19.7 p/hr 0.73 car-IVT mins per hour

Notes: Marginal values derived from model LF-MXL4. Average vehicle occupancy of 3.2 for an
island residents’ trip on a ferry - derived from analysis of Berneray Causeway ex-ante and ex-
post studies (Halcrow Fox, 1996 and SQW, 2004 respectively). Average car occupant value of
time is £5.07 per hour (i.e. 8.5 p/min) (2005 perceived prices and values). Derived from
standard value of travel time savings per passenger (DfT, 2007b) using non-work other value of
time.

In comparison to the inter-island ferry results the marginal values in pence per

headway minute or pence per operating hour are a lot less, but as a proportion of car-
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IVT the results are comparable. It seems therefore that different values of time
(primarily the presence of work related trips on the inter-island ferry) are the main
reason for the differences in values between the two surveys. The major difference
between the local ferry data and the inter-island data is that with the local ferry data
headways below 180 minutes have a marginal value attached to them.

The uniqueness of this research makes it difficult to make comparisons with other
empirical evidence. The only empirical evidence in the literature to which it is directly
comparable is that by Brathen and Hervik (1997) that has been adapted into
Norwegian appraisal guidance (Brathen and Lyche, 2004). The latter give values for
inconvenience costs (i.e. scheduling costs and queuing costs imposed by headway and
operating hour restrictions) of 22 NOK for non-city centre ferry links that are replaced
by a fixed link. This compares to a value of time of 96 NOK/hr. For infrequent
departures and for high dependence ferry links the inconvenience costs are weighted
by 1.5. The implication is that the inconvenience costs for replacing a ‘lifeline’ ferry
with a fixed link is equivalent to a 21 minute time saving. The five case studies
reported by Brathen and Hervik had ferries that operated from 0530 to 2400 and
operated with peak headways of less than 30 mins and slightly more in the off-peak.
Using the car-IVT results in Table 6.23 the Outer Hebrides data suggests replacing a
ferry operating at a 45 minute headway from 0530 to 2400 with a fixed link would have
a marginal value per vehicle of 17 car-IVT minutes*. This is similar to the Norwegian
appraisal advice and gives confidence in the validity of the results. The added value of
this research over the Norwegian research is that the results can be applied to any
ferry enhancement (including replacement by a fixed link), whereas the Norwegian
work only relates to a particular type of ferry service (high frequency and long operating
hours) and its replacement by a fixed link. Saying that the results here are restricted to
non-work trips only, whilst the Norwegian research encompasses business trips and
trips by commercial vehicles.

An interesting result that arises from this study is that the annual willingness to pay
values surveyed are about half what might have been expected a priori from the
marginal values per trip derived from the local ferry stated preference game. Given the
low household incomes evident in the islands this potentially arises as a consequence
of an income effect. This is important from the perspective of modelling the economic

4 Calculated as the sum of 30 headway minutes at 0.42 car-IVT mins per headway
minute, 15 headway minutes at 0.07 car-IVT mins per headway minute and 5.5 hours
at 0.73 car-IVT mins per operating hour.
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impact of a transport project as it would suggest aggregating values up to an annual
basis using marginal values per trip will overestimate the economic impact of the
transport project. It could however result from a form of respondent bias - a scoping
effect. With the existing data it is not possible to identify the exact cause of the
difference and this avenue of investigation would form an interesting topic for further
research.

The data on annual willingness to pay is regarded as reasonably robust in that the fixed
link stated preference game and the contingent valuation questions are consistent with
one another. Furthermore there is a degree of consistency between the per trip values
and the per annum values in that the proportion of consumer surplus attributed to a
lengthening in operating hours and to headway is similar between the local ferry stated
preference data and the contingent valuation and fixed link stated preference data.
Given these consistencies and the potential for a significant income effect it is felt that
willingness to pay values for island residents (who are always going to be frequent
users of transport link to/from their island) should be based on the annual willingness to
pay values. Such values are presented in Table 6.24. For occasional users of the
transport link (namely those based off the island) per trip valuations are appropriate
(see Table 6.23). Clearly these data relate to non-work trips only. There remains an
evidence gap for business trips and for valuations associated with commercial vehicles,
which future research should aim to fill.

The final finding of the study is that the data suggest no risk premium is associated with
a fixed link type of infrastructure compared to a ferry type of infrastructure (see Table
6.24). This finding relates to the differences in infrastructure and not the level of
service that is typically associated with each infrastructure type.' That is the data
indicates that householders attach no risk premium to a fixed link compared to a ferry
service as long as that service offers a similar level of availability to the fixed link. This
contrasts with the option value literature, where risk premiums are associated with
transport type (bus or train). Potentially in the island context risk premiums may instead
be associated with differing levels of availability (e.9. 9am to 5pm or 24 hours). Further
research, however, is needed to confirm this.



Table 6.24: Annual willingness to pay values for island residents (2005 perceived

prices and values)
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Marginal value per annum per
household

When headways are between:

30 and 59 mins

£14.01 per headway min

60 and 240 mins

£ 2.48 per headway min

When operating day is:

8 hours (9am to 5pm)

£43.02 per operating hour

12 hours (7am to 7pm)

£24.42 per operating hour

17 hours (6am to midnight)

£24.42 per operating hour

24 hours £24.42 per operating hour

Risk premium

Fixed link infrastructure compared £0.00

to ferry infrastructure

Notes: Annual value of headway and operating hours is a factor of 124 times the per trip values
(see Table 5.12). This is based off a comparison between annual willingness to pay values for
a change in operating hours compared to willingness to pay for a change in operating hours at

the level of a trip (see footnote 43).

These results have demonstrated that significant scheduling costs exist for households
making short distance/local trips. Whether these are large relative to the other
components of economic benefit is a different question, which the Berneray Causeway
case study presented in the penultimate chapter addresses. |If they are these results
have important implications for the appraisal of ferries and new fixed links in the Outer
Hebrides and Scotland in general. This chapter has brought to a conclusion the first
part of the thesis in which benefits associated with activity re-scheduling and the value
attributed to the increased security that households attribute to transport links have

been examined.
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7 WIDER ECONOMIC IMPACTS

7.1 Introduction

This chapter forms the start of the second part of the thesis. While the first part
concerned the identification and quantification of benefits important in sparse networks
but not included in an appraisal, this part concerns the economic impact of
peripherality. Peripheral regions in a geographic sense are those that are located
along the boundary of a nation, whilst peripheral in an economic sense are those of
minor economic importance relative to other regions (the core). Here the concern is
with regions that are both geographically and economically peripheral. Such regions
are typically characterised by low population densities and incomes, and being located
along the boundary of a nation, have high transport costs to the core. Sparse networks
and geographic and economic peripherality tend to go hand in hand, though the effect

of each characteristic on the economic impact of a transport project is distinct.

The low economic wealth of peripheral regions means that any impacts of transport
projects on the rest of the economy, particularly the labour market, have high policy
relevance. Creating and maintaining employment along with population is often cited
as one of the key reasons for investing in transport infrastructure in peripheral regions.
Poor transport infrastructure, it is argued by politicians, results in consumers facing
high prices, residents not being able to access jobs and businesses being inhibited in
their growth. A strong policy goal of maintaining a distributed population in an
economically sensible way and reducing regional disparities is explicit in government
actions both in the promotion of lifeline transport links to remote areas (Scottish
Executive, 2004 p.19; 2006 p.56) and promoting economic growth in the most remote
parts of Scotland (Scottish Government, 2007 p.19, pp.36-39). To date wider
economic impacts in peripheral areas have been largely ignored in the literature. This
chapter asserts that this is a mistake and wider economic impacts are likely to be as

important to transport improvements in peripheral regions as they are in core regions.

In the literature a lot of consideration has been given to agglomeration externalities as
the principal channel by which wider economic impacts will be felt (van Exel et al.,
2002; Laird, Nellthorp and Mackie, 2005; DfT, 2005; Eddington, 2006; Venables, 2007,
Graham, 2007). This interest has led to a focus on urbanisation economies and
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productivity gains in large cities. This is of little relevance to peripheral regions with
their sparse populations and primary sector industries. In contrast localisation
economies associated with industrial clusters can be important in a peripheral region.
Transport projects can therefore generate localisation externalities in peripheral regions
and these should be taken into account where relevant. Next in importance the
literature suggests are the wider economic impacts associated with imperfect
competition in the goods and services market (Venables and Gasiorek, 1999; DfT,
2005). This impact is arguably more important in peripheral regions, as in peripheral
regions markets are isolated and competition less intense. Labour economic literature
would also suggest that two other market failures may be important in peripheral areas.
These failures lead to involuntary unemployment (Elhorst and Oosterhaven, 2008) and
thin labour markets (Findeis and Jenson, 1998; Vera-Toscano, Phimister and
Weersnik, 2004; Pilegaard and Fosgerau, 2008).

This chapter is organised as follows. To set the context of the later sections section 2
discusses the benchmark competitive case. The next sections take each of the market
failures in turn. They discuss the economic cause of the failure; the evidence to date
on the additional transport related welfare benefits associated with the failure; and the
relevance of the market failure to peripheral areas. Agglomeration economies are
discussed in section 3, whilst additional impacts as felt in the product and services
markets are discussed in seétion 4. Section 5 presents the labour market failures that
lead to involuntary unemployment and thin labour markets. The final section brings the
discussion together and identifies a future research agenda. This chapter also acts as
a starting point for Chapter 8 which picks up one of the outstanding research issues
and addresses it. '

7.2 The competitive case

As transport is an intermediate good, the linkages between it and other sectors of the
economy are numerous and varied. Changes in transport cost affect business
operating costs, as the cost of transporting factor inputs to the production process, the
costs of distributing finished goods and the productivity of employees travelling on
company business are altered. A reduction in business costs in a perfectly competitive
market reduces output prices and increases the demand for finished goods and
services. This affects the labour market in that increased demand for goods and
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services will shift the demand curve for labour upwards*. If labour supply is perfectly
elastic there will be no change in the wage, however, if it is less than perfectly elastic
the market wage will increase®®. This is illustrated in Figure 7.1 for a reduction in
freight costs. As well as indirectly affecting the labour market via the goods market
transport cost changes directly affect the labour market. This is because the cost of
accessing employment is part of the labour supply decision. In a perfectly competitive
labour market a reduction in commuting costs will shift the labour supply curve
downwards lowering the market wage. With less than perfectly elastic labour supply
the reduction in the wage will be less than the reduction in commuting costs. As the
market is competitive firms pass on the reduction in wages to consumers in the form of
lower product prices and an expanded output. This is illustrated in Figure 7.2 for the
case of a commuting cost reduction. The land market is also affected by transport cost
changes, with rents adjusting to reflect changes in accessibility and associated
changes in real income.

These price and wage changes affect demand for goods, services and labour - all of
which affect welfare. Demand is abstracted from competing goods and further rounds
of price and output adjustments occur - all as a consequence of a transport investment.
None of this is disputed; the important question from the perspective of a transport
cost-benefit analysis is whether these effects have additional welfare impacts to those
experienced by users, transport operators and the government (as set out in the
economic identity in Chapter 1 — Figure 1.1).

Measuring the economic benefits of a transport initiative in the transport market gives a
correct measure of total economic impact when perfect competition and constant
returns to scale exist in the wider economy (i.e. outside the transport market)
(Dodgson, 1973; Jara-Diaz, 1986). Changes in land values therefore double count
transport user benefits (Mohring, 1961) and summing all the changes in profits for all
firms in the supply and distribution chains (as conventionally reported in economic
development reports) also represents duplication of the same benefit (Dodgson, 1973).
Furthermore, if the price of land, labour or any factor input is less than perfectly elastic

% The size of the shift in the labour demand curve is a function of the labour-
technology relationship for each industry.

% Under perfect competition the supply of labour in the labour market can be elastic (as
in Figure 7.1(c)) or perfectly elastic, but the labour supply curve faced by the firm is
always perfectly elastic.
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Figure 7.1: Wider economic impact of a reduction in freight costs with perfect

competition
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Figure 7.2: Wider economic impact of a reduction in commuting costs with

perfect competition
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only the transport market can be used to measure the full magnitude of the economic
impacts (Nash and Mackie, 1990). This can be seen in Figure 7.1 and Figure 7.2,
where the surpluses in the labour market and product market can be less than the

surplus in the transport market.

Under perfectly competitive conditions and in the absence of external economies the
transport market is therefore the only market which yields an accurate measure of the
total economic impact of a transport project. The only alternative to measuring the
economic impact in the transport market is to use a general equilibrium framework and
measure the change in household utility. This is converted to monetary units via Hicks'
concept of equivalent variation. The household is chosen as the point of reference as it
brings together all facets of the economy. Householders own businesses and receive
a share of the profit, householders receive wages, householders pay taxes and receive
state social security and householders derive benefit or experience costs in non-traded

items (e.g. environmental costs).

Surpluses felt in markets other than transport only become additional to those felt in the
transport market when price does not equal marginal social cost — i.e. a market failure
occurs. Before proceeding to the discussion of different market failures it is worth
emphasising a number of points with respect to Figure 7.1 and Figure 7.2. These
affect the context in which the wider economic impacts depicted in the figures should
be seen. The points relate to the scale of the changes depicted, the relative size of the
effect on employment of a reduction in business and freight transport costs compared
to that of commuting costs, the spatial dimension of transport schemes and the impact

of an elastic labour supply and land market.

Scale. Each of the figures (and the figures contained in the subsequent sections of
this chapter) are drawn so as to enable understanding of the incidence and causation
of the wider economic impact of a transport intervention. As a consequence they are
not drawn to scale - the size of transport costs relative to other costs has been
magnified to make the figures clear. To give the true scale of the impacts some
context, there is a general view that transport costs form no more than 5% of business
costs (e.g. McQuaid et al., 2004 p.3). A substantial 10% reduction of a firm's transport
related costs, assuming perfect competition, would therefore only result in a 0.5%
reduction in output prices (given competitive markets). With respect to the labour
market Chapter 8 (Appendix D) shows that average one-way commuting costs in
Scotland are £2.10, whilst average full-time salaries (net of deductions are £14,840 per
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annum). This implies that commuting costs form about 6.5% of total full-time salary
costs*’. A substantial 10% reduction in commuting costs, with a perfectly competitive
markets and a perfectly elastic labour supply curve, would therefore only reduce wages
by an average of 0.65%.

Employment. The lack of a scale to the figures makes it difficult to ascertain whether
the reduction in product prices has a bigger effect on employment than a reduction in
commuting costs. For the illustrative case of perfect competition everywhere, perfectly
elastic labour supply curve, constant returns to scale and a one region one sector
economy, it is estimated that the effect of a reduction in transport costs faced by the
firm on employment is about 3.5 times larger than it is for a reduction in commuting
costs®®. Output effects are most likely therefore to be the main driver to changes in
employment, and therefore the arguments regarding the effects of imperfect

competition.

The spatial dimension. Transport interventions invariably have a very focussed
impact in a spatial sense. Only a proportion of the population will feel the impact of any
intervention. A single intervention therefore has only a small impact on the whole
economy. This is not to say that transport interventions have no impact, it is just that
the overall impact on wages and product prices will be small relative to the size of a
regional or national economy - possibly even too small to observe at an aggregate level
(e.g. regional or national employment levels). The easiest place to observe a final
impact of a transport project is in the land market, as this by definition has a strong
spatial context. Introducing space into the analysis also has important economic
implications because capital and labour is mobile. This can lead to shifts in the
regional market demand curves, which in the presence of perfect competition have no
additional wider economic impact, but in the presence of imperfect competition have

important welfare implications.

47 Assumes 5 commuting trips per week and a 48 week year.

* This calculation uses an average wage elasticity of labour supply of 0.1 (DfT, 2005
p.53) and an average price elasticity of demand for goods of 0.5 (DfT, 2005 p49). A
10% reduction in commuting costs, gives a 0.65% increase in the real wage
unemployed workers will receive, thereby increasing labour supply by 0.065%. A 10%
in business transport costs will reduce product prices by 0.5%, thereby increasing
output and employment by 0.25%. The effect of a 10% reduction in business transport
costs on employment is approximately 3.5 times that of the effect of a 10% reduction in
commuting costs.
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Elasticities of demand and supply. The benefits generated by changes in demand
as a consequence of a change in input costs are heavily dependent on the elasticities
of demand and supply. It should therefore be noted that Figure 7.1 and Figure 7.2
have been drawn for quite elastic situations. The reality may be very different as
output or employment may, for example, not be sensitive to changes in travel cost.
This is of importance for two reasons. The elasticity of the supply curves determines
the proportion of the transport benefit that feeds through into a particularly market as a
final impact; and secondly the elasticities of the demand and supply curves determine
the changes in output/labour which act as the driver for any additional welfare impacts .
that may be felt in imperfect markets. The relevance of wider economic impacts to a
transport intervention is therefore heavily dependent on the elasticities of demand and

supply.
7.3 Agglomeration economies

Agglomeration economies have been the main focus of attention in the literature on the
wider economic impact of transport interventions (van Exel et al., 2002; Laird, Nellthorp
and Mackie, 2005; DfT, 2005; Eddington, 2006; Venables, 2007, Graham, 2007). They
arise as a consequence of the positive consumption externalities that occur when
economic agents in transport using sectors of the economy are brought closer together
by a transport improvement. By bringing these agents closer together labour
productivity is raised above and beyond what would be expected from the transport
efficiency saving alone. The numerous micro-economic linkages between economic
agents, brought closer together, generate the externalities which, collectively and at a
localised level, give rise to aggregate increasing returns or agglomeration economies.
Whilst Marshall (1890) is credited with the first description of the sources of
agglomeration, the literature describing the exact micro-economic linkages and
evidence for them is, almost 120 years on, still evolving - see Duranton and Puga
(2004) and Rosenthal and Strange (2004) for reviews.

Where agglomeration economies exist and where as a consequence of the transport
intervention employment increases, Venables (2007) shows that two measures
additional to transport user benefits are needed to capture the full welfare impact of the
intervention. The first of the two additional measures relates to the productivity
increase that occurs to existing and new workers. The second arises as a
consequence of the distorting effects of taxation. The productivity effect is illustrated in
Figure 7.3 for the case of an uncongested transport network. Here an improvement in
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transport quality lowers commuting costs, business transport costs and freight transport
costs. With elastic labour supply some of the commuting cost reduction is passed on
to the firm as a reduction in real wages — from W, to W, — via a shift in the labour supply
curve. The reduction in business and freight transport costs leads to a fall in finished
good prices, an expansion in output and an increase in employment from L; to L,
(given appropriate labour-technology ratios). This is as discussed in section 7.2 for the
competitive case. This leads to the first upward shift in the labour demand curve. The
increase in employment from L, to L, increases the economic mass of the
agglomeration and therefore the productivity of all workers increases. This gives the
second outward shift in the labour demand curve. The final equilibrium position is
given with employment L; and wages W;. The benefit to firms from the reduction in
wages and the benefit to workers from the increase in wages (due to the first shift in
the demand curve) double count the commuter, business and freight traffic user
benefits. The surplus to workers brought about by the second shift in the labour
demand curve, that is Areas A and B, is additional to transport user benefits. This is
Venables' first point. The presence of an income tax, by driving a wedge between the
marginal product of labour (MPL) and the wage workers receive, creates an additional
surplus to that depicted by Areas A and B when average (national) worker productivity
increases. This surplus is received by the government in the form of additional tax

revenue. This is Venables’ second point.

Figure 7.3: Transport quality improvement with an endogenous productivity gain
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There exists a substantial literature on the variation in worker productivity with
agglomeration size (see Rosenthal and Strange 2004 for a review), though much of
this data is international rather than British in nature. Rice, Venables and Patacchini
(2006) and Graham (2007, in press) present recent UK evidence on such relationships.

There are two distinct appfoaches to the inclusion of transport/economy network
effects in the literature. The first is to use a SCGE model to explicitty model the
external economies of scale that arise through proximity in a detailed microeconomic
framework, whilst the second is to use a partial equilibrium approach. The two
principal examples of SCGE applications are the RAEM model in the Netherlands
(Elhorst and Oosterhaven, 2008), and the CGEurope model which has been applied in
a variety of European Commission (EC) research projects examining the economic
impact of the Trans-European Transport Network (TEN-T) most notably in IASON*
(Brocker et al., 2004). With respect to the TEN-T network the IASON research
indicated that completion of all of the TEN-T priority infrastructure projects may
generate between 20 and 30% more economic benefit than would be measured in a
normal transport cost-benefit analysis. The additionality measured in CGEurope arises
through productivity effects a.nd imperfect competition in the goods and services market
(as discussed in section 7.4), though it is not possible to disaggregate the results
between the two effects. Elhorst and Oosterhaven (2008) find increases in labour
productivity are between 12% and 21% of transport user benefits depending on the
MAGLEV variant appraised.

The second approach, as exemplified by the Department for Transport's appraisal
guidance (DfT, 2005 pp.55-58), is to capture the productivity gain from increases in the
size of the agglomeration, not through a detailed analysis of the underlying micro-
economic linkages, but through an aggregate relationship between agglomeration size
and productivity. In essence the approach aims to measure the proportion of the wage
increase (from W, to W; in Figure 7.3) that arises as a consequence of an
agglomeration related productivity gain. This then allows Areas A and B to be
calculated and added to transport user benefits. The success of the method rests on
separating out the productivity gain due to increases in transport efficiency (lower
business and freight transport costs) from the productivity impact of increased

49 JASON was an EC fifth framework research project with the objective of improving
the understanding of transportation policies on short- and long-term spatial
development in the EU.
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economic mass. The use of appropriate elasticities of productivity to economic mass is
therefore critical otherwise some double counting will occur (see DfT, 2008 p.4 for a
discussion). For Crossrail this method suggests that increased productivity generates
an additional 24% of welfare benefits on tdp of transport user benefits. This increases
to 52% when the income tax welfare effects associated with the additional employment
and labour productivity are taken into account (DfT, 2005 p.8). As Crossrail re-
distributes employment to the most productive part of the UK its agglomeration related
wider economic impacts are representative of the largest such impacts one would
expect to find in the UK.

As far as it can be ascertained the Department for Transport guidance has not been
applied to a transport project in a peripheral region. The principal reason for this is that
the guidance utilises Graham'’s research on the relationship between productivity and
population mass. Graham's research, and Rice, Venables and Patacchini's research,
relate to urbanisation economies — that is where the agglomeration economies are
driven by pure economic mass (e.g. city size) rather than specific linkages between
firms within a city. By definition urbanisation economies are those which are external
to the firm and the industry but internal to the city (or region). Clearly such economies
are of little relevance to sparsely populated peripheral regions.

Localisation economies are a different form of agglomeration economy and in contrast
to urbanisation economies may prove of some importance to the appraisal of certain
transport projects in peripheral regions. Localisation economies are those that are
external to the firm but internal to the industry. They are therefore driven by proximity
of firms to firms within the same sector or related sectors and to the size of the industry
specific workforce. Of the industries Graham (2004 Table 1) identifies as exhibiting
strong tendencies towards localisation (or clustering) several of them are prevalent in
the peripheral parts of Scotland. These include textile manufacturing, oil and gas
extraction, fish processing and food and drink processing. In terms of the spatial
distribution of these industrial clusters of the top 30 local authorities exhibiting industry
localisation 6 of them are in peripheral regions of Scotland (Graham, 2004 Table 4).
These regions include the Shetland Islands (oil) and the Scottish Borders (textiles).
Fishing is the main clustered industry in Eilean Siar (Outer Hebrides) and Argyll and
Bute. The other two areas that exhibit industrial clustering are the Orkney Islands and
Dumfries and Galloway. Whilst an international literature on localisation economies
exists this mainly focuses on the manufacturing sector (see Rosenthal and Strange,
2004). Graham (in press) presents new evidence on localisation economies in the UK,
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and importantly he does not confine his analysis to the manufacturing sector. Amongst
the industries Graham finds statistically significant evidence of localisation economies
are the food and drink sector (which includes fish processing) and the paper and pulp
sector - both of which are important employers in the peripheral parts of Scotland. He
reports an elasticity of productivity to industry employment of 0.074 and 0.059
respectively for these industries. With respect to other industries in peripheral regions
exhibiting localisation (fishing, oil extraction and service activities and textiles) he does
not find any statistically significant localisation economies. For the primary sector
industries this may have arisen as these industries are treated as a single sector.
Graham also finds that localisation economies tend to attenuate quite rapidly with
distance. Almost all localisation externalities are found within 10km of a firm.

How localisation economies will impact on the appraisal of a transport project in a
peripheral area is uncertain, as to date the data on elasticities of productivity to
localisation have not been used in this context. It is expected that localisation
economies will have a positive impact on the economic benefit of a transport
intervention where they exist, but will probably be more muted than the effect of
urbanisation economies. This is for several reasons: the elasticities of productivity to
localisation are much smaller than the corresponding elasticities of productivity to
urbanisation (Graham, in press); the effect of localisation economies dissipates quite
rapidly with distance (a quite limiting factor in an area where populations are
dispersed); and the proportion of the population that work in the clustered industries is
small. For example, only 6% of the population work in the fishing sector in the Outer
Hebrides and 5% in the Shetland Islands, whilst only 3% of the population work in the
mining and quarrying sector (includes oil extraction) in the Shetland Islands (GROS,
2008 Table UV77). This view is supported by the fact that Brathen (2001) found no
evidence of external economies affecting the growth of four firms located near to
recently constructed fixed link crossings. In the main therefore localisation economies
are probably not going to be of significant relevance to an ‘average’ transport scheme
in a peripheral area. Clearly, there will be exceptions to this, such as where a transport
intervention specifically targets a known cluster (e.g. improving road links to/from
Peterhead an important fishing cluster in Aberdeenshire). To understand the full
relevance of localisation economies in these exceptional cases, further work is needed
to expand the evidence base on the elasticities of productivity and to disaggregate it
further (e.g. identify elasticities of productivity for known clusters in peripheral areas).
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7.4 Market failure in the product and services markets

If a market failure occurs in the product and services market then a transport induced
expansion of output will give rise to an additional welfare impact stemming from this
market. This is because with a market failure output is not at its socially optimum level.
Two sources of market failure can be identified; that associated with taxation on final
products (i.e. indirect taxation) and that arising through the market power of firms.
Since transport appraisal practice in the UK already takes account of the additional
welfare impacts associated with indirect taxation (Sugden, 2002 pp.8-10; 2005) this
issue will not be considered further. The remainder of this section focuses on market
failure from imperfect competition (i.e. the market power of firms).

Firms may hold market power as they engage in product differentiation or become
large relative to their market. The latter is particularly true in geographically isolated
areas as exemplified by peripheral regions, where as a consequence of geography
firms can act as local monopolists. Transport improvements by bringing regions closer
together can also increase the intensity of competition between firms, eroding dominant
market positions and reducing price-cost mark-ups.

This is illustrated in Figure 7.4, which is the equivalent to Figure 7.1(b) for the product
market monopolist. Here before the reduction in freight costs (ATC) the monopolist
restricts output to Q, where the marginal revenue (MR) from additional output is equal
to the marginal cost of producing more output. The reduction in freight costs generates
freight user benefits equivalent to Area B. Some of this is passed on to consumers as
a reduction in price (from P, to P;) and some of this increases the surplus of the firm.
Compared to the perfectly competitive situation the expansion in output generates an
additional surplus depicted by Area C. The transport improvement may also erode any
geographically induced source of market power. At the limit, when all market power
has been eliminated, price (P;) will equal marginal cost (MC,) and output will be at the
optimum level (Q,*). If a freight cost reduction led to an erosion of all market power an
additional surplus given by Area D would be generated.

Venables and Gasiorek (1999 Table 2) using synthetic d'ata‘estimate that in a two
region one sector economy with imperfect competition Area C is between 30 and 40%
of Area B. This should not be interpreted as a mark-up of 30 to 40% on user benefits
from a normal transport cost benefit analysis, as Area B relates to trade flows only (i.e.
the consumer surplus derived by business and freight users). This result relates to a
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partial equilibrium analysis, in that changes induced in other sectors of the economy
(the general equilibrium effects) are of no net social value — that is price equals
marginal social cost in all other sectors of the economy. If prices do not equal marginal
social costs in other parts of the economy additional welfare effects will be felt — which
could be both positive and negative. Additionally, if only some of the sectors in the
product and services markets operated imperfectly (rather than all of them), the 30-
40% figure would represent an upper limit. That the 30-40% figure is an upper limit is
re-enforced by Davies (1999), who undertook a review of the Venables and Gasiorek

research.

Figure 7.4: Welfare impact of a reduction in freight costs with a monopoly
producer of goods
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For the UK as a whole the Department for Transport estimate that on average Area C
is 10% of Area B — where Area B relates to business and freight time and reliability
savings (DfT, 2005 p.49). This is based on a UK wide price-cost margin of 0.2 and an
elasticity of demand for goods and services of 0.5. These data are sourced from a
range of studies on price-average cost and price-marginal cost margins for the UK plus
an estimate of the elasticity of demand for goods and services®. It should be noted

% An assessment of imperfect competition should be based on price-marginal cost
margins as the market failure occurs when prices do not equal marginal costs. Price-
cost margins and price marginal cost margins are only equivalent when industries
exhibit constant returns to scale.
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that this calculation rests on the assumption that the monopolist does not price
differentiate. If a monopolist is able to discriminate between consumers they will
expand output towards the socially optimum level (Q*;) and convert some of the
surplus under the demand curve to producer surplus. In this scenario there will be a
lower, and at the limit zero, additional welfare impact in the product market. With a
price differentiating monopolist average price-cost margins will not be a good indicator
of market power. To date this issue has not been explored in the literature, but such an
argument may undermine the general case for wider economic benefits in the product

market.

Market isolation in peripheral areas mean that firms can hold more market power in
these areas than they do in core regions. Prices are certainly higher in peripheral
regions. In 2003 petrol prices were on average 9.7% higher than in urban areas whilst
food was 11.0% higher (Sneddon Economics, 2003 p.1). Not all of this price difference
can be attributed to differences in market power as the cost of transporting goods to
the region and differences in economies of scale in retailing account for some of this
difference. With respect to petrol prices the Office of Fair Trading concluded that some
of the price difference is definitely attributed to a lack of competition (i.e. market power
of petrol wholesalers, BP, and the independent petrol retailers) (OFT, 1998 pp.69-72).
There is no reason to expect the petrol wholesale and retail market to be different from
other markets in peripheral areas, therefore it is contended that market power is a more

relevant issue in peripheral areas than it is in core regions.

Aside from the reported studies there is a notable lack of evidence on price-cost
margins specific to the remoter parts of the UK. The most disaggregate data available
separates Scotland and Wales from the English regions (e.g. Harris, 1999) but does
not disaggregate further. This is too coarse, as in a Scottish context there needs to be
disaggregation between North West Scotland and the islands and the rest of Scotland.
To understand the full wider economic impact of imperfect competition in peripheral
areas it will therefore be necessary to undertake new research into price-cost margins
in these areas. Consideration also needs to be given to the ability of firms to price
discriminate, as with price discrimination the wider economic impact of a transport

intervention will be reduced.

7.5 Market failure in the labour market

Three potential sources of market failure in the labour market exist. The first derives
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from the presence of a labour tax that distorts the supply of labour from the social
optimum, the second can occur in the presence of involuntary unemployment, and the
third occurs in the presence of thin labour markets.

It is important to realise that wider economic impacts will only be felt in the labour
market if either employment expands at a national level, or employment is re-
distributed between regions and there exist differences in the scale of market failure
between regional labour markets. As very few transport projects are expected to
increase employment at a national level the case that a transport project will generate
wider economic benefits in the labour market rests on demonstrating that regional

employment levels alter and regional differences exist between labour markets °'%2,

Excess labour supply (involuntary unemployment)

If involuntary unemployment exists and a transport project both reduces commuting
costs and increases the demand for labour a calculation of the welfare impact in the
transport market (using the rule of a half) will incorrectly estimate the benefit attributed
to the generated traffic. This can be illustrated by drawing on an example in which
wages in the labour market exceed the market clearing wage - that is wages are sticky
in a downwards direction and a labour supply surplus exists. With reference to Figure
7.5(b) involuntary unemployrhent exists as the wage (W,) is higher than the equilibrium
wage (W*,). A transport project that lowers commuting costs results in a downward
shift in the labour supply curve. With sticky wages employment levels and wages
remain unaffected (i.e. Ly = Lo and Wy = Wy). The welfare impact of the transport
improvement equals Area A. This is the benefit felt by existing workers travelling to
work more easily and can be correctly measured in the transport market - as can be
seen in Figure 7.5(b). Now if business and freight transport costs also reduce, regional
output and employment will expand (as in the competitive case Figure 7.1(c)). This is
~akin to a rightward shift in the regional labour demand curve. The final level of
employment becomes L, and the level of involuntary unemployment is reduced. A

5! For this to hold the marginal product of labour of the worker holding a job that is re-
distributed to a different region, as a consequence of the transport intervention, has to
be the same in different regions. This does not imply that average regional labour
?roductivity across different regions has to be the same. -
°2 Interestingly DfT (2005 pp.51-52) appear to assume that all transport projects can
expand employment at a national level as they include the additional tax revenue
generated by improved labour supply as a wider economic impact. It is understood
that this guidance may alter in the near future, in the sense that its application maybe
restricted to certain ‘large’ schemes.
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welfare gain equivalent to the shaded area Area D, is therefore felt by workers, no
longer involuntarily unemployed, in the form of wages paid over and above the
reservation wage. A welfare gain is also felt by employers, equivalent to Area C, as
they enjoy an increase in producer surplus — their willingness-to-pay for the additional
labour exceeds the wage they pay. A conventional transport user benefit analysis that
correctly estimated the increase in commuting trips would, however using the rule of
half, incorrectly assign half the economic benefit of existing trips to these generated
trips (i.e. Area B in Figure 7.5(a)) - when in fact the benefit is given by the sum of Areas
C and D. The total welfare impact of the transport cost reduction and the associated
increase in employment is given by the sum of Areas A, C and D of which only Area A
can be measured in the transport market.

Elhorst and Oosterhaven (2008) show in their appraisal of four variants of a MAGLEV®
line that labour market effects in peripheral areas can have a substantial impact on
scheme benefits. Depending on the route of the MAGLEV line under consideration,
they found that wider economic impacts may change benefits as measured in a
conventional transport cost benefit analysis by between -1% and +38%%. Their results
are very interesting in a number of ways. Firstly, they demonstrate that including wider
economic impacts into an appraisal can lower as well as increase economic welfare,
and secondly they indicate that for what appear to be very similar projects (each project
variant is a MAGLEYV line) very different levels of additionality can be obtained. The
differences between the project variants arise as a result of the different impacts they
each have on the labour market. The two variants that provide a high speed link
between the four cities of the Randstad, that is the variants that re-enforce the
Randstad agglomeration, have positive impacts for overall productivity of the Randstad
region, as discussed in the previous section, however, these variants also have a
negative welfare impact on the regions from which labour is extracted. The opposite is
the case for the variants that link the periphery (Groningen) to the core (the Randstad).
As the welfare gain from improving the efficiency of the labour market exceeds the
productivity decrease from shifting employment from the core to the periphery, the
MAGLEV variants which link the Randstad (the core) to Groningen (the periphery) have
more net positive additionality than the projects that link the four cities of the Randstad.

53 Magnetic levitation train
5 Oosterhaven and Elhorst (2003) report a wider range (-15% to +83%) derived from
earlier versions of the model.
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Figure 7.5 Welfare impact of a commuting cost reduction and shift in regional
labour demand under regional labour supply surplus (with no labour tax)
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This example on the face of it suggests that there could be substantial additional
economic impacts for transport projects in peripheral regions. The results are,
however, case dependent. In this instance they arise as a consequence of both the
characteristics of the regional labour markets, the manner that the project variants re-
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distribute employment between regions, and the manner that national wages by
industry prevail in the Netherlands. The latter point is extremely important. In the
Netherlands there is a legal mechanism, the setting of national wages by industry,
which means an excess supply of labour will prevail in peripheral regions when the
market clearing wage is below the minimum industry wage. In contrast there is no
legal mechanism in the UK that keeps the wage above the market clearing wage. This
combined with the fact that those losing jobs in rural areas are thought to have a higher
propensity to migrate away from the an area completely rather than remain in an area
and search for a job (Monk and Hodge, 1995) mean that in the UK this market failure
probably has less relevance to peripheral areas despite the evidence from the
Netherlands. Evidence for this position includes the fact that of the eight local
authorities that might be considered peripheral in Scotland only one (the Outer
Hebrides) has an unemployment rate in excess of the Scottish average. Furthermore,
three of the lowest five regional unemployment rates are associated with peripheral
areas. Falling population levels as evidence of out-migration are also certainly evident
for all the Scottish island groups® and the north and north-west coasts of Scotland
(Sutherland, Caithness and Lochaber) (HIE, 2003b Table 2). This would suggest that
in peripheral areas of Scotland there is no significant discrepancy between the wage
and the market clearing wage. Unlike the Netherlands there is therefore no market
failure that brings about involuntary unemployment in peripheral areas. In the UK
market failures that bring about involuntary unemployment may be more relevant to
urban areas where unemployment is high (e.g. Glasgow).

Thin labour markets

Labour markets in rural areas are often viewed as thin as job opportunities are limited
(Findeis and Jenson, 1998; Vera-Toscano, Phimister and Weersnik, 2004). The
limiting case of a thin labour market is the monopsony case where only one employer
exists for labour. This illustrative case is worth examining as whilst it is not a realistic
depiction of a modern labour market the consequence of the market failure (a wedge
between the marginal product of labour and the wage) is relevant to thin labour
markets.

A monopsony employer faces an upward sloping labour supply curve. |If it cannot

discriminate then to recruit additional workers it needs to raise the wage paid to all

%5 The population of the Outer Hebrides (Eilean Siar) dropped by 10% between 1991
and 2001
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workers. This implies that the marginal cost (MC) of labour supply to the firm lies
above the average cost of labour supply (AC). This is illustrated in Figure 7.6. To
maximise profits the firm will therefore employ L, workers and pay them W,. This is
because when employment is at L, profits for the firm are maximised with the marginal
cost of labour equal to its marginal revenue product (MRP,0.). Employment levels
(Lo) are therefore below those of full employment. That is the labour market is
inefficient. In equilibrium therefore a wedge exists between the marginal revenue
product of labour and the wage received by workers. The surpluses felt in the labour
market are therefore given by Areas B and C. Area B double counts commuter user
benefits (Area A in Figure 7.2(a)), whilst Area C, the welfare benefit of expanding
employment, is additional to transport user benefits.

Figure 7.6: Welfare impact of a commuting cost reduction under monopsonistic

competition (with no labour tax)

4
Wage
MC,
MC,
& A
v s
W’1 / H“ \ AC1
2 -tﬁ:
W, . H
B x
ATCcommuting {W1 MRP0'1|abou,
L Ly Labour

The limiting monopsony case of a single employer is not in itself of direct relevance to
modern economies or peripheral areas. For example, only 26.2% of workers in the
Highlands and Islands work in a firm with more than 100 workers (HIE, 2003b). The
modern monopsony literature in which (a lot of) competing firms have some market
power over workers, is of relevance to modern economies (Bhaskar, Manning and To,
2003; Manning, 2003a). In this literature it is argued that a large number of

independent and competing firms are able to exert market power over workers due to:
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the presence of imperfect information on the part of workers and firms; the
heterogeneous preferences of workers; and workers’ mobility costs. Job search
models (see Rogerson, Shimer and Wright, 2005 for a survey) encapsulate some
aspects of this source of market power. In these models unemployed workers have
difficulties in finding information on job vacancies, and even if there are many jobs
within the workers’ neighbourhood only a small percentage of them become vacant at
any one time. From the perspective of the employee labour markets are therefore thin,

even if there are many firms.

The wedge between the wage and the marginal product of labour is critical to the
estimation of the wider economic impact of a transport project in a thin labour market
(i.e. Area C in Figure 7.1). The wedge itself depends on the elasticity of the labour
supply curve faced by the firm (noting under perfect competition it should be perfectly
elastic), however, a good estimate of this elasticity still eludes labour economics. On
average what estimates that are available suggest that wages will on average be about
17% below the marginal product of labour (Manning, 2003a Chapter 4). With reference
to Figure 7.6 this implies that the average difference between W'y and W, represents
17% of W'y. This suggests that if employment generation effects are significant (i.e. the
difference between L, and L is important) the size of Area C may well be substantial.
This hypothesis is confirmed by Pilegaard and Fosgerau (2008) who implement a
Pissarides (1990) type job search model into a spatial computable general equilibrium
(SCGE) model populated with Danish economic data. The model is then used to
evaluate a transport quality improvement that increases labour supply at a national
level. They report significant additional benefits of around 30% of commuter user
benefits arising from the labour market (for an economy with no labour tax) as a
consequence of search imperfections.

From the perspective of modelling the wider economic impact of a transport project in a
peripheral area, where there is no net increase in employment at a national level, a key
issue is whether the size of the wedge between the marginal product of labour and the
wage is bigger in peripheral regions than it is in core regions. This is because if there
is no difference in the wedge re-distributing employment between the regions will have
no net impact (in much the same way that a labour tax wedge has no net impact on a
re-distribution of employment). High mobility costs and high job search costs would
suggest that labour markets are thinner in peripheral areas than in core areas and this
would suggest that the wedge is larger in peripheral areas. Mobility costs are high in
peripheral areas as workplace density is low and commuting distances are long. Job
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search costs for workers and firms are also higher in peripheral areas, as workers do
not have ready access to job centres, vacancies are often not advertised, and
successful job search is often attributed to contacts and networks (Monk and Hodge,
1995; Lindsay, Greig and McQuaid, 2005). The presence of higher search and mobility
costs in peripheral areas is therefore expected to lead to a larger degree of inefficiency
in peripheral and rural labour markets, with the result that an increase in employment in
a peripheral labour market will have a positive wider economic impact. This form of
wider economic benefit it is asserted may have a significant effect on the economic
benefits of a transport project in a peripheral region.

7.6 Measuring wider economic benefits in practice

An initial review of the literature would suggest that localisation economies, imperfect
competition, involuntary unemployment and thin labour markets may all act as sources
of wider economic benefit for transport interventions in peripheral areas. A deeper
analysis of each of the market failures and the underlying economic conditions in
peripheral parts of Scotland indicates that of these four sources thin labour markets
and imperfect competition will be the most important. Localisation economies will be
important for certain tranSpdrt interventions when the scheme is specifically aimed at
an industrial cluster. There is no evidence of significant involuntary unemployment in
peripheral areas despite the poor economic performance of many of these areas,
probably due to outward migration. It is therefore asserted that wider economic
impacts are of importance to ’transport projects in péripheral regions.

- The framework for capturing wider economic impacts set out by the DfT (2005) can
accommodate wider economic impacts resulting from imperfect competition and those
‘resulting from localisation economies. There is however an absence of detailed data
with which the framework can be implemented. The best data on localisation ‘
economies in the UK is that presented by Graham (in press), but this does not -
separately identify clustered industries _of most relevance to the peripheral parts of
Scotland (e.g. oil and fishing). The evidence on price-cost margins which forms the
basis of the imperfect competition calculations relates to the core regions of the UK.
Evidence from North West Scotland and the Scottish islands suggests that a lack of
competition in the periphery allows firms to mark prices up further than they do in core |
‘regions. There is therefore a need to expand the existing evidence base to include
~ data pertinent to peripheral areas. '
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The existing DfT guidance does not include what is expected to be an important source
of wider economic benefit in peripheral areas, that associated with thin labour markets.
In thin labour markets search frictions (i.e. costs associated with job search), amongst
other things, drive a wedge between the marginal product of labour and the wage. This
argument is based on the fact that mobility costs in peripheral areas are high due to the
long distances of travel and the need for workers and firms to engage in informal
methods to make a job match. There is therefore a need to investigate objectively
whether such market failures occur in peripheral areas. Such an investigation is
reported in the next chapter, Chapter 8. Further research is also needed to understand
the size of the wedge between the marginal product of labour and the wage in
peripheral areas.

It is important to recognise that wider economic impacts will only occur if surpluses are
felt in markets other than the transport market. For this to happen supply and demand
in other markets has to be elastic (but less than perfectly elastic) and transport user
benefits have to pass through from the transport market to the product and labour
market. The two principal mechanisms for the linkages between the transport market
and other markets, as discussed in the competitive case, are that business and freight
time savings reduce business costs and a reduction in commuting costs reduces
wages. Both outcomes lead to a reduction in product prices and an expansion in
output. Frictions that block these linkages include wages that are sticky in a
downwards direction and firms not being able to take advantage of small time savings.
Evidence for the existence of such frictions include that on average 55% of workers in
the UK exhibit real or nominal wage rigidity (Barwell and Schweitzer, 2007) and that
small time savings for road freight lie below the lorry drivers' wage rate (e.g. Fowkes et
al., 2007). In such éituations the wider economic impact of transport projects in
peripheral areas will be much smaller than might have first been thought, unless
alternative mechahisms exist by which transport user benefits can be passed through
into final markets. One such alternative mechanism comes from the job search
literature. In this literature a reduction in commuting costs means that workers expand
their area of search, leading to a reduction in search costs and an expansion in
employment (even in the presence of sticky wages). A further mechanism by which
regional output can expand in the presence of frictions is that businesses can re-locate
from one region to another in response to a change in transport costs. It can therefore
be seen that surpluses can still occur in the product and labour markets when search
frictions are introduced into the competitive case. This is of most relevance to
peripheral areas as it is those areas where it is argued search frictions are greatest.
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As just mentioned Chapter 8 takes the review presented here forward with an
investigation as to whether a failure in the labour market occurs in peripheral areas as
a result of the labour market being thin. In thin labour markets models of job search
indicate that workers are not paid their marginal product and are only partially
compensated for commuting costs. Evidence of partial compensation of commuting
costs in peripheral areas of Scotland is therefore looked for. Chapter 9 brings together,
in a case study, estimates for relevant market failures. It therefore gives some context
to the relative importance of the different market failures with respect to user benefits

and also to scheduling costs.
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8 EVIDENCE OF LABOUR MARKET
FAILURE IN PERIPHERAL
AREAS

8.1 Introduction

This chapter presents research that uses the Scottish Household Survey dataset (Mori
Scotland et al., 2005) to investigate whether a failure in the labour market occurs in
peripheral areas. In thin labour markets models of job search indicate that workers are
only partially compensated for commuting costs (Manning, 2003b; van Ommeren and
Rietveld, 2005; Rouwendal and van Ommeren, 2007). This chapter therefore looks for
evidence of partial or zero compensation for the commute. This is taken as evidence
that search costs prevail, and a wedge exists between the wage and the marginal
product of labour in peripheral areas. Such a wedge has implications for the existence
of wider economic impacts (see section 7.5 in Chapter 7). As also discussed in
Chapter 7 net wider economic impacts will only be felt with a re-distribution of
employment between regions if the size of this wedge varies between regional labour
markets. Therefore the ancillary hypothesis being tested is that the level of
compensation will be lower for workers in peripheral compared to central areas (i.e. the
wedge will be larger in peripheral areas). As discussed in Chapter 7, in peripheral
areas mobility costs and search costs are higher than in central areas, and therefore
the labour market is expected to be thinner and workers are less likely to be
compensated for their commute. The labour market literature suggests that workers in
peripheral regions are not the only ones to face thin labour markets. Women, ethnic
minorities and unskilled or low skilled workers, also face thin labour markets as a
consequence of restricted geographic search areas (Madden, 1981, 1985; Zax, 1991;
Ihlanfeldt, 1992; McQuaid, Greig and Adams, 2001). Evidence for partial rates of
compensation for these groups is also therefore investigated.

The investigation into a failure in the labour market in peripheral regions focuses on
commuting costs rather than directly on the wedge between the wage and the marginal
product of labour (via the elasticity of the labour supply curve to the firm) for two
reasons. Firstly the elasticity of the labour supply curve to the firm (and therefore the
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wedge between the wage and the marginal product of labour) is difficult to estimate.
This is due to the lack of an appropriate instrument to control for the endogeneity
between employment and wages. Manning (2003a chapter 4) for example cites only
eight studies in the whole labour economic literature where the labour supply curve to
the firm has been estimated directly. He tries to estimate the labour supply curve to the
firm indirectly via wage elasticities of job separations to employment and non-
employment and in a different study through the wage elasticity of recruitment costs
(Manning, 2003a chapter 4; 2006). The second reason is that the datasets available
for such empirical work, the Labour Force Survey and the Labour Turnover Survey, do
not provide data at a sufficiently detailed geographic level to identify those who live in
peripheral areas and those who do not. The approach adopted for this thesis has
therefore focussed on finding evidence of an outcome of thin labour markets (partial
compensation for the commute) rather than identifying the presence of the market
failure itself. It is therefore left for future research the task of describing the actual size
of the wedge between the marginal product of labour and the wage between peripheral
and central areas.

Manning (2003b) and Rouwendal and van Ommeren (2007) present evidence of partial
compensation for commuting costs for the UK and the Netherlands respectively. This
evidence is based on the level of compensation received by workers per hour (or
minute) of the commute. From this Manning infers partial compensation as the rate of
compensation is less than the wage rate, whilst Rouwendal and van Ommeren infer
partial compensation as the rate of compensation is less than the average value of
travel time. Neither Manning nor Rouwendal and van Ommeren are able to explicitly
determine the actual rate of compensation as they do not use the full cost of the
commute in their econometric analysis. The first contribution of the present research is
therefore to estimate the rate of compensation by using the full cost of the commute.
From this starting point the second contribution is to examine whether the rate of
compensation varies by region (peripheral or central) and by socio-economic status
(gender and occupation).

The direction of causation between generalised commuting costs (i.e. commuting costs
that include both time costs and money costs) and income is ambiguous. Job search
models imply that wages are a function of commuting costs, whilst the travel time and
travel demand literature emphasises that commuting costs are a function of income.
The latter occurs as not only is the value of travel time a function of household income
and commute length (see for example the empirical work of Algers et al., 1995; Mackie
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et al., 2003; Axhausen et al., 2004; Wardman, 2004), but the demand for travel, as with
other economic goods, is also a function of household and personal income. For the
UK, for example, Goodwin, Dargay and Hanly (2004) in a meta-analysis of published
studies found long run income elasticities of demand of between 0.49 and 0.73 for car
vehicle-kms over all trip purposes (depends on estimation method). Given this
endogeneity the third contribution of the research is therefore to use the method of
instrumental variables (IV) to estimate the rate of compensation.

The remainder of this chapter is set out as follows: sections 2 and 3 introduce the
economic model and the dataset respectively. Section 4 presents wage equations
estimated using the method of ordinary least squares (OLS) and section 5 presents the
wage equations estimated using the IV method. As is discussed in the final section,
section 6, the estimated earnings function for workers in peripheral areas imply a rate
of compensation for the commute that is not significantly different from zero. The
estimates are not particularly precise, possible arising as a consequence of the
instruments used in the IV estimations not being particularly strong. It is difficult to
draw firm conclusions regarding the other labour market groups due to the problem of
weak instruments and the inability to test competing hypotheses from the urban
economics literature. It does appear though that women and low skilled occupations
receive little compensation and men and those in central areas receive more
compensation. What is also evident is that the endogeneity of commuting costs and
income can introduce a large bias into any estimate of the rate of compensation for the
commute, and OLS estimates should therefore be treated with caution.

8.2 The model

The literature on job search models is large (Rogerson, Shimer and Wright, 2005
present a recent survey). Briefly, job search models are characterised by workers
facing two potential pay-offs, one associated with unemployment and the other
associated with employment. Workers seek to maximise their lifetime payoff
(discounted) given that job offers arrive at a particular rate. The wage associated with
each job offer derives from a wage distribution. The reservation wage (the wage above
which a job offer will be accepted) becomes a function of the payoffs, the arrival rate of
job offers and the wage distribution associated with those job offers. Worker turnover
is achieved through the use of a separation rate — that is jobs end for some exogenous
reason — and through on the job search. The rate of job offers to those in employment
and out of employment can differ. Job search models also include assumptions
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regarding how firms and workers meet (a matching function) and how wages are
determined (a bargaining function). In different models workers and firms meet
randomly or actively choose a search method. Once workers and firms have met
different models assume wages are either determined through a bargaining process
(e.g. Nash bargaining) or wages are posted ex-ante by either the firm or the worker.
The behaviour of the firm in this process is dictated by the fact that creating a vacancy
is costly and the expected value of a job to the firm is a function of the amount of time
that the job will be occupied. Occupied jobs become vacant as workers engage in on
the job search and time is needed by a firm to fil a vacancy. An important
characteristic in some job search models is to allow for heterogeneity amongst
workers, through heterogenous leisure. This gives rise to heterogeneity in reservation
wages (i.e. the expected payoff when unemployed).

The model makes the assumption that workers cannot change residential location and
there exists homogeneity in space, that is it assumes a uniform distribution of
residences and firms. With this assumption and in perfect competition workers are fully
compensated for their commute by a wage premium. In perfect competition the arrival
rate of job offers is infinite so full employment always occurs and vacancies fill
instantaneously. Firms also employ the workers living closest to them, so commuting
is minimised. As the job search literature indicates a finite arrival rate of job offers
(within a search area), jobs ending for exogenous reasons, the costs of opening a
vacancy and the need to search for a job lead to the co-existence of unfilled vacancies
and unemployment. Different search based models can also explain other labour
market phenomena such as the relationship between tenure, wages and staff turnover,
the existence of wage dispersion and the characteristic that high wage firms are larger
than low wage firms ceteris paribus. Within a transport context job search models offer
an explanation of the phenomena of excess or wasteful commuting by which firms
employ workers who do not reside close to them (i.e. workers in region A commute to
work in region B, whilst equivalent workers from region B commute to equivalent jobs in
region A).

Search frictions dependent on commuting costs can be introduced into these models in
several ways. Firstly commuting costs affect the payoff received when employed and
therefore the reservation wage (Manning, 2003b; van Ommeren and Rietveld, 2005,
Rouwendal and van Ommeren, 2007). Commuting costs can also affect the search
strategy of workers (Pilegaard and Fosgerau, 2008) and the search strategy of firms
(Rouwendal and van Ommeren, 2007). Increasing search over larger areas for both
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workers and firms increases the arrival rate of job offers ~ as whilst the arrival rate of
job offers is infinite only a finite number are within an acceptable commuting distance to
the worker. A lowering of commuting costs increases the size of the area which is
searched over, and therefore reduces the expected periods of unemployment and the
expected duration vacancies remain unfilled. Rouwendal and van Ommeren also allow
the rate at which workers quit a job for another job to be dependent on the commuting
distance.

If search frictions exist it can be shown that commuting costs will only be partially
compensated (Manning, 2003b; van Ommeren and Rietveld, 2005; Rouwendal and
van Ommeren, 2007). This result holds despite the different assumptions made in
each of the job search models presented in these papers. These models indicate that
in the presence of search frictions wages are an increasing function of commuting
costs (TCeommute): A hedonic earnings function can therefore be expressed as in
Equation 8.1. |

I, =f(X,.TC,) (8.1)

Here, earnings for individual g (/,) are a function of a vector of pre-determined
variables (X, ), including human capital variables and job type variables, as well as
location specific variables, and commuting costs (TC,). For full compensation of

commuting costs a £1 rise in annual commuting costs leads to a £1 increase in the
annual wage (net of deductions). Clearly therefore When estimating (8.1) the income
units used must reflect the perspective of the worker (i.e. income after deductions) and
secondly must cover an elapsed time (e.g. per week, per year rather than per hour) to
have a sensible relationship to the number of commuting trips made.

Commuting costs themselves are a function of a vector of journey attributes (Y, ), an
aSsociated vector of journey attribute valuations (Z,) and out of pocket cbsts (the
price) (P,) as indicated in Equation 8.2. The endogeneity of commuting costs and
income can be seen with the aid of this equation as Z,, the vector of journey attribute

valuations, is a function of amongst other things the marginal utility of income.

7C, = 9(¥0.2Z,.P;) | (8.2)
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The hedonic earnings function (8.1) acts as an econometric specification for the
empirical work that follows. The model estimated is specified as:

I, =aTC, +BX, +¢, (8.3)

where a is the rate of compensation to commuting costs and is the main variable of

interest; B is a matrix of the rates of return of each of the human capital variables, job
type variables and location specific variables; and £, is a term representing

unobserved attributes of each individual q that is distributed i.i.d normal.

It is important to note that the urban economic literature has had a long standing
interest in the relationship between wages and commuting costs (Muth, 1969 chapter
2; Mills, 1972 chapter 6). In the monocentric model, where all employment is located in
the city centre, house price differentials compensate workers for their commuting costs.
In such a model there is no compensation for commuting through the wage (i.e. a=0 in
Equation 8.3). When employment is spread more widely through the city, firms in the
city centre must pay higher wages than those in suburban areas, for equivalent jobs, if
they are to attract suburban residents who would be faced by a longer commute.
Commuting costs therefore lead to the presence of wage ‘gradients’ as well as house
price gradients in urban areas. With perfectly functioning markets the wage and house
price differentials arising from the respective gradients perfectly compensate for
commuting costs incurred. In such a model wages would not necessarily compensate
for commuting costs, even for full compensation to occur. In fact Timothy and Wheaton
(2001) show that only variations in average commuting costs between those employed
at different locations are capitalised into wages. From this it follows that to test for
partial wage compensation in areas where cities have a strong influence one should
analyse the relationship between individual earnings and the average commuting costs

of all those employed at the same workplace location (ﬁw). Equation 8.5 therefore
sets out an alternative model specification to Equation 8.3 for an area dominated by a
City.

ly = aTCuw +BX, +¢, (8.4)

where individual ¢ works at work place w.
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8.3 The data

The primary difficulty with empirical work in this field is obtaining a dataset with
sufficient information in it at an appropriately disaggregate level. Invariably for reasons
of data confidentiality geographic information is suppressed if detailed income data is
available, or if detailed geographic data is available detailed income data or
worker/household attribute data is suppressed. The requirement for detailed
commuting data upon which the full cost of the commute can be constructed adds a
further dimension to this problem.

Three UK datasets contain income data at an appropriately fine level (i.e. not banded)
and some commuting information. These are the Scottish Household Survey (SHS),
the British Household Panel Survey (BHPS) and the Labour Force Survey (LFS). The
advantage of the SHS over the BHPS and LFS is that it contains more information on
the commute. For example, data regarding whether the commuting journey is between
home and the main place of work or whether ancillary tasks are undertaken as part of
the commute (e.g. dropping children off at school or going shopping) is available via
the travel diary. Commuting distance is also available in the SHS, and whilst parking
fees and public transport fares are not available it is possible to identify those who do
not have to pay anything other than vehicle operating costs as part of their commute.
At a geographic level, which is of particular relevance to this thesis, the SHS offers the
ability to identify ‘accessible’ households that live up to 30 minutes from an urban area
(of more than 10,000 people), ‘remote’ households that live between 30 and 60
minutes from an urban area and ‘very remote’ households that live more than 60
minutes from an urban area (see Figure 1.2). With the SHS it is therefore possible to
quite easily distinguish households that reside in a peripheral area from those that
reside in a central area. This is not possible with the BHPS or the LFS. The sampling
strategy of the SHS also aims to provide sufficient data at a local authority level for the
calculation of robust statistics. This therefore provides a reasonable number of cases
for the estimation of a model of a peripheral region. Nothing of course is gained
without something being lost. The BHPS and the LFS are large panel surveys and
contain more information on the type of job, the experience of the worker and
remuneration for the job than does the SHS. The panel aspect of these surveys could
also be advantageous in addressing some of the endogeneity between wages and
commuting costs.
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Five years of data relating to the years 1999 to 2003 are used. The dataset and the
process of obtaining a representative sample are described more completely in
Appendix D. Briefly, the SHS is a continuous cross-sectional household survey. The
1999-2003 data contain 75,746 households, however, in only 23,564 households was
the selected random adult a full-time employee (the focus of the econometric analysis).
After cleaning the commuting data and restricting the sample to full-time workers for
whom both commuting and income data is available, a potential sample of 6,747 cases
is obtained. Elimination of cases with imputed income data and restricting the sample
to those fully immersed in the labour market gives a final sample of 4,417. Of this
2,520 are men and 1,897 are women, while 528 live and work in a peripheral area and
3,805 live in a central area. Peripheral area cases are defined as those who both live
and work more than 30 mindtes drive from a conurbation with 10,000 people or more.
Central area cases are defined as those who live in an urban area or within 30 minutes
of a conurbation with 10,000 people or more (see Figure 1.2).

Commuting costs were constructed as the sum of the value of journey time plus, for the
car/van mode only, an estimate of vehicle operating costs. Unit values for this
calculation were sourced from Mackie et al. (2003) and DfT (2007b). Values of
commute time for each individual are a function of income, commute distance and
mode. Vebhicle operating costs for both the fuel and non-fuel elements of costs are a
function of speed and distance.

8.4 Ordinary least squares estimation

Two methods are used to estimate the earnings function (8.3); each of which assumes
a different structure to the endogeneity problem: ordinary least squares (OLS) which
assumes all variables are exogenous and instrumental variables (V) which controls for
potential endogeneity of commuting costs. In each method personal earned income
(net of deductions) is regressed against commuting costs and human capital variables
(including 3 qualification categories and two age/experience variables), as well as
controls for 9 occupation classes, 16 industrial categories, temporary job status and
size of work place. Variations in labour market operation and agglomeration effects are
controlled for through dummy variables on workplace location representing each of the
32 local authorities in Scotland. Aside from commuting costs these variables are
classic components of a reduced form wage equation. As under perfect competition
economic theory indicates annual earnings increase by £1 if annual commuting costs
increase by £1, no transformation on income or commuting costs has been undertaken
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in the models estimated.

Results for a limited number of variables from the OLS estimation of the earnings
function are presented in Table 8.1. A full description of the models estimated is
contained in Appendix E. As can be seen from this table in all the models, except the
peripheral model, the coefficient on commuting costs is positive and significantly
different from zero at the 1% level. In the peripheral model the coefficient on
commuting costs is positive but only significant at the 5% level.

The coefficient on commuting costs is interpreted as the level of compensation required
per annum (£) for a 1 pence change in one-way commuting costs. Thus in the all
worker model, column (a), for every 1 pence of one-way commuting costs full-time
workers are on average compensated with £2.82 per annum (net of deductions). This
compares to, for example, the £3.52 that managers, professionals and technical
occupations receive, column (d), the £2.16 that other occupations receive, column (e),
and the £2.46 that women receive, column (g). A pattern therefore emerges: men
receive more compensation than women, and those with ‘higher skilled' occupations
receive more compensation than ‘lower skilled’ occupations for every penny of
commuting costs incurred. Such a pattern is consistent with the arguments that labour
market frictions arise because of thin labour markets, familial constraints and market
power. Contrary to these arguments, however, are model results that suggest the level
of compensation is higher for those living and working in peripheral areas (£3.15) than
for those living in Central areas (£2.58).



Table 8.1: Full-time employees’ earnings function — ordinary least squares estimation
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Men and women Men Women
All Central Peripheral Managers, Other (f) (9)
(a) (b) (c) professionals and occupations
: technical (e)
occupations
(d)

Generalised cost of
one-way commute 2.821 (6.43) 2.583 (5.30) 3.154 (2.25) 3.517 (4.88) 2.158 (4.61) 2.945 (4.31) 2.463 (3.97)
(pence)
E‘r’;‘;"t'a' ERpTICRCce 453.6 (10.12) 475.1 (9.94) 333.2 (5.78) 783.9 (11.26) 244.9 (5.88) 543.5 (8.92) 341.2 (6.20)
Potential experience
squared (yrszl1000) -7,430 (-8.55) -7,884 (-8.45) -5,221 (-4.04) -12,722 (-8.87) -4,152 (-4.75) -8,917 (-7.42) -5,522 (-5.14)
School certificate or no
qualification (dummy -1,933 (-9.18) -2,044 (-8.47) -1,141 (-3.70) -3,333 (-6.00) -1,525 (-6.51) -1,831 (-6.69) -2,096 (-9.85)
variable)
Degree or higher
(dummy variable) 2,849 (10.69) 3,111 (13.18) 542 (0.67) 3,051 (9.93) 2,276 (4.63) 3,072 (7.01) 2,639 (9.86)
Saen":t’)’; )(d”mmy 4,762 (-11.93)  -4,634 (-10.60) -4,802 (-5.65) -4,647 (-13.01) 2,516 (-5.49) . s (o)
Constant 13,232 (20.25) 12,910 (18.84) 12,787 (18.27) 8,478 (8.84) 9,420 (17.34) 11,721 (14.75) 10,021 (12.06)
Sample size 4,417 3,805 528 1,865 2,552 2,520 1,897
R-squared 0.428 0.424 0.521 0.310 0.283 0.391 0.455

Notes: Dependent variable is annual earned income net of deductions (£).
parentheses.

T-statistics calculated using robust standard errors are reported in
Standard errors are also adjusted for spatial correlation in the residuals by clustering on local authority of workplace. T-stat>2.58

indicates coefficient is significantly different from zero at <1%, T-stat >1.96 at <5% level (two tailed t-test). Models also include dummy variables for
occupation (9), industrial sector (16), temporary job, size of workplace and local authority of workplace (33). Estimated using STATA9 econometric

software.
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To understand whether or not any socio-economic group is receiving full compensation
we need to compare the level of compensation received by different socio-economic
groups to that required for full compensation®. As can be seen from Table 8.2 the
level of compensation for commuting costs incurred varies from 74% for managerial,
professional or technical occupations to 45% for those with other occupations, with the
average level of compensation across all full-time workers at 59%. This average level
of compensation across all full-time workers is statistically different from exact
compensation at the 5% level. This suggests that frictions occur thereby preventing
workers receiving full compensation for their commuting costs. There is also variation
by socio-economic group as the hypothesis of partial compensation is rejected for
managerial, professional or technical occupations and accepted at the 1% level for
those with ‘other occupations’ and those living in central areas. The weaker level of
preci