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Abstract 
This thesis explores various features of the boundary element method (BEM) used in solving heat 

~/ 

transfer boundary conditions identification problems. In particular, we present boundary integral 

equation (BIE) formulations and procedures of the numerical computation for the approximation 

of the boundary temperatures, heat fluxes and space, time or temperature dependent heat transfer 

coefficients. 

There are many practical heat transfer situations where such problems occur, for example in 

high temperature regions or hostile environments, such as in combustion chambers, steel cooling 

processes, etc., in which the actual method of heat transfer on the surface is unknown. In such 

situations the boundary condition relating the heat flux to the difference between the boundary 

temperature and that of the surrounding fluid is represented by an unknown function which may 

depend on space, time, or temperature. 

In these inverse heat conducti~n problems (IHCP), the BEM is formulated as a minimization 

of some functional that measures the discrepancy between the measured data, say the average 

temperature on a portion of the boundary or at an instant over the whole domain. The 

minimization provides solutions that are consistent with the data. This indicates that the BEM 

algorithms for the IRCP are robust, stable and predict reliable results. 

When the input data is noisy, we have used the truncated singular value decomposition and 

the Tikhonov regularisation methods to stabilise the solution of the IRCI' boundary conditions 

identification. Numerical approximations have been obtained and, where possible, the results 

obtained are compared to the analytical solutions. 
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1 

Chapter 1 

General introduction 

1.1 Introduction 

Physical problems in heat conduction can be formulated as a set of equations representing the 

heat equation, an initial condition and boundary conditions relating the heat flux to the difference 

between the temperatures of the solid and the surrounding fluid through a function j. 

When the heat transfer is purely convective or solely radiative then one assumes that j is 

a linear function (Newton's law of cooling) or obeys a fourth-order power law (Stefan's 

law), respectively, see Carslaw and Jaeger [17]. However, there are many practical heat 

transfer situations, for example in high temperature hostile environments, such as combustion 

chambers, steel cooling processes, in which the heat transfer coefficient depends on the boundary 

temperature and the dependence has a complicated or unknown structure, see R6sch [76]. In 

processes such as fast cooling, there is limited opportunity to measure the temperature or the heat 

fluxes on the surface and in such a case one needs to set up an inverse problem to reconstruct 

the exact form of the function j, see Pilant and Rundell [68] who showed that by monitoring 

(recording and measuring) the transient temperature at one end of a rod the unknown function 

j depending on the temperature can be recovered uniquely. However, even if the solution exists 

and is unique it will not depend continously on the input data. 

In this study, we investigate some direct heat conduction problems (DHCP) and the 

corresponding inverse heat conduction problems (IHCP) with both linear and nonlinear boundary 

conditions. Our aim is to use the boundary element method (BEM) to construct and solve 

numerically the missing terms involving boundary temperatures, heat fluxes and heat transfer 
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coefficients. To stabilise the solution of the IHCP we use the Tikhonov regularization method, 

see Tikhonov and Arsenin [83] and Morozov [61], or the truncated singular value decomposition 

(TSVD), see Xu [88]. Numerical results are then presented and discused. 

1.1.1 Composition and structure of the thesis 

This thesis aims at improving various features of the BEM for solving different types of steady 

and unsteady one-dimensional and two-dimensional direct and inverse heat conduction problems. 

This is because the BEM has been instrumental in solving many important steady and unsteady 

IHCPs. For example, inverse BEMs have been formulated to resolve unspecified boundary 

conditions in heat conduction, see Lesnic et al. [50], unknown initial temperature, see Lesnic 

et al. [53], Mera et al. [58], unknown thermophysical properties, see Lesnic et al. [51,52,55], 

_ Mera et al. [59], unknown heat sources, see Farcas et al. [25], Farcas and Lesnic [26], Rap 

et al. [70], and unknown heat transfer coefficients, see Maillet et al. [57], Chantasiriwan [18], 

Divo et al. [22]. In the thesis we examine the accuracy and stability of the BEM solutions to 

inverse problems which lack some information on the boundary of the physical domain. The 

Tikhonov regularisation and the TSVD methods are employed to stabilize the solutions of the 

inverse problems with the choice of the regularization parameter based on the L-curve method, 

see Hansen and O'Leary [36]. 

In chapter 1, the basic steps of developing the BEM technique, as used in one-dimensional time 

dependent DHCPs, are illustrated in detail. The accuracy of the numerical results obtained when 

solving the DHCP using the BEM is investigated for various numbers of boundary elements 

which discretise the boundary of the solution domain. The application of the BEM to solving 

IHCPs has been comprehensively described in Ingham and Yuan [40] for steady state and in 

Kurpisz and Nowak [49] for the unsteady-state (transient) heat conduction. Other applications 

of the BEM inverse analyses are described in Ingham and Wrobel [41]. The determination of 

the spacewise or time-dependent ambient temperature has been theoretically investigated by 

Kostin and Prilepko [47] and [48], respectively. In chapter 2, we investigate for the first time 

its numerical reconstruction using the BEM. The experimental difficulty of measuring both the 

temperature and heat flux at the same part of the boundary is overcome by setting up an IHCP 

which in the mathematical formulation allows for the convective boundary conditions to be 

prescribed over the whole boundary. Further in the chapter, the ambient temperature is allowed 
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to vary with space or time. Hence, a more realistic model can be proposed for the heat transfer in 

building enclosures, e.g. glazed surfaces, where the ambient temperature can vary from surface 

to surface in a building, as well as with time depending on the local a}rflow patterns, e.g. type of 

flows, operational state of equipment, external weather conditions, etc., see Trombe et al. [85]. 

We study the inverse problem of restoring the unknown function f in the boundary conditions 

(1.1.1) and (1.1.2) of the third kind (at the boundary of the heat conductor there is convective 

heat transfer (exchange) with the environment) for a one-dimensional heat conduction problem. 

Along with the temperature T in the domain, we seek the temperature f of the environment. In 

sections 2.2 and 2.4, respectively, we investigate two situations, namely: 

(i) when the function f(x, t), x E {O, I}, t E (0, tf] depends on x only, in which case we 

have to determine the constants fo and h entering the boundary conditions (1.1.1) and (1.1.2), 

respectively, and 

- (ii) when the function f(x, t), x E {O, I} , t E (0, tf] depends on t only, in which case we have 

to determine the same function f(t) entering the boundary conditions (1.1.1) and (1.1.2). The 

boundary conditions (1.1.1) and (1:1.2) are given by 

aT an (0, t) + O'o(t)T(O, t) = ho(t)f(O, t) + bo(t), (1.1.1) 

aT an (1, t) + O'l(t)T(l, t) = h1(t)f(1, t) + b1(t), for t E (0, tf]' (1.1.2) 

where n is the outer unit normal to the one-dimensional boundary {O, 1 }, t f > ° is an arbitrary 

final time of interest, and O'i, hi and bi, i = 0,1, are given functions. In sections 2.3 and 2.5 we 

also study the inverse problem of restoring the heat transfer coefficient (HTC) function 0' in the 

Robin boundary conditions (1.1.3) and (1.1.4) of the third kind, namely 

aT an (0, t) + 0'(0, t)T(O, t) = Bo(t) for t E (O,tf]' (1.1.3) 

aT an (1, t) + 0'(1, t)T(l, t) = B1(t) for t E (0, tf]' (1.1.4) 

where Bi , i = 0,1 are given functions. The heat conductor is exposed to a hostile environment 

such that no direct measurement of the HTC is practically possible. Along with 0' we seek the 

temperature T in the domain. In sections 2.3 and 2.5, respectively, we investigate two situations, 

namely: 

(iii) when the function O'(x, t), x E {O, I}, t E (0, tf] depends on x only, in which case we 

have to determine the constants 0'0 and 0'1 entering the boundary conditions (1.1.3) and (1.1.4), 

respectively, and 
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(iv) when the function u(x, t), x E {O, I}, t E (0, tfl depends on t only, in which case we 

determine the same function u(t), which enters the boundary conditions (1.1.3) and (1.1.4). 

In all the four cases, additional information, called "effect", is necessarY to be measured in order 

to compensate for the unknown "causes" of the inverse problems. In what follows we distinguish 

between the paired situations (i) and (ii) defined as Problems I and Ill, respectively, and the 

situations (iii) and (iv) defining Problems 11 and IV, respectively. 

Whilst in chapter 2, Problem IV, the retrieval of the time-dependent HTC, u(t), is sought from the 

additional boundary temperature measurement T(O, t), in chapter 3, we consider the additional 

information given by some non-standard boundary measurements 

(1.1.5) 

To stabilise the solution of this inverse problem we have used the Tikhonov regularization­

method. 

In chapter 4, we investigate physiCal processes in high temperatures and hostile environments, 

such as fast cooling of molten steel, in which there is limited opportunity for the measurement of 

the temperature and heat flux on the surface and the heat transfer method is complex or unknown. 

We propose a model based on the one-dimensional heat equation involving the heat exchange 

between the ends of a rod and the surrounding environment. It is important to note that this 

mcp is investigated in chapter 5 as a two-dimensional steady-state IHCP. In these hostile high 

temperature environments the HTC depends on the boundary temperature and the dependence 

has a complicated or unknown structure, see R6sch [76]. In such a case one has to set up an 

inverse problem to reconstruct the exact form of the function f on the boundary satisfying 

8T on (x, t) = f(T(x, t)), t E (O,tf], x E {O, I}. (1.1.6) 

In the first instance, we seek to obtain the function f(T) as a polynomial function of degree K 

K 

f(T) = 2: akTk , (1.1.7) 
k=O 

with unknown coefficients (ak) k=O,K' 

In section 4.3 we develop the BEM to construct and solve numerically the missing terms 

involving the boundary temperature, the heat fluxes and the function f· In section 4.4, numerical 

solutions for various test examples of the DHCP with the term f being linear and quadratic are 
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obtained using the BEM. In sections 4.5 we study the mcp and stabilised approximate values 

of the heat flux and the function j for different degrees K of the polynomial function (1.1.7) are 

presented and discussed. 

The ability of the BEM to obtain accurate numerical results is tested by increasing the number of 

discretisations for the space and time domain, respectively, from (N, No) = (10,10) to (80,80), 

and the stability of the solution examined by adding from 0% to 5% additive and mUltiplicative 

noise in the input data. The Tikhonov regularization method has been used with great success to 

stabilize the numerical solutions. 

In chapter 5 we investigate the application of the BEM to the solution of an inverse steady­

state heat conduction problem in two dimensions, where the governing equation is the classical 

Laplace equation and the enforced boundary conditions are unknown nonlinear relations between 

the heat flux and the boundary temperature. Specifically, in a practical sense, the chapter attempts -

to localize and evaluate the corrosion damage in a non-intrusive framework for a two-dimensional 

steady mcp. In section 5.2, the BEM is developed for the two-dimensional DHCP and IHCP. In 

section 5.3 the use of the BEM in the numerical examples for the nonlinear DHCP representing 

the physical phenomenon of predicting the corrosion damage is investigated. The temperature 

T satisfies the Laplace equation in the physical domain, and various boundary conditions are 

prescribed to describe the presence or absence of corrosion damage. In the chapter we investigate 

the absence of corrosion at the interface y = d by assuming that the heat exchange between the 

metal and the fluid is described by the classical Newton cooling law, see Carslaw and Jaeger [17], 

Ty(x, d) + ,(T(x, d) - Text) = 0, (1.1.8) 

where Text is the temperature outside the top surface on y = d. Therefore, the constant, is 

the ratio between the thermal conductivities of the fluid and the metal, and can be assumed to be 

non-negative for physical reasons. To localise and evaluate the corrosion damage on the bounday 

y = d in a non-intrusive framework, we assume a model for the fluid-metal interface, namely a 

non-linear boundary condition given by, see Jones [44], 

Ty(x, d) + ,j(T(x, d)) = 0, 0.1.9) 

where j is an unknown function to be determined. We also use the linear energy dispersion 

(LED) model which assumes the complex situation characterizing the presence of corrosion, 

because the precipitate formed on the upper surface and producing a heating interaction between 
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the metal and the fluid is characterised by a nonlinear perturbation of the boundary condition 

given by 

Ty(x, d) + ,T(x, d) + Kh(T(x, d)) = O,~// 0.1.10) 

where the nonlinear term h(T), which physically models the presence of the corrosion damage, is 

assumed unknown and to be determined. This approach is possible through applying a nontrivial 

heat flux Ty(x, 0) on a suitable portion of the boundary of the rectangular conductor, say y = 0, 

measuring the temperature T(x, 0) on the same boundary portion, whilst the heat fluxes Tx on 

the vertical boundaries are assumed to be zero. The results obtained when no regularisation is 

applied are, as expected, highly fluctuating. Therefore, the Tikhonov regularization method is 

employed when the input data is noisy. 

Finally, in chapter 6 general conclusions and suggestions for future work are provided. 

1.2 Stability analysis 

According to Hadamard [33], a problem requires three sets of conditions to be well-posed, 

namely, (i) a solution satisfies the problem (existence of solution), (ii) there exists at most one 

solution of the problem (uniqueness of solution), and (iii) small changes in the input data result 

in small changes in the solution (continuous dependence of the solution upon the data). The third 

condition is the stability requirement. If anyone is not met then the problem is not well-posed, 

and it is called an ill-posed problem. 

In the thesis· we simulate some practical problems which mea~s that additional data has to 

come from measurements which inherently contain random noise. Therefore, if the problem 

under investigation is ill-posed, due to the ill-conditioned nature of the reSUlting system of 

algebraic equations, then the numerical solution may be unstable. On the other hand if the 

problem is well-posed then numerical solutions are stable. In order to illustrate the stability of 

the numerical solutions in direct heat conduction problems (DHCP) and the instability of the 

numerical solutions in the inverse heat conduction problems (IHCP), we introduce 1%, 3% and 

5% noise in the input data and then monitor the amount of error occuring in the output data. 
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1.2.1 The Tikhonov regularization 

Assume that we wish to obtain a regularized solution to the system of algebraic equations given 
~ 

by 

Xy=z (1.2.1) 

in the least-squares sense, but penalizing solutions of large norm. For this we minimize the 

Tikhonov functional 

(1.2.2) 

which gives the approximate solution Y A depending on A as 

(1.2.3) 

When A = 0, we' obtain the ordinary least-squares method, but A > 0 plays the role of a 

regularization parameter whose choice can be based on the discrepancy principle, see Morozov . 

- [60], the cross validation principle, see Golub et al. [32], or the L-curve method, see Hansen 

[35]. 

The regularization matrix R can be chosen as 

1 0 0 0 

0 1 0 0 

RtrR= 0 0 1 0 (zeroth-order regularization), (1.2.4) 

0 0 0 1 

or 

1 -1 0 0 

-1 2 -1 0 

RtrR= 0 -1 2 -1 (first-order regularization), (1.2.5) 

0 0 -1 2 
, . 

or 

1 -2 1 0 0 

-2 5 -4 1 0 

RtrR= 1 -4 6 -4 1 
(second-order regularization). (1.2.6) 

0 1 -4 6 -4 

0 0 1 -4 6 
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The challenge is to choose a good value of A > 0 that keeps the regularized solution Y>. 

sufficiently smooth without losing too much information on the solution Y true • Another method 

used to regularize a linear ill-conditioned system of equations is the truncated singular value 

decomposition (TSVD) which is briefly described in the next section. 

1.2.2 Singular value decomposition (SVD) 

SVD methods are based on the theorem of linear algebra, namely that any M x N matrix X 

Whose number of rows M is greater than or equal to its number of columns N, can be written as 

the product of an M x N matrix <I>, an N x N diagonal matrix A with positive or zero elements 

(singular values), and transpose of an N x N orthogonal matrix W, namely 

(1.2.7) 

The matrices <I> and W are each orthogonal in the sense that their columns are orthonormal, such 

that 

<I>tr<I> = wwtr = I. (1.2.8) 

Since W is a square matrix, it is also row orthonormal, i.e. wtr 
• W = I. The advantage of SVD is 

that the decomposition in equation (1.2.7) is unique and can be done no matter if the matrix X is 

singular or not. The SVD is also a method of choice for solving linear least squares problems. If 

the matrix X is square, N x N say, then there exist <I>, wand A which are all square matrices of 

the same size. The matrices <I> and w are orthogonal, so their inverses are equal to their transposes 

and the matrix A is diagonal, and therefore its inverse is the diagonal matrix whose elements are 

the reciprocal of the elements SVj. From equation (1.2.7) it now follows immediately that the 

inverse of X is given by 

(1.2.9) 

Where, SVl > SV2 > ... > SVi > SVi+l > SVi+2 > ... > SVN 2:: O. 

The only thing that can go wrong is that the construction of one of the SVj turns out to be zero, 

or so small to the extent that its value is dominated by rounding-off error. If this is the situation 

then the matrix X is even more singular. 

Formally, the condition number of a matrix X is defined as the ratio of the largest SVj to the 

smallest SVj. A matrix is singular if its condition number is infinite, and it is ill-conditioned if its 

condition number is too large, i.e. its value is approaching the machine floating point precision, 
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namely 10-8 for single precision or 10-16 for double precision. When the svjs are very small 

but nonzero then the solution vector has large components whose algebraic cancellation when 

multiplying with the matrix X may give a very poor approximation to, the right-hand side vector 

Z in equation (1.2.1). The solution vector Y, obtained by zeroing the small svjs and then using 

equation (1.2.9), is better (in the sense of the residual IXY - ZI being smaller) than both the 

direct-method solution and the SVD solution, see Xu [88]. In throwing away a combination of 

equations that are corrupted with round-off errors we are in some sense reducing the components 

that makes the residuallXY - Zllarger. On the other hand, SVD cannot be applied blindly, one 

needs to exercise some discretion in deciding the threshold to the zeros of the small svjs, andlor 

must have knowledge of what size of computed residuallXY - ZI is acceptable. 

1.2.3 Choice of the regularization parameter 

A classical method already in use for the selection of the regularization parameter is the 

discrepancy principle, see Morozov"(60). However, this method depends on the knowledge of the 
" 

amount of noise in the known vector Z. Recently, Hansen [35] proposed that the regularization 

parameter be chosen by inspecting the plots of the smoothness in the solution versus the fit to the 

data. This is through plotting the norm of the regularized solution IIY>.II versus the norm of the 

residual ~XY >. - ZII for various values of A > O. Usually, the figure turns out to be an L-shaped 

curve, with the corner point defining the maximum curvature. The horizontal portion of the curve 

which falls to the right hand side of the corner, corresponds to large values of A, which results 

in an over-smoothed solution. In contrast, the vertical portion of the curve, which lies on the 

left hand side of the corner, corresponds to small values of A, resulting in an under-regularized 

soluti.on containing instabilities. Hence, the regularised solution Y>. changes its nature at the 

corner of the curve, from being dominated by regularization to being dominated by the errors in 

the right hand side of the equation (1.2.3). Therefore, the value of A at the L-comer of the curve 

povides an acceptable balance and simultaneously minimizes the solution norm and the norm of 

the residual vector. This may be viewed as providing the desired amount of regularization in the 

solution. 

Similarly, the TSVD involves the determination of the proper value of the threshold truncation 

level, which can also be chosen on the basis of the above L-curve analysis. However, now the 

L-curve plot is between IIYjl1 and the norm of the residual IIXYj - ZII for various truncation 
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levels j from 1 to N. The curve is also L-shaped in general and the optimal value of j exists near 

the corner, see Hansen [34, 35]. 

/ 

In this thesis we have extensively made use of the L-curve in determining the optimal value of 

the regularizing parameter).. This is because the L-curve method does not depend on the prior 

knowledge of the level of noise in the right-hand side vector Z, or on the properties of the matrix 

X . Therefore, it is widely applicable in most physical problems. 

1.3 The boundary element method (BEM) 

There are several advantages of using the BEM over the finite element (FEM) or the finite­

difference (FDM) methods. First, the BEM only requires a boundary mesh to discretise the 

problem and as such, it reduces by one the dimensionality of the problem, it deals easily with . 

both infinite and semi-infinite domains, it is very flexible and applicable to complex geometries 

without having to resort to intricate internal mesh generation of unnecesary internal information 

as required by the traditional FDM or FEM. Secondly, in this thesis the unknown ambient 

temperature, heat transfer coefficient, boundary temperature and heat flux are boundary quantites 

to be determined and the discretisation of the boundary only is the essence of the BEM. It is 

important to note that all these gains are possible only when the fundamental solution of the 

governing equation is available, a fact that forms the major drawback in the use of the BEM in 

general. 

The mathematical background of the BEM is represented by the divergence and Green's 

theorems. Also the definition of the Kronecker symbol, the Heaviside function, the Dirac 

distribution, and the erf, erfc and erfi functions are introduced. 

Divergence theorem gives 

'{ F· n dS = r 'V. F dn, 
ian in (1.3.1) 

where the vector field F is defined throughout the domain n enclosed by the boundary an, and 

n is the unit outward normal to an. 
Green's theorems give 

(1.3.2) 

(1.3.3) 
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These identitities can be obtained by taking F = U\7V and applying the divergence theorem 

(1.3.1) to obtain equation (1.3.2), whilst equation (1.3.3) is obtained by applying equation (1.3.2) 

for U and V interchanged and then subtracting these two equations.~The identities (1.3.1) and 

(1.3 .2) form the basis upon which the mathematical formulation of the BEM is anchored. 

The Kronecker delta symbol is given by 

oij = { ~ if i =j, 

if i=lj. 
(1.3.4) 

The Heaviside function is given by 

H(t) = { ~ if t > 0, 

if t ~ 0. 
(1.3.5) 

The generalized Dirac delta distribution fuction is given by 

{ ° if x =I~, 
<5(x,~) = <5(x -~) = . 

00 If x =~. 
. (1.3.6) 

The fundamental properties of the Dirac delta distribution are given by 

<5(x) = H' (x), In f(~)<5(x, ~)d~ = f(x), x E n. (1.3.7) 

The erf, erfc ~nd erfi functions are given by 

2 r erf(x) = J7ff Jo exp(-u2)du, erfc(x) = 1- erf(x), (1.3.8) 

2 r 
er fi(x) = -i er f(ix) = J7ff Jo exp(u

2
)du, i = H. (1.3.9) 

1.3.1 Fundamental solution for the one-dimensional heat equation 

One-dimensional transient heat equation is mathematically modelled by a parabolic partial 

differential equation of the form 

l!.= (x,t) E (0,1) x (O,tl] =: Q, (1.3.10) 

Where L is the partial differential heat operator ~ - %t and T is the temperature. The function 

G(E; E') is a fundamental solution for the heat equation (1.3.10) if 

(1.3.11) 
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where L* = ::2 + tt is the adjoint of L, E. = (x, t) is a field point, p' = (e, r) is a source point 

and 8 is the Dirac delta distribution function defined in (1.3.6). Thus, the fundamental solution 

of the heat conduction equation (1.3.10) satisfies the equation .// 

aG a2G 
ar (x, t; e, r) + ae2 (x, t; e, r) = -8(x, t; e, r). (1.3.12) 

If we look for a solution of equation (1.3.12) that depends only on the distance r = Ix - el and 

time period t' = It - ri, then the following expression is obtained, see e.g. Garroni and Menaldi 

[31], 
H(t - r) ((x - e)2) 

G(x, t; e, r) = 2yhr(t _ r) exp - 4(t - r) , (1.3.13) 

where H is the Heaviside function given in (1.3.5), which is introduced to emphasise the fact 

that the fundamental solution is zero when t ~ r. 

1.3.2 Boundary integral equation (BIE) 

The governing partial differential equation (1.3.10) transforms into an integral equation by means 

of the fundamental solution (1.3.13) and Green's second formula given in (1.3.3). For an arbitrary 

function V, the following equation holds: 

1 [T(p')L*V(p') - V(p')LT(P')] dQ= ( [T(E.')~V (E.') - V(E.')~T (i)] dS. (1.3.14) 
Q - - - - 1 aQ un un 

Next, taking V = G(E.;E.') we obtain that for every E. E Q 

h [T(E.')L *G(E.; i) - G(E.; E.')LT(E.')] dQ 

{ [ , aG, , aT ( , )] 
= la T(E.)an(p,)(E.;E.)-G(E.;E.)an E. dS. 

aQ _ 

If equations (1.3.10) and (1.3.11) are used in (1.3.15) then we obtain 

-k T(ilorg, 1?.'ldQ = fJ T(il ~~l (E; il - e(E; il:-(il] dS 

Using the property (1.3.7) of the Dirac delta function, we obtain 

Trgl = f8Q [erg; il :-(il - T(il ~ rg; 1?.'l] dS, 

(1.3.15) 

(1.3.16) 

(1.3.17) 

On letting x tend to a boundary point, i.e. 0 or 1, then one obtains the boundary integral equation, 

see e.g. Brebbia et al. [11], Chen and Zhou [19], Wrobel [87], 

~T(E.) = ( [G(E.;E.'): (p') - T(p') ~~ (E.;E.')] dS, E. E {O, I} x (0, tf] (1.3.18) 
. laQ 
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or, combining (1.3.17) and (1.3.18), we obtain 

r [ , aT, , aG , ] 
TJ(x)T(p) = If)Q G(p';p') an (p) - T(p) an (p.;~ d8, (1.3.19) 

for any p. = (x, t) E Q, where TJ(x) = 1 if x E (0,1) and TJ(x) = ~ if x E {a, 1}. 

The boundary integral equation (BIE) (1.3.19) can then be transformed into the form 

(1.3.20) 

where 81 = {a, 1} x (0, tf] and 82 = [0,1] x {a}. The integral over 83 = [0,1] x {tf} vanishes 

due to the Heaviside function in expression (1.3.13), and n(O) = -i and n(1) = i for the 

boundaries x = ° and x = 1, respectively. Note that the last domain integral in (1.3.20) includes 

- the specified initial condition at t = 0. 

We also note that the BIE (1.3.18) provides a linear relation between the boundary values of 

the solution T and those of its normal derivative ~~. Hence given T at each point on part of 

the boundary and ~~ on the remainder, we obtain a linear BIE, or a pair of such equations 

for the complementary boundary values. By solving these equations and then substituting their 

solutions, together with the boundary data, into equation (1.3.17), we obtain the solution at any 

point p. in the domain Q. 

1.3.3 Numerical discretisation 

In practice the integral equation (1.3.20) may rarely be solved analytically and thus some form 

of numerical approximation is necessary. Therefore, the boundary 81 is discretised into a series 

of boundary elements, namely, 

811 = {a} x (0, tf] = Uf=1 {a} x (tj-l, tj], 

812 == {1} x (O,tf] = Uf=I{1} x (tj_l,tj]. 

Also the boundary 82 is discretised into a series of cells, namely, 

(1.3.21) 

(1.3.22) 

(1.3.23) 
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Over each time boundary element (tj - 1 , tj ], the boundary temperature T and the heat flux ~~ are 

assumed to be constant and take their values at the mid-point '0 = tj_~+tj, i.e. 

T(O, t) = T(O, '0) = TOj for 
~/'/// 

t E (t j- b tj], (1.3.24) 

T(l, t) = T(I, tj) = T1j for t E (tj- 1, tj], (1.3.25) 

aT aT ~., 
an (0, t) = an (0, tj) = TOj for t E (tj- 1, tj], (1.3.26) 

aT aT ~ , 
an (1, t) = an (1, tj) = T1j for t E (t j- 1, tj]. (1.3.27) 

Also over each space cell [Xk-l, Xk), the initial temperature T is assumed constant and takes its 

values at the mid point Xk = Xk-~+Xk , i.e. 

T(x,O) = T(xk' 0) = T~ (1.3.28) 

Then using the approximations (1.3.24)-(1.3.28), the integral equation (1.3.20) can be 

discretised as 

(1.3.29) 

for (x,t) E [0,1] x (0,1]' 

where no and nl represent the outward normals at the boundaries x = ° and x = 1, respectively. 

Equation (1.3.29) can be rewritten as 
~ N . 

rJ(x)T(x, t) = L [T~jCJ(x, t) + T~j(x, t)C](x, t) - TojDJ(x, t) - TljD] (x, t)] 
j=l 

No 
(1.3.30) 

+ LT~Ek(X,t), for (x,t) E [0,1] x (0,1]' 
k=l 

where the coefficients are given by 

i

tj itj H(t - T) ((x - ~)2) 
C;(x, t) = tj-l G(x, t;~, T)dT = tj_l 2./rr(t _ T) exp - 4(t _ T) dT, (1.3.31) 

e i tj a i
tj H(t-T) .. ((X_~)2) 

Dj(x,t) = -a G(x,t;~,T)dT= . 4y' (t_T)3Ix-~lexp 4(t-T) dT, 
tj-l rJe tJ-l 7r 

Ek(x, t) = f, G(x, t; y, O)dy = f, 2~exp ( (x ~ty)2) dv, 

(1.3.32) 

(1.3.33) 
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where e E {a, I}. 

The integrals (1.3.31)-(1.3.33) can be evaluated analytically and their expressions are given by 

cj(X,j) = 

Dj(x, t) = 

/' 

0, t :::; tj-l 
~. 

[(t - tj _ 1)/'7r] 1/2 , tj- 1 < t :::; tj; r = ° 
r[exp(-z2)/Z -7r1/2erlc(z)]/(27r1

/
2), tj-l < t:::; tj;r =/= ° 

[(t - tj_l)I/2 - (t - tj)I/2] /7r1/ 2 , tj < t; r = ° 
r[exp(-z2)/z - exp(-zD/Z1+ 

7r1/ 2 { er Ic(z) - er I(ZI)}]/(27rl/2), 

0, 

0, 

-er Ic(z)/2, 

[er I(z) - er I(ZI)] /2, 

t :::; tj - 1 

tj- l < t :::; tj; 

tj-l < t :::; tj; 

tj < t 

r=O 

r=/=O 

1 [ '(x -Xk-1) (x -Xk)] Ek(x, t) = 2' er I 2t1/2 - er I 2tl/2 ' 

where the functions er I and er le are defined in (1.3.8) and 

(t - t j_l )-1/2 (t - t .)-1/2 
r=lx-el, z=r 2 ,zl=r ~ . 

(1.3.34) 

(1.3.35) 

(1.3.36) 

(1.3.37) 

If (1.3.37) is applied at every node on the boundary 81 then the following set of linear algebraic 

equations is obtained: 

N ~ 

'" [ o~ I 1~ I o~ Dl~T] '" E ( ) 0 ~ Cij TOj + Cij Tlj - Dij TOj -ij lj + ~ ik e Tk = 0, 
j=l ~ k=l 

where the matrices COe,Cle, Doe and DIe are defined by 

Oe _ e - le _ e -. Cij - Cj (0, ti), Cij - Cj (1, t~), 

i=l,N, eE{O,l}, 

(1.3.38) 

oe e - le _ e -Dij = Dj (0, ti) + O.Mij (l - e), Dij - Dj (1, ti) + O.Mije, 

(1.3.39) 

(1.3.40) 

(1.3.41) Eik(e) = Ek(e, t:), 

for e E {a, I}, i,j = 1, N, and k = 1, No. 
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1.4 Boundary element method for solving one-dimensional 

direct heat conduction problems (DHCP) / 
-~" 

1.4.1 Mathematical formulation of a one-dimensional DHCP 

Consider the DHCP given by 

aT a2T 
75t(x, t) = ax2 (x, t), for (x, t) E (0,1) x (0, tf] =: Q, 

aT 
aoT(O, t) + f30 an (0, t) = wo(t) for t E (0, tf]' 

aT 
alT(l, t) + f3l an (1, t) = Wl(t), for t E (0, tf]' 

T(x,O) = g(x), for x E [011], 

(1.4.1) 

(1.4.2) 

0.4.3) 

(1.4.4) 

where the thermal diffusivity has been taken to be 1 for simplicity, wo(t), Wl(t) and g(x) are 

prescribed functions, ao, aI, f3o, f3l are known constants and it is also' assumed that there is no 

heat generation throughout the solution domain. 

When ao = al = 1 and f30 = f3l = 0, we have Dirichlet boundary conditions in equations (1.4.2) 

and (1.4.3), namely 

T(O, t) = wo(t) 

T(I, t) = Wl(t) 

for t E (0, tf]' 

for t E (0, tf]' 

(1.4.5) 

(1.4.6) 

whilst if ao = al = ° and f30 = f3l = 1, then Neumann boundary conditions are obtained as 

for t E (0, tf]' (1.4.7) 

for E (0, tf]. (1.4.8) 

Otherwise, when ao, ab f30 and f3l are non-zero then the boundary conditions (1.4.2) and (1.4.3) 

are of Robin type which is a generalization of the Dirichlet and Neumann boundary conditions. 

PhYSically, they represent convective boundary conditions. We have the following existence, 

uniqueness and stability theorem, see Friedman ([30], pp.182, 188) of the DHCP (1.4.1)-( 1.4.4). 

Theorem 1.4.1 Suppose 9 E Cl ([0, 1]). Wo, Wl E C ([0, tf])· Then there exists a unique solution 

T E C2,1(Q) n C(Q) of the problem (1.4.1)-(1.4.4). Moreover, the function fx' is uniformly 

Continuous on [0,1] x le, tfl!or any e E (0, tf). and the function ~~ is bounded on [0, tf]· 
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1.4.2 The BEM 

On applying the boundary conditions (1.4.2) and (1.4.3) at the nodes (O,~) and (1, ~), 
~ 

respectively, for i = 1, N, the following equations are obtained: 

QOTOi + j30T~i = wo(~) = WOi, i = 1, N, 

Q1Tli + j31T~i = Wl (~) = Wli,· i = 1, N. 

(1.4.9) 

(1.4.10) 

Also, on applying the initial condition (1.4.4) at the cell nodes (Xk' 0), for k = 1, No, the values 

of T~ are determined, namely 

(1.4.11) 

Recasting together equations (1.3.38), (1.4.9)-(1.4.11) results in a system of equations which in 

- a generic form can be written as 

Xy=z (1.4.12) 

where X is a known 4N x 4N square matrix, which includes the matrices Co, Cl, DO, Dl and E 

given' by the expressions (1.3.39)-(1.3.41), Y is a vector of 4N unknowns which contains Toit 

T T,' , 
li, Oi and Tli recast as 

Yi = Toi for i = 1, N, Yi = Tl(i-N) for i = N + 1, 2N, Yi = 'Ta(i-2N) for i = 2N + 1, 3N, 

Yi = T~(i-3N) for i = 3N + 1, 4N, 

and Z is a vector with 4N known elements defined by 

Z N, . - "\,,No ( ) 
i = - Ek~l E ik (0)9k for z = 1, N, Zi = - L.Jk=l E(i-N)k 1 9k for i N +1,2N, 

Zi = WO(i-2N) -for i = 2N + 1, 3N, Zi = Wl(i-3N) for i = 3N + 1, 4N. 

Often in practical computations the simple conditions (1.4.9) and (1.4.10) permit elimination 

of 2N unknowns, and this reduces the problem to solving a system of 2N equations with 2N 

unknowns. 

The system of linear algebraic equations (1.4.12) can be solved using a Gaussian elimination 

procedure giving rise to the values of Toit T li , Toi and ~i for i = 1, N which represent the 

boundary solution. These values are then introduced in the integral equation (1.3.30) and the 

solution T(x, t) at any point (x, t) in the domain Q is explicitly obtained. 
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1.4.3 Numerical Examples, Results and Discussion 

. In the previous section we examined the development of the BEM and the discretisation process 
~ 

necessary for the computation of the approximate solutions of a one-dimensional transient 

DHCP. In this section we illustrate how these basic ideas of the BEM can be used to solve a 

simple problem of transient heat conduction, for example in a DHCP associated with the cooling 

of a room resulting from the heat exchange between the two surfaces of a large glass window. 

This problem can be more clearly appreciated when a simple one-dimensional model consisting 

of a finite length slab is used to represent the medium, the relationship between the temperature 

and the heat flux at the boundary is specified and in the bounded region heat is neither generated 

nor lost. 

In order to illustrate the method, we consider the partial differential equation (1.4.1) in the region 

_ Q = (0,1) x (0, tf = 1], subject to boundary and initial conditions derived from equations· 

(1.4.2)-(1.4.4) with ao = al = (io = f31 = 1, namely 

8T 
T(O, t) + an (0, t) = wo(t) = 2t, t E (0,1]' 

8T 
T(l, t) + an (1, t) = Wl(t) = 2t + 3, t E (0,1]' 

T(x, 0) = g(x) = x2
, X E [0,1]. 

(1.4.13) 

(1.4.14) 

(1.4.15) 

Then the DHCP given by equations (1.4.1) and (1.4.13)-(1.4.15) has the analytical solution 

T(x, t) = x2 + 2t. It is important to investigate the suitability of the BEM to obtain convergent 

approximations of the boundary temperature, heat flux and temperature in the domain. These 

can be reliably' achieved by varying the number of time elements N when the number of space 

cells No is maintained fixed, then repeating the procedure for different numbers of space cells 

No When the number of time elements N is kept fixed. 

Although not illustrated, it was observed that on increasing the number of space cells No when 

the number of time elements N is kept constant results in the numerical solutions of the boundary 

temperatures and heat fluxes converging monotonically to their analytical values, such that 

there is a close agreement between the numerical approximation when (No, N) = (160,20) 

and the analytical solutions. Alternatively, keeping the number of space cells No constant at 

20 and subsequently increasing to 160, the number of time elements N we came to the same 

Conclusion. Figures 1.1 and 1.2 illustrate convergent results which agree very well with the 

analytical solution for (No, N) = (160,160). In addition, it is concluded that (No, N) = (40,40) 
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Figure 1.1: The analytical and numerical boundary temperatures (a) T(O, t) and (b) T(l , t), as 

functions of time t, for various (No, N). 
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Figure 1.3: The analytical (-) temperature contours and the numerical (- -) temperature 

contours in the domain (x, t) E (0.1,0.9)2, for (No , N) = (20 , 20). 

Table 1.1: The numerical temperature T at (x, t) = (0.5 , 0.5) for various (No, N). The analytical 

value is T(0.5, 0.5) = 1.25. 

(No,N) T(0.5,O .5) 

(20,20) 1.2506 

(40,40) 1.2501 

(80,80) 1.2500 

(160,l60) 1.2500 
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produces a sufficiently fine mesh which provides an accurate approximation of the temperature 

T and the heat flux r;;: at the boundary without necesarily increasing the computation time by 

introducing more space cells and time steps. The boundary temperature· and heat flux are then 

used to determine the temperature distribution in the solution domain in time and space. Figure 

1.3 illustrates the close agreement between the analytical and the numerical solutions for the 

temperature in the domain when (No, N) = (20,20): 

In Table 1.1, the temperature at the interior point (0.5,0.5) is given when the numbers of space 

and time elements are increased from (No, N) = (20,20) to (No, N) = (160,160). These results 

give good agreement between the numerical and the analytical interior temperatures. 

Overall, from Figures 1.1-1.3 and Table 1.1, we can conclude that the BEM provides a 

convergent and accurate numerical solution to transient DHCPs. 



23 

Chapter 2 

Restoring boundary conditions and heat 

transfer coefficients 

2.1 Introduction 

Non-intrusive experimental techniques to determine the boundary conditions or the convective 

heat transfer coefficients currently in use, both in industry and academia, rely on analytical 

solutions for the surface temperature. For instance, techniques based on characteristic colour 

changes of liquid crystal films at a given temperature, see Hippensteele et al. [38], or on 

laser induced fluorescence, see Bizzak and Chyu [10], both rely on the analytical temperature 

solution for a semi-infinite medium to determine the heat transfer coefficient at a point once the 

temperature history is obtained from the experiment. However, in many practical situations the 

analytical model is not the most appropriate and rather a numerical model should be employed. 

2.2 Restoring spacewise dependent ambient temperatures 

Problem 2.1 

In this section we investigate an inverse problem in which the spacewise dependent temperature 

of the environment is unknown. 
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2.2.1 Mathematical formulation of Problem 2.1 

The inverse heat conduction problem (IHCP) under investigation (Problem 2.1) in this section 

replaces the boundary conditions (1.4.2) and (1.4.3) by 

aT an (0, t) + O"oT(O, t) = ho(t)fo + bo(t) =: Bo(t) for t E (0, tf]' (2.2.1) 

aT an (l,t) +O"lT(l,t) = h1(t)h +b1(t) =: Bl(t) for t E (0, tf]' (2.2.2) 

where 0"0, 0"1 are specified constants, ho, hb bo and b1 are specified functions of time, but the 

constants fo and h are unknown. Therefore, additional information is necessary to compensate 

for the number of unknowns, and in the first instance we assume that two measurements of the 

boundary temperature at the same fixed time t = t:o' where io E {1, .. , N}, are available, namely 

T(O, t:o) = Xo, (2.2.3) 

Alternatively, instead of (2.2.3) we can measure the average boundary temperatures as 

11t! eo = - T(O, t)dt, 
tf 0 

11t! 
el = - T(l, t)dt. 

tf 0 
(2.2.4) 

Conditions (2.2.3) and (2.2.4) ate called terminal and integral boundary observations, 

respectivley. Then we have the following uniqueness theorem, see Kostin and Prilepko [47]. 

Theorem 2.2.1 Suppose g E Cl ([0, 1]), hi, bi E C([O, tf]), O"i ~ 0, and the functions hi > ° 
'are monotone nondecreasing, i = 0,1, on (0, tfl. Then a solution (T E C2,1(Q), fo, h) to 

the inverse problem (1.4.1), (1.4.4), (2.2.1)-(2.2.3), or (1.4.1),(1.4.4), (2.2.1), (2.2.2), (2.2.4) is 

unique. 

Remarks 

(i) For the uniqueness of the problem (1.4.1), (1.4.4), (2.2.1), (2.2.2) and (2.2.4) it is sufficient to 

require that J~! hi(t)dt > 0, i = 0,1. 

(ii) In higher dimensions, the inverse Problem 2.1 can be recast as a Fredholm integral equation 

of the first kind which is a classical example of an ill-posed problem, see e.g. Tikhonov and 

Arsenin [83]. 
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(iii) A function T satisfying (1.4.1), (1.4.4), (2.2.1) and (2.2.2) has the representation, see Ozisik 

([66], Chapter 2), 

(2.2.5) 

where 

A(,Bm, t) =K(,Bm'O) (Bo(t) + Z1 - 0"0Z2) + K(,Bm, 1) (B1(t) - 0"1Z2 - (1 + 0"1)Z1) 

=K(,Bm'O) (ho(t)Jo + bo(t) + g' (1) - O"Og(O)) (2.2.6) 

+K(,Bm, 1) (h1(t)h + b1(t) - g' (1) - 0"19(1)) , 

and the kernel K(,Bm, x) is given by 

K(,Bm, x) = V2 (,Bm cos (,Bm x) + 0"1 sin(,Bmx)) ,. 

(,B~ + O"n (1 + i3{~u~) + 0"1 

where ,Bm are the positive roots of the transcedental equation 

(2.2.7) 

(2.2.8) 

The expression (2.2.5) involves a complicated series expansion and in higher dimensions there 

is. little hope it can be usable in practice. Therefore, numerical methods able to discretise any 

multi-dimensional problem analogous to the one above appear more useful. 

2.2.2 The BEM 

Now instead of (1.4.9) and (1.4.10) we have the discretised version of (2.2.1) and (2.2.2), namely, 

i= 1,N, (2.2.9) 

i = 1,N, (2.2.10) 
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where hOi = ho(~), hli = hI (~), bOi = bo(~) and bli = bl (~). Also, instead of (2.2.3) and 

(2.2.4) we write 

TOiO = Xo, (2.2.11) 

and 

(2.2.12) 

respectively. 

The IHCP given by equations (1.4.1), (1.4.4), (2.2.1), (2.2.2), and (2.2.3) or (2.2.4) reduces to 

its discretised version given by equations (1.3.38), (1.4.11), (2.2.9), (2.2.10), and (2.2.11) or 

(2.2.12). Then the resulting system of equations (1.4.12) becomes of the form 

Xy=z (2.2.13) 

-where X is a known (4N + 2) x (4N + 2) square matrix which contains the influence matrices 

Co, Cl, DO, DI and E given by expressions (1.3.34)-(1.3.36), Y is a vector of 4N +2 unknowns, 

I 'Tt T I I name y .LOj, lj, Toj , Tlj , fo and h, recast as follows: 

1j = TOj for j = 1, N, 1j = TIU-N) for j = N + 1, 2N, 

1j = T~U-2N) for j = 2N + 1, 3N, 1j = T~U-3N) for j = 3N + 1, 4N, 

YtN+l = fo and YtN+2 = h, 
and Z is a vector of 4N + 2 known elements defined by 

Zj = -l:~~l E jk (0)9k for j = 1, N, 

Zj = -l:~~l EU-N)k(1)9k for j = N + 1, 2N, 

Zj = bOU-2N) for j = 2N + 1, 3N, Zj ~ bl (j-3N) for j = 3N + 1, 4N, . 

Z4N+I = Xo and Z4N+2 = Xl for (2.2.11), 

or, 

Z4N+l = eo and Z4N+2 = el for (2.2.2). 

For simplicity, with the assistance of equations (2.2.9) and (2.2.10), we can choose to eliminate 

T~j and T~j' so as to reduce the system of equations to have 2N +2 unknowns in 2N +2 equations. 

This transforms the system considerably, reducing it so that the solution for only fo, h, TOj and 

T1j is required. After that, the heat flux and the temperature T inside the solution domain may 

be obtained by direct substitution. 

The system of linear algebraic equations (2.2.13) can be solved using the Gaussian elimination 

method. In the event that this method fails to give satisfactory results, due to the ill-conditioning 
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of the matrix X, one of the options is to use the regularization methods described in chapter 1 to 

obtain a stable solution to an ill-posed problem. 

2.2.3 Numerical Examples, Results and Discussion 

Example 2.1 

In this example, we solve the IHCP given by the heat equation (1.4.1) in the domain Q = (0,1) x 

(0, t / = 1], subject to the initial condition (1.4.4) of the form 

T(x, 0) = g(x) = x2
, x E [0,1]. (2.2.14) 

The boundary conditions (2.2.1) and (2.2.2), with 0"0 = 0"1 = 1, ho(t) = hl(t) = t, bo(t) = 0, 

bl (t) = 3, are given by 

aT an (0, t) + T(O, t) = fot, t E (0,1]' (2.2.15) 

aT . 
an (1, t) + T(I, t) = ht + 3, t E (0,1]' (2.2.16) 

and the additional measurements (2.2.3) are given by 

(2.2.17) 

It can easily be seen that the conditions of Theorem 2.2.1 are satisfied and therefore the solution to 

the inverse problem (1.4.1 ),(2.2.14 )-(2.2.17) is unique. Further, the analytical solution (T, fo, h) 

to be determined is given by T(x, t) = x2 + 2t, fo = h = 2. Noise is included in the 

measurements (2.2.17) by replacing Xi with Xi(1 + p) for i = 0,1, where p is the percentage of 

noise. 

In Table 2.1, we find that increasing the number of time elements N from 20 to 160, when io = 1, 

results in the condition number of the matrix X increasing significantly. The condition number 

of the matrix X in (2.2.13) has been calculated using the NAG routine F07 AGE 

The ill-conditioning produces inaccuracies in the values of fo and h, especially when the number 

N of the time elements increases. The error in fo is far less than that in fl' a fact that is attributed 

to the smaller value of the the additional measurement XO in comparison to Xl. However, for a 

fixed number of time elements N, the accuracy in the numerical approximations improve when 

increasing the number of space cells No. This is because: (i) the number of space cells increases 
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Figure 2.1: The analytical and numerical boundary temperatures (a) T(O, t), and (b) T(l, t), as 

functions of time t, for the IHCP given by Example 2.1, when io = 1 for various (No, N) (no 

noise). 

the accuracy of the approximation (1.3.19), and (ii) the boundary values XO and Xl are measured 

at the same point from the initial condition. Thus the ill-conditioning of the system of equations 

remains unchanged. The best results are obtained when N = 20 and No = 160. 

Figures 2.1(a), (b) and Figures 2.2(a), (b) show the boundary temperature T(O, t), T(l, t) and the 

heat ftuxes qo(t) = -Tx(O, t), ql(t) = Tx(1, t), respectively, for various values of (No, N). It is 

observed that reasonable numerical approximations to the exact solutions are obtained. 
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Figure 2.2: The analytical and numerical heat fluxes (a) q(O , t), and (b) q(l , t), as functions of 

time t , for the IHCP given by Example 2.1, when io = 1 for various (No, N) (no noise). 
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Figure 2.3 : The analytical temperature contours (-) and the numerical temperature contours 

(- - ) in the domain (x, t) E (0.1 , 0.9)2, for the rncp given by Example 2.1, when io = 1, 

(No, N) = (20,20) (no noise). 

Table 2.1: The condition number of the matrix X, C ond( X), and the constants fo and f 1 for the 

rncp given by Example 2.1, when io = 1 for various (No , N) (no noise). 

No N = 20 N = 40 N=80 N = 160 

Cond(X) 87275.6 891615.6 9552797.2 105070529.1 

fo 1.9527 1.8671 1.6252 0.9415 

20 it 2.2876 3.2053 6.9189 22.4320 

fo 1.9876 1.9662 1.9054 1.7342 

40 it 2.0723 2.3023 3.2452 7.0871 

fo 1.9964 1.9909 1.9755 1.9323 

80 it 2.0186 2.0770 2.3142 3.2769 

fo 1.9986 1.9971 1.9930 1.9819 

160 it 2.0051 2.0206 2.0817 2.3259 
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Table 2.2: The constants fa and h for the lliCP given by Example 2.1, when io = 1 for various 

(No, N) (1% noise). 

I No 11 N=20 N=40 N=80 N= 160 

fa 2.0847 2.0456 1.8694 1.2786 

20 h 5.0617 10.5252 26.7621 76.6997 

fa 2.1198 2.1447 2.1497 2.0713 

.40 fl 4.846 9.6222 23.0254 61.3548 

fa 2.1285 2.1694 2.2197 2.2694 

80 h 4.7927 9.3968 22.0944 57.5445 

fa 2.1307 2.1756 2.2372 2.3189 

160' fl 4.7793 9.3405 21.8618 56.5935 

Table 2.3: The condition number of the matrix X, Cond(X), and the constants fa and h for the 

lliCP given by Example 2.1, when io = N and No E {20, 40, 80, 160} for various N (1% noise). 

11 N = 20 1 N = 40 1 N = 80 1 N = 160 1 

Cond(X) 705.4 2576.7 9910.3 3911.7 

fa 2.0268 2.0266 2.0666 2.0265 

h 2.0593 2.0588 2.0585 2.0584 
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Figure 2.3 shows the temperature contours when the measurement (2.2.17) is taken at io = 

1 in the absence of noise. We observe some inaccuracies in the temperature, especially with 

increasing time, and particularly towards the boundary x = 1 where the maximum of T(x, t) = 

x2 + 2t occurs. 

In Table 2.2, when io = 1 and noise is introduced into the system, as expected, the approximated 

values of the constants fo and f1 blow up, as a result of the noise introduced. However, they 

improve slightly with an increase in the value of No, when N is fixed. On the other hand, the 

inaccuracy in the numerical approximations of fo and Jr decreases with increasing N, for a 

fixed No. These inaccurate results which are full of significant jumps in the values of fo and Jr 
demonstrate the instability of the numerical solution of the system of equations (2.2.13) for the 

IHCP given by Example 2.1. Finally, we note that using Tikhonov's regularization method of 

zeroth and first-order when taking 10-12 < A < 10-1 did not improve the results for predicting 

- fo and Jr. Similarly, when the last two smallest singular values were set to zero, the use of 

the truncated SVD also did not improve the numerical results. In Figure 2.4, the last two 

singular values are close to zero when io = 1 and thus they increase the condition number 

significantly, whereas when io = N, the system has a normalised singular value reducing from 1 

to approximately 0.1, which is not very low and hence the system becomes well-conditioned. 

In Table 2.3, when io = N, the condition numbers of the system remain low, and the approximate 

values of fo and Jr are stable and accurate, being the same for all values of No or almost the same 

for all values of N when 1% noise is introduced (2.2.17). 

In the next tes~ example, we examine an analytical solution which yields symmetry in the 

boundary conditions at x = ° and x = 1. We maintain the number of time steps and space 

cells fixed at (40,40), but we vary the value of io at which the measurements (2.2.11) are taken. 

Example 2.2 

In this example we solve the IHCP given by equation (1.4.1) in the domain Q = (0,1) x (0, tf = 

1J, subject to the initial condition (1.4.4) of the form 

T(x,O)=g(x) = (X_~)2, x E [O,lJ. (2.2.18) 

The boundary conditions (2.2.1) and (2.2.2) with 0"0 = 0"1 = 1, ho(t) = h1(t) = t, bo(t) = 
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Table 2.4: The condition number of the matrix X, C ond( X), and the constants fo and h for the 

rncp given by Example 2.2, when io = N, for various (No, N) (no noise) . 

No N=20 N=40 

Cond(X) 536.0 1916.2 

fo 2.0000 2.0000 

20 h 2.0000 2.0000 

fo 2.0000 2.0000 

40 !I 2.0000 2.0000 

fo 1.9999 1.9999 

80 h 1.9999 1.9999 

fo 1.9999 1.9999 

160 h 1.9999 1.9999 

b1(t) = ~ are given by 

aT 5 an (0, t) + T(O, t) = fot + 4' 
aT 5 an (1, t) + T(1, t) = ht + 4' 

and the additional measurements (2.2.3) are given by 

. / 

N=80 

7286.6 

2.0000 

2.0000 

2.0000 

2.0000 

1.9999 

1.9999 

1.9999 

1.9999 

tE(0,1], 

tE(0,1J, 

N= 160 

28593.3 

2.0000 

2.0000 

2.0000 

2.0000 

1.9999 

1.9999 

1.9999 

1.9999 

(2.2.19) 

(2.2.20) 

. (2.2.21) 

The analytical solution (T(x, t), fo, h) to be determined is given by T(x, t) = (x _ ~)2 + 2t, 

fo = h = 2. 

From Table 2.4, we observe that when the measurements (2.2.21) are taken at io = N, a small 

condition number of the matrix X is obtained, producing a very accurate approximation of the 

constants fo and h when no noise is introduced in the measurements (2.2.21). 

Numerical approximations obtained when 1% noisy temperature measurements (2.2.21) are 

taken at various values of io E {1, ... , N} are shown in Table 2.5, and Figures 2.5 and 2.6. In 

Figure 2.5 and Table 2.5 we observe that the condition numbers when io = 1 and io = N = 40 

are very large and small, respectively. This shows that the system is well-conditioned when 

io = N = 40 and gradually becomes ill-conditioned when reducing io to 1, such that the 

approximate values of the constants fo and h in both Examples 2.1 and 2.2, when io approaches 
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Figure 2.4: The normalised singular values :~~g for the IHCPs given by Example 2.1, when 

(No , N) = (40,40) , as a function of i , when io = 1(6) and io = N(O). 
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Figure 2.5: The condition numbers (6) and (0) of the matrix X for the IHCPs given by 

Examples 2.1 and 2.2, respectively, as a function of io, when (No , N) = (40,40). 
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Table 2.5: The variation of the condition number of the matrix X, Cond(X), and the constants 

fo and f10 as a function of io = 1, N, when (No, N) = (40,40) in the IHCPs given by Examples 

2.1 and 2.2 (1% noise). 

T(x, t) = x2 + 2t T(x, t) = (x - ~)2 + 2t 

io Cond(X) fo fr Cond(X) fo f1 

(x 104
) (x 104

) 

1 89.176 2.1447 9.6222 64.639 4.0981 4.0981 

2 24.064 2.1371' 4.1400 17.723 2.6495 2.6495 

4 7.472 2.0990 2.7171 5.506 2.2566 2.2566 

8 2.530 2.0672 2.2874 1.866 2.1264 2.1264 

12 1.364 2.0517 2.1804 1.007 2.0890 2.0890 

16 0.886 2.0430 2.1332 0.655 2.0708 2.0708 

20 0.640 2.0375 2.1069 0.473 2.0599 2.0599 

24 0.495 2.0338 2.0902 0.366 2.0527 2.0527 

28 0.402 2.0312 2.0786 0.297 2.0476 2.0476 

32 0.338 2.0292 2.0702 0.250 2.0437 2.0437 

36 0.293 2.0278 2.0638 0.217 2.0408 2.0408 

39 0.270 2.0269 2.0599 0.198 2.0389 2.0389 

40 0.258 2.0266 2.0588 0.192 2.0383 2.0383 
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Figure 2.6: The constants fo «(.6) and (0» and f1 «(0) and (0) for the rncps given by Examples 

2.1 and 2.2, respectively, as a function of io when (No, N) = (40,40) and 1% noise. 

Table 2.6: The condition numbers, and the values of the constants fo and f1 when the additional 

measurements (2.2.4) instead of (2.2.3) are imposed, for various (No, N) in the rncps given by 

Examples 2.1 and 2.2. 

T(x, t) = x2 + 2t T (x, t) = (x - ~)2 + 2t 

No,N Cond(X) 

(x 104) P 0.00 0.01 0.00 0.01 

20,20 13.30 fo 1.9998 2.0288 1.9998 2.0522 

!I 2.0002 2.0964 1.9998 2.0522 

40,40 26.98 fo 1.9998 2.0292 1.9999 2.0531 

!I 2.0000 2.0963 1.9999 2.0531 

80,80 54.83 fo 1.9999 2.0293 1.9999 2.0531 

!I 2.0000 2.0963 1.9999 2.0531 

160,160 111.30 fo 1.9999 2.0293 1.9999 2.0531 

f1 1.9999 2.0963 1.9999 2.0531 
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N become more accurate, but becomes significantly inaccurate when io approaches 1, see Figure 

2.6 and Table 2.5. 

The condition number of the system of equations in Example / i.l drops sharply from 

approximately 89.176 x 104 for io = 1 to 0.258 X 104 for io = N, whilst for Example 2.2 it 

also drops sharply from 64.639 x 104 for io = 1 to 0.192 X 104 for io = N. In Example 2.2, apart 

from fo becoming equal to h, their numerical values approach the exact value 2 from a value 

of approximately 4.0981 for io = 1 to 2.0383 for io = N, see also Figure 2.6. However, the 

numerical approximations of the solutions when io = 1 were significantly inaccurate due to the 

failure of the unstable inversion Y = X-1 Z. In Table 2.6, a comparison is finally made between 

the condition numbers and the constants fo and h for Examples 2.1 and 2.2, when, instead of 

(2.2.3), the additional measurements (2.2.4) with eo = 1 and e1 = 2 are imposed. This results in 

a relatively stable system of equations, with low condition number and the generation of accurate 

- and stable approximations of the constants fo and f1. 

2.3 Reconstruction of spacewise dependent heat transfer 

coefficient - Problem 2.11 

So far, the IHCPs considered in section 2.2 have been linear inverse problems. In this section, 

we investigate some nonlinear IHCPs involving the determination of a spacewise dependent heat 

transfer coefficient. 

2.3.1 Mathematical formulation of Problem 2.11 

The formulation of Problem 2.11 reads as follows. Find the temperature T(x, t) and the heat 

transfer constants 0"0 and 0"1 satisfying (1.4.1) subject to the initial condition (1.4.4), the Robin 

boundary condition 

i = 0,1, (2.3.1) 

and the additional measurements (2.2.3) or (2.2.4), where B i , i = 0,1, are given functions. 

For this inverse problem the following existence and uniqueness result holds, see Kostin and 

Prilepko [47]. 
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Theorem 2.3.1 Suppose that 9 = 0, Xi > ° for condition (2.2.3) or ei > ° for condition (2.2.4), 

and the functions Bi E C([O, tfD, Bi ~ ° and are monotonically nondecreasing, i = 0,1. Then 

there exists a unique solution (T(x, t) E C2,1(Q), 0"0 ~ 0, 0"1 ~ 0) of the inverse Problem 2.11. 

2.3.2 The BEM 

The numerical BEM discretisation of Problem 2.11 consists of the equations (1.3.38), (1.4.11), 

(2.2.11) or (2.2.12) and 

i = I,N, (2.3.2) 

where BOi = Bo('i;), BH = B1 ('i;) , i = 1, N. From (2.3.2) we can eliminate the normal derivative 

resulting in a system of (2N + 2) nonIinear equations with (2N + 2) unknowns TOi, TH for i = 

1, N, 0"0 and 0"10 which is solved using the NAG routine C05NCF. The non-negativity constraints 

0"0, 0"1 ~ ° are dealt with by choosing a non-negative initial guess, such as 0"0 = 0"1 = 0.5, and if 

in the iterative process they turn out to be negative at some stage of the iteration process then they 

are replaced by zero. Alternatively, one may use the more sophisticated NAG routine E04UCF 

to solve the nonlinear system of equations using the nonlinear least-squares method subject to 

the non-negativity constraints on the variables 0"0 and 0"1. 

2.3.3 Numerical Examples, Results and Discussion 

Example 2.3 

In this example, we solve the IHCP given by the heat equation (1.4.1) in the domain Q = (0,1) x 

(0, tf = 1], subject to the initial condition (1.4.15), the boundary conditions (2.3.1) with Bo(t) = 

2t, Bl(t) = 2t + 3, i.e. 

&T an (0, t) + O"oT(O, t) = 2t, t E (0,1]' 

&T an (1, t) + O"lT(l, t) = 2t + 3, t E (0,1]' 

and the additional measurements (2.2.17). 

First we show that this IHCP has a unique solution (T(x, t) E C2,1(Q), 0"0 ~ 0, 0"1 ~ 0). 

(2.3.3) 

(2.3.4) 

All the conditions of Theorem 2.3.1 are satisfied, except for the initial condition (1.4.15) which 

is not homogeneous. Given 0:0, Bi are arbitrary constants, we consider a solution T(x, t; 0:0, 8i) 
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to the direct problem 

(x, t) E (0,1) x (0,1] = Q, 

T(x,O) = x2
, X E [0,1]' 

~~ (0, t) + aQT(O, t) = 2t, t E (0,1]' 

~~ (1, t) + 51T(I, t) = 2t + 3, t E (0,1]. 

39 

(2.3.5) 

(2.3.6) 

(2.3.7) 

(2.3.8) 

Since g(x) = x2 E Cl ([0, 1]), Bo(t) = 2t E C([O, 1]), B1(t) = 2t + 3 E C([O, 1]), this solution 

is unique and it has the desired differential properties in C2,1(Q) n C(Q), see Theorem 1.4.1. 

We now introduce the nonlinear equations 

- aT -.--2tio - an (0, tio, 0"0, 0"1) __ 
- - 0"0, 

2tio 
(2.3.9) 

It is easy to check that aQ = 51 = 1 is a positive solution to the system of nonlinear equations 

- (2.3.9), since from (2.3.5)-(2.3.8), when aQ = 8i = 1 it immediately follows that T(x, tj 1, 1) = 
x2 + 2t. Then based on Proposition.4 of Kostin and Prilepko [47], it follows that Problem 2.11 

given by Example 2.3 has a unique solution (T(x, t) E C2,1(Q), 0"0 ~ 0, 0"1 ~ 0). It is easy to 

check that this solution is given by T(x, t) = x2 + 2t, 0"0 = 0"1 = 1. 

Figures 2.7(a) and (b) show the temperatures T(O, t) and T(I, t), respectively, when (No, N) are 

increased from (20,20) to (160,160), with no noise and the extra measurements (2.2.17) are taken 

at io = 1. The results indicate only a slight improvement with increasing (No, N) such that there 

is close agreement with the exact solution. 

Figures 2.8(a) and (b) show the heat ftuxes q(O, t) and q(l, t), respectively. As expected, 

the errors in the heat ftuxes become more visible in comparison with those in the boundary 

temperature, anyhow they decrease as No and N increase. Figure 2.9 illustrates the numerical 

approximation and the analytical temperature contours T(x, t) in the solution domain, when 

(No, N) = (20,20), with no noise and io = 1. We observe that the BEM provides a 

very good numerical approximation to the exact T(x, t), when the number of cells is only 

(No, N) = (20,20), and these results further improve with increasing No, N. This leads to the 

conclusion that the BEM provides a very good and convergent approximation for the nonlinear 

IHCP when no noise is introduced into the equations (2.2.3). 

Table 2.7 shows the values of the constants 0"0 and 0"1 obtained using the BEM, when (No, N) is 

increased from (20,20) to (160,160) for various amounts of noise. We notice that when no noise 



Chapter 2. Restoring boundary conditions and heat transfer coefficients 

2.0-.----------------------------------------------~ 

1.5 

~ e:. 1 .0 
I-

~ 

0.5 

- Tana tyt lca l 
~ T(20 ,2 0) 
L!I. T(40 .40 ) 
(!) T (60 ,60) 
[!) T( 16 0 , 16 0 ) 

O .o~~------,,--------._------_,._------~~------~ 

0.0 0 .2 0.4 0.6 0.8 1.0 

Ca) 

3.0-.--------------------------------------------~_ 

2 .5 

62.0 
I-

1.5 

- Tana lytlcal 
~ T (20 ,2 0 ) 
L!I. T (40 .40) 
(!) T(60 ,60) 
[!) T( 16 0,1 60) 

1 .0~~------.---------~------_,r_------~~~----~ 

0.0 0 .2 0.4 0 .6 0 .8 1.0 

Cb) 

40 

Figure 2.7: The analytical and numerical boundary temperatures (a) T(O , t) , and (b) T(l , t), as 

functions of time t , for the nonlinear IHCP given by Example 2.3, when io = 1 for various 

(No , N) (no noise). 
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Figure 2.8: The analytical and numerical heat fluxes (a) q(O , t ), and (b) q(l, t), as functions of 

time t, for the nonlinear mep given by Example 2.3, when io = 1 for various (N.o , N ) (no 

noise). 
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Table 2.7: The constants 0"0 and 0"1 for the nonlinear IHCP given by Example 2.3, when io = 1 

for various (No, N). 

No,N 11 p = 0.00 p = 0.01 p = 0.03 I p = 0.05 

0"0 1.0237 0.9580 0.8306 0.7081 

20,20 0"1 0.9932 0.9278 0.8010 0.6790 

0"0 1.0169 0.9284 0.7564 0.5910 

40,40 0"1 0.9963 0.9080 0.7364 0.5740 

0"0 1.0122 0.8912 0.6563 0.4302 

80,80 0"1 0.9980 0.8771 0.6425 0.4167 

0"0 1.0090 0.8421 0.5179 0.2061 

160,160 0"1 0.9990 0.8321 0.5081 0.1965 

is introduced in the equations (2.2.3), as expected, the numerical values of 0"0 and 0"1 are close to 

the analytical values of 0"0 = 0"1 = 1. Also it is observed that the accuracy in obtaining 0"0 and 

0"1 is also very good as (No, N) increases. Next, noise is introduced in the measurements (2.2.3) 

by replacing Xi with Xi(1 + p), i = 0,1, where p is the percentage of noise. From Table 2.7, 

we observe that the numerical values of the constants 0"0 and 0"1 become more inaccurate with 

increasing the percentage of noise from p = 1% to p = 5%. Moreover, the accuracy of 0"0 and 0"1 

decreases as (No, N) increases from (20,20) to (160,160). This is because increasing the number 

of boundary elements makes the nonlinear system of equations more ill-conditioned. Therefore, 

we can conclude that the accuracy of the approximations of the constants 0"0 and 0"1 reduces with 

increasing (No, N), or the amount of noise p. This is also true for the boundary temperatures and 

the heat ftuxes. 

Table 2.8 and Figure 2.10 compare the approximations of the constants 0"0 and 0"1 for (No, N) = 
(40

1
40) and the measurement (2.2.3) is imposed at io = 1, ... , N = 40, perturbed by p = 0 or 

p :::: 1 % noise. It can be observed that the accuracy of 0"0 and 0"1 degrades when the measurements 

(2.2.17) are taken near the initial time t = 0, however, it keeps improving as io increases. 

In Table 2.9 we compare the approximations of the constants 0"0 and o"}, when (No, N) -

(40,40), and pE {O, 1,3, 5} %. We observe that each level of noise produces a greater deviation 

in the approximate values of both 0"0 and 0"1 when io = 1 compared to when io = 40 and the 

deviation increases with increasing the amount of noise. 
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Figure 2.10: The constants 0'0 (6) and 0'1 (0) for the nonlinear rncp given by Example 2.3, as 

a function of io = 1, ... N = 40 when (No , N) = (40,40) (1% noise). 
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Table 2.8: The constants 0"0 and 0"1 for the nonlinear IHCP given by Example 2.3, when 

(No, N) = (40,40) and p = 0.00 and p = 0.01, for various io. 

1 io 11 p = 0.00 I' p = 0.01 1 p = 0.00 u, p = 0.01 

1 1.0237 0.928364 0.9932 0.907967 

2 1.0047 0.932248 0.9990 0.944396 

4 1.0030 0.954096 1.0003 0.960386 

8 1.0004 0.973515 1.0001 0.969507 

12 1.0000 0.980804 1.0000 0.973343 

16 1.0000 0.984069 1.0000 0.975732 

20 1.0000 0.985777 1.0000 0.977457 

24 1.0000 0.986787 1.0000 0.978793 

28 1.0000 0.987446 1.0000 0.979869 

32 1.0000 0.987907 1.0000 0.980759 

36 1.0000 0.988248 1.0000 0.981508 

39 1.0000 0.988450 1.0000 0.981998 

40 1.0000 0.988510 1.0000 0.982150 

Table 2.9: The constants 0"0 and 0"1 for the nonlinear IHCP given by Example 2.3, when 

(No, N) = (40,40), io = 1 and io = N = 40, for various amount of noise. 

1/ p = 0.00 I p = 0.01 I p = 0.03 I p = 0.05 I 
0"0 1.0169 0.9284 0.7564 0.5910 io = 1 

1.0000 0.9885 0.9661 0.9444 io = 40 

0"1 0.9963 0.9080 0.7364 0.5714 io = 1 

1.0000 0.9821 0.9474 0.9139 io = 40 
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Table 2.10: The constants 0"0 and 0"1 when the additional measurement (2.2.4) instead of (2.2.3) 

is imposed, for various (No, N) in the nonlinear IHCP given by Example 2.3. 

N,No 11 p = 0.00 1° p = 0.01 1 P = 0.00 7 p = 0.01 

20,20 1.00028 0.98775 0.99993 0.97772 

40,40 1.00007 0.98754 0.99998 0.97775 

80,80 1.00002 0.98749 1.00005 0.97777 

160,160 1.00000 0.98748 1.00000 0.97777 

Table 2.10 gives a comparison between the constants 0"0 and 0"10 when, instead of (2.2.3), the 

additional measurement (2.2.4) with eo = 1 and el = 2 is imposed. As in Examples 2.1 and 2.2, 

- see Table 2.6, this also results in a relatively stable system of equations, generating accurate and 

stable approximations for the constants 0"0 and 0"1. The noise introduced in (2.2.4) produces no 

unstable effects on the resulting output, as opposed to when the measurement (2.2.3) was used at 

small io, near the initial zero time. 

2.4 Restoring timewise dependent ambient temperatures 

Problem 2.II1 

The inverse problem in which the spacewise dependent temperature of the environment is 

unknown has been investigated in section 2.2. In this section we study the inverse problem 

of restoring the time-dependent ambient temperature. 

2.4.1 Mathematical formulation of Problem 2.111 

In Problem 2.111, we consider an IHCP in which we replace the boundary conditions (2.2.1) and 

(2.2.2) by 

8T an (0, t) + 0"0 (t)T(O, t) = ho(t)f(t) + bo(t), for 

8T an (1, t) + O"I(t)T(l, t) = h1(t)f(t) + b1(t), for 

t E (0, tf]' 

t E (0, tf]' 

(2.4.1) 

(2.4.2) 
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where O"i(t), hi(t), bi(t) are given functions of time, i = 0,1, but the function I(t) is unknown. 

The additional information necessary is given by the boundary temperature measurement 

T(x, t) = X(t), for (2.4.3) 

where x = ° or x = 1. 

Alternatively, instead of (2.4.3) we can measure the boundary observation 

,0T(0, t) + I1T(I, t) = X(t), for (2.4.4) 

where 10 and 11 are given constants. Conditions (2.4.3) and (2.4.4) are called a point and a 

boundary integral boundary observation, respectively. 

We denote the solution of the direct problem (l.4.1), (1.4.4), and (2.4.1) and (2.4.2) with I = 0, 

I.e. 
orO 
an (0, t) + O"o(t)ro(O, t) = bo(t), for (2.4.5) 

orO 
an (1, t) + 0"1 (t)ro(1, t) = b1(t), for (2.4.6) 

by TO(x, t), and introduduce the function X(t) = X(t) - TO(x, t), where x = ° or x = 1 for 

condition (2.4.3), and X(t) = X(t) - ,0TO(0, t) - I1TO(I, t) for condition (2.4.4). Also we 

introduce the condition 

. d it X(T) 
X E c1/2 ([0, tfD, F(t):= -d yt=TdT E C([O, tfD, 

tot - T 
(2.4.7) 

where ca is the space of Holder continuous functions with exponent a E (0,1). Then we have 

the following existence, uniqueness and stability theorem, see Kostin and Prilepko [48]. 

Theorem 2.4.1 Suppose g E C1([0, 1]), O"i, hi, bi E C([O, tf])' i = 0,1 and ho(t) =I ° or 

hl(t) =I ° for condition (2.4.3), or ,oho(t) + ,1hl(t) =I ° for condition (2.4.4), for all t E 

[0, tfl. Further, suppose that condition (2.4.7) is satisfied. Then there exists a unique solution 

(T E C2,I(Q), I E C([O, T])) of the inverse problem (1.4.1), (1.4.4), (2.4.1)-(2.4.3), or (1.4.1), 

(1.4.4), (2.4.1), (2.4.2), (2.4.4). Furthermore, the stability conditions 

IIIII + liT - TOil::; CIIPII, (2.4.8) 

IIIII + IITII ::; C (11gll + Ilboll + IIb1 11 + II:t lt ~dTII) (2.4.9) 

for some positive constant C, are valid, where the norms are in the space of continuous functions. 

From Theorem 2.4.1, it follows that under its hypotheses the inverse Problem 2.111 is well-posed. 
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2.4.2 The BEM 

Now instead of (1.4.9) and (1.4.10) we have the discretised version of (2.4.1) and (2.4.2), namely, 

i = 1,N, (2.4.10) 

i = 1,N, (2.4.11) 

where O"Oi = O"o(t:), O"li = 0"1 (t:) and fi = f(t:). Also, instead of (2.4.3) and (2.4.4) we write 

their discretised versions, namely, 

i = 1,N, 

i = 1,N, 

(2.4.12) 

(2.4.13) 

respectively, where Xi = Xi(t:). The IHCP given by equations (1.4.1), (1.4.4), (2.4.1), (2.4.2), 

- and (2.4.3) or (2.4.4) reduces to its discretised version given by equations (1.3.38), (1.4.11), 

(2.4.10), (2.4.11), and (2.4.12) or (2.4.13). It should be noted that from (2.4.10) or (2.4.11) we 

can eliminate fi, i.e. 

f . - T~i + O"oiToi - bOi , -
hOi 

or i = 1,N, (2.4.14) 

depending on which data ho(t) or hl(t) is non-zero on the interval [O,t,]. Based on the above 

elimination process, the whole inverse problem can be reduced to a 3N x 3N system of equations 

of the type (2.2.13), where the unknown vector Y contains the components of (T~i)i=I,N' 

(T;i)i=I,N and (TOi )i=I,N or (Tli )i=I,N' depending whether they are known or unknown with 

respect to condition (2.4.3). Once Y is found, (Ji)i=I,N can be obtained from (2.4.14). 

2.4.3 Numerical Examples, Results and Discussion 

Example 2.4 

In this example, we solve the IHCP given by the heat equation (1.4.1) in the domain Q =' (0,1) x 

(0, t, = 1], subject to the initial condition (2.2.14), the boundary conditions (2.4.1) and (2.4.2) 

with 0"0 = 0"1 = 1, ho = hI = 2, bo = ° and b1 = 3, i.e. 

aT (0, t) + T(O, t) = 2f(t), t E (0,1], an 
aT (1, t) + T(l, t) = 2f(t) + 3, t E (0,1]' an 

(2.4.15) 

(2.4.16) 
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and the additional measurement (2.4.3) at x = 0, i.e. 

T(O, t) = X(t) = 2t, t E [0,1]. (2.4.17) 

To check that the hypotheses of Theorem 2.4.1 are satified, and thus conclude the unique 

solvability of the inverse problem given by the equations (1.4.1), (2.2.14), (2.4.15)-(2.4.17), we 

need first to compute the solution TO(x, t) of the direct problem (1.4.1), (2.2.14), (2.4.5) and 

(2.4.6), i.e. 

8TO 82To 
{jt(x, t) = 8x2 (x, t), (x, t) E (0,1) x (0,1], 

ro(x,O) = x2
, X E [0,1]' 

8ra 
8n (0, t) + ro(O, t) = 0, t E (0,1]' 

8To 
8n (1, t) + ro(l, t) = 3, t E (0,1]. 

(2.4.18) 

(2.4.19) 

(2.4.20) 

(2.4.21) . 

The analytical solution of the problem (2.4.18)- (2.4.21) is given by, see Carlsaw and J aeger 

([17], pp.118, 126), 

T
O( ) Loo e-a~t (ancos(anx) + sin(anx)) 11( 2 1) 

x t =X + 1 + 2 x - x -, a 2 +3 
n=1 n ° 

x (ancos(anx) + sin(anx)) dx, 

where an are the positive real roots of the transcedental equation 

2a 
tan(a) = 2 l' a -

Remarking that from (2.4.23) we have 

2a 
si n ( a) = a2 + 1 ' 

a 2 -1 
cos(a) = 2 l' 

a + 
and performing the integration in (2.4.22) we obtain 

TO(x, t) = x + 1 - 8 ~ (; ) (ancos(anx) + sin(anx)) e-a~t. 
L....J a 3 a + 3 . n=1 n n 

From (2.4.18) and (2.4.25) we obtain the important identity 

x + 1 - x2 _ ~ an cos(anx) + sin(anx) 
8 . - L....J a 3 (a2 + 3) , 

n=1 n n 
x E [0,1]. 

(2.4.22) 

(2.4.23) 

, (2.4.24) 

(2.4.25) 

(2.4.26) 

Differentiating twice with respect to x and setting x = 0, we obtain the identity ~ = L~=1 0;.1+3' 

Using (2.4.17) and (2.4.25) we have 

rnO . ~ 1 -a2 t 
X(t) = X(t) - 1 . (0, t) = 2t - 1 + 8 ~ a;(a; + 3) en. (2.4.27) 
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Clearly, X E ct ([0,1]) and X(O) = ° since from (2.4.19) we have TO(O, 0) = ° and from 

(2.4.17) we have x( 0) = 0. Consider now the function F defined in (2.4.7), namely, 

(2.4.28) 

where the function er /i is defined in equation (1:3.9). 

Since X(O) = 0, from (2.4.28), we have that -1 + 8 L~=l aa(a
1
a+3) = 0, so that F(t) = 40 -

8 r:;"\"oo erfi(Vtan) -a~t E C([O 1]) 
y 11 L.m=l an(aa+3) e , . 

The series is uniformly convergent on [0, 1] since 

Therefore, the conditions of Theorem 2.4.1 are satisfied and hence the inverse problem (1.4.1), 

(2.2.14), (2.4.15)-(2.4.17), is well-possed. It is easy to verify that its unique solution is given by 

/(t) = t, T(x, t) = x2 + 2t. 

In order to test the stability of the numerical inversion, both additive and multiplicative noise are 

introduced in the measurement data (2.4.17). 

The additive noise is introduced as 

(2.4.29) 

where € are Gaussian random variables with zero mean and standard deviation 2p, where p is the 

percentage of noise, generated using the NAG routine G05DDF. 

The multiplicative noise is introduced as 

(2.4.30) 
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Figure 2.11: The normalised singular values :~m of the system of equations, as a function of 

i = 1, 3N, for the rncp given by Example 2.4, when (No, N) = (40,40). 

where € are random variables taken from a uniform distribution in [-1,1], generated using the 

NAG routine G05DAF. 

Figure 2.11 shows the normalised singular values of the system of 3N equations with 3N 

unknowns T1,i, To,i and T;,i' i = 1, N, when (No, N) = (40,40). From this figure it can be 

seen that the normalised singular values reduces from 1 to approximately 0.02, which gives the 

condition number equal to approximately 50 = 8~(g~). Thus, the system of equations is quite 

well-conditioned, as expected from the stability analysis given in Theorem 2.4.1. Figure 2.12(a) 

shows the analytical and the noisy values of T(O, t) as functions of time t. We observe that the 

noisy T(O, t) is more pronouced around tf = 1 and approximately evenly distributed on either 

side of the analytical curve in the other portions of the figure. 

Figures 2.12(b), 2.13(a) and (b), and 2.16(a) show the numerical solutions for T(1, t), q(O, t), 

q(1, t) and f(t), respectively, when p = 5% additive noise is introduced into the data (2.4.29). 

For no noise, the numerical results are in excellent agreement ~ith the exact solutions T(1, t) = 

1 + 2t, q(O, t) = 0, q(1, t) = 2 and f(t) = t. However, when noise is introduced, the numerical 

solutions, shown by (- !J. -), have a more prononounced disagreement with the exact solutions 

near t = 1. This is because they are obtained from the input values T(O, t) which also had 

larger errors near t = 1, as shown in Figure 2.12(a). Furthermore, as is expected, the heat flux 

prediction is less accurate than the boundary temperature prediction. 

Although not illustrated, it is reported that some regularised features of the heat flux have been 
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1.0 

1.0 

Figure 2.12: The analytical and numerical boundary temperatures (a) T(O, t), and (b) T(l, t), as 

functions of time t, for the mep given by Example 2.4, when (No, N) = (40,40), (5% additive 

noise). 
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1.0 

1.0 

Figure 2.13: The analytical and numerical heat fluxes (a) q(O, t), and (b) q(l, t), as functions of 

time t, for the rncp given by Example 2.4, when (No, N) = (40,40), (5% additive noise). 
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further obtained if one uses the TSVD, described in Section 2.2, for solving the direct ill-posed 

problem of retrieving higher-order (Neumann) derivatives from noisy lower order (Dirichlet) data 

T(O, t) and T(l, t) shown by (- 6. -) in Figures 2.12(a) and (b), respectively, as described in 

Lesnic et al. [54]. 

Figures 2.l4(a) and (b), 2.15(a) and (b), 2.16(b) are analogous of Figures 2.12(a) and (b), 2.13(a) 

and (b), 2.16(a) but for the input data contaminated with the multiplicative noise (2.4.30) instead 

of the additive noise (2.4.29). The same conclusions as before are obtained. 
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Figure 2.14: The analytical and numerical temperatures (a) T(O , t), and (b) T(l , t), as functions 

of time t, for the IHCP given by Example 2.4, when (No , N) (40,40) (5% multiplicative 

noise). 
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Figure 2.15: The analytical and numerical heat ftuxes (a) q(O , t) , and (b) q(l , t) , as functions of 

time t , for the IHCP given by Example 2.4, when (No, N ) = (40,40), (5% multiplicative noise). 
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1 .0 

1.0 

Figure 2.16: The analytical and numerical solutions for the function f(t), as functions of time t , 

for the rncp given by Example 2.4, when (No , N) = (40,40) and additional measurement has 

(a) 5% additive noise, and (b) 5% multiplicative noise. 
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Table 2.11: The analytical and the numerical solutions for the interior temperature T(0.5, 0.5), 

when additive noise and no noise is introduced in the additional measurement (2.4.17) for various 

(No, N), for the lliCP given by Example 2.4. 

No,N T(no noise) T(I% noise) T(5% noise) T(analytical) 

20,20 1.25046 1.24302 1.21326 1.25000 

40,40 1.25003 1.24030 1.20135 1.25000 

80,80 1.25000 1.24241 1.21207 1.25000 

160,160 1.25000 1.24693 1.23466 1.25000 

Finally, Table 2.11 compares the numerical solutions when no noise and when 1% and 5% 

additive noise is introduced into the temperature measurement as in (2.4.29), for different 

numbers of the space and time elements, in comparison with the analytical solution T(0.5, 0.5) = 

1.25. The numerical results show very good agreement with the analytical solution for errorless 

data and the stability of the numerical solution for noisy data. 

2.5 Reconstruction of timewise dependent heat transfer 

coefficient- Problem 2.IV 

2.5.1 Mathematical formulation of Problem 2.IV 

In this section we investigate a nonlinear IHCP as described in section 2.3, but now the heat 

transfer coefficient depends on time rather than space. The formulation of Problem 2.1V requires 

finding the temperature T(x, t) and the heat transfer coeffficient a(t) satisfying (1.4.1) subject to 

the initial condition (1.4.4), the Robin boundary condition 

: (i, t) + a(t)T(i, t) = Bi(t), t E (O,tf]' i = 0,1, (2.5.1) 

and the additional measurements (2.4.3) or (2.4.4), where Bi , i = 0,1, are given functions. 

For this inverse problem the following uniqueness result holds, see Kostin and Prilepko [48]. 
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Theorem 2.5.1 Suppose 9 E C1([0, 1]), Bi E C([O, tf]), i = 0,1, and Ix(t)1 > ° for all t E 

[0, tf]. Then a solution (T E C2,1(Q), 0' E C([O, tf])) of the inverse Problem 2.IV is unique. 

2.5.2 The HEM 

The numerical BEM discretisation of Problem 2.1V consists of equations (1.3.38), (1.4.11), 

(2.4.12) or (2.4.13) and 

i = I,N, (2.5.2) 

where O'i = O'(~), i = 1, N. From (2.5.2) we can eliminate the normal derivative and this results 

in a system of 3N nonlinear equations with 3N unknowns TOi , Tli and O'i for i = 1, N, which is 

solved using the NAG routine C05NCF. 

2.5.3 Numerical Examples~ Results and Discussion 

Example 2.5 

In this example, we solve the mcp given by the heat equation (1.4.1) in the domain Q = (0,1) x 

(0, tf = 1], subject to the initial condition 

T(x, 0) = g(x) = x2 + 1, x E [0,1]' (2.5.3) 

the boundary conditions (2.5.1) given by 

~ (0, t) + O'(t)T(O, t) = t(2t + 1) = Bo(t), t E (0,1]' (2.5.4) 

~~ (1, t) + O'(t)T(I, t) = 2 + 2t(t + 1) = B1(t), t E (0,1], (2.5.5) 

and the additional measurement (2.4.3) given by 

T(O, t) = 2t + 1 = X(t), t E [0,1]. (2.5.6) 

Since all the conditions of Theorem 2.5.1 are satisfied, it follows that the above inverse problem 

has at most one solution, namely 

O'(t) = t. (2.5.7) 
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Figure 2.17: The analytical and numerical boundary temperatures (a) T(O , t) , and (b) T(l , t), as 

functions of time t, for the nonlinear mep given by Example 2.5, for various amounts of noise 

and when (No , N) = (40,40). 
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Figure 2.18: The analytical and numerical heat fluxes (a) q(O , t), and (b) q(l , t), as functions of 

time t, for the nonlinear mep given by Example 2.5, for various amounts of noise and when 

(No ,N) = (40,40) . 
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Figure 2.19: The analytical and numerical heat transfer coefficient dt) as functions of time t, 

for the nonlinear illep given by Example 2.5, for various amounts of noise and when (No , N) = 

(40,40). 

Figure 2.17(a) shows the analytical boundary temperature T(O , t) and the noisy additive 

boundary temperature T(O , t) with 1%,3% and 5% noise, generated using the NAG routine 

G05DDF when (No , N) = (40,40) . These temperatures are used in generating the numerical 

approximation of the boundary temperatures T(l , t) , heat fluxes q(O, t) and q(l , t) and the time 

dependent heat transfer coefficients (J(t) shown in Figures 2.17(b), 2.18(a) and (b), and 2.19, 

respectively. We notice that the numerical approximations for all the quantities, when no noise is 

introduced in (2.5.6), are accurate and agree very well with the analytical values. However, when 

we introduce additive noise, varying from 1 % to 5%, into the additional measurement (2.5.6), the 

resulting approximations also increasingly deviate from the analytical values, as the amount of 

noise increases. 

2.6 Conclusions 

In sections 2.1 and 2.3, inverse problems in heat conduction which require the determination 

of the spacewise and the timewise dependent ambient temperature appearing in the boundary 

conditions from additional terminal, integral or point observations have been investigated, 
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respectively. Under these additional measurements (observations), solvability results are 

available, see Kostin and Prilepko [47,48]. The solutions of these inverse problems have been 

found numerically using the BEM. It has been illustrated that the BEM produced convergent 

and stable numerical results. In the spacewise-dependent ambient temperature case, the ill­

conditioning of the system of linear equations decreases with increasing the instant at which 

the additional boundary temperature measurements are made. Analogous inverse problems 

which require finding the spacewise and the timewise dependent heat transfer coefficients are 

investigated in sections 2.2 and 2.4, respectively, when either additional terminal, integral or 

point observations are available. The BEM produced convergent and stable numerical results. 

Future work will involve extensions of this problem to higher dimensions which is practically 

more realistic, and in which the spacewise variation of the unknown coefficients in the boundary 

conditions become more meaningful than in the one-dimensional case in which two constants 

- only had to be retrieved. 



Chapter 3 

Determination of a time-depende~t heat 

transfer coefficient from non-standard 

boundary measurements 

3.1 Introduction 
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The heat transfer coefficient (HTC) characterises the contribution that an interface makes to 

the overall thermal resistance to the system and is defined in terms of the heat flux across 

the surface for a unit temperature gradient. It is well-known that the HTC is an important 

value in determining the heat transfer. Traditionally, partial boundary temperature and heat 

flux measurements are used as input to heat conduction models to extract the HTC values by 

solving a Cauchy ill-posed inverse heat conduction problem (IHCP) using, for example, Beck's 

function specification method, Tikhonov's regularization, Alifanov's iterative regularization or 

the mollification method, see Alifanov [4], Maillet et al. [57], Hinestroza and Murio [37], 

Orlande et al. [64], Chantasiriwan [18], Louahlia-Gualous et al. [56], Su and Hewitt [80], 

Osman and Beck [65], Divo et al. [22] and Chen and Wu [20]. However, in this chapter we do not 

measure Cauchy data which may experience some practical difficulties, but instead we measure 

some non-standard boundary transient quantity of the heat conducting system, whilst allowing 

for convectional boundary conditions to be prescribed over the whole boundary. Further, the 

HTC is allowed to vary with time. Hence, a more realistic model can be proposed for problems 

such as the forced-convection flow boiling over the outer surface of a heated tube, see Su and 
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Hewitt [80], quenching experiments, see Osman and Beck [65], or nucleate boiling on cylinders, 

see Louahlia-Gualous et al. [56]. 

3.2 Mathematical Formulation 

The following initial boundary value problem for the one-dimensional parabolic heat equation is 

investigated. Given t f > 0, an arbitrary fixed time of interest, find the pair (T(x, t), a(t)), where 

T represents the temperature and a is the time-dependent heat transfer coefficient, satisfying: 

where 

V (x,t) E (0,1) x (O,tf), 

T(x, 0) = To(x), V x E (0,1), 

-Tx(O, t) + a(t)T(O, t) = ho(t), 

Tx(1, t) + a(t)T(1, t) = h1(t), 

VtE(O,tf), 

VtE(O,tf), 

(i) a(t) ~ 0, V t E [0, tf]' a E L2((0, tf )); 

(ii) T E C([O, tf]' L2((0, 1))) n L2((0, tf), H1((0, 1))); 

(iii) Tt E L2((0, tf), L2((0, 1))); 

(iv) ToEH2((0,1)), hi EL2((0,tf)), i=0,1, are given functions. 

(3.2.1) 

(3.2.2) 

(3.2.3) . 

(3.2.4) 

In order to solve this inverse problem we consider some additional information given by the 

non-standard boundary measurement 

(3.2.5) 

where E E C([O, tfD is a given function. 

The cases when the additional information is given by the specification of the boundary 

temperature T(O, t), or mass M(t) = T(O, t) + T(1, t), have been investigated elsewhere, see 

Kostin and Prilepko [47], Onyango et al. [63] and Chapter 2. Note that by mUltiplying equation 

(3.2.1) with T and integrating over the space interval (0, 1) using the boundary conditions (3.2.3) 

and (3.2.4) result in 

~! (11 
T2(X, t)dX) = T(1, t)h1(t) + T(O, t)ho(t) - a(T)E(t), V t E [0, tf]. (3.2.6) 

From this equation it can be remarked that the quantity E(t) could be interpreted as the rate of 

change of energy divided by the heat transfer coefficient. Although this quantity does not have a 
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very clear physical meaning, we mention that equation (3.2.5) can be viewed as a non-local, non­

standard boundary condition. Such non-standard formulations of IHCPs have been considered 
/" 

before, see e.g. Ames and Straughan [5] ,Slodicka and Van Keer [77, 78] and Dehghan [23]. 

3.2.1 Variational formulation 

The variational formulation of the direct problem (3.2.1)-(3.2.4) for a given (J' E L2 ( (0, t I))' 

(J'(t) ;::: 0, V t E [0, tIl, reads as follows. 

Definition 3.2.1 A function Tu E L2( (0, t I), HI ((0,1))) with (Tu)t E L2( (0, t I), L2( (0,1))) is 

called a weak solution to the direct problem (3.2.1)-(3.2.4) ifTu(x, 0) = To(x) and 

11 [~u (x, t)<p(x, t) + 0:: (x, t) ~~ (x, t)] dx = <p(1, t) (hl(t) - (J'(t)Tu(1, t)) 

+ <p(0, t)(ho(t) - (J'(t)Tu(Ol t)) , V <p E L2 ((0, tI), Hl((O, 1))), V t E (0, tI)' 
(3.2.7) 

One can show that there is a unique weak solution to the direct problem (3.2.1)-(3.2.4), see e.g. 

Friedman [30]. 

3.2.2 Uniqueness 

In this section, we prove the uniqueness of a weak solution ((J', Tu) to the inverse problem 

(3.2.1)-(3.2.5). The proof is actually a simplification of that given in Slodicka and Van Keer 

[78], and we include it for clarity and completeness of the explanation. 

Theorem 3.2.1 Let Tu, Tu be the unique weak solutions of the problem (3.2.1)-(3.2.4). Then if 

° < E(t) = T;(O, t) + T;(1, t) = T~(O, t) + T~(1, t), i.e. if Eu = Eu, then Tu = Tu and 

(J' = a. 
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Proof: 

We subtract (3.2.7) written for 0' and '5 to obtain 

11 [! (Tu -Tcr)~+ :X (Tu -Tcr)' ~~l dx 

=O'(t) [~(l, t) (Tcr(l, t) - Tu(l, t)) + ~(a, t) (Tcr(a, t) - Tu(a, t))] 

+ (O'(t) - a(t)) [~(l, t)Tu(l, t) + ~(a, t)Tu(a, t)] , 

V~ E Ld(0,tl),H1((0, 1))) , 'It E (O,tl)' 

An equivalent form of this equation reads as 

lol [! (Tu - Tcr) ~ + :X (Tu - Tcr)' ~~] dx 

='5(t) [~(1, t) (Tcr(l, t) - Tu(l, t)) + ~(a, t) (Tcr(O, t) - Tu(O, t))] 

+ (O'(t) - '5(t)) [~(1, t)Tcr(l, t) + ~(a, t)Tcr(O, t)] 

V~ E L~ ((O,tl),H~((O,l))), 'It E (a,tl)' 

Adding equation (3.2.8) and (3.2.9) results in 

211 [! (Tu - Tcr) ~ + ~ (Tu - Tcr) . ~~] dx 

= (O'(t) + '5(t)) [~(l, t) (Tcr(l, t) - Tu(l, t)) + ~(O, t) (Tcr(O, t) - Tu(O, t))] 

+ (O'(t) - '5(t)) [~(1, t) (Tcr(l, t) + Tu(l, t)) + ~(O, t) (Tcr(a, t) + Tu(O, t))] , 

V~ E L2 ((a,tl),H1((0, 1))) , 'It E (a,tl)' 

(3.2.8) 

(3.2.9) . 

(3.2.10) 

Choosing ~(x, t) = Tu(x, t) - Tcr(x, t), we note that ~(x, a) = a, and integrating the resulting 

identity (3.2.10) from 0 to t yields 

l' (T. - T.l'dx + 2],'],' [:x (T. - T.lr dxdT 
= -lot (O'(r) + '5(r)) [(Tu(l, r) - Tcr(l, r))2 + (Tu(O, r) - Tcr(a, r))2] dr 

+ lot (O'(r) - '5(r)) [T~(1, r) - T;(1, r) + T~(O, r) - T~(O, r)] dr. 

(3.2.11) 

Using that EO'(t) = Eu(t), the last term vanishes and recalling that ~(x, t) = Tu(x, t) - Tcr(x, t) 

we obtain 

l' \O'(x,tldx + 2],' l' [~:(X'Tlr dxdT 
+ 1t (O'(r) + a(r)) [~2(1, r) + ~2(a, r)] dr = 0, 

(3.2.12) 
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It should be noted that this is also valid for t = a since cp(x, a) = a. We also have 0', (i ~ a and 

thus all the tenns in (3.2.12) are non-negative. This yields cp(x, t) == Din C([a, tf]' L2((a, 1))) n 
,~ 

L2((a, tf), Hl((a, 1))). Hence Tu = Tu and then (3.2.10,) becomes 

2(0'(t) - (i(t))(cp(l, t)Tu(l, t) + cp(a, t)Tu(a, t)) = a, v t E (a, tf). (3.2.13) 

Choosing cp(x, t) = Tu(x, t) we obtain 

2(0'(t) - (i(t))E(t) = a, (3.2.14) 

and since E(t) > Oit follows that 0' = (i. This concludes the proof. 

3.3 TheBEM 

Applying Green's formula, the heat.equation (3.2.1) transfonns into, see e.g. Brebbia et al. [11], 

. it [ aT aG] 1l(x)T(x, t) = G(x, t;~, r)8(~' r) - T(~, r) a (C) (x, t;~, r) dr ° n n .. {E{O,I} 

+ 11 G(x, t; y, a)To(y)dy, (x, t) E [0,,1] x (a, tf]' 
(3.3.1) 

where the initial condition (3.2.2) has also been imposed. 

Introducing the boundary conditions (3.2.3) and (3.2.4) into (3.3.1) results in 

1l(x)T(x, t) = 11 G(x, t; y, a)To(y)dy 

+ r {h{( r)G(x, t;~, r) - T(~, r) [O'(r)G(x, t; ~,r) + aaG(C) (x, t;~, r)] } dr, Jo n .. {E{O,I} 

(x,t) E [0,,1] x (a,tfj. 
(3.3.2) 

Applying this integral equation (3.3.2) at the boundary (x, t) E {a, I} x (a, tf], one obtains two 

nonlinear boundary integrals in the three unknowns T(a, t), T(l, t) and O'(t). A further nonlinear 

equation is given by the measurement (3.2.5) which, when contaminated with noise, reads as 

T2(a, t) + T2(1, t) = E(t)(l + P€(t)), V t E (a, tf]' (3.3.3) 

where p is the percentage of noise and € is a random variable taken from a unifonn distribution 

in the interval [-1,1] using the NAG routine G05DAF. 



Chapter 3. Determination of a time-dependent heat transfer coefficient from non-standard 
boundary measurements 67 

Using a BEM with constant elements (No uniform cells for discretising the space domain (0,1) 

and N uniform constant boundary elements for'discretising the time interval (0, if], we obtain a 
.~ 

nonlinear system of 3N equations with 3N unknowns, which is solved using the NAG routine 

E04FCF in a nonlinear least-squares minimization sense. The constraint (i) that a is non­

negative is not imposed in order to avoid a more sophisticated constrained minimization problem. 

However, if it happens that a takes negative values, see later Figures 3.7 and 3.11, then these 

values are to be interpreted as zero values. 

3.4 Numerical Results and Discussion 

In order to illustrate the technique and discuss the numerical results obtained by the BEM, we 

- take, for convenience, if = 1 with the input data To(x) = x2 + I, ho(i) = i(2i + I), h1(i) = 

2 + i(2i + 2) and E(i) = 8i2 + 12i + 5. Then the inverse problem (3.2.1)-(3.2.5) has the unique 

solution 

a(i) = i, T(x, i) = x2 + 2i + 1. (3.4.1) 

The numerical results for the boundary temperatures T(O, i) and T(I, i), see Figures 3.1(a) and 

3.1 (b), respectively, the heat ftuxes q(O, i) and q(l, i), see Figures 3.2(a) and 3.2(b), respectively, 

and the heat transfer coefficient a(i), see Figure 3.3, obtained from the numerical inverse problem 

(3.2.1)-(3.2.5), when (N, No) is increased gradually from (10,10) to (80,80) and the amount 

of noise p = 0.00 are good approximations and match the corresponding analytical solution. 

These numerical results improve with increasing values of (N, No), confirming that the method 

is convergent. Further, the results obtained are sufficiently accurate when (N, No) = (40,40). 

Hence, there is no need to increase the number of boundary discretisations above (40,40). 

When noise is gradually introduced into the additional condition (3.3.3) from p = 0.00 to P = 

0.05, see Figure 3.4, and the value of (N, No) = (40,40), we observe that the computed boundary 

data for the temperatures T(O, i) and T(I, i), see Figures 3.5(a) and 3.5(b), respectively, remain 

stable with the increase in the amount of noise, Le. the value of the numerical boundary 

temperature deviating from the analytical solution is proportional to the amount of noise given 

in (3.3.3). This indicates that the results do not require regularization. However, the numerical 

results for the heat ftuxes q(O, i) and q(l, i), see Figures 3.6(a) and 3.6(b), respectively, and the 

heat transfer coefficient a(i), see Figure 3.7, obtained when the amount of noise is stepwise 
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Figure 3.1: The (-) analytical and numerical boundary temperatures (a) T(O, t) and (b) T(l, t), 

as functions of time t, when (N, No) increases from (10,10) to (80,80), no noise. 
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Figure 3.2: The (-) analytical and numerical heat f1uxes (a) q(O, t) and (a) q(l, t), as functions 

of time t, when (N, No) increases from (10,10) to (80,80), no noise. 
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when the amount of noise in (3.3.3) is (e) p = 0.01, (T) P = 0.03, and (.6.) p = 0.05. 
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Figure 3.5: The (-) analytical and numerical boundary temperatures (a) T(O , t) and (b) T(l , t), 

as functions of time t, when the amount of noise in (3.3.3) is (.) p = 0.01, (T) P = 0.03, and 

(6) p = 0.05. 
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Figure 3.6: The (-) analytical and numerical heat ftuxes (a) q(O, t) and (b) q(l, t), as functions 

of time t, when the amount of noise in (3.3.3) is (.) p = 0.01, (T) P = 0.03, and (6) p = 0.05. 
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A = 0.00, and (e) ). = 10- 2 . 

increased to p = 0.05, are divegent and unstable. This indicates that in order to improve the 

results of the inverse problem then regularisation is necesary, see Lesnic et al. [54] , Bialecki et 

al. [9] and Chapter 1. 

Finally, for the amount of noise p = 0.05, the regularization parameter A = 10- 2 is obtained 

from the corner of the L-curve in Figure 3.8. The plots of the regularised boundary temperatures 

T(O , t) and T(l , t), see Figures 3.9(a) and 3.9(b), respectively, are as expected, with no 

significant improvement from the noisy results . However, the regularised heat fluxes q(O , t) and 

q(l, t), see Figures 3.1O(a) and 3.1O(b), respectively, and the heat transfer coefficient a(t), see 

Figure 3.11, undergo a visible improvement from those obtained with the noisy data. Therefore, 

we conclude that the Tikhonov regularisation method can be used with much success to improve 

the noisy data results obtained using the BEM. 

3.5 Conclusions 

In this chapter, we have investigated an IHCP with unknown linear boundary conditions. We 

have used the BEM to construct and solve numerically the missing terms involving the boundary 

temperatures, heat fluxes, and heat transfer coefficient. In the example, when the number of 
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discretisations increases, and no noise is introduced into the boundary measurements, the results 

obtained are accurate and convergent. However, when noise was introduced into the boundary . _/' 

measurements, we have obtained stable solutions for the boundary temperatures, whereas the 

numerical solutions for the heat fluxes and the HTC deviate substantially from the analytical 

solution. This indicates that the numerical solutions for the heat flux and the HTC are unstable. 

To stabilise the solutions of the inverse problem, we have used the Tikhonov regularization 

method, and this has resulted in a substantial improvement in the approximations. 
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Chapter 4 

Reconstruction of boundary condition laws 

4.1 Introduction 

An interesting, mathematically challenging and well-investigated problem is the identification of 

coefficients that appear in partial differential equations, see e.g. Muzylev [62] and Pilant and 

Rundel [67]. However, the identification of nonlinear boundary conditions is less developed. In 

one-dimensional transient heat conduction these boundary conditions relate the heat flux at the 

ends of a rod to the boundary temperature through some unknown function f. For example, if 

the heat exchange between the rod and its environmental surroundings is solely by convection, 

then one commonly assumes that f is a linear function of the difference in the temperature 

between the ends of the rod and that of the surrounding fluid with the slope given by the heat 

transfer coefficient (Newton's law of cooling). Identifications of a time, space or both space and 

time dependent heat transfer coefficient in this case have been investigated in, for example, see 

Chantasiriwan [18], Divo et al. [22] and Huang et al. [39]. For the case of purely radiative 

transfer of energy, a fourth-order power law of the temperature for the function f is usual 

(Stefan's law), see Carslaw and Jaeger [17]. 

However, there are many practical heat transfer situations at high temperature, or in hostile 

environments, e.g. combustion chambers, cooling steel processes, gas turbines, etc. in which 

either the actual method of heat transfer is not known, or it cannot be assumed that the governing 

boundary laws have such a simple form. For example, in the cooling of hot steel or glass in fluids 

or gases, the heat transfer coefficient depends on the boundary temperature and this dependence 

has a complicated and unknown structure, see Rosch [76] and Wolf et al. [86]. From a technical 
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point of view, fast cooling and processes with limited opportunities to accurately measure surface 

temperatures and/or heat fluxes are of much interest. In such situations one can set up an inverse 
~ 

experiment that would allow the reconstruction (recovery) of the exact form of the function f. 

It is well-known that the identification of nonlinear boundary conditions is an ill-posed problem, 

see Rosch [72]. It has been shown elsewhere, see Pilant and Rundell [68], that by monitoring 

(recording, measuring) the transient temperature at one end of the rod one can recover uniquely 

the unknown function f. However, even if a solution exists and is unique, it will not depend 

continuously on the input data. Therefore, in order to stabilize the solution one can employ the 

Tikhonov regularization method, see Tikhonov and Arsenin [83] and Morozov [61]. It should 

be noted that for this approach one can also find error estimates of the regularised solutions for 

nonlinear problems, see Tautenhanh [82] and Tikhonov et al. [84]. 

In this chapter we investigate the application of the BEM with regularization for solving 

numerically the inverse problem of boundary condition law identification in heat conduction. 

4.2 Mathematical formulation of the Inverse Problem 

We consider the initial boundary value problem 

8T (PT 
Ft(x, t) = ax2 (x, t), (x, t) E (0,1) x (0, tf], 

T(x,O) = g(x), x E (0,1), 

aT aT 
an (0, t) = - ax (0, t) = f(T(O, t)), t E [0, tf]' 

aT 8T 
an (1, t) = ax (1, t) = f(T(1, t)), t E [0, tf]' 

T(O, t) = h(t), t E [0, tf]' 

(4.2.1) 

(4.2.2) 

(4.2.3) 

(4.2.4) 

(4.2.5) 

where T represents the unknown temperature in the one-dimensional rod (0,1), the function f 
represents the unknmyn law for the boundary condition, t f > 0 is an arbitrary final time of 

interest, n is the outward unit normal, 9 is the given initial temperature, h is the additional 

measured boundary temperature, and, for simplicity, we have assumed that there are no heat 

sources. For certain conditions on f, the direct problem (4.2.1)-(4.2.4) is well-posed, see 

Rosch [75]. Moreover, the Frechet differentiability of the solution T of the direct problem 

(4.2.1)-(4.2.4) with respect to f has been established in Rosch [74]. The compatibility 
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conditions associated with (4.2.2)-(4.2.5) require -g' (0) = f(g(O)), g' (1) = f(g(I)), g(O) = 

h(O). ./ 

For the inverse problem (4.2.1)-(4.2.5) we assume that: 

(i) 9 E C2+1/2 ([0, ID . 
(ii) hE C1+1/2 ([0, tfD is strictly monotone and h(O) = g(O). 

(iii) T(I, tj 1) E [h(O), h(t)] for all t E [0, tf]' 

where T(x, tj 1) is the solution of the direct mixed problem (4.2.1), (4.2.2), (4.2.4) and (4.2.5) 

when f known. Solvability results for this latter direct problem are given in Friedman [30]. At 

this stage, it is worth mentioning that a related inverse problem replaces the boundary conditions 

(4.2.3) and (4.2.4) by 

aT an (x, t) = f(T(x, t)) = a(T(x, t)) (Text - T(x, t)) , XE{O,I}, (4.2.6) 

where Text is the constant temperature of the surrounding fluid medium, and the heat exchange 

function a(T(x, t)) is an unknown nonlinear function, which has to be identified by means of 

measurements of the temperature T. The measurements can be available in the whole time 

interval (0, tf] and the whole space domain (0,1), or on a subdomain (a, b) C (0,1), see Rosch 

and Troltzsch [71] and Rosch [72], or on the boundary {O, I}, see Rosch [73,74]. In these papers, 

stability estimates of the inverse problem are given. It should be noted that boundary conditions 

of the type (4.2.6) occur in many physical situations, e.g. in the cooling of hot steel in water, see 

Kaiser and Troltzsch [46], in the concentration of gaseous diffusion with chemical reaction at the 

surface, or in the population density with a specific migration law at the boundary. 

It is worth noting that for condition (iii), one cannot guarantee that the range of temperatures on 

the boundary x = 1 is contained in the range of temperature measured data (4.2.5) by giving 

conditions on the data 9 and h alone, since condition (iii) depends on the unknown function j. 

However, from the maximum principle for the heat equation, see Protter and Weinberger [69], 

there are easily obtainable conditions under which condition (iii) can be enforced. For example, 

if it is known a priori that f ~ 0, and if g(O) = g(I), then it is easy to give conditions under 

which h will be a decreasing function of time t and 

h(t) = T(O, t) ~ T(I, t) ~ T(I, 0) = g(l) = g(O) = h(O) (4.2.7) 

for all t :2: O. Also if f(T) < 0 for T > 0 with f(O) = 0, then T(x, t) --+ 0 as t --+ 00 for all x, 

and thus both T(O, t) = h(t) and T(I, t) will be contained in the interval (0, g(O)) for all t > O. 
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Under the assumptions (i)-(iii), we have the following local solvability result, see Pilant and 

Rundell [68]. 

Theorem 4.2.1 Under the assumptions (i)-(iii), there exists a unique solution (T, f) E 

C2,1((0, 1) x [0, t*]) X C1/2([0, t*]) of the problem (4.2.1)-(4.2.5)for some t* E (0, tf]. 

Several factors may allow us to extend this theorem to global solvability. If the admissible 

(allowable) class of functions 1 is restricted to uniformly Lipschitz functions CO+1, this will be 

the case. Also if 1 is restricted to be non-positive, i.e. 1 ::; 0, with 1(0) = 0, then there will 

be heat loss from the rod for all t > 0, and the maximum principle shows that IT(x, t)1 remains 

uniformly bounded by 1191100' These two cases encompass many problems of physical interest. 

4.2.1 Related problems 

Several other inverse problems can be formulated. For example, the boundary conditions (4.2.3) 

and (4.2.4) can take the more general form 

or oT on (0, t) = - ox (0, t) = O::o(t)/(T(O, t)) + f3o(t), t E [0, tf]' 

or or on (1, t) = ox (1, t) = 0::1(t)/(T(1, t)) + f31(t), t E [0, tf]' 

where 0::0, 0::0, f30 and f31 are known functions of time, t. 

We can also consider cases when T, or ~~, is prescribed at x = 1, e.g. 

(4.2.8) 

(4.2.9) 

(4.2.10) 

instead of employing condition (4.2.4). In this case, the solution of the problem (4.2.1)-(4.2.3), 

(4.2.5) and (4.2.10) can be determined immediately. To see this, note that there exists a unique 

solution T of the problem (4.2.1), (4.2.2), (4.2.5) and (4.2.10), and (4.2.3) yields 

oT - ox (0, t) = I(h(t)), (4.2.11) 

If h is strictly monotone, from (4.2.11) we obtain 

e E [h(O), h(tf )]. (4.2.12) 

If instead of (4.2.4) we prescribe 

(4.2.13) 
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then the Cauchy problem (4.2.1), (4.2.2), (4.2.5) and (4.2.13) will admit at most one solution 

pair (T, I), but existence can only be guaranteed by making extremely restrictive (and difficult 
/ 

to ensure) conditions on the data. Even if this can be done, continuous dependence of the solution 

. on the data cannot be expected in any reasonable norm, see Cannon [14]. 

4.3 TheBEM 

Using the BEM, and applying the initial and boundary conditions (4.2.2)-(4.2.4), we obtain the 

integral representation, 

'T/(x)T(x, t) = it [C(X, tj~, T)f(T(~, T)) - T(~, T) BBC (C) (x, tj~, T)] dT 
on" ~E{O,1} 

+ 11 g(y)G(x, tj y, O)dy, (x, t) E [0,1] x (0, tf]. 

(4.3.1) 

Applying (4.3.1) at the boundaries x = ° and x = 1, and using (4.2.5), we obtain two nonlinear 

boundary integral equations in the unknowns f and T(l, t), namely 

~h(t) = 1t [C(O, tj 0, T)f(h(T)) + C(O, tj 1, T)f(T(1, T)) - h(T) B~fo) (0, tj 0, T) 

] 

1 (4.3.2) 

- T(1, T) B~~) (0, tj 1, T) dT + 1 g(y)C(O, tj y, O)dy, t E (0, tf]' 

1 It[ BC 2T(1, t) = 0 C(1, tj 0, T)f(h(T)) + C(1, tj 1, T)f(T(1, T)) - h(T) Bn(O) (1, tj 0, T) 

BC ] 11 - T(1, T) Bn(1) (1, tj 1, T) dT + 0 g(y)C(l, tj y, O)dy, 

(4.3.3) 

where 
BC . ) _ (x - ~)n(~)H(t - T) ex [ (x - ~)2] 

Bn(~) (x, t,~, T - 4vhr(t _ T)3 P 4(t - T) , (4.3.4) 

n(O) = -1 and n(1) = 1. 

On discretizing the boundary integral equations (4.3.2) and (4.3.3), and using the piecewise 

constant boundary element approximations (1.3.23) and (1.3.28), result in a nonlinear system 

of 2N equations which, in a generic form, can be written as 

(4.3.5) 

where the vector b contains expressions of the known data 9 and h, and A f is a nonlinear operator 

associated to the unknown function f· 
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4.4 Numerical Examples of DHCP, Results and Discussion 

First we investigate the BEM for solving direct nonlinear heat conduction problems (DHCP) 

given by equations (4.2.1), (4.2.2), (4.2.8) and (4.2.9), when f is a given function ofT. Applying 

(4.3.1) at the boundaries x = ° and x = 1, we obtain two nonlinear boundary integral equations 

in the unknowns T(O, t) and T(l, t), namely 

1 t 2T(x, t) = lo [G(x, t; 0, r)f(T(O, r)) + G(x, t; 1, r)f(T(l, r))] dr 

t [aG aG 1 - lo T(O, r) an(O) (x, t; 0, r) + T(l, r) an(l) (x, t; 1, r) dr (4.4.1) 

+ 11 g(y)G(x,t;y,O)dy, t E (O,t,], 

for x = ° and x = 1. 

On discretizing equation (4.4.1), and using the piecewise constant BEM approximations (1.3.24) 

and 0.3.25), results in a nonlinear. system of 2N equations which, in generic form, can be written 

as 

(4.4.2) 

We solve this system of nonlinear equations using the NAG routine C05NCF. The initial guess 

was taken as (To, T1) = (0,0). Earlier chapter investigations on the effect of increasing the 

number of space cells No indIcated that No = 40 produced good numerical approximations for 

linear DHCPs which agreed well with the analytical solutions. Therefore, in all the Examples 

4.1-4.3 presented in this section the. number of space cells is kept fixed at No = 40, whilst the 

number of time boundary elements N is gradually varied from N = 10,20,40,80 to 160. 

4.4.1 Linear Direct Problem . 

Example 4.1 
In order to illustrate the technique employed, in this example we solve a linear DHCP given by 

the heat equation (4.2.1) in the domain Q = (0,1) x (0, t, = 1], subject to the initial condition 

(4.2.2) given as 
. (7f 1 ) T(x, 0) = g(x) = SIll 4(x - 2) , x E [0,1]' (4.4.3) 

and the boundary conditions (4.2.3) and (4.2.4) given as 

aT 7f 
-(0, t) = -cot(7f/8)T(0, t), 
an 4 

tE(O,l], (4.4.4) 
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Figure 4.1: The analytical and numerical boundary temperatures (a) T(O, t), and (b) T(l, t), as 

functions of time t, for the linear DHCP given by Example 4.1, for various N . 

aT 7f an (1, t) = "4cot(7f/8)T(1, t), 

such that f (T) = ~cot( 7f /8)T is a linear function of T. 

This problem has the analytical solution 

t E (0, 1]' 

. ( 7f 1 ) 7f2 T(x t) = sm -(x - -) exp( --t). 
, 4 2 16 

(4.4.5) 

(4.4.6) 
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For this example, Figures 4.1(a) and (b) represent the boundary temperatures, and Figures 4.2(a) 

-0.3-r--------------~----------------------------__. 

-0.4 

-0.5 

-0 .6 

-0.7 
... q ( N = 10) 
• q (N = 2 0) 
o q (N~40) 

~ q (N = 80) 
- q(ana tytica l) 

-0.8-r--------.---------r--------.--------~--------~ 

0.0 0.2 0.4 0 .6 0.8 1 .0 

t 

(a) 

0.8-.--------------~--------------------~--------~ 

0.7 

0.6 

... q ( N = 10) 
• q(N~20) 

o q ( N = 4 0 ) 
~ q (N = 8 0) 

- q(ana tytica l) 

~ 
~ 

CT 
0.5 

0.4 

0.3-r--------.---------r--------,r--------.--------~ 

0.0 0.2 0.4 0 .6 0 .8 1.0 

t 

(b) 

Figure 4.2: The analytical and numerical heat fluxes (a) q(O , t ), and (b) q(l , t), as functions of 

time t, for the linear DHCP given by Example 4.1, for various N. 

and (b) the heat fluxes, where (a) and (b) are on the boundaries x = 0 and x = 1, respectively. 

From these figures it can be seen that an increase in the number of time elements from 10 to 40 

reveals rapid convergence to the analytical solution, such that when (N, No) = (40,40) we find 

numerical approximations of both boundary temperature and heat flux that compare well with 

the corresponding analytical solutions obtained from (4.4.6). Therefore, we conclude that the 
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BEM provides a reliable numerical approximation for linear DHCPs, as also has been obtained 

in Chapter 1. 

4.4.2 Quadratic Nonlinear Direct Problems 

Example 4.2 (without analytical solution) 

Now we extend the results obtained for Example 4.1 to a nonlinear DHCP in the domain Q = 

(0,1) x (0, t f = 1] given by the heat equation (4.2.1), subject to the initial condition (4.2.2) given 

as 

T(x, 0) = g(x) = x3 
- 3x2 + 2x + 1, x E [0,1]' (4.4.7) 

and the boundary conditions (4.2.8) and (4.2.9) with /30 = /31 = 0, ao - -2, a1 = -1, 

f(T) = T2, namely 

tE(O,I], (4.4.8) 

t E (0,1]. (4.4.9) 

The numerical results for the boundary temperatures and heat fluxes are presented in Figures 

4.3 and 4.4, respectively. These results show converging approximations of the boundary 

temperatures T(O, t), T(I, t) and the heat fluxes q(O, t) and q(l, t), when the number of time 

elements N increases gradually from 10 to 160. However, since there is no analytical solution 

explicitly available, it remains to investigate whether these approximations tend to the correct 

solution. 

Example 4.3 (with analytical solution) 

In this example, we investigate the possibility of obtaining acceptable numerical solutions using 

the BEM to a DHCP, similar to the problem tested in Example 4.2. We consider the nonlinear 

DHCP in the domain Q = (0,1) x (0, tf = 1] given by the heat equation (4.2.1), subject to the 

initial condition (4.2.2) given as 

T(x, 0) = g(x) = x2, x E [0,1]' (4.4.10) 

and the boundary conditions (4.2.8) and (4.2.9) with ao = a1 = -1, /3o(t) = 4t2, /31(t) = 

2 + (1 + 2t)2, f(T) = T2, namely 
) 

~~ (0, t) = _T2(0, t) + 4t2, t E (0,1]' (4.4.11) 



Chapter 4. Reconstruction of boundary condition laws 

1.0-r--------------------------------------------~------~ 

0.9 

0.8 

0.7 

e:. 0.6 
I-

0.5 

004 

0.3 

... T(N=10) 

• T(N=20) 

o T(N=40) 
A T(N= 80) 

- T(N= 160) 

0.2~----.-----.---~----,,----~--~----~----~----~--~ 

0.0 0.1 0.2 0.3 004 0.5 0.6 0.7 0.8 0.9 1.0 

(a) 

1.1-r--------------------------------------------~------~ 

1 .0 

0.9 

0.8 

~ 

~0.7 
I-

0.6 

0.5 

004 

T T(N= 10) 
• T(N=20) 

o T(N= 40) 

A T(N~80) 
-T(N~ 1 60) 

0.3-+----,,----r----.-----.----~----~--~----,,----~--~ 

0.0 0 .1 0.2 0.3 004 0.5 0.6 0.7 0.8 0 .9 1.0 

(b) 

87 

Figure 4.3: The numerical boundary temperatures (a) T(O, t), and (b) T(l, t) , as functions of 

time t, for the nonlinear DHCP given by Example 4.2, for various N. 
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Figure 4.4: The numerical heat ftuxes (a) q(O , t) , and (b) q(l , t), as functions of time t, for the 

nonlinear DHCP given by Example 4.2, for various N . 
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Figure 4.5: The analytical and numerical boundary temperatures (a) T(O, t), and (b) T(l , t ), as 

functions of time t, for the nonlinear DHCP given by Example 4.3, for various N. 
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Figure 4.6: The analytical and numerical heat ftuxes Ca) q(O, t), and Cb) q(l, t), as functions of 

time t, for the nonlinear DHCP given by Example 4.3, for various N. 
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: (1, t) = -T2(1, t) + 2 + (1 + 2t)2, tE(O,1]. (4.4.12) 

Note that the same quadratic nonlinearity f(T) = T2 is presen(in the boundary conditions 

(4.4.7), (4.4.8) and (4.4.11), (4.4.12). However, unlike in Example 4.2, the nonlinear DHCP in 

Example 4.3 has a known analytical solution, namely 

T(x, t) = x2 + 2t. (4.4.13) 

Approximations obtained using the BEM for the boundary temperatures and heat fluxes are 

illustrated in Figures 4.5 and 4.6, respectively. From these figures it can be seen that as N 

increases, the numerical approximations show rapid convergence to the analytical solution. This 

confirms that the approximations obtained in the previous test Example 4.2 are most likely to 

converge to the correct solutions. In conclusion, the investigations so far have addressed both 

linear and nonIinear DHCPs. The results obtained show that the BEM provides accurate and 

convergent numerical approximations. In the next subsection we apply the BEM to inverse 

boundary condition law identification problems. 

4.5 Numerical Examples of IHCP, Results and Discussion 

In a first attempt to solve the inverse problem of determining the solution pair (T, j), we suppose 

that f belongs to a specific known class of functions, such as the class of polynomials of degree 

:::; K, namely 

PK = { ~ a;T' I a, E JR, i = 0, K } . (4.5.1) 

This engineering approach, which reduce& the function estimation (infinite dimensional) to a 

parameter estimation (finite dimensional), also aims to improve the stability of the numerical 

approximate solution, see Fasino and Inglese [28]. It is also physical, for example Colaco and 

Orlande [21] employed a tenth-order power law to model the experimental data of Stewart et al. 

[79]. Piecewise polynomial approximations could also be adopted in a future work. Based on 

(4.3.5), equation (4.5.1) recasts as a nonlinear optimization problem consisting of minimizing 

the nonlinear least-squares functional 

(4.5.2) 
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where a = (ai)i=O,K and f(T) = 2.:~0 aiTi. Alternatively, in a sequential approach, one can 

first identify a linear boundary condition with a least-squares method at a given time step and 
// 

then calculate the original nonlinear function at the next time step, see Beck et al. [7] and Beck 

and Murio [8]. If T is given everywhere in (0,1) x (0, tJl then one can determine the unknown 

law directly as an optimal control problem where the nonlinear part plays the part of the control, 

see Rosch [72]. 

The minimization of (4.5.1) is performed using the NAG routine E04FCF. The initial guess is 

taken as (a, T l ) = (0,0). The unknown boundary condition law is sought in the form 

K 

f(T) = LakTk. (4.5.3) 

k=O 

The boundary temperature measurement (4.2.5) is contaminated with additive Gaussian noise as 

(4.5.4) 

with mean zero and standard deviation f.1 = pllhll oo generated using the NAG routine G05DDF, 

where lOOp represents the percentage of noise. The number of boundary elements and space 

cells is increased from (N, No) = (10,10) to (80,80). 

4.5.1 Inverse Problem corresponding to Example 4.1 

Example 4.4 

In many physical situations, at both ends of a rod linear relations between heat ftuxes and 

temperatures occur, i.e. the heat transfer models simply obey Newton's law of cooling. In some 

cases, this relation is not known in advance and it has to be verified using an inverse analysis. 

In this example, we investigate the IHCP which corresponds to the DHCP in Example 4.1. 

Therefore, we solve for T and f given by the heat equation (4.2.1), subject to the initial condition 

(4.4.3) and the boundary conditions (4.2.8) and (4.2.9) with {30 = (3l = 0, Qo = Ql = ~cot( 7r /8), 

namely 
aT 7r an (0, t) = '4cot( 7r /8) f (T(O, t)) , t E (0,1]' (4.5.5) 

aT 7r an (1, t) = '4cot(7r/8)f (T(I, t)), tE(O,I], (4.5.6) 

and the additional boundary temperature measurement (4.2.5) given by 

7r2 

T(O, t) = h(t) = -sin(7r /8)exp( -16 t), tE(0,11· (4.5.7) 
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Table 4.1: The coefficients ak of the function f(T) = L~o akTk and the objective function 

S, for various values of (a) (N, No), when K = 1, (b) K = {I, ... , 4}, (N, No) = (40,40), no 

noise, and (c) p = {O.OO, ... , 0.05}, when (N, No) = (40,40) and K = 1, for the mep given by 

Example 4.4. 

(No,N) 10,10 20,20 40,40 80,80 

106a , 0 18.3919 6.5265 2.0360 0.6029 

al 1.0049 1.0015 1.0005 1.0002 

S 4.6 x 10-5 7.7 X 10-6 . 1.3 X 10-6 2.3 X 10-7 

(a) 

K 1 2 3 4 

ao 0.0000 0.0087 0.0079 -0.0009 

al 1.0005 0.9972 0.9978 1.0021 

a2 - -0.0729 -0.0680 0.0755 

a3 - - 0.0063 -0.0258 

a4 - - - -0.5523 

S 1.3 x 10-8 2.5 X 10-7 9.9 X 10-9 9.7 X 10-9 

(b) 

p = 0.00 p = 0.01 P = 0.03 p = 0.05 

106ao 2.0369 12.5205 33.5043 54.5045 

al 1.0005 1.0010 1.0020 1.0030 

S 1.0 X 10-6 6.8 X 10-4 6.2 X 10-3 1.7 X 10-2 

(c) 
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The analytical solution of this IHCP is given by equation (4.4.6) for T and f(T) = T . 

When the degree K of the function f(T) in (4.5.2) is 1, and there i§ no noise in the data (4.5 .3), 

i.e. p = 0, as the number of discretizations increases from (N, No) = (10, 10) to (80,80), we find 

that the BEM provides accurate approximations of the temperature T(1 , t), in Figure 4.7, and the 
, ' 

heat ftuxes q(O, t) and q(1 , t), in Figures 4.8(a) and (b), respectively. Further, the coefficients 

ao ~ 0 and al ~ 1 of the function f(T) = ao + alT produce small values of the objective 

function (4.5.2), see Table 4.1 (a). Since the function f(T) is analytically linear, K = 1 gives a 

fair and accurate approximation, as is evident when the degree K of the function f (T) increases 

gradually from 1 to 4, see Table 4.1 (b), Figures 4.9 and 4.10, when (N, No) = (40,40) and there 

is no noise in the measurement (4.5.4). Also, good approximations are obtained if we take K to 

be 2, 3 and 4, but, as expected, a linear function is best approximated by a linear functional. This 

is partly because an increase in the order of the approximating functional increases the number 

of parameters, a fact that unnecessarily introduces instability into the problem. 

When K = 1, (N, No) = (40, 40) and noise is introduced in the measurement (4.5.7) as 

in (4.5.4), from p = 0.00 to 0.05, see Figure 4.11(a), the numerical results obtained for the 

coefficients a k tabulated in Table 4.1(c), boundary temperature T(1, t), see Figure 4.11(b), and 

the heat ftuxes, see Figure 4.12, undergo an accuracy proportional to the amount of noise p 
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Figure 4.7: The analytical and numerical boundary temperatures T(1 , t) , for the IHCP given by 

Example 4.4, as functions of time t, for various (N, No), K = 1 and no noise. 
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Figure 4.8: The analytical and numerical heat fluxes (a) q(O, t), and (b) q( l , t), as functions of 

time t, for the IHCP given by Example 4.4, for various (N, No), K = 1 and no noise. 
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Figure 4.9: The analytical and numerical boundary temperatures T(l, t), as functions of time 

t, for the IHep given by Example 4.4, for various K = {I , ... , 4}, when (N, No)=(40, 40), no 

noise. 

introduced, indicating that we have obtained stable solutions. 

Finally, in the plot of the analytical and numerical results of the approximations of the function 

f(T) against T for various degrees K = {I , 2, 3} when (N, No) = (40,40) and p = 0.00 and 

0.01, see Figure 4.13, we observe accurate approximations when K = 1 in comparison to K = 2 

and 3. This further confirms that the linear function best approximates a linear functional. 
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Figure 4.10: The analytical and numerical heat ftuxes (a) q(O, t) and (b) q(l, t), as functions of 

time t, for the IHCP given by Example 4.4, for various degrees K = {1, ... , 4} of the function 

f(T), when (N, No) = (40,40), no noise. 
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Figure 4.11: The (-) analytical and numerical boundary temperatures Ca) T(O , t), and Cb) 

T(l , t), as functions of time t, for various amounts of noise (.) p = 0.00, (+) p = 0.01, (T) 

P = 0.03 and (.6) p = 0.05, for the linear IHCP given by Example 4.4, for (N, No) = (40,40), 

K = 1. 
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Figure 4.12: The (-) analytical and numerical heat ftuxes (a) q(O, t), and (b) q(l , t), as functions 

of time t, for various amounts of noise (.) p = 0.00, (+) p = 0.01, (T) P = 0.03 and (.6.) 

p = 0.05, for the IHCP given by Example 4.4, for (N, No) = (40, 40), K = 1. 
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Figure 4.13: The analytical and numerical approximations of the function f(T), as functions of 

temperature T, for various K = {1, 2, 3}, for (a) p = 0.00 and (b) p = 0.01, for the rncp given 

by Example 4.4, for (N, No) = (40,40) . The analytical solution f(T) = T is also included. 

4.5.2 Inverse Problem c9rresponding to Example 4.2 

Example 4.5 (without analytical solution) 

In Example 4.5, we investigate the rncp which corresponds to DHCP in Example 4.2. Therefore, 

we solve the nonlinear IHCP in the domain Q = (0,1) x (0 , tf = 1J given by the heat equation 

(4.2.1) subject to the initial condition, (4.4.7) and the nonlinear boundary conditions (4.2.8) and 

(4.2.9) with /30 = /31 = 0, /lo = -2, /ll = -1, namely 

aT an (0, t) = -2f (T(O, t)) , t E (0,1], (4.5.8) 

aT an (1, t) = - f (T(l , t)) , t E (0,1]' (4.5.9) 

and the additional boundary temperature measurement T(O , t) = h(t), see Figure 4.18(a), 

obtained from the DHCP in Example 4.2 to which additive noise is introduced as in (4.5.4). 

The unknown function f is analytically given by f(T) = T2, and the only non-zero coefficient 

is a2 = 1. Remark that this problem does not have an analytical solution available for T(x, t). 

When there is no noise, initially the degree of the function f is taken to be K = 2, and the 

number of discretizations is increased from (N, No) = (10,10) to (80,80). The BEM accurately 

determines convergent approximations for the boundary temperature T( 1, t), see Figure 4.14, and 

the heat fiuxes, see Figure 4.15. Also convergent and accurate approximations of the coefficients 
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Table 4.2: The coefficients ak of the function f(T) = Ef=o akTk and the objective function S, 

for various values of (a) (N, No), when K = 1, and (b) K = {1, ... , 4}, (N, No) = (40,40), no 

noise, and (c) p = {O.OO, ... , 0.05}, when (N, No) = (40,40) and K = 1, for the mep given by 

Example 4.5. 

(N,No) 10,10 20,20 40,40 80,80 

ao 0.1866 0.0157 0.0142 0.0141 

a1 -10.6097 -0.0557 -0.0609 -0.0614 

a2 34.2754 1.0480 1.0503 1.0519 

S 4.1 x 10-1 2.6 X 10-1 . 8.3 X 10-1 2.0 X 10-1 

(a) 

K 1 2 3 4 

ao -0.2883 0.0142 0.0336 -0.3776 

a1 1.1287 -0.0609 -0.1778 3.0502 

a2 - 1.0503 1.2703 -7.7825 

a3 - - -0.1317 10.6225 

a4 - - - -4.5680 

S 5.0 x 10-3 8.0 X 10-5 8.1 X 10-5 1.5 X 10-5 

(b) 

p = 0.00 p = 0.01 P = 0.03 p = 0.05 

ao 0.0142 -0.0240 -0.0908 -0.1489 

a1 -0.0609 0.1143 0.4261 0.7039 

a2 1.0503 0.8870 0.5678 0.2911 

S 8.0 X 10-5 3.0 X 10-3 2.6 X 10-2 7.2 X 10-2 

(c) 
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ao, al and a2 of the function f (T) = ao + al T + aoT2 and a small value of the objective function 

S are obtained, see Table 4.2(a). 

Since the function f(T) is analytically quadratic, we expect K = 2 to give an accurate 

approximation, a fact that is evident when the degree K of the function f (T) is increased 

gradually from I to 4, see Table 4.2(a), when the number of discretizations (N, No) = (40,40) 

and there is no noise. The results obtained for the approximations of the temperature T(l , t), 

see Figure 4.16, the heat ftuxes, see Figure 4.17, and the coefficients a k of the function f(T) 

in Table 4.2(b), when K = 2 best matches the analytical values. Although the values of the 

approximations of ab when K = 3 and 4 deviate significantly from their analytical values, 

we still obtain good approximations for the boundary temperature and heat fluxes. This can 

be explained by the fact that a higher-order function with a variety of coefficients can still be 

used to approximate, with a reasonable accuracy, a quadratic function. However, as expected, 

the approximations when K = 1 are poor because a linear function carmot well approximate 

a quadratic function. When K ·= 2, (N,No) = (40, 40), and noise is introduced in (4.2.5) 

from p = 0.00 to 0.05, see Figure 4.18(a), the numerical results for the coefficients ak tabulated 

in Table 4.2 (c), the temperature T(l , t) in Figure 4.18(b) and the heat ftuxes in Figure 4.19, 

undergo an accuracy proportional to the amount of noise p introduced. This indicates that we 

have obtained stable solutions. 

1.0 

0.8 ---....... 
~ ----I--

0.6 

0.4 

0.0 0.2 0.4 0.6 

t 

T T(10,10) 

+ T(20,20) 
• T(40,40) 

-- T(80,80) 
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Figure 4.14: The numerical boundary temperature T(l, t), as a function of time t, for the mep 

given by Example 4.5, for various (N, No), K = 2 and no noise. 
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Figure 4.15: The numerical heat ftuxes (a) q(O , t), and (b) q(1 , t), as functions of time t, for the 

rncp given by Example 4.5, for various (N, No), K = 2 and no noise. 

Finally, we obtain accurate plots of the approximation results of the function f(T) against T, 

when (N, No) = (40,40), K = {1 , 2, 3} and p = 0.00, see Figure 4.20(a), except when K = 1, 

confirming that when K = 2 any other higher order function can be used to obtain a best match 

between the analytical and numerical results for the quadratic function. Furthermore, stable 
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Figure 4.16: The numerical boundary temperature T (1 , t), as a function of time t, for various 

degrees K = {1 , ... , 4}, for the II:ICP given by Example 4. 5, when (N, No) = (40,40), no noise. 

approximations of the function f(T) are obtained in Figure 4.20(b) when p = 0.01 noise is 

introduced in (4.2.5). 
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Figure 4.17: The numerical heat fluxes (a) q(O , t), and (b) q(l , t), as functions of time t, for 

various degrees K = {I , ... , 4}, of the function t, for the rncp given by Example 4.5, when 

(N, No) = (40,40), no noise. 
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Figure 4.18: The measured and numerical boundary temperatures (a) T(O , t), and (b) T(I, t), as 

functions of time t, for various amounts of noise (-) p = 0.00, (+) p = 0.01, (0) P = 0.03, (6) 

p = 0.05, for the nonlinear IHCP given by Example 4.5, when (N, No) = (40,40) and K = 2. 
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Figure 4.19: The numerical heat fluxes Ca) q(O )t), and Cb) q(l)t), as functions of time t, for 

various amounts of noise (-) p = 0.00, (+) p = 0.01, (0) P = 0.03, (6) p = 0.05, for the 

rncp given by Example 4.5, when (N) No) = (40) 40) and K = 2. 
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Figure 4.20: The numerical approximations of the function f(T) , as functions of temperature T, 

for various K = {1 , 2, 3}, for (a) p = 0.00 and (b) p = 0.01, for the IHCP given by Example 

4.5, when (N, No) = (40, 40). The analytical solution f(T) = T 2 is also included. 

4.5.3 Inverse Problem c~)fresponding to Example 4.3 

Example 4.6 (with analytical solution) 

In Example 4.6, we investigate the IHCP which corresponds to the DHCP in Example 4.3 . 

Therefore, we consider the nonlinear IHCP in the domain Q = (0, 1) x (0, tf = 1J described 

by the heat equation (4.2.1) subject to the initial condition, (4.4.10) and the nonlinear boundary 

conditions 

~~ (0 , t) = - f (T(O , t)) + 4t2
, t E (0,1]' (4.5.10) 

oT on (1 , t) = - f (T(l , t)) + 2 + (1 + 2t)2, t E (O, lJ . (4.5.11) 

Since the IHCP in this example is derived from the DHCP given in Example 4.3, the function 

f(T) = ~~=o akTk prescribed on both the boundaries x = ° and x = 1 has the analytical 

solution f (T) = T2, such that analytically the only non-zero coefficient is a2 = 1. As in the 

preceding examples, the additional measurement is the boundary temperature T(O , t) = h(t) = 

2t, obtained from the analytical solution T(x, t) = x2 + 2t. 

First, when there is no noise and the number of discretisations increases from (N, No) = (10 , 10) 

to (80, 80), and K = 2, the results of the approximations are rapidly convergent and accurate, as 

can be seen from the plots of the boundary temperature T(l , t) in Figure 4.21, the heat ftuxes 
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in Figures 4.22, and the coefficients ao, al and a2 of the function f(T) = ao + a1T + a2T2 with 

small values of the objective function S, see Table 4.3(a). 

Secondly, a gradual increase in the value of the degree K of the function f(T) from 1 to 4, 

maintaining (N, No) = (40,40) and with no noise, also leads to accurate and convergent results 

for the approximations of the boundary temperature T(1 , t), see Figure 4.23, and the heat fluxes, 

see Figure 4.24. The coefficients ak of the function f(T), see Table 4.3(b), are also most accurate 

when K = 2, matching the respective analytical value, and these results remain good when K = 

3 and 4. However, when K = 1 the approximations of the boundary temperature T(1, t), and 

the heat fluxes on both boundaries x = 0 and x = 1, significantly deviate from their respective 

analytical values. This is as expected since approximations when K = 1 become poor because a 

linear function cannot accurately aproximate a quadratic function . 

Finally, when K = 2, (N, No) = (40,40) and the amount of noise introduced in (4.2.5) is varied 

from p = 0.00 to 0.05, see Figure 4.25, we obtain a gradual and proportional degradation in 

the results obtained with increas'ing p for the coefficients ab see Table 4.3 (c), the temperature 

T(1 , t), see Figure 4.26, and the heat fluxes, see Figure 4.27. Results which are also accompanied 

with a large value of the objective function S, see table 4.3( c) . However, the numerical solutions 

remain stable. 
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Figure 4.21: The analytical and numerical temperatures T(1 , t), as functions of time t, for the 

IHCP given by Example 4.6, for various (N, No), K = 2 and no noise. 
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Figure 4.22: The analytical and numerical heat fluxes (a) q(O, t), and (b) q(l, t), as functions of 

time t, for the IHCP given by Example 4.6, for various (N, No), K = 2 and no noise. 
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Table 4.3: The coefficients ak of the function f(T) = L:f=o akTk and the objective function S, 

for various (a) (N, No), when K = 2, no noise, (b) K = {1, ... , 4}, when (N, No) = (40,40), 

no noise, (c) amount of noise p = {O.OO, ... , 0.05} when (N, No) = (40,40), and K = 2, for the 

rncp given by Example 4.6. 

1 (N,No) 11 10,10 20,20 40,40 80,80 

ao 0.0049 0.0014 0.0003 0.00001 

al -0.0086 -0.0028 -0.0005 -0.0001 

a2 1.0031 1.0009 1.0002 1.00004 

S 9.6 x 10-8 1.2 X 10-8 1.6 X 10-9 3.7 X 10-10 

(a) 

1 2 3 4 

ao -0.9174 0.0003 0.0004 0.0004 

al 2.2514 -0.0005 -0.0009 -0.0010 

a2 - 1.0002 1.0007 1.0009 

a3 - - -0.0002 -0.0003 

a4 - - - 0.0000 

S 2.3 X 10-1 1.6 X 10-9 4.3 X 10-10 4.2 X 10-10 

(b) 

p = 0.00 p = 0.01 P = 0.03 p = 0.05 

ao 0.0003 0.0143 0.0421 -0.0700 

al -0.0005 -0.0038 -'-0.0107 -0.01835 

a2 1.0002 1.0058 1.0174 1.0296 

S 1.6 X 10-9 1.8 X 10-2 1.6 X 10-1 4.4 X 10-1 

(c) 
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Figure 4.23: The analytical and numerical boundary temperatures T(l, t), as functions of time 

t, for various degrees K = {1, ... , 4}, for the IHCP given by Example 4.6, when (N, No) 

(40,40), no noise. 

4.5.4 Exponential Nonlinear Inverse Problem 

Example 4.7 

Nonlinear boundary relationship between the heat flux and temperature in heat transfer problems 

can take several forms. In the preceding Examples 4.5 and 4.6 we have investigated IHCPs 

with quadratic boundary relationships between the heat flux and temperature. However, in many 

real situations the heat fluxes at the boundary can undergo an exponential decay in temperature. 

Therefore, in this example, we investigate a nonlinear heat transfer problem where the heat fluxes 

are exponential functions of the temperature. Mathematically, we solve a nonlinear IHCP in the 

domain Q = (0,1) x (0, tf = 1J, for the heat equation (4.2.1) subject to the initial condition, 

(4.2.2) given by 

x E [0, 1J 

and the nonlinear boundary conditions (4.2.8) and (4.2.9) with no 

- exp(7/6), /31 = 3, namely 

aT on (0, t) = 1 - 1 (T(O, t)) , t E (0, 1], 

aT on (1, t) = 3 - exp(7/6)1 (T(l, t)), t E (0 , 1J. 

(4:5.12) 

-1, /30 

(4.5.13) 

(4.5.14) 
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Figure 4.24: The analytical and numerical heat ftuxes (b) q(O, t) and, (c) q(l , t), as functions of 

time t, for various degrees K = {I, ... , 4}, for the IHCP given by Example 4.6, when (N, No) = 

(40,40), no noise. 
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Figure 4.25: The measured bo~ndary temperature T(O , t), as a function of time t, for various 

amounts of noise (-. -) p = 0.00, (6) p = 0.01, (+) p = 0.03 and (T) p = 0.05, for the IHCP 

given by Example 4.6, when (N, No) = (40,40). 
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Figure 4.26: The (-) analytical and numerical boundary temperatures T(l, t), as functions of 

time t, for various amounts of noise (.) p = 0.00, (6) p = 0.01, (+) p = 0.03 and (T) p = 0.05, 

for the IHCP given by Example 4.6, when (N, No) = (40, 40) and K = 2. 
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Figure 4.27: The (-) analytical and numerical heat ftuxes (a) q(O, t ), and (b) q(l , t), as functions 

of time t, for various amounts of noise (e) p = 0.00, (.6) p = 0.01, (+ ) p = 0.03 and (T) 

p = 0.05, for the IHCP given by Example 4.6, when (N, No) = (40,40) and K = 2. 
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This nonlinear IHCP has no analytical solution, such that the extra condition imposed, namely 

T(O, t) = h(t) is obtained from the corresponding DHCP with f(T) = exp( - T), to which noise 

is added, see Figure 4.28. 
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Figure 4.28: The measured boundary temperature T(O , t), as a function of time t, for various 

amounts of noise (-) p = 0.00, (0) p = 0.01, (6) p = 0.03, (e) p = 0.05, for the IHCP given 

by Example 4.7, when (N, No) = (40,40). 

When there is no noise, as the number of discretizations increases from (N, No) = (10, 10) 

to (80,80), the BEM produces accurate and convergent approximations for the boundary 

temperature T(l, t), see Figure 4.29, and the heat f1uxes, see Figure 4.30, when K = 6. When 

K = 3, we obtain similar results. From these figures it is evident that more accurate and 

convergent approximations of the boundary temperature T(l , t), and the heat f1uxes q(O , t) and 

q(l, t), are obtained with the value of K = 6. Results which are also confirmed by the accurate 

approximations of the coefficients ak ~ (-l)K / K! of the function f(T) in Tables 4.4(a) and 

(b), where (a) and (b) are for K = 3 and 6, respectively. On plotting the approximations of 

the function f(T), as a function of time, when p = 0.00, for both K = 3 and K = 6, we 

obtain results which completely overlap with the analytical solution, see Figure 4.36(a). On the 

other hand, as the degree K of the function f(T) increases from 1 to 6, when the number of 

discretisations is maintained as (N, No) = (40, 40) and there is no noise, the results obtained 

using the BEM for the approximations of the boundary temperature T(l , t), see Figure 4.31, the 

heat f1uxes, see Figure 4.32, the coefficients ak, see Table 4.5, are inaccurate as expected, only 
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when K = 1, and the results improve as K increases to match the analytical values. However, 

when the amount of noise increases from p = 0.01 to 0.05, there is a small and gradual deviation 

in the approximations of the unknowns, see Figures 4.33-4.35. Further, the results presented 

in Table 4.6 shows that the coefficients ak also undergo a gradual degradation, as the amount of 

noise p increases. When K = 6, (N, No) = (40, 40) and p = 0.00, the approximations obtained 

were more accurate and faster converging than when K = 3. Whereas, in contrast when the noise 

increases from p = 0.01 to 0.05, there is more deviation in the approximations of the boundary 

temperature T(l , t), the heat ftuxes q(O, t) and q(l , t) and the coefficients a k when K = 6 than 

K = 3, indicating some element of instability is building up with an increase in the number of 

parameters K defining the degree of the function f, see Figure 4.36 (b) . 
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Figure 4.29: The numerical boundary temperature T(l , t), as a function of time t, for various 

(N, No), when K = 6 and there is no noise, for the IHCP given by Example 4.7. 
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Table 4.4: The coefficients ak of the function f(T) = Ef=o akTk, Ca) K = 3 and Cb) K = 6, for 

various (N, No), for the IHCP given by Example 4.7, when there is no noise. 

(N,No) 10,10 20,20 40,40 80,80 

ao 0.9959 0.9978 0.9984 0.9986 

al -0.9652 -0.9763 -9804 -0.9823 

a2 0.4119 0.4298 0.4373 0.4412 

a3 -Q.0749 -0.0833 -0.0873 -0.0895 

(a) 

(N, No) 11 10,10 20,20 40,40 80,80 

ao 0.9999 1.0000 1.0000 1.0000 

al -0.9998 -1.0000 -1.0000 -1.0000 

a2 0.4993 0.4998 0.4999 0.4999 

a3 -0.1649 -0.1660 -0.1662 -0.1663 

a4 0.03937 0.0404 0.0407 0.0408 

a5 -0.0065 -0.0071 -0.0073 -0.0073 

a6 0.00001 0.00001 0.00005 0.000007 

(b) 
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Table 4.5: The coefficients ak of the function f(T) = 2:f=o akTk and the objective function 

S, for various values of K = {I, .. , 6}, for the IHCP given by Example 4.7, when (N, No) = 

(40,40), no noise. 

1 2 3 4 

ao 0.8925 0.9843 0.9984 0.9858 

al -0.5261 -0.8813 -0.9804 -8404 

a2 - 0.2634 0.4374 0.0326 

a3 - - -0.0874 0.3549 

a4 - - - -0.16367 

a5 - - - -

a6 - - - -

S 2.9 X 10-3 2.4 X 10-5 9.7 X 10-8 7.6 X 10-8 

5 6 

0.9999 1.0000 

al - - -.9998 -1.0000 

a2 - - 0.4987 0.4999 

a3 - - -0.1630 -0.1662 

a4 - - 0.0364 0.0407 

a5 - - -0.0003 -0.0073 

a6 - - - 0.00007 

R - - 5.4 X 10-13 7.9 X 10-16 
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Table 4.6: The coefficients ak of the function j(T) = 'Ef=o akTk and the objective function S, 

for various amounts of noise p = {O.OO, ... , 0.05}, for the mep given by Example 4.7, when 

(N, No) = (40,40), (a) K = 3, and (b) K = 6. 

11 p = 0.00 p = 0.01 p = 0.03 p = 0.05 

ao 0.9984 0.9486 0.8452 0.6930 

al -0.9804 -0.7602 -0.3199 0.3398 

a2 0.4373 0.1454 -0.4273 -1.2931 

a3 -0.0873 -0.0343 0.2732 0.6273 

S 9.6 x 10-8 4.2 X 10-3 3.8 X 10-2 1.1 X 10-1 

(a) 

11 p = 0.00 p = 0.01 p = 0.03 p = 0.05 

ao 1.0000 0.8648 1.0745 0.8185 

al -1.0000 0.4810 -0.9109 -0.02020 

a2 0.4999 -0.1992 0.9230 1.4392 

a3 -0.1662 -2.4022 -1.2291 -2.5797 

a4 0.0407 1.8392 0.8655 -1.4120 

as -0.0073 -0.1586 -3.6991 3.0286 

a6 0.00007 -0.1431 0.0262 -1.0250 

S 7.9 x 10-16 2.7 X 10-1 2.8 X 10-1 3.8 X 10-1 

(b) 
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Figure 4.30: The numerical heat fluxes (a) q(O, t), and (b) q(l, t), as functions of time t, for 

various (N, No), when K = 6 and there is no noise, for the mep given by Example 4.7. 
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Figure 4.31: The numerical boundary temperature T(l) t), as a function of time t, for the mep 
given by Example 4.7, for various K = {I) ... ) 6}, when (N) No) = (40 ) 40), no noise. 
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Figure 4.32: The numerical heat ftuxes (a) q(O, t), and (b) q(l, t), as functions of time t, for the 

lliCP given by Example 4.7, for various K = {I, ... , 6}, when (N, No) = (40,40), no noise. 
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Figure 4.33: The numerical boundary temperature T(l , t ) as a function of time t , for various 

amounts of noise (-) p = 0.00, (0) p = 0.01, (6) P = 0.03, (.) p = 0.05, for the nonlinear 

rncp given by Example 4.7, for (a) K = 3, and (b) K = 6, when (N, No) = (40, 40). 
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Figure 4.34: The numerical heat flux q(O, t), as a function of time t, for various amounts of noise 

(-) p = 0.00, (0) p = 0.01, (6) p = 0.03, (e) p = 0.05, for the lliCP given by Example 4.7, 

for (a) K = 3, and (b) K = 6, when (N, No) = (40, 40). 
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Figure 4.35: The numerical heat flux q(l , t), as a function of time t , for various amounts of noise 

(- ) p = 0.00, (0) p = 0.01, (6 ) p = 0.03 , (.) p = 0.05, for the IHCP given by Example 4.7, 

for (a) K = 3, and (b) K = 6, when (N, No) = (40,40). 
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Figure 4.36: The numerical approximations of the function f(T) for various K: (-e-) K = 3, 

and (-0-) K = 6, for the rncp given by Example 4.7, when (N,No) = (40,40) and amount 

of noise is (a) p = 0.00, and (b) p = 0.01. The analytical solution (-) f(T) = e-T is also 

included. 

4.5.5 Fourth-order power law nonlinear inverse problem 

Example 4.8 

It is well known that, in general, the heat flux on a surface is the sum of two terms corresponding 

to convection and surface radiation, see Carslaw and Jaeger [17]. In Example 4.8 we investigate 

a problem considered to have minimal convection, and therefore the boundary conditions are 

as a result of radiation only. Therefore, we examine an interesting and important example of a 

nonlinear IHCP, in which the relation between the heat flux and temperature at the boundaries, 

from a physical point of view, is a fourth-order power in the temperature and thus representing 

radiative boundary conditions. Mathematically, we investigate a nonlinear rncp in the domain 

Q = (0,1) x (0, tf = 1] for the heat equation (4.2.1) subject to the initial condition (4.4.10) 

and the nonlinear boundary conditions (4.2.8) and (4.2.9) with ao = f30 = -1, al(t) = 16t4, 

f31(t) = 2 + (1 + 2t)4, namely 

aT an (0, t) = 16t4 - f (T(O, t)) , t E (0,1], (4.5.15) 

~~ (1, t) = 2 + (1 + 2t)4 - f (T(1 , t)), t E (0,1] . (4.5.16) 

Also the extra condition is in this case is the boundary temperature T(O , t) = h(t) = 2t and this 

is obtained from the analytical solution T( x, t) = x2 + 2t. We then seek to retrieve the radiative 

fourth-order power law f (T) = T4. 
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Figure 4.37: The analytical and numerical boundary temperature T(l, t), as functions of time t, 

for the IHCP given by Example 4.8, for various (N, No), no noise and K = 4. 

For no noise, K = 4 and the Dumber of discretizations is increased from (N, No) = (10 , 10) 

to (80,80), using the BEM generates accurate and rapidly converging results for the boundary 

temperature T(l , t). see Figure 4.37, the heat ftuxes q(O, t) and q(l, t), see Figure 4.38, and 

the coefficients ak of the function f(T), see Table 4.7(a). These results compare well with the 

analytical values, and this indicates that the BEM can also be used with confidence to solve 

radiative problems with high accuracy. 

Increasing K from 1 to 5, when the number of discretisations is maintained at (N, No) = (40,40) 

and there is no noise, results in approximations of the boundary temperature T(l , t), see Figure 

4.39, the heat ftuxes q(O, t) and q(l, t), see Figures 4.40(a) and (b), respectively, and the 

coefficients ak of the function f(T) tabulated in Table 4.7(b), undergo a gradual improvement 

in accuracy. The best results of the approximations, which match with the analytical values, are 

obtained when K = 4. Similar findings are also evident in the approximations of the function 

f(T), as in Figure 4.41 (a) for the various degrees K = {3, 4, 5}, confirming that the BEM is a 

reliable method for solving the IHCP with radiative boundary conditions. 

Finally, when K = 4, (N, No) = (40,40) and noise is introduced from p = 0.01 to 0.05, the 

results tabulated in Table 4.8 show, as expected, that the coefficients ak, become more inaccurate 

as the amount of noise p increases. Figure 4.41(b) is a plot of the analytical and results of the 

approximations of the function f(T) against T for various degrees K = {3, 4, 5}, when the 

amount of noise is p = 0.01. The results of the approximations of the function f(T), are not 
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Figure 4 .38: The analytical and numerical heat fluxes (a) q(O, t) and (b) q(l , t), as functions of 

time t, for the rncp given by Example 4.8, for various (N, No) and (N, No) = (40,40), no noise 

and K = 4. 
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Table 4.7: The coefficients ak of the function f(T) = 2.:~=0 akTk and the objective function 

S, for various (a) (N, No), when K = 4, no noise, and (b) values of K = {1, ... , 5}, when 

(N, No) = (40,40), no noise, (N, No) = (40,40) and K = 4, for the rncp given by Example 

4.8. 

(N,No) 10,10 20,20 40,40 80,80 

ao 0.0501 -0.0001 -0.0001 -0.0001 

al -1.1061 0.0061 0.0033 0.0024 

a2 2.8380 0.0098 -0.0090 -0.0069 

a3 -2.5262 -0.0833 0.0076 -0.0060 

a4 1.6949 0.9975 0.9980 0.9984 

(a) 

K 1 2 3 4 5 

ao -5.8570 -0.3129 -0.0768 -0.0001 -0.0003 

al 9.2134 -3.8734 0.9719 0.0077 0.0070 

a2 - 5.1103 -3.1142 -0.0091 0.0237 

a3 - - 3.2386 0.0033 -0.0301 

a4 - - - 0.9980 0.9837 

a5 - - - - 0.0032 

S 2.3 X 100 2.0 X 10-1 3.2 X 10-3 2.7 X 10-8 2.2 X 10-8 

(b) 
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Figure 4.39: The analytical and numerical boundary temperature T(l, t), as functions of time t, 

for the IHCP given by Example 4.8, for various K = {I, ... , 5}, when (N, No) = (40,40) and 

no noise. 

Table 4.8: The coefficients ak of the function f(T) = L~~o akTk and the objective function S, 

for various amount of noise p = {O.OO, ... , 0.05}, (N, No) = (40,40) and K ~ 4, for the IHCP 

given by Example 4.8. 

p = 0.00 p = 0.01 P = 0.03 p = 0.05 

ao -0.0001 - 0.0371 -0.1648 -0.0274 

a1 0.0033 -0.0300 -0.0765 -2.9659 

a2 -0.0090 - 1.2438 1.4890 9.2772 

a3 0.0076 -1.7689 -1.3859 -8.1742 

a4 0.9980 1.5338 1.1496 2.9736 

S 2.7 x 10-8 1.7 X 10- 2 2.1 X 10-1 4.8 X 10-1 
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Figure 4.40: The analytical and numerical heat fluxes (a) q(O, t), and (b) q(l , t), as functions of 

time t, for the IHCP given by Example 4.8, for various K = {I , ... , 5}, when (N, No) = (40,40) 

and no noise. 
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Figure 4.41: The analytical and numerical approximations of the function f(T), as functions of 

temperature T, for various K = {3, 4, 5}, for (a) p = 0.00 and (b) p = 0.01, for the IHCP given 

by Example 4.8, for (N, No) = (40,40) .. Analytical solution f (T) = T4 is also included. 

accurate, when the degree of f(T) is low, e.g. K = 3, or high, e.g. when K = 5. This confirms, 

that the prediction of the function with a lower degree cannot well approximate a higher order 

function and also when a higher order function is used to estimate a lower degree function then 

the number of parameters incoporated can render the solution to become unstable and hence poor 

results will be obtained. This leads to the conclusion that the choice of the value of the degree 

K = 4 is important, as is the regularization parameter in order to obtain stable results. 

4.6 Conclusions 

In this chapter, we have investigated IHCPs with unknown nonlinear boundary conditions. We 

have used the BEM to construct and numerically solve the missing terms involving the boundary 

temperature, heat flux, and coefficients of the function f relating to the boundary temperature 

and heat flux in the one-dimensional heat conduction. In the preliminaries, we investigated 

the equivalent DHCP in Examples 4.1-4.3 and found that the approximations of the numerical 

solutions were accurate and convergent to the analytical solutions. In the majority of this chapter 

we have investigated the boundary condition laws in heat conduction in inverse problems in 

Examples 4.4-4.8. In these examples, when the order of the estimating functional is equal to, or 

greater than, that of the actual known value, and no noise is introduced into the measured data, 

the results of the approximations using the BEM for the functional f(T) are accurate, robust and 
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convergent. This indicates that the determination of the nature of the functional was possible, 

and the provision of equivalent functionals of higher order which gives accurate solutions is also 

achievable. On the one hand, for noisy data, and the degree of th~ functional was equal to that 

of the actual value, we obtained stable solutions, which do not deviate much from the analytical 

solution. However, when the degree of the approximating functional f was greater than the 

true known value, the resulting approximations resulted in unstable numerical approximations. 

Overall, we conclude that the BEM provides a very good and reliable method for determining 

the boundary condition laws in one-dimensional rncps. 
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Chapter 5 

Reconstruction of boundary condition laws 

in two-dimensional steady inverse heat 

conduction problems 

5.1 Introduction 

In the previous chapters we have investigated some inverse heat conduction transient problems 

in one dimension. We now extend this study to the reconstruction of the boundary laws in some 

steady two-dimensional heat conduction problems. Recently, this research topic has attracted 

much interest due to its importance in many physical applications, such as in corrosion damage 

detection. The method used to determine the corrosion over part of a boundary involves potential 

and current density measurements over the uncorroded part or'the boundary, see Inglese [42], 

Fasino and Inglese [27, 28, 29], Alessandrini et al. [1], Alessandrini and Sincich [2, 3]. 

In this chapter we consider a thermally conducting rectangular plate, whose top side is 

inaccessible and is in contact with a corroding liquid. We let n = (0,1) x (0, d) be the rectangular 

domain representing the 2D transverse section of the metallic plate. The inaccessible side which 

is in contact with the corroding fluid is at y = d. Suppose that we are able to control the heat flux 

. through the bottom side of the plate y = ° of n. To measure the response in the temperature T, 

we assume that we are able, in finite time t* > 0, to reach a steady temperature regime in n and 

keep this regime from time t* onward. We also assume that t* is small with respect to the time 

scale of the damage evolution. Therefore, the steady temperature T inside n obeys the Laplace 
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equation, and in the absence of corrosion at the interface y = d, heat exchange between the metal 

and fluid is described by the classical Newton cooling law, see Carslaw and Jaeger [17], 

Ty(x, d) + ,(T(x, d) - Text) = 0, (5.1.1) 

where, is the heat transfer coefficient at the interface and Text is the temperature of the fluid 

outside the top part of n. In order to simplify the notation used in equation (5.1.1), we assume 

Text = O. Therefore, the constant, is related to the ratio between the thermal conductivities of 

the fluid and the metal, and can be assumed to be non-negative for physical reasons. Further, for 

simplicity, the heat flux Tx through the vertical sides of n is assumed to be zero. Let T(x, 0) = 

'l/i(x) be the temperature that we observe on the bottom side of n when the top part is not 

damaged. We can then make regular readings of the temperature along the boundary y = O. As 

soon as we observe a temperature 'IjJ which is different from 'ljJ0, we are warned of damage on the 

surface at y = d. 

To localize and evaluate the damage in a non-destructive framework, we first have to assume a 

model for the fluid-metal damage interface, namely a nonlinear boundary condition of the form 

Ty(x,d) +,f(T(x,d)) = 0, (5.1.2) 

(where T is the temperature satisfying \l2T = 0 in n, and, > 0 is a scaling factor) to be 

investigated for the unknown function f, see Jones [44]. The inverse corrosion problem literature 

mainly deals with models based on loss of matter (LOM) or linear energy dispersion (LED) 

models. In LOM, the aim is to reconstruct changes occuring in the shape of the top boundary y = 

d ofn, subject to the boundary condition (5.1.2), see Kaup et al. [45], Inglese [42], Anderson and 

Ferris [6], etc. Time-dependent parabolic models based on LOM have also been widely studied, 

for example, see Bryan and Caudill [12, 13]. LED models connect corrosion with insulation 

breaking effects, so that we recover a positive constant coefficient, in the Robin boundary 

condition analogous to (5.1.2), see Fasino and Inglese [27], Alessandrini et al. [1]. In these 

nonlinear rncps, we assume that the complex situation characterizing the presence of a corrosion 

attack on the upper surface of n produces a small change in the geometry, by products that 

precipitate on the surface and so on, and interacts with the heating in a way that can be described 

by a nonlinear perturbation of the boundary as: 

Ty(x, d) + ,T(x, d) + K,h(T(x, d)) = O. (5.1.3) 

In contrast to the linear problem described in equation (5.1.1), in equation (5.1.3) we do not 
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assume any knowledge of the nonlinear term h(T(x, d)), although'Y and K, are assumed known 

constants. 

In sections 5.4, we aim to determine the function h(T) in the boundary condition (5.1.3), which 

models the possible presence of corrosion damage, by applying a nontrivial heat flux Ty(x, 0) on 

a suitable portion of the boundary, say y = 0, of the conductor and measuring the temperature 

T(x, 0) on the same portion of the boundary. Specifically, in section 5.2, we describe how the 

BEM is used to solve both direct and inverse problems numerically. 

5.2 The Boundary Element Method (BEM) 

Laplace's equation governs the physical process of steady heat conduction. The equation can 

be transformed into an equivalent boundary integral equation by use of the divergence theorem 

and approximating the integral equation numerically by a system of linear equations involving 

temperature and its normal derivative representing the heat flux. If either the temperature T or 

the heat flux fn is specified at all points on the boundary of the solution domain then the other 

quantity can be obtained by solving a system of linear algebraic equations. Then, using the 

calculated information, the temperature in the whole domain can be retrieved uniquely. This is 

a well-posed problem and can be solved using a direct inversion scheme, such as the Gaussian 

elimination method. ' 

However, it is important to note that some physical processes are not well-posed due to the fact 

that it is diffficult to measure either the temperature or the heat flux on all the boundaries. In such 

processes, for example corrosion detection, we can assume the boundary under investigation 

is inaccessible and the information on it underspecified. In which case we must make 

measurements, or overspecify information from other accessible boundaries, e.g. on y = 0, 

to compensate. Problems of such a nature are ill-posed, and the solutions can only be obtained 

by means of stable approximations . 

.. 5.2.1 The discretised LapJace equation 

A regular bounded domain n represents the region occupied by a metal conductor, which 

contains no heat sources, and is modelled by the Laplace equation so that the temperature T 
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satisfies 

inO. (5.2.1) 

The Laplace equation (5.2.1) is transformed into an equivalent integral equation through the 

application of the divergence theorem to the vector function UV'V to obtain, see Jawson and 

Symm [43], 

la [ aG aT] T- - G- dB = TJ({f)T({f). 
an an an (5.2.2) 

In two dimensions the coefficient TJ({f) equals 1 if {f E 0 and TJ({f) = 0.5 if {f E 00 (smooth), 

and 
1 

G({f, y) = G(I{f -lLl) = 27r In(r), where r = l{f - lLl, (5.2.3) 

is the fundamental solution of the two-dimensional Laplace equation (5.2.1). 

In general it is not possible to solve the integral equation (5.2.2) analytically and a numerical 

approach becomes the only viabl~ means. The approach involves discretising the boundary 00 

into a series of say N boundary elements aoj , for j = 1, N, such that piecewise constant 

variations of T and ~; are assumed over the boundary 00. The boundary integral equation 

(5.2.2) then approximates as follows: 

{f E 0, (5.2.4) 

where Tj = T(y ,), TJ! = ~; (y.) and y. is the centroid node (mid point) of the boundary element 
-J -J-J 

aOj for j = 1, N. Taking {f = Y.i for i = 1, N, we obtain a system oflinear algebraic equations 

N 

I: [Aij7j + BijTj] = 0, i = 1,N, (5.2.5) 
j=l 

where 

la 
aG(fj., y) 

Aj = a-t 
- dB - TJ(fj.)Oij, 

anj n -t 

(5.2.6) 

and Oij is the Kronecker delta symbol. 

In the two-dimensional rectangular domain 0 C ]R2, whose boundary is subdivided into 

straight-line segments aoj , the integral coefficients given in expressions (5.2.6) can be evaluated 

analytically, see Symm and Pitfield [81]. The discretised version of the Laplace equation (5.2.1) 

results in a system of N algebraic equations (5.2.5) with 2N unknowns. From the known 

boundary conditions one can prescribe N of the 2N unknowns. Hence, through substitution we 
, 

obtain a system of N equations with N unknowns that can now be solved to obtain the remaining 

N boundary unknowns. 
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5.2.2' Discretised boundary conditions for the DHCP 

, 

In the absence of corrosion, the problem can be modelled as a linear DHCP in a rectangular 

transverse section of a thermally conducting material with no heat source given by 

\l2T = ° inn = (0,1) x (O,d), 
aT an = 'P, on r l = [0,1] x {O}, 

aT an = Cl T + Co on r 3 = (0, 1) x {d}, 

~~ = 0, on r 2 ~ {1} x [0, dJ u r 4 = {O} x [0, dJ. 

(5.2.7) 

(5.2.8) 

(5.2.9) 

(5.2.10) 

where'P is a specified heat flux on the bottom side Y = 0, Co = ,Text> Cl = -" see (5.1.1), and 

n is the outward unit normal to the boundary. 

Let NIo ... ,N4 denote the number of boundary elements on the boundaries r Io ... ,r 4, respectively. 

For a uniform discretisation w~ require NI = N3 and N2 = N4 = dNI. Assuming that 

the heat flux and boundary temperature are constant over each boundary segment anj -
[(Xj-I, Yj-l) ,(Xj, Yj)] then the discretised boundary conditions (5.2.8)-(5.2.10) become 

i = 1,NI , 

T: = 0, 

(5.2.11) 

(5.2.12) 

(5.2.13) 

Substituting equations (5.2.11)-(5.2.13) into (5.2.5), and using elimination, 2N unknowns in 

the square system of linear N equations (5.2.5) reduces to N. This allows for a straightforward 

inversion of the linear system of algebraic equations for the DHCP which on rewriting becomes 

Nl +N2 Nl +N2+N3 N 

2: AjTj + 2: (Aij + Cl Bij) Tj + 2: 
j=l 

(5.2.14) 
Nl Nl+N2+N3 

= - 2: Bij'Pj - Co 2: Bij , i = 1,N. 
j=l j=Nl +N2 +1 

We can solve the system of linear equations (5.2.14) using the Gaussian elimination method. 

In the event that corrosion occurs in the experiment, the Laplacian boundary value problem for 

the corrosion damage detection can then be described by equations (5.2.7), (5.2.8), (5.2.10), and 
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replacing equation (5.2.9) derived from equation (5.1.1) by equation (5.1.3) which is rewritten as 

8T an + ,T + Kh(T) = ° on r3 = (0,1) x {d}. (5.2.15) 

Specifying the values of the parameters, and K, and the nonlinear function h(T), we obtain a 

system of nonlinear equations for a nonlinear DHCP. 

On discretisation, the boundary condition (5.2.15) becomes 

Then the equivalent system to (5.2.15) in the nonlinear situation is given by 

Nl +N2 Nl +N2+N3 

L AjTj + L [(Aj - ,Bij) Tj - KBijh(Tj)] + 
j=1 

Nl 

= - L Bij'Pj, 
j=1 

i = 1,N. 

N 

L 

(5.2.16) 

(5.2.17) 

We can solve the system of nonlinear equations (5.2.17) using the NAG routine C05NDF. 

5.2.3 Discretised boundary conditions for the IHCP 

In the IHCP, the portion r 1 of the boundary is accessible to both temperature and heat flux 

measurements, while the portion r 3, where the corrosion may take place, is out of reach such 

that no information on it is specified. Th~refore, we have the Cauchy data specification on r 1 

8T 
- - III T=·I, an - T' 'f' (5.2.18) 

and no boundary condition is specified on r 3 • The discretisation of (5.2.18) results in 

(5.2.19) 

The IHCP is described by equations (5.2.7), (5.2.10) and (5.2.18). 

Substituting (5.2.13) and (5.2.19) into (5.2.5) results in the following linear system of equations 

M+~ M+~+~ N 

L AijTj + L (Aij1j + BijT;) + L AijTj 
j=Nl +1 j=Nl +N2+1 j=Nl +N2+N3+1 

Nl 
(5.2.20) 

= - L (Aij'IjJj + Bij'Pj), i = 1,N. 
j=1 
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This is a linear system of N equations with N2 + 2N3 + N4 unknowns, and for a unique solution . 

we require NI ~ N3 • However, since the Cauchy problem (5.2.7), (5.2.10) and (5.2.18) is ill-
~ 

posed then this system is ill-conditioned and requires regularization, see Tikhonov and Arsenin 

[83]. That is, instead of the unstable inversion Y = C-IZ of the system of equations (5.2.20), 

generically written as CY = Z, we employ the regularized inversion 

(5.2.21) 

of the system (ClrC + >.I) Y = CtrZ. In (5.2.21), >. > 0 is a regularization parameter whose 

choice could be based on, for example, the L-curve criterion, see Hansen [35]. 

Once stable values of T and ~;;, on f 3 have been found, then the search for the nonlinear function 

f can be directly constructed from (5.1.2) if Tb is monotone. Otherwise, as it occurs in Figures 

5.11 (a), 5.14 (a), 5.19 (a) and 5.22 (a) for certain values of >., if Tb is not monotone, see 

Figures 5.12 (a), 5.15 (a), 5.20 and 5.23, equation (5.1.2) can be regularised as described in Engl 

et al. [24]. 

At this stage, it is worth noting that our BEM regularised approach is different from the recent 

investigation of Cao et al. [16], compare Cao and Pereverzev [15], who used the finite element 

method, as well as from the BEM unregularised approach of Fasino and Inglese [28] who used 

instead of (5.2.21) a finite-dimensional polynomial parametrisation of the unknown corrosion 

law function f in (5.1.2). 

5.3 Numerical Examples, Results and Discussion 

Example 5.1 

In order to illustrate the method employed, we consider the steady-state heat conduction problem 

described by the Laplace equati~n 

(x, y) E (0,1) x (0, d = 0.1), 

and the boundary conditions 

or 
--(x, y) = 7rcos(7rx), (x, y) Efl = [0,1] x {O}, 

ay 
or 
ax (x, y) = 0, (x, y) E f2 = {1} x [0, d] U f4 = {O} x [0, d], 

or 
ay (x, y) = g(T(x, y)), (x, y) E f3 = (0,1) x {d}. 

(5.3.1) 

(5.3.2) 

(5.3.3) 

(5.3.4) 
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Therefore, we solve a DHCP to determine the temperature T on the boundary an and the heat 

flux ~~ on the boundary r 3. If g(T) = -7rT + 7r, then this is a linear DHCP whose exact solution 

is given by 

T(x , y) = cos(7rx)exp( -7rY) + 1. (5 .3.5) 

The linear DHCP is well-posed and therefore is solvable easily by direct inversion of (5.2.14) 

using the Gaussian elimination method. Figures 5.1 and 5.2 illustrate the boundary temperature 

3-.-----------------------------------------. 

2 

o .... N=110 

• N=220 

o N=440 

-- analytical 
-1-r------.------.------.-------~----_.----~ 

0.0 0.5 1.0 1.5 

S 
2.0 2.5 3.0 

Figure 5.1: The numerical and analytical temperature T on the boundary an for the DHCP in 

Example 5.1. 

Tlan ploted as a function of the arc-length 0 ~ S ~ 2 + 2d = 2.2 starting from the origin, and 

the heat flux ~~ b = q, respectively. The results are accurate in that they compare very well 

with the exact solution and when the number of boundary elements N increases from 110 to 

440, there is a fine improvement in the numerical solutions. 

Example 5.2 

Now we consider the steady-state heat conduction problem described by the Laplace equation 
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(S.3.1) and the nonlinear boundary conditions 

aT 
- ay (x, y) = cos(nx), (x, y) E r 1 = [0 , 1] x {O} , (S.3 .6) 

aT 
ox (x, y) = 0, (x, y) E r 2 = {1} x [0, d] U r 4 = {O} x (0, d) , (S.3.7) 

aT 
ay (x, y) + , T(x, y) + /'i,h(T(x, y)) = 0, (x, y) E r3 = (0, 1) x {d} . (S .3.8) 

We take , = 2 and first we solve a linear DHCP for /'i, = 0 whose exact solution is given by 

(S.3.9) 

h (7r-2)exp( - 27rd) d - 1 S dl I nl· DHCP were U l = 7r[(7r+2) -(7r-2)exp(-27rd)J' an U2 - Ul +;. econ y, we so ve a no mear 

when - 1 ::; /'i, ::; 1 is non-zero and the analytical solution is not known. In this case we take 

h(T) = 1 - sine; ) in order to rectify the numerical results of Fasino and Inglese [28] which 

were incorrectly plotted. 

For /'i, = 0, see Figure S.3(a), the numerical boundary temperature agrees well with the analytical 

solution (S.3.1) and this confirms that the results presented in Figure 5.3(b) for different values 

of /'i, are accurate. From Figure S.3(b) it can be seen that the boundary temperature Tlr l 

monotonically reduces with increasi~g values of /'i,. When /'i, = 1, and the number of boundary 

elements increases from N = 110 to 440 results in accurate and convergent numerical results for 

Tl an and the heat flux Qlr3' see Figures 5.4(a) and S.4(b), respectively. 

3 
... N=110 

2 
• N=220 

o N=440 
-- analytical 

1 

-en 0 -er 

-1 

-2 

-3 

1.2 1.4 1.6 1 .8 2.0 

S 

Figure S.2: The numerical and analytical heat flux q = ~; on the boundary r3 for the DHCP in 

Example 5.1. 
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Figure 5.3: The numerical (a) boundary temperature T on the boundary 80. when /'\, = 0, and (b) 

the boundary temperature T on rI, when /'\, varies from -1 to 1 in steps of 0.25, when N = 440, 

for the DHCP in Example 5.2. 

Adding p = 0% to 5% random multiplicative noise to the heat flux value on r 1 given in equation 

(5 .3.6) using the NAG routine G05DDF, when /'\, = 1 and N = 440, see Figure 5.5, results in 

a minimal but gradual shift of the numerical approximations Tlan and the heat flux qb, from 

the solution of Figure 5.4(a) and (b), see Figures 5.6(a) and (b). This confirms that the resulting 

numerical solutions are stable. 

All the numerical results presented next are obtained for N = 440. 
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Figure 5.4: The numerical (a) boundary temperature on an, (b) heat flux q on r 3, for /'i, = 1, 

when N varies from 110 to 440, for the DHCP in Example 5.2. 



Chapter 5. Reconstruction of boundary condition laws in two-dimensional steady inverse heat 
conduction problems 146 

2 -r--------------------------------------------~ 

1 

T p=O.05 
o p=O.03 
+ p=O.Ol 
-- p=O.OO 

-2-+--------~------~--------~----~--~------~ 

0.0 0.2 0.4 0.6 0.8 1.0 

s 
Figure 5.5: The perturbed heat flux qlrl' when K = 1, N = 440, for various p = 0.00 to 0.05, 

for the DHCP in Example 5.2. 
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Figure 5.6: The numerical (a) boundary temperature Tl an, and (b) heat flux qb, when K, = 1, 

N = 440, for various p = 0.00 to 0.05, for the DHCP in Example 5.2. 
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Example 5.3 

We consider the IHCP corresponding to the DHCP in Example 5.1 and described by the Laplace 
.---

equation (5.3.1), the homogeneous Neumann boundary conditions (5.3.3) and the Cauchy . 

boundary data on r 1 

T(x, y) = cos(-7rx) + 1, (x, y) E r 1 = [0,1] x {O}. (5.3.10) 

The task is to retrieve the relationship between the temperature and the heat flux on r 3 given by 

Ty = -rrT + rr. The boundary conditions (5.3.10) can be discretised as 

i = I,N1• (5.3.11) 

The resulting system of linear agebraic equations for the inverse problem reduces to a system 

of N ill-conditioned equations with N unknowns, which is solved using the regularised inversion 

(5.2.21). First, Figures 5.7(a) and (b) show Tlan and qlra when>. = 0. We conclude that the 

Gaussian elimination method fails to give us accurate approximations due to small errors in Z, 

which are magnified on Y o as a result of small, but non-zero, singular values of the matrix C. 

In order to stabilize the solutions we employ the Tikhonov regularisation, see equation (5.2.21). 

In Figures 5.8(a) and (b), we find that the regularization parameter>. = 10-5 gives a very good 

approximation for the temperature Tlan and heat flux qlra. This is also confirmed by the plot of 

the heat flux q(T), as a function of temperature T, in Figure 5.9(a). The regularization parameter 

>. is given by the corner of the L-curve shown in Figure 5.9(b). Figures 5.10-5.12 and 5.13-5.15 

represent the same situations as Figures 5.7-5.9, but for the amount of noise p = 0.01 and 

p = 0.03, respectively, introduced in Tlrl' These figures also reveal an important aspect in 

regularization, namely that an increase in amount of noise also results in an increase in the value 

of the regularising parameter. 

Example 5.4 

Consider the IHCP derived from the DHCP in Example 5.2 and described by the Laplace 

equation (5.3.1), the homogeneous Neumann boundary conditions (5.3.7) and the Cauchy 

boundary data on r 1 

or 
-- = cos(rrx) ay , T(x,O) = 'I/J(x), y = 0, x E (0,1). (5.3.12) 

In (5.3.12), the Dirichlet data 'I/J(x) is obtained by solving numerically the DHCP given by 

equations (5.3.1), (5.3.6)-(5.3.8) with K, = 1, 'Y = 2 and h(T) = 1 - sine;). 



Chapter 5. Reconstruction of boundary condition laws in two-dimensional steady inverse heat 
conduction problems 149 

1.0 1.2 1.4 1.6 

S 

(a) 

1.8 2.0 2.2 

2*107-r--------------------------------------~ 

I 

\/ 

-2*107~---._1------,1------~1------~1--~--~1--~ 

1.2 1.4 1.6 1.8 2.0 

S 

(b) 

Figure 5.7: The numerical (a) boundary temperature Tlan and (b) the heat flux qira, when>. = 0, 

. when p = 0.00, for the IHCP in Example 5.3. 
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Figure 5.8: The analytical and regularised (a) boundary temperature T! an, and (b) the heat flux 

qb, for various A, when p = 0.00, for the IHCP in Example 5.3 . 
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Figure 5.9: The Ca) analytical and regularized heat flux q(T) on r 3 , for various A, and Cb) L-curve, 

when p = 0.00, for the IHCP in Example 5.3. 
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Figure 5. 10: The numerical (a) boundary temperature T lan, and (b) the heat flux qb, when 

A = 0, when p = 0.01, for the IHCP in Example 5.3. 
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Figure 5.11: The analytical and regularised (a) boundary temperature Tlan, and (b) the heat flux 

qb, for various A, when p = 0.01, for the rncp in Example 5.3. 
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Figure 5.12: The (a) analytical and regularised heat flux q(T) on r 3, for various A, and (b) the 

L-curve, when p = 0.01, for the rncp in Example·5.3. 
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Figure 5.13: The numerical (a) boundary temperature Tl an, and (b) the heat flux qlr3' when 

A = 0 and p = 0.03, for the rncp in Example 5.3. 
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Figure 5.14: The analytical and regularised Ca) boundary temperature Ti an, and Cb) the heat flux 

qb, for various .x, when p = 0.03, for the IHCP in Example 5.3. 
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In the IHCP we are concerned with the reconstruction of the nonlinear corrosion damage profile 

h(T) from the Cauchy data (5.3.12) on the accessible portion r 1 . This is achieved first through 
~ 

solving the Cauchy problem for T with Cauchy data on r 1. Increasing the amount of noise from 
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Figure 5.16: The measured temperature T\rl = 'ljJ, for various p = 0.00 to 0.05, for the IHCP in 

Example 5.4. 

p = 0.00 to 0.05 introduced in the temperature T\rl = 'ljJ , see Figure 5.16, when A = 0, the 

resulting approximations of the boundary temperature T and heat flux q on r 3 shown in Figures 

5.17(a) and (b), respectively, amplify excessively and keep on rising with increasing the value of 

p. This proves that when no regularisation is employed, the approximate solution obtained will 

be poor due to the presence of the input data error. Figure 5.18 clearly indicates that even when 

p = 0.00, for A = 0, the results are oscilatory and more pronounced in the heat flux. A very small 

value of the regularisation parameter, say A = 10- 10 , achieves an improvement in the results, see 

Figures 5.19 and 5.20, which remains virtually unchanged up to the value of A = 10-4, see also 

the L-curve in Figure 5.24(a). Figures 5.21-5.23 and 5.24(b) represent the same situations as 

Figures 5.18-5.20 and 5.24(a), but for the amount of noise p = 3%. 
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Figure 5.17: The numerical (a) boundary temperature Tlr3' and (b) heat flux Qlr3' for various 

p = 0.00 to 0.05, when A = 0, for the IHCP in Example 5.4. 
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Figure 5.18: The numerical (a) boundary temperature Tb, and (b) the heat flux qb, when 

), = 0, when p = 0.00, for the rncp in Example 5.4. 
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Figure 5.19: The exact and regularised (a) boundary temperature Tl r 3 ' and (b) heat flux Qlr3' for 

various A, when p = 0.00, for the IHCP in Example 5.4. 



Chapter 5. Reconstruction of boundary condition laws in two-dimensional steady inverse heat 
conduction problems 162 

0.6 
-A- exact 

0.4 
--T- A= 1 0 -10 
_ A=10-3 

0 .2 

-.- 0.0 ---CT 

-0.2 

-0.4 

-0.6 

-1.2 -1.0 -0.8 -0.6 -0.4 

T 

Ca) 

-1.1-.--------------------------------------------, 

-1.2 

-1.3 

E -1.4 
..c:: 

-1.5 

-A- exact 
-1.6 

--T- A= 1 0 -10 
_ A=10-3 

-1.7-+---------.---------.--------~-L------~--~ 

-1.2 -1.0 -0.8 -0.6 -0.4 

T 

Cb) 

Figure 5.20: The exact and regularised (a) heat flux q(T), and (b) the nonlinear function h(T) 

for various A, when p = 0.00, for the rncp in Example 5.4. 
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Figure 5.21: The numerical (a) boundary temperature Tlr3' and (b) the heat flux Qlr3' when 

A = 0, p = 0.03, for the IHCP in Example 5.4. 
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Figure 5.22: The exact and regularised (a) boundary temperature Tb, (b) heat flux Qlr3' for 

various A, when p = 0.03, for the IHep in Example 5.4. 
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for various A, when p = 0.03, for the IHCP in Example 5.4. 
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5.4 Conclusions 

/' 

In this chapter, some two-dimensional steady-state DHCPs have been solved with high accuracy 

to determine unknown boundary temperatures and heat ftuxes. This fact provides a backing that 

the same approach could be used with success to determine missing boundary values for IHCPs. 

A fact that is confirmed by solving some test examples for IHCPs which require the determination 

of a temperature dependent nonlinear function in the boundary conditions characterizing the 

presence of a corrosion attack on the surface of a rectangular conductor. The numerical BEM 

combined with regularisation is found to'produce convergent and stable numerical results. 
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Chapter 6 

General conclusions and further work 

This thesis explored several applications of the BEM to solve some direct, and the corresponding 

inverse, boundary conditions identification problems for some heat conduction systems governed 

by parabolic and elliptic partial differential equations. In chapter 1 we have surveyed the 

development of the BEM, which is a numerical technique for solving linear partial differential 

equations with constant coefficients. In this technique, the heat equation is transformed into an 

integral form with the assistance of Green's theorem. Enforcing the boundary conditions allows 

one to obtain boundary integral equations with unknowns as equivalent sources or field variables 

along the boundary. One may then discretise the boundary into small boundary elements and 

assume that the boundary values are piecewise constant functions. Hence one obtains a system 

of linear equations. The boundary integrals were evaluated analytically, and special attention 

was given to the singular values of the governing matrix. The test examples in this thesis were 

chosen to validate the BEM and replicate some real physical problems. However, in real life no 

smooth data is obtainable. Hence, to investigate the suitability of using the BEM to obtain stable 

solutions in such situations we introduced noise into the measured additional boundary values. 

This thesis was mainly dedicated to solving some inverse linear or nonlinear problems using 

an approach based on error minimization of least-squares gap objective function to estimate the 

missing terms on the boundary. 

Due to the ill-posedness of the inverse problems, regularization is necessary in order to stabilize 

the numerical results. The most known regularization technique is the Tikhonov regularization 

method, which is a stabilization technique that produces a smoothing factor to the output data 

(boundary temperature, heat flux, heat transfer coefficient, etc.). 
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In chapter 1, we have described how the BEM technique is used to solve direct boundary 

conditions identification problems using test examples with Dirichlet, Neumann and Robin 
~ 

boundary conditions. This has been performed in order to demonstrate the accuracy of the 

BEM in obtaining the uknown boundary values and temperature inside a solution domain. On 

increasing the number of boundary elements the numerical approximations of the solutions 

considerably improved in accuracy. 

Recently, there has been growing interest in science, engineering and industry for numerical 

solutions to physical problems that require measurements of the temperature and heat transfer 

coefficients non-intrusively. In chapter 2, we have analysed the ability of the BEM to provide a 

reliable means of reconstructing one-dimensional inverse heat conduction boundary conditions 

identification problems. In order to achieve this we have produced the analysis in four parts. 

First, parts one and two aimed at the determination of the spacewise and time- dependent ambient 

temperatures that appear in the boundary conditions from additional, terminal, integral or point 

observations. Secondly, parts three and four aimed at reconstructing the spacewise and time­

dependent heat transfer coefficients, using additional boundary measurements similar to those 

used for determining boundary temperatures and heat fluxes in the parts one and two. The 

BEM, employed for solving these inverse problems, has been developed. It has been shown 

that the BEM produced convergent and stable numerical results for both the reconstruction of 

a spacewise-dependent ambient temperature and of a heat transfer coefficient, see sections 2.2 

and 2.3, respectively. However, the ill-conditioning of the system of linear equations decreases 

with an increase in the instant at which the additional boundary temperature measurements are 

made. Such that if it is measured in a short instant at the begining of the experiment then the 

system becomes highly ill-conditioned. Therefore, the problem is ill-posed, obtaining results 

which do not undergo substantial regularization when both the Tikhonov and singular value 

decomposition regularization methods were employed. Further, we conclude that in order to 

obtain any reasonable results in this category of inverse problems then it is important either to 

measure the average of the boundary measurement or the boundary measurements at the end of 

the experiment to represent the additional measurements. The inverse problems which require the 

determination of the time-dependent ambient temperature and the heat transfer coefficient have 

been investigated in sections 2.4 and 2.5, respectively, when either additional terminal, integral 

or point observations are available. 

In chapter 3 we have investigated the IHCP which require determining the time-dependent 
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HTC from non-standard boundary measurements. A theoretical result on uniqueness of the 

HTC has been presented. A BEM was then derived and an in-depth numerical investigation 
/-

was performed. In the numerical examples for the one-dimensional unsteady inverse 

heat conduction boundary conditions identification problem with linear convective boundary 

conditions investigated, the boundary temperature was obtained to be stable and did not 

significantly deviate with an increasing amount of noise. However, the heat flux and the HTC 

deviated considerably. To stabilize the numerical solutions, the boundary temperature obtained 

was used in a direct problem, which on applying the Tikhonov regularization technique and then 

performing direct inversion, we have obtained a substantial improvement in the prediction of the 

heat flux and the HTC. Research is presently in progress to extend the analysis of Chapter 3 to 

the determination of a timewise dependent HTC in nonlinear radiative boundary conditions. 

In chapter 4, we have investigated some IHCPs with unknown nonlinear boundary conditions. 

We have used the BEM to construct and solve numerically the missing terms which involve 

the boundary temperature, heat flux, and coefficients in a polynomial function f approximating 

the relationship between the boundary temperature and the heat flux in some unsteady, 

one-dimensional direct, and the corresponding inverse, heat conduction boundary conditions 

identification problems. In the inverse problem, the unknown boundary function f was 

approximated by a polynomial of degree equal to or greater than that of the actual function 

f. Test examples with various boundary conditions relating the heat flux and temperature 

have been investigated, amongst them linear, and nonlinear quadratic, fourth-order power laws 

in the temperature and exponential functions f in the temperature representing some physical 

situations have been reconstructed. A mathematical formulation of the problem was documented 

and the BEM for solving this class of problems has been developed. The convergence of the 

numerical results has been tested by increasing the number of boundary elements, whilst the 

stability of the numerical solutions was investigated by perturbing with noise the additional 

measurements. From the examples considered, we have found that when the order of the 

polynomial approximating functional is equal to, or greater than, that of the actual solution 

then the numerical results are accurate and convergent with respect to increasing the number 

of boundary elements when no noise is included in the input measured boundary temperature 

data. Further these numerical approximations of the boundary conditions are stable when 

noise is introduced into the additional measured boundary temperature data if the degree of 

the approximating functional is relatively low, usually ~ 5. No additional regularisation 
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is employed in the examples presented. This is because the engineering approach both 

reduces the dimensionality of the problem and brings stability to the problem (regularisation 
/ 

~' 

by parametrization). Hence this is a stable inverse problem with respect to noisy perturbations 

of the input data. For the approximating functionals with degree larger than 5, the numerical 

solutions of the unknown functional will deviate greatly. Hence, regularization should be 

employed to ensure the stability of the numerical solution. In conclusion, we conclude that the 

BEM provides a very good and reliable method for the determination of the boundary condition 

laws in one-dimensional inverse heat conduction problems. In the future it is worth exploring 

one-dimensional IHCP with the help of piecewise polynomial estimation rather than continuous 

polynomial parametrisation of the nonlinear boundary condition law. 

In chapter 5 we have studied some two-dimensional, steady inverse heat conduction problems 

in which a functional relating the heat flux and the temperature on a portion of the boundary 

is unknown and has to be identified using the BEM. This task was illustrated with an inverse 

nonlinear test example of practical engineering interest involving the detection of the corrosion 

damage on the surface of a conductor in contact with a corroding fluid. We assumed that these 

complex situations characterize the presence of a corrosion attack on the surface of the conductor 

produces a small change in the geometry, by-products that precipitate on the surface and so on. 

This transformed interface interacts with the heating in a way that can be described by a nonlinear 

perturbation to the boundary. In particular, the heat flux on the corroding portion of the boundary 

is given in terms of an unknown nonlinear function f of the boundary temperature. Thus, in 

addition to the unknown boundary temperature one needs also to determine the nature of the 

unknown function f to help find the actual extent of the contamination due to the corrosion. 

The resulting inverse problem has been discretized using the BEM. The discretization yields 

a nonlinear system of algebraic equations for the approximation of the temperature and the 

unknown functional which was solved using a standard NAG minimization routine G05NDF, to 

minimize a defined objective function, which in this case is the least-squares error gap between 

the calculated and the measured boundary temperatures. The numerical results obtained through 

the minimization process are accurate, convergent and stable. This indicates that the BEM 

has been employed with great success in solving inverse boundary value identification on an 

underspecified portion of the boundary in some two-dimensional heat conduction problems, 

especially with the help of the Tikhonov regularization method. This problems requires 

additional boundary and heat flux measurements on another portion of the boundary and this 
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has been provided. This enabled us to determine the absence or presence of corrosion damage 

on a piece of a heat conducting material with rectangular geometry. However, it is noted that 

most paractical situations can occur in various geometries and in co~plicated shapes. Therefore, 

it is worth extending this study to include conductors with different geometrical shapes and 

those with irregular or complex shapes to test the application of the BEM in various demanding 

situations. Many real problems also involve time evolution, for example a corroding fluid flowing 

past a conducting surface can be of great interest. Therefore, in future this work is also worth 

extending to solving unsteady two and three-dimensional heat conduction boundary conditions 

identification problems. This is because we experience many problems of interest in real life 

involving, say corrosion damage, on an underspecified boundary or the fluid at the interface 

undergoing motion with time, making the problem numerically demanding but interesting and of 

much practical importance. 

Overall, in this thesis we have obtained numerical solutions to inverse problems concerned with 

the estimation of surface conditions (temperature or heat flux) and heat transfer coefficients 

in heat conduction problems using BEMs. The main ingredients for the inverse problems 

investigated are additional measurements which include: (i) integral, final, average, and 

complete, boundary temperature measurements; (ii) heat flux; and (iii) non-standard boundary 

measurements. This allows us to minimize the least-squares objective function representing 

the residual error between the calculated and the measured values. The investigations we have 

conducted provide a stable, efficient and accurate BEM for determining boundary or surface 

conditions from the knowledge of the temperature properties at a certain chosen boundary. 

Although, for most mathematical quantities computed in the boundary conditions identification 

problems in the thesis it is also sufficient to substitute symbolic procedures with numerical 

ones when necessary, numerical data can be treated analytically, in a piecewise fashion, by 

representing them in the form of splines possesing a number of derivatives. While some errors 

will be inevitably introduced, and also the computations becomes expensive, the approach 

would remain consistent with the mathematical approaches. Hence, it is prudent for future 

investigations to ascertain the exactness of our functional approach. In other words, we claim 

that our BEM approach presented in this thesis delivers a significant amount of insight into the 

ability of the BEM to model, and compute efficiently and effectively, numerical approximations 

of solutions to the boundary phenomenon in inverse problems. The mathematical technique does 

not necessarily require information inside the domain. Hence, the method is highly effective 
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in reducing the computational time and increases the accuracy of the numerical estimations in 

many areas that require non-intrusive monitoring of physical situations that occur in science and 
/ 

/" 

engineering. It is also interesting to note that in the real physical situations modeled in the test 

examples there are sometimes great difficulties, especially when the boundary measurements are 

perturbed. In such situations the Tikhonov regularization approach has been shown to efficiently 

act as a supportive means for stabilization. 

A sensitive analysis has been conducted to gain insight into the nature of the difficulties that 

can be encountered into the analysis of estimating the unknown boundary parameters associated 

with the inverse, unsteady one- and steady two-dimensional heat conduction problems. Some 

numerical test examples have been considered to verify the accuracy of the proposed methods. 

The stability and accuracy of the current methods have been demonstrated by several test 

examples, which we believe provide very strict test conditions. In the future, this analysis can 

qe further tested by investigating unsteady two- and three-dimensional inverse heat conduction 

boundary conditions identification problems. 
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