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Abstract

This thesis examines a Distributed Interference Impact Probing (DIIP) strategy for
Wireless Ad hoc Networks (WANETS), using a novel cross-layer Minimum Impact
Routing (MIR) protocol. Performance is judged in terms of interference reduction
ratio, efficiency, and system and user capacity, which are calculated based on the
measurement of Disturbed Nodes (DN). A large number of routing algorithms have
been proposed with distinctive features aimed to overcome WANET’s fundamental
challenges, such as routing over a dynamic topology, scheduling broadcast signals

using dynamic Media Access Control (MAC), and constraints on network scalability.
However, the scalability problem of WANET cannot simply adapt the frequency

reuse mechanism designed for traditional stationary cellular networks due to the relay

burden, and there is no single comprehensive algorithm proposed for it.

DIIP enhances system and user capacity using a cross layer routing algorithm, MIR,

using feedback from DIIP to balance transmit power in order to control hop length,
which consequently changes the number of relays along the path. This maximizes the
number of simultaneous transmitting nodes, and minimizes the interference impact,
i.e. measured in terms of ‘disturbed nodes’. The performance of MIR is examined
compared with simple shortest-path routing. A WANET simulation model 1s
configured to simulate both routing algorithms under multiple scenarios. The analysis
has shown that once the transmitting range of a node changes, the total number of
disturbed nodes along a path changes accordingly, hence the system and user capacity
varies with interference impact variation. By carefully selecting a suitable link length,
the neighbouring node density can be adjusted to reduce the total number of DN, and
thereby allowing a higher spatial reuse ratio. In this case the system capacity can
increase significantly as the number of nodes increases. In contrast, if the link length
is chosen regardless of the negative impact of interference, capacity decreases. In

addition, MIR diverts traffic from congested areas, such as the central part of a

network or bottleneck points.
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1.1 Background

This thesis investigates a Distributed Interference Impact Probing (DIIP) strategy and
1ssues associated with routing protocol cross layer design for Wireless Ad hoc
Networks (WANETSs). A WANET is a self-configuring packet network of wireless
routers and associated hosts (e.g. Personal Digital Assistants, Bluetooth Devices,

Laptops etc.). Members of WANET can autonomously organize themselves into an

arbitrary topology, and relay packets on behalf of other members, due to the assumption

that not all members can directly communicate with each other[1-11].

WANET was initially developed for military applications. The earliest research by the
US Department of Defence (DoD) can be traced back to the 1970s, under the project
name of Packet Radio Network (PRN), which later evolved into the Survivable
Adaptive Radio Networks (SURAN) programs in the 1980s [2]. The goal of the project
PRN and SURAN was to provide packet switched communication networking to
mobile elements in an infrastructureless or hostile environment such as soldiers,
vehicles, ships, or aeroplanes [5, 6, 12, 13]. The unique and flexible characteristics of
WANET, combined with the rapid evolution of electrical technology have given
WANET great commercial potential. Following the success of cellular networks in the
1980s and IEEE 802.11 wireless LAN in 1990s, DoD continues the program under the
name of Global Mobile Information Systems (GloMo), and Near-term Digital Radio
(NTDR). The goal of project GloMo and NTDR was to provide office environments
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with multimedia connectivity anytime, anywhere. WANET provides low construction
cost and a potentially unlimited wide range of applications, which have attracted an
increasing number of researchers and developers to join in the force to accelerate the

maturing process of pervasive deployment of WANET in modern society [2, 5, 6, 12,
13].

The peculiar characteristic of WANET is like a two-sided blade, one side shows great

potential benefit for a wide range of applications, the other side produces tough

challenges that prohibit the implementation of WANET.

The flexibility of WANET allows fast and easy deployment of such networks without
the cost of base-stations and could serve users anywhere (i.e. in the air, sea, or on land)

at anytime, in situations where the infrastructure is neither reliable nor available. This

provides great potential for civilian (commercial or non-commercial) and military

applications, such as the following examples [5, 6, 12, 13]:

o Military autonomous networks (e.g. personnel, vehicles, ships, and aircraft

autonomous networks; sensors distributed in hazard areas etc.)

o Environment monitoring systems (e.g. sensors scattered in buildings located
within earthquake or natural disaster high risk zones, pollution, wildlife, and

environment change monitoring etc.)

o Commercial WANETs (e.g. ubiquitous computing for home and temporary

offices; automobile networks; wireless gaming; extension of the internet etc.)

o Public authority applications (e.g. policing, traffic control, bailed criminal

monitoring, disaster and emergency relief etc.);

e Research and Scientific utilizations (e.g. academic and research networks;

undersea operations; space exploration etc.)

Before these beneficial applications turn into reality, many technical challenges lay
ahead [5, 6, 12, 13]:

o The broadcast nature yields co-channel interference that limits both channel and

system capacity.
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e The lack of fixed infrastructure requires the network to deal with a dynamic
topology, distributed control problems (e.g. Routing, MAC, Congestion

Control, Administration etc.).

e The limited resources (e.g. spectrum, energy, channel capacity etc.) demand

high consumption efficiency with fair distribution concerns (e.g. QoS).

WANET suffers a scalability problem due to its unique nature. WANET system
performance is known to be limited, not only by the node level capacity, e.g. raw
channel, node or link throughput or capacity, but also by the network level capacity,
e.g. maximum number of users (or user population) supported by the system, or
network aggregated throughput etc. Both means of capacity measurement are under the
influence of factors of consequence, e.g. relaying burdens, interference (co-channel or

adjacent-channel), energy constraint, node density, network size (or user population),

traffic patterns, relay and topology variations etc [2, 6, 11, 13-44].

Scalability of such a network is associated with user population and the satisfiable

channel capacity (i.e. how many users can a channel serve with an acceptable level of
service). The more users that a system can support, the more scalable the network can

be, e.g. in an omni-directional antenna environment where every node can reach the
furthest node in one hop distance. The channel capacity of the throughput per node

decreases, at a data rate of _! , where N is the number of nodes (or user population). If

JN
a network has 100 nodes, each node can only get approximately one tenth (1/10) of the
theoretical maximum data rate [8]. This is due to multiple impact from relaying
burdens, interference etc. We refer to the effect where a transmitting node interferes
with surrounding co-channel nodes while communicating, and the resulting effect on

system capacity, as the “interference impact”[17, 33, 36, 37].

Previous research has attempted to relate and resolve this problem via many means,
including routing protocol design. The proactive (i.e. constantly maintained by a global
topology in each routing table) type of routing protocol cannot cope with the dynamic
network topology, so that the routing control overheads will overflow the whole
network. The reactive (i.e. discover and maintain a path in an on-demand manner) type

of protocol will allow the user population (i.e. number of nodes) to be increased at the



Chapter 1 Introduction

expense of proportionally increased route acquisition latency. Hierarchical routing (i.e.
operating routing and other network functions on several hierarchical levels) can relieve
the scalability problems to a certain degree via clustering, i.e. proactively routing within
a cluster, and reactively routing outside the cluster. It 1s one of the few methods that can

cut down the proportion of overheads, and shorten the routing acquisition latency.

However the growing demand on channel capacity and the user population capacity

cannot be satisfied by any single technique, but instead, a combination of effects of

multiple techniques across the functional layers of a system, as listed below:

e For the physical layer, dynamic channel characteristic changes channel and
physical devices adaptations.
o For the Multiple Access Control (MAC) layer, distributed scheduling takes on

the task of minimizing collisions for fair access, avoiding hidden-terminal

transmissions.

o For the network layer, dynamic routing distributes information to discover and
maintain connectivity of paths between nodes, whilst interconnecting with

conventional systems.

e For the transport layer, distributed traffic congestion, packet loss, delay, and

retransmission control manages packet or stream transmissions.

e For the application layer, distributed disconnection and reconnection

management with peer-to-peer applications.

Nevertheless the complexity of the wireless environment is in conflict with the growing
demand for capacity and new applications from the ambitioned visionaries. The
question of whether WANET can provide an acceptable level of channel capacity, even
in the presence of a large number of nodes in the network, and furthermore, how large

can WANET grow has become an ever more challenging task.
1.2 Scope of this research

This thesis examines research carried out on a Distributed Interference Impact Probing

(DIIP) strategy, based on a cross layer routing protocol that is designed and developed
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with an aggregation of techniques, for partially overcoming the scalability problem in
multi-hop WANET.

The first objective of this research is to develop a deep and thorough understanding of
the technologies and issues associated with the interference, relaying, overhead impact,
protocol design (i.e. routing, MAC, physical layer sensing etc.) and system scalability,

which has resulted in development of a unique Distributed Interference Impact Probing

(DIIP) architecture through a comprehensive literature review.

The follow on work is focused on designing, developing and improving the Minimum

Impact Routing (MIR) protocol, which uses an original approach of DIIP that is

dedicated to minimizing the co-channel interference impact, and utilises the outcome of
DIIP as a routing criteria. MIR tackles the scalability problem from a network layer
perspective, optimizing the spatial reuse, and therefore enhancing he WANET system
capacity and user population in terms of maximizing the total number of simultaneous

transmitting nodes in the network. There is a more detailed discussion and proof of this

in later chapters.

MIR 1s improved with a range of dynamic techniques to enhance its adaptability in

WANET. The following improvements are made throughout each stage of research:

o Stage one is to modify the primitive reactive MIR routing to a hierarchical type
of routing operation. The major changes include: adaptation of Next Forwarding
Nodes (NFN) for a Controlled Flooding; Local Communication Group (LCG)
clustering for Dynamic Topology Control (DTC). This resulted in the original
adaptive MIR.

e Stage two is the integration of an adaptive MAC protocol, Busy Tone Multiple
Access, which 1s particularly beneficial in providing a reduction in control
traffic (in other words with no Request and Acknowledgement packets), and

solving hidden terminal problems during the transmission.

o Stage three is to integrate the Variable Transmit Power in connection with the
DIIP measure, which is a unique and origtnal contribution, and allows wireless

nodes to dynamically adjust their transmit power based on the surrounding node
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density while forming the LCG. This resulted in a MIR-VTP protocol published
at an international conference, WPMC, in sep 2004 [17, 33, 36, 37].

e Stage four is the further upgrading of the MIR-VTP (i1.e. MIR with Variable-
Transmit Power) to operate in a unidirectional environment where asymmetrical
links are studied and simulated. The result of this study was the novel MIR-VA
(i.e. MIR with Variable-transmit-power plus Asymmetrical-routing) protocol,
which uses a unique asymmetrical transmitting of the routing control packets to
achieve the asymmetrical routing. This resulted in a contribution to the routing

model in a European research project called NEWCOM, and another
international publication in WiCOM Oct 2006, which describes the spatial reuse

theory based on a concept called Time Sequenced Interference Region (TSIR).

The final analysis of the complex simulation results, collected from those simulation
models composed in early stages, had an inspiring consequence in deriving the findings
conclude later. It triggered the derivation and development of an original WANET

system capacity model, and a new series of innovative WANET system capacity

enhancement strategies.

1.3 Structure of the Thesis

This thesis explores different aspects associated with research conducted on reducing
the scalability problem in WANET, using a DIIP mechanism. This research results in a
new family of MIR metrics, which incorporate DIIP, LCG, variable transmit power,
and asymmetrical routing. The MIR routing algorithm is a cross layer aggregation

developed in order to achieve high system user population, and is extended from

previous mathematical analysis [3, 16, 18, 20, 21, 45].

Chapter 2 reviews the challenging issues and technologies that are essentially
associated with effective routing strategies which are aimed at enhancing the system
capacity and reducing or eliminating the scalability problem in WANET. Some
influential factors such as WANET features and challenges; transmit power control;

multiple access techniques; routing challenges; and system level considerations are

included.



Chapter 1 Introduction

Chapter 3 provides an overview of issues associated with WANET routing. A
comprehensive literature review of related areas is presented, in terms of routing
environment and routing algorithms, in order to have a deep and thorough
understanding of technologies and issues associated with interference environment and
impact, protocol design (i.e. routing, MAC, physical layer sensing etc.), system
capacity, and related techniques, used in the development of a unique Distributed
Interference Impact Probing (DIIP) architecture, in which these factors are incorporated

by a novel routing algorithm, Minimum Impact Routing (MIR), aimed at enhancing
system scalability in WANET.

Chapter 4 introduces the modelling methodology, statistical result collection and
measurement, and the validation and evaluation methodology. Among these are a brief

review of the simulation tool (i.e. OPNET), the different means of design, simulation,

result collecting, and result evaluation.

Chapter 5 1s dedicated to the analysis of system performance, and identifies the
interconnections of multiple influencing factors in system operation. This analysis 1is
lead by the three important trade-off relationships. Some analysis is based on the

abstractive assumptions to simplify the situation, and this is supported with a series
MATLAB simulation results.

Chapter 6 presents a description of a novel MIR protocol, as well as some related
aspects. The interference impact is firstly quantified using a Disturbed Node (DN)
concept, then a DIIP mechanism is developed to measure such impact using DN,
which reflect the local interference impact, and define a Local Communication Group
(LCG) with a constrained interference impact region. The routing decision 1s made
using a measure of accumulated DNs along a path, as the criteria to calculate a shortest
path between two nodes. In order to study the performance of MIR, a 32-node
simulation model is developed, with three basic topology scenario. The simulation
results are analysed from a network layer perspective, and verified. This stage of
development resulted in an international publication.

Chapter 7 introduces the later improvement of MIR, the more mature MIR-VTP

protocol, with details of essential theories and techniques such as: variable transmit

7
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power, spatial reuse theory, asymmetrical routing strategy, path capacity derivation
based on the time sequenced interference impact region concept, and consequently the
network user capacity derivation. This section also provides a description of a series of
simulations conducted using an improved model, under different network topologies
and scenario configurations, using different routing algorithms. The resulting analysis
reviews the adaptive routing algorithm such as MIR-VA, which incorporates the
interference impact evaluation and balancing into the routing operation, resulting in
increased system scalability, under optimal local interference impact threshold that is
measured 1n disturbed nodes. In which case, this extended the capacity boundary
defined by Gupta and Kumar in [20], and the mathematical analysis of capacity region
by Toumpis and Goldsmith, uses variable transmit power and interference cancellation.
The theory of MIR-VA is then verified using simulation result analysis and evaluation.

This stage of research resulted in another international publication.

Further more, a 60-node WANET model is developed using OPNET in order to
simulate and evaluate the centralized or distributed type of network control scenario,

with the variation of single-hop or multihop transmissions, with or without spatial

reuse, based on a random topology.

Chapter 8 presents the possible future extension of the current research. This includes
the improvement of the current unified channel capacity assumption; diversity of

interference impact measuring; improvement of distributed MAC schemes; extended

study of the complex network scenarios, such as multiple random network coexistence;

and the extended capacity analysis for Frequency, Time, and Code Division Multiple
Access (F/T/CDMA) systems.

This is followed by the overall summary and conclusion in chapter 9.
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2.1 Introduction

This chapter presents a literature review of the key issues that influence the system

capacity and behaviour of a Wireless Ad Hoc Network (WANET). The distinctive
features of WANET provoke the technological challenges in physical characteristics

management, power control, contention control, routing, spatial reuse, system level,

and other higher layer function design.

Early research on WANET can be traced back to the 1970s, when it focused on
providing low data rate packet switched wireless communication networking for

military applications. It was only after the cellular systems successfully delivered high

9



Chapter 2 Literature Review

system scalability, in terms of user populations of a system, with a frequency reuse
technique implemented in cellular structures in the 1980s; and the Wireless LAN
(WLAN) demonstrated the feasibility of Ethernet type high channel capacity (i.e. high
data rate assigned to each user) for mobile computing in the 1990s, that global interest
in WANET re-emerged. The technological development of cellular networks, WLAN,
and Bluetooth, enables much higher data rate communication from small wireless

terminals, such as mobile phones, laptops and Bluetooth devices, to support a large

amount of users with centralized control mechanisms.

The question that remains unsolved is: Can we develop a high channel and system
capacity for WANET by adapting and improving technologies utilized in conventional
wireless communication networks, such as cellular, WLAN, Bluetooth etc, to support
infrastructureless high data rate mobile communications with high user population? In
terms of channel capacity, WLAN can provide higher data rates in contrast to cellular
networks, due to the use of high transmission frequency, and relying on the centralized

control at a stationary access point that is connected to the fixed infrastructure.

However WLAN cannot support the same user population as a cellular network, due to
the uncoordinated frequency reuse planning between WLAN access points. On the
contrary, cellular networks can support high system user populations with the
frequency reuse mechanism carefully organized between stationary base stations. This
chapter discusses the interrelationship of key factors and technologies for conventional
wireless systems, later discussed in detail in chapter 5 in order to understand their

impact on solving the scalability problem in WANET, and proposing an innovative

routing mechanism for WANET.

10
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2.2 Wireless Ad Hoc Networking

The trend of future communication networks is to combine conventional cable or
wireless systems with Internet or future generation networks (e.g. 4G or Universal
Telecommunication Systems UMTS). The major difference between WANET and
other wireless systems 1s the capability of operating independently without the support
of a fixed infrastructure. Accelerating WANET research in recent years has generated

numerous potential application proposals, and consequently more challenges are

realized. This section outlines the advantages and potential applications, together with

the disadvantages and challenges of WANET.,

According to the coverage areas, modern wireless communication systems can be

broadly divided into four categories[12]:

o Wireless Body Area Networks (WBANS), i.e. wearable devices or components
distributed on a body, interconnected using Bluetooth or infrared technology.

o Wireless Personal Area Networks (WPAN5), i.e. wireless devices carried by a
person interconnected with other mobile or stationary devices in the
environment around a person.

o Wireless Local Area Networks (WLANSs), i.e. wireless mobile or stationary
devices interconnected in home or office with a communication range of, in a
single or a cluster of buildings, up to S00 meters.

e Wireless Wide Area Networks (WWANSs), i.e. widely distributed wireless

devices across an area in the order of kilometres, such as urban areas, or

villages.

Figure 1 shows the coverage region, interconnection and comparison between cable-
based modern wireless and future integrated systems. In terms of existing or under

development standards utilizing these networks, WBAN and WPAN are small area

11
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networks for wearable computers or Bluetooth devices, using communication standards
such as Bluetooth (IEEE 802.15); WLAN is the most popular for mobile computing
using IEEE 802.11 (also know as WiFi) standards. WWAN covers larger areas and is
aimed at using standards under development such as IEEE 802.15.5 (Mesh network),
IEEE 802.16 (also known as WIMAX) for urban areas, the countryside, and even

between countries.

Cable Networks with
Cable links

Wireless Networks with

Wireless links Global wide
Internet
4G

)
\WBAN : 100~500
) WPAN | m
E—..: WLAN ~kms
e . WWAN

Figure 1 Type of Network and Coverage [12]

2.2.1 Centralized vs. Distributed Control

The distributed control is one of the fundamental differences between WANET and
other wireless communication systems that use centralized controls. As a conceptual
network, WANET provide means of use that can be deployed in any type of
conventional networks (1.e. WBAN, WPAN, WLAN, and WWAN). However the
technologies used in WANET are distributed type controls, whereas existing system
standards for WBAN, WPAN, WLAN, and WWAN are more or less based on

centralized controls.

12
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Centralized control operations are conducted and coordinated by a central location, e.g.

base stations of a cellular or early radio network; an access point of Wireless LAN, or

master devices of Bluetooth piconets.

Distributed control operations on the contrary, are used by the user terminals, i.e.

mobile or stationary wireless terminals or devices. This gives WANET great

advantages, such as highly flexible structure and configuration, fast and easy
deployment, and low cost implementation etc., for potential applications. However

these existing application opportunities also pose significant technical challenges,

which involve cross layer design and finite-capacity resource (e.g. spectrum, spatial,

and energy etc) management.

2.2.2 Advantages and Applications of WANET

The visionary pioneers proposed applications of WANET covering a wide range of

aspects In our society associated with daily life. Without the burden of fixed

infrastructure, WANET could overcome many limitations that are inhibited in
conventional communication networks. Military applications initiated the WANET
research in order to design and implement autonomous networks that interconnect
personnel, battle vehicles, ships, and aircraft distributed in the battlefield or operating
areas; sensors deployed in hazardous or monitoring regions for information gathering.
Civilian applicatioﬁs of WANETS cover a wide range of daily utilizations, for example:
o Environment monitoring systems, 1.e. sensors scattered in buildings located
within earthquake or regions at high risk of hazard and natural disaster; nuclear,
industrial or chemically polluted areas monitoring; wildlife research tracking

and monitoring; constantly monitoring climate, temperature, and other

environmental changes etc.

o Commercial WANETSs, 1.e. ubiquitous computing for the home and temporary

offices; automobile or traffic networks along the motorways; indoor or outdoor

wireless gaming; wireless extension of the internet; industrial property tracking;

13
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farming; storage; retail item tagging; intelligent buildings; medical networks
etc.

e Public authority applications, i.e. police patrol; home and building security
monitoring; traffic control; bailed criminal monitoring; crime watch; facility
usage statistics; disaster and emergency relief etc.

o Research and scientific utilizations, i.e. educational networks for academic
study, medical research, remote teaching, and outdoor scientific research;

undersea operations and investigations; space exploration etc.

WANET provides anytime and anywhere applications under circumstances such as:

where a cable network is either impractical or not reliable; locations that are beyond
reach; environments where it is dangerous for the presence of humans; highly random

network structures etc. The numerous potential applications have put WANET in a vital

position in future integrated networks.

2.2.3 Disadvantages and Challenges of WANET

Researchers must overcome many challenges before the wide deployment of WANET

is a reality, due to the three inherent disadvantageous features of WANET:

e the broadcast nature of communication in complex wireless environment;
o the lack of support of the fixed infrastructure;

¢ the limited resource;

Table 1 shows the broadly summarised interconnection between features of WANET,
the challenges that these features pose, and the related issues in relation to the different

functional layers.

14



1 MITAY eI 7 ddey)

(s 13)deyd ur [1e)ap dJow) SI3KE| [RUOI}IUNJ 0) UOIIE[II Ul POYIIA PAISIBIng pue sYse [ ‘sadudjjey) USIsa( I3ALT $S0ID) 3Y) JO MIAIAIIAQ [ dqeL

(sisau sig ul reysp Ul passnosip

Buisuag wnnoadg :Gpom ainny) jou) Juawabeuepy wngoadg :(1ake] sso1)) (AQnqgeeds) Asushyg wngoads

331n0SY

(1D0D) 103uU0) AllenD yur (sisay} siy} ul jlejsp ul passnosip

PauIBI)SN

JOU) UONBAISSUOY) JOMOd :(19AET-5S01D) (uoeAIaSUO)) Jamod) Aousio 3] ABieu]

panaLsia ((Dda) 1o[ue) Jamod painquisia {(AHd)

(Aigeleos) Asusioy3 jegeds

Bunnoy-q + DYW-a + 2dad (13N +OVIN+ AHJ) asnay lenedg :(1ahe-ssoi))

(919 HUNNOI {IBOWILIASY

pue ‘[edgolelaiH ‘aAoeay ‘aAnIeold "679) S|

(uondouuo)

yury ur Aqixdg)

bunnoy painqLasiq (018 Buusisnp) ‘syexoed sjepdn | [edujawWASY JOAO joquod Bugnoy psinguysiq

|edipouad -69) joguo) AGojodo) paingusiq (13N) ‘jogquo) Abojodoy paynquysia :(13N)

(VWSD-Q) loauo)
ainjnajsejuj

Jo o]

Abojodo] Jiweuiqg

$S300Y a|dnn buisueg Jawe) panquystq (Ovin) loguo) ssaddy adyinpy paInqusia (QviN)

(DdQq 6°8) Jamod jwsuel] suonoun-4

9|qeueA asn [04uo) eouasapsiul panqusta :(AHJ) loauoa) adualapeiul panquysia {(AHd) joquo) pue BuppomieN painquysig

(Buljjod "6°9) 8v14-uoudUOY) JO[JUOD $S300Y aidnIny SUOIS]||00

2InjeN jsedpeorg
{VYWSD ‘Y198 "06'8) paeseg-uojuajuo) (DY) {JOUOD UOISIIOD pue uoRuAUCY (DY) pUB UonUBUOI SS30TY B|dRINW :(asnay

(100) 104u0) Aend Jun [eneds % AIARDSUUCD) aouslapajul

Interference-Based Controls and Multiple Access Control (Centralized versus Distributed)

Connectivity Scalability and Spatial Reuse (Connectivity versus Scalability )
Relaying Delays, Controls Overhead (Single Hop versus Multi-hop Routing)

panguistq (DdQ) 1ouod Jamod panquastq (AHJ) UNS 8jenbape aAaIyay :(AHJ) [suueyo Jusoelpe @ jpuueyd-09

saamed] LANVA

SIJO-9pe1]L pue sddudjey,) pasod

SPOYIIAI pIje[ad Sunnoy SYSe L pajejal sunnoy




Chapter 2 Literature Review

2.2.3.1 Broadcast Nature of WANET

WANET inherited the broadcast nature of conventional wireless networks. The highly
complex wireless environment creates adjacent and co-channel interference demanding
efficient multiple access and contention control, and the restricted spectrum and spatial
resources together concerns WANET development deeply. In such an environment,
both the adjacent channel (1.e. neighbouring frequency channels used by different users)
and the co-channel (i.e. the same frequency channel used by different users)
interference will result in negative effects (e.g. noise and collisions) to the
communication. Consequently this results in a reduction of the channel capacity for
each user, and reduces system user population for the whole network. Interference from

a co-channel node in the same region may cause transmission collisions that eventually

make wireless communication impractical [1, 12, 13, 42].

In terms of spatial reuse, the interfering nature of broadcasting wireless systems needs
careful spacing of interference sources to make sure the two co-channel transmitting
nodes are spatially separated, so that they do not become a source of interference for
each other. In cellular networks spatial reuse is often implemented by using a frequency
reuse mechanism, which carefully spaces the co-channel cells in a cellular structure[27,
42]. In WLAN a master node can use a frequency hopping spread spectrum (FHSS)
technique to poll all wireless users (slaves), which employs contention-free services
inside each single cell, in this case spatially separating the co-channel interference[l,
11-14]. WLAN also supports contention-based communications using Direct Sequence
Spread Spectrum (DSSS, which is also known as CDMA), however this type of
transmission poses side effects problems such as the Near-far problem also known as
the capture effect [13, 46-49]. This requires a distributed power control scheme to
prevent the stronger transmitter from capturing a receiver whilst other weaker

transmitters are also trying to communicate with the same receiver. This problem will

be discussed in further detail in the next section.

In a contention-based wireless network, without an efficient contention control for
collision detection and a spatial reuse mechanism, the co-channel interference can
seriously damage WANET system and user capacity. In conventional wireless systems,
such as cellular networks and WLAN, contention control was implemented using

Multiple Access Control (MAC) protocols with a collision detection function called
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Carrier Sense Multiple Access with a Collision Detection / Avoidance (CSMA-CD/CA)
[42, 43].

2.2.3.2 Lack of Infrastructure
The lack of support of a fixed infrastructure in WANET gives it flexibility for

deployment and mobility, but it also poses challenges such as distributed controls and

dynamic topology. There 1s no centralized control from a base station or similar central

locations, which means the burden of conventional centralized control (e.g. routing,
flow, congestion, contention, channel] characteristics, transmit power control etc.) of a
base-station, router or bridge, now has to be shared by end-users in a distributed
manner. In terms of routing, the fast changing network configuration due to the node
movement, and nodes joining and leaving the network, yields changes in the network
topology. These topology changes trigger frequent route or topology updates that
generate massive route control overheads, which have a negative effect on network
traffic. Also because of the lack of central control, members of WANET have to

cooperate with each other to coordinate and relay traffic, and allocate valuable resources

etc.

2.2.3.3 Restricted Resources

WANET has limited resources, such as bandwidth and energy. Members of WANET
are most likely to be battery powered wireless terminals, which means they have a
limited power source to operate in a limited lifetime. Energy and spectrum efficiency
are two essential aspects that need to be considered in a WANET system and protocol

design, so that the system can carry out energy and spectrum efficient operations. A

variety of methods have been proposed for energy conservation and spectrum
etficiency. In system design, the total energy consumption has been concluded as the

sum of computation and communication energy consumption [10].

Numerous power control, modulation and coding, and quality of service mechanisms
have been proposed for high efficiency system design[1, 2, 4, 10, 25, 26, 38, 40, 41, 50-
59]. In protocol design, power aware and spectrum efficient routing and MAC protocols
are proposed with the consideration of energy conservation and spectrum utilization
efficiency [2, 4, 8, 9, 52-54, 60]. The WANET has an unique characteristics of requires

nodes to cooperate with each other, and relay traffic on behalf of others.
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This unavoidable duty of relaying consumes both energy and spectrum in the network,
therefore the nature of relaying needs to be carefully studied and organized to ensure

fair share of relay burden, and diverting traffic to prevent congestion is essential.

In order to analyse WANET pertormance, one needs to abstract out the essential
aspects that governs the performance of the system. This is a complex and challenging
task since such analysis must take into account the interactions between challenging
problems that are associated with the three essential system functional layers, which are
broadly classified as the Physical layer, the Media Access Control (MAC) layer, and the
Network layer. The Physical layer deals with channel characteristics such as the use of
variable transmit power to adjust signal strength to ensure appropriate Signal to
Interference and Noise Ratio (SINR). The MAC layer takes care of contention controls

during the communication. The network layer handles addressing and routing, which

ensures the network connectivity and topology control.
2.3 Physical Layer

In telecommunication, the FM capture effect is a phenomenon associated with FM
reception in which only the stronger of two signals at, or near, the same frequency will
be demodulated, when the weaker signal at the receiver is not amplified, but attenuated
and suppressed. For a nearly equal 1n strength, and independently fading signal, the FM
transmitter will cut in and out as 1t nears the capture threshold of the receiver, this is so
called picket fencing. Theretore some applications chose to use AM radio instead, since
in digital modulation schemes, i1t has been shown that OOK/ASK systems are more

capable in co-channel rejection than FSK systems.[42, 43]

Figure 2 Near- Far problem [13, 42-44|
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The other devastating effect in wireless communication systems is the Near Far, or
Hearability problem. In CDMA systems, if two simultaneous transmitting nodes (i.e.
one nearer, one farther) use equal transmit power that shares a common receiver, then
the receiver will receive, due to inverse square law, higher power from the nearer
transmitter than the farther one. The Signal-to-Noise-Ratio (SNR) for the farther
transmitter 1s much lower so its signal may not be detectable by the receiver, hence it
may as well not to transmit. This has effectively closed the communication channel.
This problem i1s commonly solved by exhibiting physical layer Power Control i.e.
dynamically adjusting the transmitter’s output power, so that the closer transmitter uses
less power the SNR from both transmitters is roughly the same at the receiver.

Sometimes this has a significant impact on prolonging battery life. Figure 2 illustrates

the principle of this phenomenon.
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Figure 3 Improve Spatial Reuse by allowing simultaneous transmission [42, 43]

Power Control is an important technique that improves signal quality, energy
conservation, and interference reduction. In cellular systems, base-stations constantly
control the power levels transmitted by each terminal within its service coverage area,
so that each terminal transmits at the smallest power level necessary to maintain usable

SNR or signal quality, prolonging their battery life, and at the same time reducing the
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interference between transmitting nodes to an acceptable level. Base stations rapidly
sample the radio signal strength level from each user terminal. If a user’s SNR level is

above a threshold, i.e. signal strength too high, it will reduce its transmitting power

level.

In distributed systems, power control also provides high spatial reuse efficiency by
allowing more simultaneous transmissions. Figure 3 demonstrates a distributed system

power control, in which the reduction of transmit power level enables multiple

simultaneous transmissions in the network.

The drawback of power control is the variation in wireless links may result in
weakened connectivity, due to reduced signal strength, and the Power Control Run
Away situation. The Power Control Run Away is a process which occurs when the
nearer transmitter raises output power to improve its SNR in a high-noise situation, in
which case it forces the farther transmitter to raise output to maintain good SNR. Other
neighbours react to this raising noise floor by increasing their transmit power
accordingly, since the signal of one transmitter is noise to the others. Eventually the

farther transmitter unable to match the increasing noise floor and maintain a usable

SNR, drops out from the network. This principle explains why the service quality of a

system could degrades significantly when the traffic load increase.

The power control, link quality variation, dynamic network topology, control
overheads, and tratfic intensity are important factors for the performance of a wireless
system. In some cases it is arguable that using a longer or shorter link length will be
more beneficial to connectivity, transmission success rate, less relays, energy
conservation, and overheads reduction [10]. However short link length may improve
spatial reuse by allowing more simultaneous transmission, which is a desirable feature

in terms of supporting more users in a distributed wireless system like WANET. These

issues are further discussed in chapter 5 in more detail.
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2.4 MAC Layer

Contention control is the main function of Media Access Control (MAC) layer in the
traditional Open System Interconnection (OSI) reference model. In a contention-based
communication network, transmitters of a user terminal compete with other co-channel
nodes. In this process, without any contention control, simultaneous transmissions
competing for the same receiver will most likely result in collisions at the receiving
end. This is also known as the hidden terminal problem, which in conventional
centralised wireless systems, is dealt with by the MAC scheme, such as Carrier Sense

Multiple Access with a Collision Detection / Collision Avoidance (CSMA-CD/CA).

Figure 4 (a) demonstrates the scenario where both transmitters, Ty and Tj, are trying to
communicate with the same receiver T,, but remain hidden from each other. The
simultaneous transmission for these two transmitters will collide at R, as the result of

lack of contention control.

Figure 4 (b) shows the CSMA uses Request To Send (RTS) and Clear To Send (CTS)
dialogue to organize the transmission sequence of the pair of competing transmitters.

When T3 overhears the CTS message for T;, with the time required for the
communication, T3 will remain silent for the period of time that Ty and T, are

communicating, and retry its RTS message after the communication[42, 43].

Collision

Figure 4 Hidden Terminal Problem

(a) Hidden Terminals T1 and T3 Collide at T2 (b) RTS-CTS dialogue between T1 and T2
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Another way of solving the collision problem is to use a contention-free multiple access
scheme, called polling[43, 44, 46, 51, 61-65]. In this case, wireless terminals get
regular questioning from the central controller, asking if they have any data to send.
The central controller then polls in sequence all wireless terminals within its coverage

areca. The IEEE 802.15 Bluetooth standard uses this mechanism as its contention

control.

A master node polls all slave nodes within the same Piconet cell, and allows multiple
access to take place in turns. IEEE 802.11 WLAN uses a Point Coordination Function
(PCF), which is similar to a polling system, for the contention-free traffic, and a
Distributed Coordination Function (DCF), which is a CSMA-CA MAC protocol for
contention-based type of traffic coming through each access point [12, 13, 42].

Contention based
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Figure § Multiple Access Control Schemes

(a) Polling in Bluetooth (b) IEEE 802.11 WLAN Point Coordination Function -PCF and
Distributed Coordination Function-DCF

Figure 5 (a) shows a simple polling mechanism, where (b) shows the MAC layer
mechanism of IEEE 802.11 WLAN. Both of above described methods can effectively
solve the collision problem in a contention-based wireless, however WANET cannot

directly adapt these conventional contention control schemes due to their lack of
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centralised control nature. Therefore further study on the conversion of contention

control schemes is an important issue for WANET implementation.
2.5 Network Layer

Routing is the premier task of the network layer for determining the best route between

two points in a network, and i1s the most fundamental research issue in WANET. The

main function of routing is to learn existing destinations, and establish connections
between source and destination for later relaying or initiating data traffic. The

distinctive feature of WANET has redefined the characteristics for routing algorithm

and protocol design.

The fundamental difference between conventional routing and routing in WANET is
that conventional system uses centralised routing operating in a stationary central
location, such as routers or base-stations, whereas WANET routing operates in a
distributed manner carried out by each user terminal, which is possibly mobile [1, 2,
12, 13, 42]. Stale or duplicated packets in the network could cause the network traffic

overflow. A sequence number in conjunction with a packet lifetime could be used to

prevent the stale packet travelling in the network being duplicated endlessly [66]. Table

2 shows the broadly classified types of routing that appear in sequence.

Conventional centralized routing collects and maintains routing information (e.g.
topology, route cost, updates etc) at a centralized location (e.g. router, hub, or a base
station), and interconnected these stations to form a larger network. The routing
information updates are broadcast to all these stations, so that each station will
determine one (or multiple) best path to reach other remote stations, and record this
path in the entries of its own routing table. The routing table is usually constructed
using a routing matrix, which consists of a row index and a column index that represent
the known source and destination nodes accordingly. Each source node is indexed by a

row of destination nodes, each has an entry, which records a next/first relay node

towards that destination.
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Routing Advantages Disadvantages

Types

Insensitive to the network condition
path: simple method use unchanged / | changes. Failure on central stations or
estimated routing information. Hence | any links result in severe network

low latency. Simple static routing | breakdowns.
tables with low latency.

Static routing:. Dijkstra’'s /Shortest

Centralised
Routing

Adaptive routing:.

High latency, high overhead.
Bellman Ford/Distance  Vector:

Routing decision made reflects
network changes dynamically.

Proactive: lower latency since routing | high routing overhead for maintain
information are proactively updated routing information update.
Reactive: low routing overhead due | High latency caused by node-by-node

to the less frequent routing acquisition | update propagations. Poor scalability

from the source, which also means | since overhead mount up as the
higher spectrum efficiency.

Distributed
Routing

number of nodes increases.

Hierarchical: lower latency in long | The combination of proactive and
distance routing, lower routing

reactive type of routing iIn a

overhead in large networks hierarchical structure is complex to

implement.

Table 2 Types of Routing

Routing algorithms used for routing in conventional systems can be broadly classified
as static and adaptive routing algorithms [66]. Static routing algorithms, e.g. the
optimal principle, Dijkstra algorithm [66] also known as shortest path or forward search
routing algorithm, perform well as long as the network status does not change. Routing
information is gathered in the network before sending any data, hence this type of
routing has lower latency[66]. The drawback of these types of algorithms is that once

the route table is determined, it does not change in response to network changes.

Adaptive routing algorithms allow a station or a node to respond to network changes
and update its routing tables accordingly. However they are slow when the size of the
network grows. The Bellman Ford algorithm [66], also known as the distance vector or
backward search algorithm, was initially developed for centralised systems, and later

evolved into a distributed version for service points that is connected to a fixed

24




Chapter 2 Literature Review

infrastructure [66]. In this kind of system, every station learns route information only

from its neighbours, and works in reverse order as listed below:

. Each node calculates the distances between itself and all its neighbours, and

then stores this information in its routing table.

. Each node sends its table to all neighbouring nodes.

. When a node receives distance tables from its neighbours, it calculates the
shortest routes to all other nodes and updates its own table to reflect any changes.

In contrast, WANET uses distributed routing, everything that centralised routing does
in conventional wireless systems, e.g. gather routing information, to determines the best
routes, construct routing tables etc, is executed in WANET independently at the
terminals instead of at the central stations[66]. Initially each node only exchanges
information with its neighbours. These neighbours then propagate the known route
information to their neighbours, and gradually all remote nodes can learn about further
away destinations by receiving node-by-node propagated routing information. By
adding its own cost to reach a known neighbour to the cost from the neighbour to the
remote destination, it can calculate the cost to reach any remote destination, and it

constructs i1ts own routing table with a record of the best route and the cost to reach

these destinations. The main disadvantage of this mechanism is:

. It has low scalability, due to the fact that routing overheads mount up as the

total number of nodes in the network increases.

o Slow updates on network topology changes, due to the node-by-node
information spreading.
. It may trigger a deadlock called count-to-infinity (i.e. a broken link to an

unreachable node may cause the rest of the nodes to gradually increase their estimates

to reach the unreachable nodes using information from their neighbours)

Depending on how their routing tables are constructed, distributed routing algorithms
proposed for WANET can be roughly classified into three fundamental categories: the
proactive or table driven routing algorithms, the reactive or source initiate on-demand
routing algorithms, and the hierarchical routing. [2, 6, 8, 9, 11, 13, 15, 29, 33, 36, 67-
70]
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The proactive, known as table-driven, distributed routing algorithms are similar to the
static routing algorithms, in that they constantly maintain routing information, and
routes are selected and stored even before they are needed. The advantage of proactive
algorithms is that they have shorter initial route discovery delay, and select a route from
the routing table without initial route discovery each time. The drawback of proactive

algorithms is additional routing control traffic, which means each router wastes

bandwidth to maintain routes even when 1t 1s not in use.

The reactive, also called source-initiated on-demand distributed routing algorithms,
activates a route discovery procedure by the source node, and the routing tables do not
maintain routes to all destination nodes all the time. The established routes are
maintained until the destination becomes inaccessible via every path or the route is no
longer required. The advantage of on-demand routing algorithms is that the bandwidth
consumption to maintain the routing table in each node is far less than with table driven
algorithms, and it is loop free. The drawback of reactive algorithms is the longer initial

route discovery delay, and low scalability due to the routing overhead expended as the

number of nodes in the network increases.

The hierarchical routing algorithms are based on the concept of a cluster-based
hierarchical network structure, in which all nodes are grouped into a set of clusters. A
cluster head is responsible for scheduling transmissions and resource allocation
between one or more peripheral nodes within the same cluster. A cluster head then uses
proactive routing to manage communication within the cluster, and uses reactive
routing to communicate with nodes in the far distance. The advantage of hierarchical
routing is the reduced routing overhead for long distance communication, and shorter
latency for short distance communications. However, this type of routing algorithm 1is

more complicated to implement. Chapter 3 discusses the distributed algorithms for
WANET routing in more detail.

2.6 System Level

The core issue of this research is to eliminate the combination impact of interference

from system level, and improve system scalability by improving spatial reuse, which
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has a similar objective for frequency reuse in a cellular structure in conventional
wireless systems. Early mobile communication networks, e.g. the United States Bell
mobile phone system developed in the 1970s, used a high power transmitter broadcast,
with an antenna mounted on a high tower to achieve a large coverage area. This

resulted in very low spectrum efficiency and user capacity of approximately twelve

simultaneous calls over a thousand square miles, due to the fact that the frequency

channel cannot be reused in the same area.

Instead of use a single high power transmitter, the later cellular systems (e.g. GSM) use
multiple lower power transmitters, where each one only manages a portion of the total
number of channels available to the entire system. Neighbouring base-stations are
assigned a different set of channels, so that all available channels are assigned to a
cluster of (e.g. 3, 5, 7 etc) neighbouring cells. This is achieved by systematically
spacing the co-channel cells, and repeating this cluster as many times as necessary to
cover a large area. In this case a cellular system can achieve high user capacity, up to

thousands of users, by carefully organizing the same set of frequency channels to be

reused at a safe distance.
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Figure 6 (a) and (b), shows the coverage area and the transmission radius differences
between the early mobile systems and the later cellular systems, frequency reuse in the
cellular structure with centralised control solves the scalability problem in a centralised
system. However, this mechanism cannot be directly adapted in WANET, due to its
highly integrated system structure. The challenge raised here is: can WANET develop a

similar mechanism to provide high spatial and frequency reuse? More discussion about

this issue will be presented in chapters 7 and 8.

2.7 Conclusion

This chapter has provided a literature review of the fundamentally relevant technical

issues associated with the scalability problem for WANET capacity enhancement. The
peculiar nature of WANET has influential impact on both the identified application

potential and associated technological challenges. WANET is fundamentally different
from previous wireless communication systems, and it has to deal with interference
differently in an infrastructureless wireless transmission environment, with resource

constrains. These are the sources of all WANET technological challenges.

The infrastructureless structure of WANET requires distributed control, meaning
functions of a central location in a conventional wireless system now have to be
performed by wireless terminals. The dynamically changing link and network
characteristic demands a higher degree of inter-terminal cooperation and organization.
The limited resources, e.g. energy and power, have to be allocated and shared fairly
with higher efficiency. Most importantly, as the radiation radius of each wireless
controlling unit becomes shorter, the burdens of relaying and scheduling have made the

user population of a system even more difficult to scale, hence the low scalability.

Power control schemes of the physical layer, can improve energy conservation, reduce
interference, increasing the number of simultaneous transmissions, and consequently
improve the user capacity of a system by improving spatial reuse. Contention control
algorithms of MAC layer, such as CSMA-CA/D, spread spectrum access (e.g. FHSS,
DSSS/CDMA), and polling, are proven capable of resolving collisions in a contention

based wireless environment that is shared by all wireless terminals. Distributed routing
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algorithms, with the capability of managing dynamic network status, can establish the

robust connection that a system needs for various types of traffic.

The foundation of this research is a distributed routing algorithm, incorporating a
unique Distributed Interference Impact Probing (DIIP) technique, collaborating with
power control and dynamic topology control, to control collision and contention in a
WANET environment. This combination of a set of beneficial technologies, indexed by
a DIIP mechanism is aimed at enabling the system to achieve higher capacity. This

mechanism will be further discussed with more detailed analysis in chapter 5.
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3.1 Introduction

Routing is often referred to as a two part process: one is identifying the existence of the
destination nodes (called Addressing), used for exchanging local topology information
for establishing and maintaining optimal connections between two communication
points (also called Topology Control); the other is to construct a routing table in each
router (called Route Discovery), which looks up a path from this routing table to direct
outgoing traffic to determine the next-hop router (called Routing). Routing protocol is

the recognized standard of algorithm support by all subsystems that share the same
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standard, e.g. the Routing Information Protocol (RIP) [34] and the Open Shortest Path
First (OSPF) [71] routing protocol etc.

This chapter presents an overview of routing, in two major sections: the routing
environment (relevant limitations, challenges), and a summary of representative routing
algorithms. Each communication network can be considered as constructed by many
routers, which are interconnected by links with a function of initiating or processing

traffic. Each router in the following article, without a specific explanation, is referred to

as a node in the network topology. Routing is a network layer responsibility as

illustrated in Figure 7, in context of the OSI reference model [22].

The general goal for developing a distributed routing algorithm for WANET is: identify
the wireless nodes, establish a network connection in a dynamically changing topology,
and frequently update their routing table for possible changes of existing connections.
The challenges for achieving such an objective include minimizing routing control
overheads, reducing the route initiate latency, maximizing the network capacity, and
improving the routing efficiency, in a distributed manner. In order to achieve this goal,

the WANET routing algorithm design should consider various factors in the complex

wireless operating environment, as well as the distributed inter-node cooperation

mechanism.

Routing algorithms are characterised by the way they obtain routing information to
form the routing table or their route selection criteria. In communication systems with
centralised controls, routing algorithms can be classified into two categories: static/non-
adaptive and dynamic/adaptive. Static algorithms make a routing decision not based on
the most up-to-date network status measurements, e.g. traffic or topology, and do not
reflect network changes. The simple routing algorithms such as shortest path routing,
flooding and flow-based routing algorithms are in this group. Adaptive algorithms, on
the contrary, make routing decisions referring to up-to-date network changes. Distance

Vector Routing (DVR), link state routing algorithms, and numerous centralized routing

algorithms derived from them belong to this category.
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Distributed routing algorithms can be summarised, depending on how their routing

table 1s constructed, into three basic classes: proactive/table driven, reactive/source

Initiate on-demand, and hierarchical/hybrid.

This chapter will first introduce the routing environment, which includes key elements
(e.g. radio interference, transmit power, link length, and node density etc.) that aftect

the routing operation. A briet summary of classical centralized (static and adaptive) and

distributed (proactive, reactive, hierarchical etc) type routing algorithms is given.
3.2 Routing Environments and Strategies

WANET inherits the complex wireless communication environment characteristics ot
conventional wireless communication systems, therefore WANET also suffers from
similar problems. The development of multi-function wireless data communication
devices, and the increasing available bandwidth, make realization of WANET possible
in the near future [13]. However, there are still challenges that remain unmet before
WANET can be deployed for service. Betore the overview of routing algorithms, it 1s
necessary to understand the environment that a routing algorithm may be operating in.
In terms of routing environment, the wireless interference, variable transmitting power,
variable link length, and the node density, are the four most influential key elements in

the performance of a routing algorithm.
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3.2.1 Wireless interference

Interference is one of the most important factors that atfect the performance of the
wireless system, and a major bottleneck in improving the WANET system and user
capacity. Interference in a wireless system can be broadly categorized as co-channel
interference, and adjacent-channel interference. Other wireless nodes, or another
system that operates utilizing the same frequency in nearby area, could generate the co-
channel interference, which causes errors during control signalling or data transmission.
On the other hand, wireless nodes or systems that operate on adjacent frequency
channels in nearby areas could cause adjacent-channel interference, which results in

energy leaks into the utilized frequency spectrum, and may cause cross-talk at the

recelvers.

Co-channel Cells (e.g. B, B, B, B,,) Base Station (B)

Channel (C)

Co-channel Cell
Distance (D)

Radius of Cell (R)
Cluster size (N)

Co-channel Reuse
ratio (Q)

Adjacent-channel Cells (e.g. B, B, B,)

Figure 8 Frequency Reuse in a cellular structure [43]

Co-channel interference (between nearby nodes or systems) could be overcome by
physical separation of co-channel terminals with a minimum distance to provide

sufficient i1solation. Conventional wireless systems, such as the cellular systems shown
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in Figure 8, manage co-channel interference by utilizing a frequency reuse mechanism.
This mechanism carefully organizes a group of ‘N’ base stations, which each use part
of the available frequency spectrum in each cell, and a few of these cells form a cluster.
This cluster is then repeated for as many times as necessary to satisfy the user capacity,

whilst making sure those co-channels cells are not deployed near each other, as shown

in Figure 8.

In this example, base station B;, B4, B7, and B are co-channel cells. Each cell has a
coverage area with a radius ‘R’, and each co-channel cell is separated from any other
co-channel cells with a distance of ‘D’. If we assume each cell in the system is
approximately the same size and uses the same transmit power level, then the co-
channel reuse ratio ‘Q’ is the function of the radius of the cell (R) and the minimum
separation distance of two nearest co-channel cells (D). In this case, in the same
physical area, if the cluster size/number of cells N is small, the user capacity of the
system will be lower, but each user may receive higher transmission quality. If N is
large, which means the R of each cell is smaller, the user capacity will be higher.

However the transmission quality may be poor due to each user having a smaller

proportion of the bandwidth utilization.

By contrast, adjacent-channel interference, from nearby nodes in the same system, or
other nearby systems, is far more difficult to predict and manage. Imperfect filtering
mainly causes this type of interference, in which case it results in receivers that are

confused and have difficulty in distinguishing weaker transmitting terminals from
strong crossover adjacent-channel terminals, hence resulting in errors in decoding

signals.

This is similar to the co-channel capture effect, or so-called near-far problem in
wireless systems. There are different means that could minimize the adjacent-channel
interference, for example: use of better filters or careful filtering mechanisms to prevent

cross-over signals; use of power control to reduce interference, and hence reducing

errors; and a channel assignment strategy to keep frequency separation between each

channel in a given cell as large as possible [43].
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Both the co-channel and the adjacent-channel interference from wireless terminals
could cause significant impact on the system and user capacity in WANET, due to its
distributed nature. Therefore WANET needs a high degree of cooperation and
interoperation both within the system and between other systems. Within the system a
frequency-reuse mechanism, similar to a cellular system, is essential to solve the
scalability problem in WANET, and deliver high system and user capacity, in terms of
proving adequate channel capacity serving mass number of users. Between co-existing

adjacent and co-channel systems, a highly cooperative protocol will be the foundation

of future wide deployment of WANET in any noisy environment, such as in urban

arcas.

3.2.2 Transmit Power

In WANET, the transmit power of each wireless terminal could be controlled, so that it
can adapt to the network status changes. However, the variation of transmit power
causes a series of impacts in a wireless environment, such as variation of link length,

changing network connectivity, and formation of a dynamic network topology. All

these variations, each pose a challenge for routing in WANET [3, 16, 18, 20, 21, 45,
72].

The Variable Transmitting Power (VTP) allows terminals to use minimum transmit
power to achieve adequate Signal-to-Interference and Noise Ratio (SINR) at the
receiver side, hence accomplishing the purpose of energy conservation. By adjusting
the transmit power level, the interfering range of each transmitter becomes adjustable
thereby reaching only the desired receiver, avoiding interference on irrelevant
neighbouring nodes or the near-far problem, allowing more simultaneous transmissions
to take place, therefore achieving higher spatial reuse. The VTP mechanism is also
useful in a high node density environment. In some cases, the VTP is used simply

because of insufficient remaining battery power at a wireless terminal, so instead

reaching the nearest neighbour to carry out a minimum distance communication

becomes a priority.

As a result of variable transmit power, the wireless link-lengths will change
accordingly, in which case it will pose a chain reaction concerning routing overhead

increases in WANET. Firstly, variable link length triggers a variation in the number of
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relays made by intermediate nodes, i.e. the number of hops between a pair of
communicating nodes. In this sense, the increase and reduction in the number of hops

will affect any routing algorithm that uses hop-count as the routing decision criteria.

Consequently if more intermediate nodes are involved in a routing operation, the
routing control information exchanges between them will increase proportionally,
hence the routing overhead may increase accordingly. Secondly, the variation in link-
length will cause the connection or disconnection of wireless terminals, which
depending on the situation, hence the network topology will change, which means the

routing update as a result of topology changes will also occur more often, and the

consequence of this 1s an increased routing overhead.

Both the increased number of relays and frequent topology updates, caused by variable
link-length due to transmit power changes, results in routing overheads increasing
proportionally, even dominating the network traffic. Hence control of the transmit

power 1s no doubt an unavoidable issue in WANET routing that should be addressed of

with serious consideration.

3.2.3 Link Length

Variable transmit power causes variation in wireless link length and has significant

impact on routing, in terms of overheads and system capacity, which will affect the

sustainable user population and the transmission quality [16].

In terms of system connectivity, the long link length enables the transmitting nodes to

reach destination with fewer hops or relays, and consequently less relaying burden and

delays.

For system throughput, the increased link length, means high transmit power, and

stronger signal energy, however, it also implies high interference and noise, hence the

overall throughput and SINR will decrease as a result.

In terms of routing, longer link lengths bring benefits such as a smaller number of relay
overheads. The adverse short link length may suffer a high proportion of relay

overheads. In reference to the above reasons, one can conclude that an optimal link
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length is essential both for enhancing the system throughput and for routing in
WANET.

3.2.4 Node Density

In a network, the same routing operation with different node densities could produce
completely different result [73]. In WANET, a high node density means higher network
connectivity, as well as more interference, more interruption, and more contentions
between nodes, hence higher routing and control overheads, and a higher chance of
collisions. Strong connectivity is beneficial for maintaining a network connection for
routing but the high interference further complicates the wireless environment.

Frequent contention for transmission triggers an increasing number of collisions.

The potentially increasing hops and relaying, due to the increased number of
intermediate nodes on a multi-hop path, generate more routing maintenance and relay
overheads, which could increase proportionally as the number of node increases
asymptotically. Eventually if the node density increases to a dense enough situation, the
routing control traffic will simply dominate the network traffic, in which the network
will transmit no data traffic, but only routing overheads. On the contrary, the low node
density implies weaker network connectivity, lower interference, less contention, fewer

collisions, and fewer relay overheads. However, the increasing demand on WANET

user capacity means the node density in such a network will in most cases,

asymptotically increase.

It has been suggested that variable transmit power could deliver the optimal link length,
hence system throughput [73]. Further more, an optimal number of surrounding nodes,

which form a strong enough connectivity, will enable a transmitting node to achieve

optimal throughput.

However in a random network where wireless nodes are randomly distributed, if one
node has determined its optimal number of neighbouring nodes, can other nodes be
satisfied concurrently? There exists a trade-off between optimal node density and
optimal transmit power, which also influences the number of hops for relaying in the
network. Any routing algorithm design should ignore such an issue, since the important
Interrelationship between optimal transmit power, optimal link length, optimal
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neighbouring node density, and optimal number of hops for relaying, can significantly

affect the performance of a routing algorithm, and furthermore the performance of the

wireless network.

3.3 Routing Algorithms

Routing algorithms for wireless communication systems have evolved from the
centralized era to distributed era. Depending on where the routing process takes place

within a system, existing routing algorithms can be broadly summarised into two

categories: centralised routing, and distributed routing.

Centralized routing algorithms operate in a central location, such as a base station in
the cellular system, where all the function and burdens of routing are carried out by this
central location in a centralized manner [1, 2, 4, 9, 12, 14, 22]. Most conventional
communication systems use this type of routing. Depending on the adaptability to
network status changes, centralised routing algorithms can be classified as static or
adaptive algorithms. In the centralized stage of routing algorithm development, static
routing algorithms are designed to determine and maintain connection in relatively
stable networks, where status changes are rare. The adaptive type of routing algorithms

are designed for networks which have variable connection conditions, but based on

centralized controls, such as infrastructure based wireless systems [42, 43].

Distributed routing algorithms, in contrast, operate at terminals, such as wireless nodes
in WANETSs, and carry out the burden of routing and function as a router, In a
distributed manner [1, 12, 14]. Communication networks, such as WANET, tend to

develop wireless systems that operate without the support of fixed infrastructure, whilst

it remain inter-connectable to existing infrastructured cable or wireless systems.

Depending on the method used for constructing their routing table, this type of routing

algorithm can be classified as proactive, reactive, hierarchical etc.
Proactive routing algorithms evolved from earlier centralized algorithms, for

distributed operation with short initial route discovery delay. However, this type of

algorithm has very high route control overheads, is due to the proactive maintenance of
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routes that are not in use. The reactive type of routing algorithms can reduce these
routing overheads, since they only initiate routes when needed, and discard them when
not in use, but these algorithms can take too long to converge. Hierarchical routing
algorithms combine the proactive and reactive algorithms, and this type of algorithms

have less routing overhead than proactive algorithms, and furthermore they converge
faster than reactive algorithms. Miscellaneous distributed routing algorithms are

derived from these three basic routing categories.

3.3.1 Static Routing Algorithms

The static/non-adaptive routing algorithms make routing decisions and compute routes
in advance, which means the route is chosen and stored in each router long before the
communication starts. The path leading to the destination node is pre-calculated and
depends on static network topology and pre-estimated traffic information. However this

pre-stored routing information does not reflect any network status changes that take

place over any period of time.

3.3.1.1 Optimality Principle and Shortest Path Routing

The optimality principle is one of the basic static routing algorithms that select the
optimal path according to a network topology map. The map is plotted when the

network has just started. Each node draws an optimal route map that is rooted from

itself, and records all optimal routes leading to every known destination in the network.

This tree shaped map 1s called a sink tree, as shown in Figure 9.

Figure 9 (a) illustrates an overall network topology map, which contains nodes,

indicating routers, and arcs, indicating links. Figure 9 (b) is the sink tree plotted by the

node A, in which case from node A to node E there are two alternative paths, the A-H-
E and the A-H-F-E, whereas the optimal path in the map according to the optimality
principle is the shorter route A-H-E. Figure 9 (¢) and (d) is the sink tree rooted from the

source nodes B and C respectively, and shows paths leading to all destinations in the
network.
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Figure 9 Optimal Principle

(a) Subnet Map (b) sink tree of node A (c¢) Sink tree of B (d) sink tree of C

Shortest Path Routing (SPR) is the most fundamental routing algorithm jointly used
in many different forms because of its simplicity [1, 13, 42, 74-76]. The idea of the
SPR algorithm is to construct a graph of a communication network, where each link is
labelled with a measure in the graph. In this case a route weight can be calculated as the
function of these measures, such as distance in the number of hops, mean queue size,
bandwidth, average traffic load, transmission delay, communication cost, mean queue

length and other factors.

The Dijkstra algorithm (Dijkstra 1959) 1s one of the numerical algorithms used for
computing the shortest path in SPR [76]. The measuring of a shortest path can be one
criterion or a combination of different criteria, whilst the selection of a route in some
cases could be the fastest path rather then shortest distance. After all the links have
been measured and labelled, the graph of the network is ready for a particular routing

operation. Figure 10 illustrates the first four steps of finding a route from node A to H
using SPR.
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Figure 10 (a) shows the whole map of a network of eight nodes, each interconnected
with neighbouring nodes by links labelled with an initial weight. Figure 10 (b)
illustrates the first step inspection of all adjacent nodes to the working node A, where
there are two alternative next-hop nodes, B or C, and because B has a shorter link, it

will be marked as the working node in the next hop.

Figure 10 (c) shows the second step, node B repeats the previous inspection and marks
D as the next working node. Figure 10 (d) and (e) are the third and fourth step, where
each working node repeats this router discovery operation until the destination is

reached. Each node along the shortest path is labelled with a distance to the source, A,

and the last hop node that it passes through.
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Figure 10 Shortest Path Routing

(The first four steps of route discovery [22])

The optimality principal and SPR introduces the basic method of selecting the shortest
path, and the rest of section 3.3.1 introduces another basic routing algorithm called

flow-based routing, which reflects network status changes.
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3.3.1.3 Flow-based Routing [22]

Routing algorithms introduced so far only take network topology into account, ignoring
the traffic loads, whereas Flow-Based Routing (FBR) considers traffic flow when
making a route decision, since traffic load variations may also affect routing decisions
[28]. Imagine a chosen shortest path has heavy traffic on part of its links, in which case
it may be better to choose a longer path with less traffic, hence shorter delay. FBR uses
mean packet delay, which could be affected by traffic loads, on each links to measure

the shortest path, in other words, the shortest path is the series of link with the shortest

time delay caused by traffic loads, rather than the shortest distance.

It 1s possible to analyse the stable and consistent traffic flows mathematically in a

network, and compute the average packet delay. Because the average packet delay

reflects the traffic load on a particular link, a route selection decision could be made
based on measures such as average link delay. The mean packet delay can be calculated

as a fraction of the traffic load on a link. Assuming the traffic flow is “A” in

packets/second, and the link capacity is “C” in bits/second, 1/u is mean packet size in
bits. Then the link capacity in packets/second is “C/(1/p) = pC”. The mean packet
delay on a link represented by “T” can then be calculated using following equation:

“T=1/(nC - A)” (e.g. if 1/p = 800 msec, C = 20,000 bits/sec and A = 14 packets/second,
the mean packet delay T 1s 91 msec).

The drawback of FBR 1is that routing information recorded in the routing table will not
change, due to its static routing nature, in which case later routing decisions cannot
reflect traffic loads and network topology changes. The static routing algorithms use the
estimated routing information to make a routing decision, but this cannot satisfy the
growing demand on network size, complexity, traffic load, and topology changes. The
later developed dynamic/adaptive routing algorithms make a routing decision referring

to calculations using the most up-to-date routing information such as network topology

changes or traffic loads changes [22].

3.3.2 Dynamic Routing Algorithms

The evolution of modern networks poses challenges such as fast changing network

status, hence using static routing algorithms becomes less attractive, and routing
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algorithms that select a path that reflects network changes dynamically become more
preferable. A dynamic/adaptive routing algorithm is defined in contrast to the
static/non-adaptive algorithms that were reviewed in the previous section. Routers use

dynamic routing algorithms to execute routing operations by communicating with their

neighbours periodically.

The basic difference between dynamic and static routing algorithms is: static algorithms
make routing decisions based on one-off routing information obtained at the beginning
of the network operation; dynamic routing algorithms make decisions using
information periodically exchanged between nodes. In general dynamic routing
algorithms for centralised systems can be classified into two categories: Distance
Vector Routing (DVR), and Link State Routing (LSR). The way of routing information
maintained in the routers provides a distinguishing feature between these two types of
algorithms. DVR algorithms maintain all routing information in a routing table, which
indicates the cost to each destination and the next outgoing link towards it. The Routing

Information Protocol (RIP) and its version 2 (RIPv2) belong to this category [34].

LSR algorithms maintain a buffer, which stores Link State Packets (LSP) that carry
routing information of the entire network topology, whereas its routing table only stores
the calculated shortest path for each known destination. The Open Shortest Path First
(OSPF) [71] and Intermediate System-Intermediate System (IS-IS) [27, 28] routing

protocols belong to this category. The following section describes only the common

features of DVR and LSR, instead of details of each specific routing protocol.

3.3.2.1 Distance vector routing

The classic DVR uses the Distributed Bellman-Ford (DBF) algorithm, developed long
before the Internet existed [22]. The modifications of DVR were used in Advanced
Research Project Agency Network (ARPANET) for the U.S. Department of Defence,

and were also applied to the later formed Internet under the name of RIP [34].

Each node in the network topology map represents a router, and it maintains a regularly
updating routing table indexed by their IDs. The routing table has one entry for each
node, containing two parts of the routing information of that router. The first part is the

distance vector (e.g. number of hops; average delay time measured from a time stamped
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ECHO packet; queue length on its outgoing link; or any other metrics), which records
the route weight to reach a destination node; the second part 1s the preferred next-hop
node leading towards that destination. Each node periodically updates its routing table
by exchanging Distance Vector Lists (DVL) with its neighbours (e.g. once every ‘X’

ms), and updates its own routing table referring to those received DVLs [1, 77].

| | Distance vector
(From) Received distance list measured in
vector Lists from 4 time delays
neighbours
Entriy for node B
>Routing table
Of rou,br IJI
(b)
(To) The destination
routers indexed by ﬂ-
routers |Ds j

“0” indicates the distance o itself “.” indicates next hop node doesn't exist

Figure 11 Routing table update process

(a) The subnet map (b) Routing table of node J and DVL from neighbours [1]

Figure 11 illustrates a network topology map, a routing table in node J, and four DVLs
sent from J’s neighbours. Figure 11 (a) is the topology of the network, and node J 1s
connected with four neighbours (A, I, H, K) by communication links. Figure 11 (b)
shows the two-columned routing table of J, which records the distance measured by
delay time, and a preferred next-hop node list for forwarding packets; and 4 single
column DVLs sent from J’s neighbours for exchanging knowledge about further away

destinations. Eventually J’s routing table will have the distance measurements to all
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known destinations in the network. On the other hand, J will send its own DVL to its

neighbours.

For example, assuming that J needs to calculate a route to reach B, which 1s a node not
directly connected to J, and there are four optional paths from J, via its four immediate
neighbours A, I, H, and K, that need to be measured. Path J-A-B will take, from J to A,
8 ms, plus from A to B, 12 ms, of the total 20 ms to reach node B. Then an alternative
path, J-H-G-B 1s measured at approximately 29 ms; J-K-L-H-G-B takes about 40 ms;
and node B cannot be reached via I. After calculation and comparison, the optimal path

J-A-B then is selected for updating the entry for node B in J’s routing table.

The major drawback of DVR is that sometimes it is very slow to converge to the
correct solution. In other words, the good news about available links travels fast in the
network at the speed of one hop per exchange, and the bad news about broken links
travels very slowly, and lead to an endless routing loop error, known as the count-to-

infinity problem. This is due to the nature of DVL exchanges for routing table updates.

When the count-to-infinity problem occurs, the message about available links 1s
noticed and propagated during DVL exchanges, and travels in the network at the speed

of one hop per exchange. However, the message about a broken path is not propagated

as effectively as the good news.

Figure 12 shows the count-to-infinity occurring process in a chain network, which
consists of five routers using DVR [1, 22]. Figure 12 (a) shows the exchange process of
the distance vector measured in number of hops, where all links are normally
connected, and the message of the available 1-hop path via B to A propagates at the
speed of 1 hop per exchange. B’s neighbour C will add the length of B-C to A-B, so

that C learns the route via B to A in 2 hops. After a finite time of DVL exchanges all
nodes will learn the distance to A [22].
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@ (b)

Figure 12 DVR vector exchanges

|22] (a) Normal vector exchanges (b) Count-to-infinity

Figure 12 (b) demonstrates the routing error that occurs when a broken link triggers the
count-to-infinity loop [22]. Assuming the link between B and A has broken, the DVL

exchange causes confusion for nodes in opposite directions, since the routing table only

records a next hop forwarding information.

For example, B learns that the link to reach A via itself is not available, but C can reach
A 1n 2 hops, so after 1 exchange, B updates the entry for A in its routing table for the
path B to A via a route weight/cost of a total of 3 hops (B to C in 1 hop plus C to A in 2
hops). Then C later learns the same error message from B, and updates the entry for A
with a cost of 4 hops. Eventually all the nodes on the other side of the broken link will
be locked 1n a endless routing loop, and the route weight for reaching A from
themselves will be increased up to infinity. This routing error will continue to loop
amongst these five routers, and if the path between A and B does not come back on, the

routing process will never converge to a correct answer. This problem can be solved by

a method called split horizon.
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The DVR uses split horizon, which operates in the same way as the DVR described
previously, the only difference being when a link failure occurs, the DVL sends
different stories to both sides of a node [22]. For example, the link connecting B to A is
broken, as shown 1n Figure 12 (b), so B learns from its left that the link is not available,
and C tells B the distance to A is infinity, so that B realises A is not reachable from
both side. On the other side, C still tells D that the distance to A is 2 hops. As a result,
B marks the distance to A as infinity for A’s entry in its routing table. In the next
exchange, both B and D tell C the distance to A is infinity. C then updates A’s entry in
its routing table with a distance indicating infinity. This process continues to propagate
the message of link failure at a speed of one hop per exchange, eventually all nodes

learn this message and endless routing loops can be prevented.

However, the split horizon will fail under certain circumstances, like other algorithms
[22]. Figure 13 illustrates the network topology where split horizon does not work very
well, and confusion reoccurs when more than one node operates on the other side of the
broken link. For instance, router B detects the direct link to A 1s down, and both router
C and D tell B that the distance to reach A is infinity, so that B marks the distance to A
as infinity. However, D tells C it can reach A in 3 hops, so C marks the distance to
reach A via D is 3 hops in distance. The following DVL exchange will continue this

confusion, and another routing loop starts, eventually causing the count-to-infinity

routing error.

@<

Figure 13 Split horizon hack

The DVR algorithm 1s efficient and easy to implement for networks that do not have
many changes of topology and transmission delay. It was used in ARPANET until 1979
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when 1t was replaced by the Link State Routing (LSR) algorithm. There are two major
drawbacks which caused dismissal of the DVR. Firstly, it takes too long to converge
even with improved variants like split horizon. Secondly, DVR uses the queue length as
the primary metric, which does not reflect transmission speeds or bandwidth changes
between different networks, whilst the transmission speed has changed greatly in the

last few decades (e.g. PSTN was 56k bps; ISDN was 128k bps, DSL can transmit up to
500k bps, ATM and Broadband ISDN networks can transfer up to 150-600M bps).

3.3.2.2 Link state routing
The classic link state routing (LSR) algorithm operates in two stages: route discovery

and route maintenance. The first stage obtains routing information for later construction
of the global network map; the second stage calculates the shortest path using certain
types of measure (e.g. delay time, traffic loads etc), and updates the routing table with a

route weight cost for each destination node [22]. Two stages of LSR can be summarised

in five steps of operation.

The first step allows each node in the network to learn information about all its

neighbours. In this case, each node learns which is its neighbour node and what their
address identity (ID) is.

The second step is to measure the cost for each hop to reach all immediate
neighbouring nodes. There is an argument about whether the traffic loads should be
included in the measurement, since if the traffic load is counted, the round-trip time
should start counting when the packet is queued; otherwise the round-trip time should
start counting when the packet reaches the front of the queue. In this case, if two links

have the same bandwidth, the link that is always heavily traffic loaded will not be
chosen as part of a shortest path.

On the other hand, the argument against traffic-induced delays is that this method will
trigger a routing oscillation problem. Figure 14 (a) illustrates such circumstances,
where two links (BE and DG) connect 2 nodes on the left and the other 2 nodes on the
right, where BE is loaded with heavy traffic, and link DG has the same bandwidth but a
lighter traffic load, then DG will become the preferable route, and all subsequent traffic

will congregate on this link. Soon DG becomes overloaded, and BE become vacant, so
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all the traffic will move back to BE. This process repeats itself and triggers an

oscillating routing loop. In this sense, it is better to just measure the time delay instead

of taking into account the traffic loads or bandwidth on the link.

The third step is to construct a Link State Packet (LSP), with a source node ID, a
sequence number, an age field and a link cost table in it, so that it can record all routing
information previously learnt, as illustrated in Figure 14 (b). LSPs are constructed either
in a fixed period of time, or when there is a significant change in the network (e.g. a link

or router goes down or comes back up again), and are propagated in the network using

flooding.
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Figure 14 Link state routing algorithm

(a) 8 nodes network (b) link state packets (¢) Packet buffer for router B

The fourth step is to propagate the LSP in the network to distribute routing
information. This includes receiving, processing, and copying LSPs from other nodes,

and then constructing a new LSP and sending it out to other nodes. The intermediate
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nodes receiving an LSP will store it into a local packet buffer for comparison. The
intermediate routers will only overwrite the old record with a LSP if it has a newer
sequence number and fresher information, and acknowledges or forwards it to its
neighbours. Figure 14 (c) illustrates an example of a packet buffer, which holds
information about source node ID or address, the LSP sequence number, the age or
lifetime of LSP, and the matrix of “send” and “acknowledgement” flags that indicates
whether a newly arrived LSP should be forwarded on to, or acknowledge neighbouring
nodes. Every router stores such a packet buffer, so that all nodes in the subnet can

construct a graph of the entire network. This means every node knows its neighbouring

nodes and the cost to all possible destinations in the network.

The fifth step is to calculate the shortest path, using Dijkstra’s algorithm, according to
the information held in the local packet buffer, and then update the local routing table.
Each node constructs a routing table, where each known source node 1s referenced by a
routing entry which records the cost to reach a source node and the preferred next hop
neighbour node. Yet LSR has a major drawback, which is the large amount of routing
overheads due to the propagation and exchange of LSP, as well as the routing table that
grows proportionally with network size. The next section will introduce three different

types of routing, i.e. broadcast, multicast or unicast, each of which can send messages

to different destinations simultaneously.

3.3.3 Broadcast, Multicast and Unicast routing

Transmitting packets from source to destination can be achieved in many different
ways, such as broadcast packets to all destinations simultaneously, or multicast packets
to a specific group of destinations, or unicast to a particular destination, depending on
the type of application and the number of destinations. Broadcasting or multicasting is

for point-to-multipoint packet transmissions, and unicasting is used for point-to-point

packet transmissions.

3.3.3.1 Broadcast routing

Broadcast routing is a method used for applications where packets need to be sent to
unspecified destinations simultaneously, for example route update information, or

online broadcast real time applications that can be shared by the public. Three methods

can achieve packet broadcasting.
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First is to send a packet to each destination simultaneously on predetermined routes.

However, this method requires a complete list of routes leading to all destinations, and

requires a lot of bandwidth.

The second is flooding, in which case the nodes do not need a complete list of routes.
The problem with this method is routers may generate too many duplicates and
consume too much bandwidth. One of the most fundamental and simple methods for
propagating routing information and packets is flooding, in which 1t forwards
information without predetermined routes. Each node simply copies the received
packets and forwards copies to all its neighbour nodes, except the node where the
packet from. Such a way of propagation without control is very simple, but poses an
infinite number of duplicated packets and stale routing information travels inside a

network, causing confusion between the nodes, and triggers routing loops.

To prevent these problems, a hop count can be used as the packet’s residual lifetime
counter, to limit the distance that the packet can travel, and source nodes can attach a
sequence number to an individual packet, so that other nodes can read this number and

record the highest seen sequence number to later determine if a packet from the same

source has been forwarded before or carries stale information.

Figure 15 (a) illustrates the Internet Protocol version 6 (IPv6) addressed packet header,
containing a hop limit field, which is a hop count field with a maximum initial limit
(e.g. 15 hops) and decreases at each relaying hop. Figure 15 (b) shows a sequence
number entry recorded in node B’s routing table, where only a packet from a source (A,
C, D, E, F, G or H) with the highest sequence number will be used to update and
overwrite routing information for the record of source, otherwise it is discarded as a

stale duplication. For example, B has received 12 packets from A, 1 packet from C, 101
packets from F.
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Figure 15 IPV6 addressed Packet

(a) Hop limit field (b) Sequence number table in router “B”

Flooding has the advantageous feature of being simple, is robust, has a short delay, and
updates all the databases concurrently selecting every possible path in parallel, which
could be beneficial in distributed database applications. However the exponentially
increasing packet duplication exacerbates routing overheads. Many moditied versions

of flooding have been suggested in different routing algorithms developed over the

years.

The third method 1s multi-destination routing, which uses the packets themselves to
carry a complete list of routes instead of storing them, as in a router. Each packet
contains a list of destinations, the router checks all the destinations and determines the

set of outgoing lines needed for transmission. This method is less demanding on the

nodes, since it generates a large number of packets.
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3.3.3.2 Multicast routing

Multicast routing i1s a method of sending packets, to a well-defined or selected group
of destinations simultaneously instead of sending to all destinations. This group is
numerically large but small compared with the whole network. To create, maintain and
destroy groups, either the hosts inform their nodes about changes in the group, or nodes

must query their hosts periodically in order to learn which other nodes are in the group
[22].

Nodes will compute a spanning tree that covers all other nodes in the network or group.
When a packet needs to be multicasted to a group, each node will examine its spanning
tree of the network and mark different groups on the tree, then this packet will be sent
only to those nodes that belong to the same specified group. Figure 16 (a) shows a map

of the network with all routers represented by a node.

¢ 1,2 . 12 $1
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E
(a)
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Figure 16 Multicasting network map and groups

(a) Network map (b) A’s spanning tree (¢c) Multicast Group 1 (d) Multicast Group 2
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Figure 16 (b) illustrates a spanning tree computed by node A, in which case all nodes
are marked with a group ID to indicate which group they belong to. Figure 16 (c) shows
all the nodes belonging to multicast group 1, including node A, B, G, H, E, and D.
Figure 16 (d) 1s all nodes of group 2, including node A, B, G, H, F, and C. If a packet
sent for group 1 is received by node A, it will forward this packet to all nodes on the

spanning tree of group 1, but not to other nodes belonging to unrelated groups, as well

as the multicast packet for group 2.

3.3.3.3 Unicast routing

Unicast routing is a method to propagate packets or information in a point-to-point
fashion from a source to a unique destination [78, 79]. This method is commonly used
in point-to-point communications on local area networks or Internets, where a
connection is established for two terminals to communicate with each other. Unicast is
one of the considerations of the IPv6 addressing standard. Moreover, protocols such as

RIP and OSPF are designed to operate in unicast fashion. Table 3 shows a summary of

the above three types of routing.

Type of Transmission
I L L

Destination Address to Unspecified Address to a group Address to a
Addressed destinations specified destinations unique

destination

Type of Public sharing Group sharing Paired user
Communication communication communication sharing

communication

sSent to all members with
Method of predetermined routes:;

routing Flooding with control;

Sent to multiple Point-to-point

specified destinations routing

Sent 10 multiple known
destinations

Table 3 Different types of transmission used for Routing

3.3.4 Proactive (Table-Driven)

The routing algorithms introduced so far are designed and developed for centralized

networks, whereas this section investigates routing algorithms that have evolved from
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these earlier schemes, for distributed routing in networks such as WANETS. Distributed
routing algorithms can be classified, depending on how their routing table is
constructed, into three basic categories: proactive known as table-driven routing
algorithms, reactive or so-called on-demand source initiate algorithms, and hierarchical
or hybrid routing algorithms, which combine proactive and reactive types of

algorithms. This section carries out a brief overview of proactive routing algorithms.

The proactive type of routing algorithms predetermine and maintain a routing table,
which records a track of routes connecting itself to all destinations in the network, in
each node at all times, before the routing process actually starts. The advantage of
proactive routing algorithms is: they have shorter initial route discovery delay, meaning
that when a route is required, nodes can immediately select a predetermined route from

the routing table without initiating route discovery each time.

However, proactive routing algorithms generate additional routing control traffic, due

to each node wasting bandwidth to maintain routes even when it is not in use. The
Destination Sequenced Distance Vector (DSDV) routing protocol [80], and the

Optimised Link State Routing (OLSR) algorithm [75, 81] are the representative
algorithms of this category.

3.3.4.1 Destination-Sequenced Distance Vector (DSDV) routing

DSDYV 1s derived from the classic Distance Vector Routing (DVR) algorithm and is
designed to suit dynamic network changes in WANET [1, 80]. DSDV preserves the
simplicity of RIP [34], which 1s a well-known Internet routing protocol that fails to
handle network changes in WANET, but at the same time avoids the routing loops
caused by frequent route information exchanges. DSDV tags each routing table entry
using a sequence number, so that nodes can distinguish stale routes from newly

advertised routes, avoiding routing loops. The logical steps of routing operation used

with DSDV can be summarized as follows:

. Each node maintains a routing table, in which are listed all known destinations

and the distance (number of hops) required to reach them.

. Each route entry in the routing table is tagged with a sequence number.
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. Each node broadcasts its own routing table to all its neighbours periodically or

whenever there is a significant change of topology.

. If a route is unstable, broadcasting of a routing table could be delayed to reduce

the number of rebroadcasts arriving with the same sequence number.

. A routing table can be updated by using its neighbours’ routing tables, thus

remaining consistent with the dynamically changing topology.

Figure 17 shows an example of a WANET topology map and the routing operation of
node C using DSDV. Consider the node H moves from left to right on the map. The
existing route in node C’s routing table will change accordingly. Figure 17 (b)
illustrates the routing table of C, which contains one entry for each destination before H

moves. The contents of each entry are listed as follows:

. The Destination node address (Des.) indicates each available node i1n the

network.

. The Next hop address (Next.) indicates the preferred neighbouring node to be

used to forward a packet towards a particular destination.

. The metric (number of hops) indicates the measured distance to reach a
destination.
. The Sequence number (Seq.) indicates sequence numbers originated by a

destination for the new route leading to it.

. The Install time (Install.) indicates the time of deletion of a stale route.

. The Stable data (Stable) indicates a null structure, meaning no routes are to be

superseded by be in competition with other possible routes.
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Figure 17 DSDV Routing

|1, 80] (a) WANET topology map (b) C’s routing table (¢) Updated routing table of C (d)
Broadcast C’s routing table (e) Broadcast of updated C’s routing table

Figure 17 (c¢) illustrates the updated routing table of node “C” after node “H” has
moved from its left to the right of the network. The highlighted entry 1s the updated
entry for node H. Figure 17 (d) is the routing table of node “C” broadcast to all its
neighbours before node “H” has moved. Figure 17 (e) is the updated version of the
routing table broadcast to all its neighbours after node “H” has moved and the updated
entry for node H has been highlighted. The broadcast table includes the Destination
node address (Des.), the “metric” (number of hops) and the Sequence number (Seq.).
All neighbouring nodes of C receiving the updated routing table will update their own
routing tables. The updating process occurs either periodically, or when a link 1s broken

off or comes back on. To maintain consistency of the dynamic network topology, the

rapid update of routes is necessary.

The advantages of DSDV are the simplicity, short initial route discovery delay, and
periodical updates of route information according to topological changes. The

drawback of DSDV is when a new node joins in, or an existing link breaks off, it will
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broadcasting of connectivity information, which wastes network resources as it
maintains all paths leading to all destinations at all times, even for routes not presently
needed. The packet overhead will increase exponentially as the number of nodes in the

network grows larger. The proposed Optimised Link State Routing algorithm (OLSR)

can thus minimise part of the negative impact of DSDV.

3.3.4.2 Optimised Link State Routing
OLSR 1s the optimization of the classic LSR introduced earlier. It is different from
DSDV, in the sense that it only maintains those routes needed. OLSR 1s also different

from LSR, since it uses a set of selected neighbouring nodes tor relaying packets that

are send from any node [1, 81].

Any source node (e.g. S; shown in Figure 18) selects a set of relaying nodes among 1ts
one-hop neighbours, known as the Multipoint Relay (MPR) set (shown as the grey dots
in Figure 18). The MPR nodes must cover all two-hop nodes and only a member of this
MPR set may retransmit packets from the corresponding working source node. The
working node can also be selected as a member of another node’s MPR set, and that

neighbouring node is called a Multipoint Relay Selector (MPRS as S, shown in Figure
18).

2-hops circle e "\

1-hop circle
Source node ®
MPR nodes Q

Neighbouring nodes MPRS

Figure 18 Multipoint Relay mechanism of OLSR [82]
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The source node records the MPR in a HELLO packet, which is broadcast periodically.
If a node receives a HELLO packet from a neighbour, and if this node’s ID is in the

MPR set that comes from that neighbour, it will list the source node of the HELLO
packet as an MPRS.

Each node learns those MPRS surrounding it and generates a Topology Control (TC)
packet, then broadcasts this to all other nodes in the network, only via their MPRs, so
that other nodes can update their topology map [82]. In this way the route information

in TC packets can be broadcast to the entire network, whilst significantly reducing

duplicated retransmissions.

Each node has a Multipoint Relay Selector Sequence Number (MSSN), which 1s
increased whenever the MPR list of this node is updated. Each node relies on MPRs to
obtain and propagate routing information, then calculates or updates the shortest paths
in its routing table. Each node periodically broadcasts the route information detailing

which neighbours have selected it as an MPR. The route is a sequence of hops through
the MPRs from the source to the destination [1, 82].

Figure 19 illustrates two different routing information packets used by OLSR: (a)
shows the HELLO message, which records an MPR node set with their addresses and

their link state; (b) shows the structure and content of a TC packet, which records the

list of MPRS of a working source node.
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Figure 19 OLSR route information packets [1, 81, 82]

(a) Hello message (b) Topology control message

OLSR has made additional improvements in comparison to the classic LSR. Firstly, it
reduces the size of the control packets, so each packet only records information of MPR
set nodes. Secondly, OLSR uses MPRs to minimise the control packets (similar to the
link state packets in LSR) flooded in the network and reduces the routing control traffic
caused by packet retransmission. OLSR simply reduces the time interval for periodic

control packet transmission, so that the route information stays consistent with network

topology changes [1, 81, 82].

The major drawback of OLSR is the proactive nature of routing, which means network
resources are wasted due to predetermined routes leading to all destinations being
maintained at all times, even for routes not currently in use. To solve this problem,

reactive or source initiate on-demand type of routing algorithms are proposed.

3.3.5 Reactive (Source-initiated/On-Demand)

Reactive routing algorithms activate a route discovery procedure by source nodes when

a route 1s needed. This results in more efficient use of network resources owing to the
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fact that no maintenance is required for routes that are not in use. The route discovery
process is complete once a route is found, or all possible routes have been examined,
and the established route is maintained until the destination becomes inaccessible via

every path or the route is no longer required [1, 9, 13].

The advantage of reactive routing algorithms is that the bandwidth consumption for
maintaining the a routing table in each node is far less than proactive algorithms and it
is loop free. On the other hand, reactive algorithms are slow to converge in initial route
discovery, which causes long initial delay before the real data communication starts.
Dynamic Source Routing (DSR) [83], ad hoc on-demand distance vector (AODV) [84],

temporally ordered routing algorithm (TORA) [85], and the Associativity Based
Routing (ABR) [86] belong to this category.

3.3.5.1 Dynamic Source Routing (DSR)

DSR is designed for multi-hop WANET routing, and is composed of two mechanisms,
route discovery and route maintenance. DSR uses source routing, which obviates the
use of intermediate nodes to forward routing packets and obtains up-to-date routing
information. DSR accesses and propagates routing information that is piggybacked in a
data packet header instead of advertising routing information periodically, or sensing
link status, or using neighbour detection packets. DSR allows the routing overhead in

the data packet to be scaled to only what is needed for reacting to changes on the

currently used routes [83].

DSR can discover single or multiple routes in a one-route discovery operation. Each
packet carries in its header the complete list of intermediate nodes that it must pass
through. Routing information is cached and updated in intermediate nodes when
forwarding or overhearing packets. DSR avoids initiating a new route discovery when a
source route fails and instead uses alternative routes previously discovered for the same

destination. DSR records routes that have been discovered previously in a route cache

that is equivalent to a routing table in each node.

DSR supports unidirectional routes and asymmetric links, in which case a link between
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