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DECLARATION

A Prototype inversion of the grammar of Montague’s PTQ in which some of the tactics
adopted in chapter 9 were initially explored has appeared in Montagovian Definite Clause
Grammar, [B4]. Preliminary enquiries which form the basis of the natural syntax for tense
and aspect together with the multi indexed tense logic appearing in chapter 6 were documented

in On the Recursive Generation of Intransitive Verb Phrases and Subordinate Time Relativisa-

tion, [BS]. No other extracts from this thesis have previously appeared.
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ABSTRACT -

Montague Grammar synthesises complex expressions comprising a fragment of natural language by
means of a simultaneous recursive definition of phrasal categories, the extremal clauses constituting a lexi-
con. A compositional semantics recapitulates each syntactic derivation so as to express the meaning of the
complex derived in terms of the meanings of its parts, such meanings being formulated either directly in
model theoretic terms or indirectly as translations into a language of higher order intensional logic for
which prior model theoretic interpretation is available. Definite Clause Grammar combines an augmented
Phrase Structure Grammar with a recursive descent parsing algorithm and provides a convenient medium
in which to implement the inverses of Montagovian syntax rules with a view to computational investigation
of their behaviour.

This thesis presents a definite clause grammatical in;zersidn designed both to simulate and to assist in
Ele development of an extended Montague Grammar TMG. The program suite comprises six modules,
four concerned with syntax :;nd two with semantic“s.{, the former including a parser TMDCG, a string editor
EDIT, a topic neutral lexicon GENLEX and a domain specific lexicon LEXTMG while a language of
intensional logic translator LILT and a thesaurus of primitive intensional logic assignments TBASE con-

stitute the latter. Although TMG and TMDCG/LILT were developed in parallel, exposition will be

¥

sequential.

A survey of the philosophical background to Richard Montague’s program fc;llowed by an eiegesi§
(:)f his best known fragmental analysis commences Volume I which thereafter concentrates on proposed
corrections and extensions, culminating in a definition of both the target grammar TMG and the language
of intensional logic TIL employed in its indirect interpretation. After a discussion of the essentials of
Montague’s general theory leading to a delimitation of the concept “computer implementation of Montague
Grammar”, Volume II surveys previous bona fide implementations and terminates with an exposition of the

strategic features and tactical scope of the current inversion.
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INTRODUCTION

{ Having outlined the autobiographical ontogenesis of the endeavour, this author’s preface to
the work presents a brief overview of the project described in ensuing pages which is sub-
sumed under the rubric “Conzputa}ion in Service to Lingui.éﬁcs". “A diges;t of the ground
covered by each chapter, including an identification of appropriaté related work in the area, is
then présehted seriatim. Details of documentation contained in appendices thereafter com-

pletes the apologetics.

Ontogenesis . n,‘ .

My interest in Montague semantics was first awakened when, having recently graduated in philoso-

phy, and in response to my enquiry regarding the state of the art in formal semanticist alternatives to the
Wittgensteinian and “speech act” approaches to meaning with which I had been imbued, I was handed a
barely legible photostat copy of “Universal Grammar” (UG), [MS5], with the caveat that it would probably

prove incomprehensible even if successfully deciphered.

Few topics could prove less tractable to an autodidact, especially when accessible only in the form of
Montague’s original uncompromising prose, thus comprehension might indeed have eluded me but for the

timely publication of Thomason’s edition of “Formal Philosophy”, [T3], and a series of lucid papers by
Partee, [P2, P3, P4), for whose limpid clarity as an expositor I shall be eternally grateful; for these were the

days before the arrival of Dowty Wall and Peter’s seminal introduction, [D9].

As my interest grew, it became apparent to me that so complex was the data to be processed in the
design and verification of a Montague grammar, and so intricate the processing mechanism, that here was a
subject area the investigation of which could not but benefit from computational assistance. Thoughts
similar to these were occurring simultaneously and independently to Friedman and her collaborators. I thus
became determined to construct a computer simulation of Montague semantics which would serve as a tool
for the investigation and development of the theory, an enterprise which falls squarely under Thompson’s
rubric, [T5), “Computation in Service to Linguistics”, Prior to embarking on the venture however I deemed
it necessary to acquire a formal background in computer science and accordingly changed faculty with this

end in view, recommencing studies in what to me was a novel field. Five years ago the envisaged voyage



eventually got under way: this dissertation therefore represents the completion of a peréonal odyséey.

Overview

Montague’s semantic theory is encapsulated in five papers, [M2] ... [M6], published between 1968

and 1972. The definitive characterisation of a Montague grammar appears in UG, [M35], while the para-
digm exemplification occurs in “The Proper Treatment of Quantification in Ordinary English”, (PTQ),

[M6], with “English as a Formal Language’ (EFL), [M4], serving as a prototypical experiment.

A Montague grammar offers a simultaneous recursive definition of the phrasal categories of a
language, each syntax rule determining a mode of combination for its input categories and specifying a
category for its output. Such a grammar in effect synthesises complex expressions from ultimate lexical

elements, the synthetic history being represented by an analysis tree. To each lexical entry there is

assigned an interpretation, and to each syntax rule there corresponds a semantic rule defining an interpreta-
tion of the‘ syntactic output in terms of the interpretations of the inputs. In both UG and PTQ interpretation
is allowed by an indirect method: basic assignments and the inputs and outputs of all semantic rules consti-
tute expressions in a language IL of intensional logic for which a non circular interpretation in model
theoretic terms is already available. Montague’s papers “Pragmatics”, [M2], and “Pragmatics and Inten-
sional Logic” (PIL) represent early attempts to define such an intermediary language, a definitive version

of which is given in PTQ. Whether interpretation be direct or indirect Montague semantics is composi-

tional: the meaning of a compound is a function of the meanings of its parts.

Unless a computer implementation is to synthesise random sentences (as does Janssen’s experimen-
tal generator: [J l]),tMontag-ue sSmtax must first be inverieci so that a sentence ah&lyser (ie. a parser) may be‘
derived. Providle}d*that the parser is able, on consumptioﬁ of an input sentence, to synthesise analysis trees
comparable to ;iqose éenerated by the original syntax, the comf)ositior{al semantic rules may be applied dur-
ing a post order traverse of each tree. Hence the need is fo} a parser which both analyses a sentence and
synthesises a tree. It is my contention that the conflicting requirements of analysis and synthesis are best

reconciled by recourse to the PROLOG Definite Clause Grammar (DCG) technique.

A DCG may be characterised as a Phrase Structure Grammar (PSG) having non terminal and pre ter-

minal category symbols augmented by argument places, and containing in the right hand side of rules



supplementary goals not limited in function to the consumption of the input string. Indeed, had the termi-
nology not already been appropriated, a DCG might have been called a gener'alised phrase structure gram-
mar. Logical variables in the argument places of a DCG provide for the accommodation of both inherited
and synthesised attributes, [K9], or alternatively of both trickling and percolating features, [G5], with equal

facility, When executed by the PROLOG interpreter, a DCG performs a left to right, depth first, recursive

descent parse whilst simultaneously synthesising specified attributes to be returned as output parameters.

A DCG implementation of an extended Montague grammar is accordingly presented in the form of a
sulte comprising six modules, viz:
TMDCG: A definite clause grammatical inversion of the syntax rules of an extended Mon-

tague grammar.

EDIT: A string editor simulating the effects of Montagovian *“structural operations” in the

construction of nodal phrases to date.

GENLEX: A lexicon containing topic neutral vocabulary, ie. vocabulary not specific to a par-

ticular field of discourse.

LEXTMG: A lexicon containing a superset of the vocabulary particular to Montague’s PTQ.

LILT: A language of intensional logic translator and reducer which postorders analysis trees

generating equivalents for each nodal phrase in TIL, a tensed superset of IL.

TBASE: A compendium of basic semantic assignments to lexical items,

This suite is by no means the first computational implementation of Montague semantics, being predated by
Friedman and Warren’s ATN parser, [F3], Landsbergen’s Rosetta project parser, [L1], and Janssen’s
experin-lental generator, [J1]. My earlier DCG inversion of Montague’s PTQ, [B4], upon which the
present implementation is based, was however ‘the first published logic programming simulation of Mon-
taéue semantics, and quaFDCG the first to represent a Montague grammar in an alternative grammatical
formalism: moreover it was the first simulation fully to reproduce the details of Montagovian analysis trees

and thus wholly to obviate manual intervention in the reconstruction of nodal phrases. The suite may

accordingly claim to be the first exact simulation of a Montague grammar.



The target grammar, TMG, which is simulated by TMDCG, is a fully tensed extension of the gram-
mar of PTQ which includes published corrections together with earlier extensions such as Rodman’s res-

tricted relative clauses, [R4], and Karttunen and Peters’ indirect interrogatives, [K4, K5]. The treatment of

tense and aspect has its ancestry in the work of Bach, [B2, B3], and Dowty [D6, D8].

Whereas my earlier DCG, MDCG, [B4], did no more than simulate Montague’s PTQ, the present
DCG, TMDCG, was employed in the development of TMG, thus endorsing a contention of Ritchie’s that
reflection upon the exigencies of computer implementation may provide feedback for the tuning of the tar-

get grannnar Improvement and development of the dnderlymg linguistic theory is indeed, in my view, the
proper objectWe of a computatronal mvesngauon Itis a matter of mdlfference to me whether or not an
unadulterated Montague grammar could be incorporated within an autonomous *“natural language under-
standing Systenl“ (NLUS); for it remains to be establithed whether or not such systems, despite their
ingenuity and the preposterous extravagance of their claims, have any more to contribute to the serious

development of cognitive psychology, or the systematically scientific mveSﬁgaﬁon of the theory of perfor-

B 1m 3 v

mance, than does the software of the ubiquitous and equally ingenious penny arcade “space invaders”

same to the implementation of the strategic defence initiative.

Three separate disciplines, philosophical logic, theoretical lingliieﬁcs Jand computer science, contri-
bute presuppositions towards my project, and some familiarity with all three is aecordingly a prerequisite
for an appreciation of the whole. It seems not unreasonable to presume familiarity with the subject area of
the departrrient under whose aegis the research has been undertaken, viz. computer science, but no such
presumption iavould be justified with respect to the other crucial areas: accordingly all necessary back-

ground assumptions emanating from these sources will be explicitly introduced and discussed.

The reader is thus assumed to be familiar with the basic tenets of logic programming, [B12, C3, K8,
P7], recursive descent parsing, [A2],“ and typed lambda caieulus, [C2]. Likewise the proof theoretic
aspects, although not the medel theoretic semantics, of first order logic is assumed to be common ground.
By conuaat no prior knowledge of Montague semarrtics, nor of the phiiOSOphical problems which it
attemptsj to solve, is taken for granted. Readers already acquainted with Mentague’s PTQ, [M6], and its

philosophical precursors need not be detained by the introductory material in chapters 1 and 2 which are



innovative only in their style of presentation. ' B A

Since an exhaustive chronicle of the evolution of TMG would prove inordinately lengthy, this thesis

reflects the dynamics of the heuristic process only where these are germane to the conversion of previously
published extensions of Montague grammar to TMG format. Otherwise the target grammar together with

its computational representation is presented in its ultimate form. S o

Digest
Volume I of this thesis comprises six chapters in which the target grammar TMG is fully developed.
Consideration of previous computational implementations of Montague grammars and the description of

the present DCG inversion is reserved for volume IL

Chapter 1, “Prolegomena to Montague Semantics”, introduces the phi!osophical motivation behind
Montague’s program and justifies his recourse to a language of higher order intensional logic as an
intermediary in the design of a computational semantics for natural language. The classical problems of
referential opacity, which undermine any compositional semantics formulated in purely extensional terms,
are discussed and solutions to these problems in terms of a‘fundamcntal possible worlds semantics out-
lined. As a prelude to the formal introduction of Montague’s higher order IL, the semantics of a language
TAL of first order tensed alethic logic are developed on the basis of the standard semantics for the
language FOL of first order logic. No novel solutions are proposed and the ground covered approximates
to that explored in Thomason’s introduction to “Formal Philosophy”, [T3], chapters 3...5 of Dowty Wall

and Peters’ “Introduction to Montague Semantics”, [D9], and the introductory sections of Gallin’s “Inten-

sional and Higher order Modal Logic”, [G4].

In chapter 2, “Montague’s PTQ”, the language IL is formally defined and the syntactic and semantic
rules of the fragment of English analysed in “The Proper Treatment of Quantification in Ordinary English”
presented. This chapter is again introductory in nature and owes much to the influence of Thomason, [T3],
Dowty et al, [D9], and in addition Partee, [P2, P4]. Illustrations are provided of all Montague’s rules, and

the practice is adopted of superimposing syntactic analysis and logical derivation trees so that the “rule by

rule” hypothesis may the more easily be verified. Several examples of fully reduced IL translations in

tabular form, as advocated by Partee, [P4], are also included. No attempt is made at this stage to discuss



\

the subsumption of PTQ under the general theory of UG because analysis of the general theory 1s deferred

until chapter 7.

Since no purpose would be served by implementing an incorrect grammar, chapter 3, “Corrections
and Constraints”, commences with a discussion of known inadequacies in PTQ and of suggested solutions,
the crucial sources being Bennett, [B7], Friedman, [FS), Janssen, [J3], Partee, [P3, P6] and Thomasson,
[T4]). All the solutions considered require Montagovian “structural operations” to access some form of
structural description of their inputs and to maintain some form of structural analysis of their outputs, thus
the discussion serves to introduce Partee’s contention, [P6], that limitations on the legitimate forms of such
operations should be imposed. Partee’s proposed constraints and innovations are considered and her semi
formal requirement that structural operations be formulable as subfunctions in a pseudo programming
language is formalised by redefining the operations in terms of executable PROLOG predicates, thus giv-

ing rise to a PROLOG normal form (PNF) in which the rules of TMG may be expressed. The chapter ends

with the suggestion of an alternative tree labelling convention which expedites translation in the computa-

tional analogue.

The proper treatment of restrictive relative clauses, as suggested by Rodman, [R4], and the accom-
modation of indirect interrogatives after the manner of Karttunen and Peters, [K4, K5], forms the subject

matter of chapter 4, “Fundamental Extensions”, Since the grammar rules of TMG are to be strictly binary,
the published extensions here discussed are massaged into suitable forms and converted to PNF for incor-

poration in the target grammar,

Chapter 5, “Passivisation, Tense and Aspect”, commences with a discussion of Bach’s account of the
eponymous topics, [B2, B3), together with a review of Dowty’s treatment of tense and time adverbials,
[D6, D8]. Although neither account is incorporated inviolate in TMG, both contribute significantly to the
analysis finally adopted. Dowty’s two dimensional tense logic and the multi dimensional tradition originat-
ing with Reichenbach, [R1], and developed by both Bull, [B16], and Bruce, [B15], are also considered in

this context as precursors of the system of interpretation required for TMG.

A suitably restricted binary recursive mechanism for constructing intransitive verb phrases from aux-

iliaries and earlier (active or passive) intransitive verb phrases is introduced in chapter 6, “Verb Phrases in



TMG”. Given this mechanism, the subject predicate rule must combine noun phrases with finite verb
phrases themselves derived by combining tenses with intransitive verb phrases. A passive intransitive verb

phrase results from the combination of a passive transitive verb phrase and an agentive phrase, while a pas-

sive transitive phrase combines a passive morpheme with a transitive verb phrase.

This mechanism, which is innovative, was adumbrated in an earlier paper, [BS], and provides for a

uniform treatment of tense, aspect and passivisation. Semantic representations of the phrases generated are
interpreted in a tense logic based upon that of Dowty, [D6], but modified so as more closely to reflect the
intuitions of Reichenbach, [R1], Bull, [B16] and Bruce, [B15]. Although forming part of the final target
grammar implemented by TMDCG, the innovations were in fact products of the development of the com-

putational model, this being employed expeditiously to verify the implications of proposed rule formula-
tions.

With the introduction of the tense and aspect rules, the target grammar TMG is complete and atten-
tion may be directed to the implementation issues which constitute the subject matter of volume II. Two
chapters deal with previous computational implementations of Montague grammar. Chapter 7, “Ortho-
doxy, Apostacy and Utilisation”, commences with an exposition of Montague’s general theory as formu-
lated in UG, [MS]), in order to identify the sine qua non of a genuine Montague grammar and accordingly

to provide criteria for determining whether or not an alleged computational implementation deserves to be
so classified. Computational implementations are subdivided into wutilisations and investigations, and it is
argued that the orthogonal tradition of “computational compositional semantics”, [H7, R7, S1, H6], what-
ever its intrinsic merits, should be excluded from the category of Montagovian implementations. As an
example of a computational utilisation Landsbergen’s “Rosetta” project, [L1, L2], which employs a Mon-

tague grammar in the context of machine translation, is discussed.

Those computational implementations which may be seen as ancestral to LILT or TMDCG are
reserved for chapter 8, “Computational Investigations”. Janssen’s experimental generator, [J1, J2], is
included here because of the affinities between his reduction rules and those of my own language of inten-

sional logic translator, while Friedman and Warren's pioneering paper, [F3], constitutes by far the most

significant influence upon the architecture of my syntactic processor: indeed a PROLOG implementation of



the Friedman Warren algorithm featured in my earlier Montagovian DCG, [B4). Modifications to the

Friedman Warren algorithm which allow it to support both cataphora and interrogatives are introduced in
this chapter, and finally the pros and cons of equivalence parsing, [W2] are discussed. In equivalence pars-
ing the mtensional logic translator must be called on a node by node basis as the analysis tree is con-

structed, thus parser and translator operate in parallel so simulating the mode of a single pass compiler.

In chapter 9, “Inverted Montague Grammar”, we consider the design of the DCG analogue of TMG.

Once the strategic decision to employ PROLOG has been defended discussion of the architectural details

of the progrém suite commences. The present parser, TMDCG, has some affinity to my earlier prototype
MDCG, [B4], but is faster, wider in scope, and significantly different in its handling of left recursion for
which it embloys the method of Brough and Hogger, [B14]. Syntactic analSrsis by TMDCG is accom-
plished with the assistance of its slave modules EDIT, GENLEX and LEXTMG, while LILT together

with its slave TBASE undertakes the semantic processing.

A concluding assessment in “Postscript” terminates the thesis with some s:uggestions regarding
future directions for development, following which come the appendices. Complete listings of TMG,

TMDCG, EDIT, GENLEX, LEXTMG, LILT and TBASE are included as appendices A...G, while

appendix H contains sundry sample analyses.

For the sake of brevity, literature citations areﬂ throughout given in the form of alpha-r;umeﬁc
pointers to the bibliography. In the author’s opinion the sheer range and volume of such citations renders
any altemaﬁve form of reference both impractical and unhelpful. Hence the bibliography contains a small
residue ot' works to which no specific reference has been made, however their elimination in order to

_ : - ‘ X
abstract a separate list of references would contribute nothing to the comprehensibility of the whole.



CHAPTER 1: PROLEGOMENA TO MONTAGUE SEMANTICS

§ Montague’s semantic theory evolved from earlier model theoretic attempts to provide solu-

tions to known problems in philosophical logic. This chapter includes an overview of those
problems which constituted the catalyst for earlier endeavours, and summarises those develop-

ments in type theory and model theoretic semantics deemed essential to an understanding of

Montague’s own algebraic approach to natural language definition.

1.1. The Goals of Semantic Theory

A semantic thgory for any language must provide for the systematic mapping of sentences in that
language to extra linguistic structures having a genuine explanatory value. The phenomena to be explained
must at least include such semantically iqteresting concepts as w“truth" “validity”, “entailment”,
“synonymy”, and “equivalence”; moreover the form of explanation must be non trivial. If the mapping is
to meta linguistic rather than extra linguistic'' structures then the latter condition remains unfulfilled unless
our understanding of the proposed metalinguistic representation is both independent of and better founded
than any intuitive understanding of the object language in question. Pretentious translation into an ad hoc

semi formal notation comprehensible only by reference to accompanying or solicited object language

redescription involves banal circularity:™ while translation into a metalinguistic extension of the object

language fares little better,serving merely to postpone the requirement for explanation.

To date only the mathematical constructions of the theory of sets have emerged as bona fide con-
tenders for the explanatory role, with alternative modes of incorporation proposed. The direct correlation of
set theoretic structures with natural language expressions is a possible tactic. Alternatively the natural
language expressions may first be translated into an intermediary formal language which is itself interpret-

able in set theoretic terms by techniques already available, and already subjected to rigorous scrutiny.

The indirect method currently relies for interpretation of the formal language upon a version of the

possible world semantics evolved by Kripke, [K11], from the original model theoretic apparatus introduced

t1. Only if ultimate extra linguisiic 1interpreﬁtation is presumed can the goal of a semantic theory be defined as the expression of
strings in an antecedently understood meta language.

t2. This objection is similar in substance to that raised by Halvorsen and Ladusaw, [H1].



by Tarski, [T1], which in turn was developed in order to provide a semantics for the language of first order

logic. Accordingly this method adopts the possible world model theoretic analysis of semantic concepts

1

developed in the context of artificial languages.

Conirerﬁely the direct method requires an independent analysis of semantic concepts which bbuli
but need not, diverge from the standard model theoretic fdr;nulation!s, and may ébi:ortdiﬁgly be attractive to
those who like Bowers and Reichenbach, [B12], regard the known limitations of possible world semantics
as insuperable, and who suspect that no revision oriented towards artificial languages could be appropriate
for natural language interpretation. ‘Plainly the onus for justifying divergent analyses rests on the
dissenters. Montague adopts a conservative (i.e. non-divergent) version of direct correlation in EFL,[M4],

but opts for the indirect alternative in both UG, [MS5], and PTQ, [M6].

Whether direct or indirect correlation is preferred, the ultimate rigorously founded structures must
prove impotent for explanatory purposes in default of an algorithm for mapping thereinto from the object
language. Haphazard correlations tend to introduce corrupt parodies and result in the bogus pseudo logical

notational devices rightly derided by Ritchie and Thompson, [R2], who cite the fatuous:
(1) before(leave(mary,ﬂle(house)),possible(achieve(mary,anyming)))
as a putative rendering of:

(2) Mary left the house before she could achieve an}thing.
Such reflections suggest that a semantic theory should meet the following conditions:

Condition 1 The theory must introduce a well founded, antecedently understood metalinguistic

¥

apparatus.

Condition2 The apparatus must I;rovide a means for the definition of semantically signiﬁcant concepts.

Condition 3 The theory must provide for an algorithmic mapping from object language sentences to

metalinguistic structures.

The principle of compositionality first enunciated by Frege, [F2], requires the semantic interpreta-
tion of a compound to be a function of the semantic interpretations of its parts. Condition 3 may be met by

a system which extends the compositionality principle to syntax. In such a system sets of basic (lexical)
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expressions are first determined whereafter compositional syntax rules are applied recursively to combina-
tions of basic expressions and\or previous results in order to generate complex expressions. Semantic
representations are assigned directly to the basic expressions, and each syntactic rule Sn is correlated with a
compositional semantic rule Tn which takes as inputs the semantic representations of the inputs to Sa. If

the semantic representations chosen fulfill conditions 1 and 2, a satisfactory semantic theory emerges.

An important characteristic of this approach is that it rejects any notion of autonomous syntax. If a
complete sentence is first generated by the syntax, and a semantic representation subsequently derived by
recapitulating the order of rule application with the semantic correlates, the mode of operation is akin to
thatof a multi-;pass compiler. The application of syntax rules is temporally prior but the syntax rules them-
selves are not ?ogicalfy prior, since the introduction of a syntéx rule into the syétefn is licenced only by its
fltility for semantic mterpretatidn:jme purpose of syntax, as several authors have stressed, (eg. [P4], [D8)),

is to provide a basis for semantics . If the syntactic and semantic components of the system are run in

parallel, simulating the behaviour of a single pass compiler, even the temporal priority becomes vestigial.

In both UG and PTQ Montague meets the above conditions with a three stage program answering

the foregoing description:

Stagel A fragment of Eng]iéh, designed to include constructions of major philos;Ophical interest and

puzzlement, is defined by means of a compositional syntax.

Stage 2 Each syntzix rule is correlated with a compositional semantic rule which maps the syntéctic

structure to an expression in a language IL of higher order intensional logic.
Stage3  The language IL is given a model theoretic interpretation in terms of possible world semantics.

As has been intimated, it is the semantic considerations which in such a program determine the syn-
tax; thus prolegomena to Montague semantics must explore the philosophical motivation for the adoption

of IL.

1.2. Higher Order Abstraction and Type Theory

Montague’s choice of a language of higher order rather than first order logic as the intermediary is

based not upon any naive observation that English plainly contains higher order constructions involving

-11-




quantification over predicates, as for example in the sentence:
(3) The offspring of a hermaphrodite inherit all the characteristics of the parent.

but rather on the recognition that abstraction over predicate variables is needed for a uniform compositional
account of “terms” (noun phrases). As Warren, [W1], has remarked, first order methodology correlates a

sentence such as:

(4) Every man walks,
with a formula of first order logic viz.
(5) VX(man(X)-walk(X)).
but is unable to identify the contributions‘of d;e individual elements in }he original sentence. The first order
analysis reflects Russell’s contention, [R10], maL: | |
;a denbting pl;rase is essentially part of: a sentence, and does not like Imost single words have
any significance on its own.”

Commenting on this situation Cooper, [C6), suggests that first order logic relates formulae not to English,
which does have compound noun phrases as constituents, but to an English like substitute in which deter-
miners are operators on sentences. The absence of a constituent b); constituent mapping guarantees that
condition 3 is infringed. | |

By contrast, a simplified preview (ignoring intensions) of Montague’s proposals would be as follows.

(6) “Every” translates as:  ApAQVX(p(X)—=q(X)).P
(7) “Every man” translates as:  ApAQVX(p(X)—q(X))(man) = AqVX(man(X)—q(X)).
(8) “Every man walks” translates as:  AqVX(man(X)-»q(X))(walk) « VX(man(X)-walk(X)).

“The term “every man” is here treated as denoting the set of properties which every man has. This

analysis may be generalised to embrace proper names in a uniform manner: thus the (simplified) translation

43 Familiarity with Church’s calculus of A-abstraction is assumed, but for quick reference the rules of A-conversion may be
stated as follows where MVN) ig the result of replacing all free occurrences of x in M by N:

L If y does not occur in M then AxM may be renamed lyM(’U y),
IL If the bound variables in M are distinct from both x and the free variables in N then AxXM(N) may be reduced to M/N),
I1l. Theconverse of IL
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of “John” becomes:

(9) App(john).
denoting the set of all John’s properties. A formal definition of “property;’ will emerge in due course,

whereupon the above formulations will be suitably amended.

Notoriously, the avﬁilébility of bredicate variables, and the accompanying possibility of
quantification thereover, introduces into a system of logic the potentiality for paradoxes, one of which will
serve for illustrative purposes. Russell observes, [R9880], that some predicates, for example predicable,
are predicable of themselves and form a well defined sub class ® such that VP(Pe ®—P(P)). Predicates
not so characterised, which we may describe as impredicable, form a disjc;int sub class ¥ such that

VP(Pe W——P(P)). For convenience let “§” represent “impredicable™: it transpires that if &e'¥ then

impredicable must be impredicable so §(§) is true and accordingly e ®. If however &e'¥ then impredica-

ble is not impredicable in which case —&(§) must be true so E€ Y. Indeed as Copi observes, [C9], given the

definition VP(&(P)H—.P(P)) we .may derive the contradiction &(&)<>—&(E) by universal instantiation.

Russell’s own response to the paradoxes was to introduce a hierarchy of “types” where a type is
defined, [R9§497], as a “range of significance”. The simplest way to introduce such a hierarchy is to iden-
tify types with integers such that type n+1 indexes all classes having members of type n. A predicative

expression such as P(x) then has significance only if the type of P is one higher than the type of x. If types
are employed as indices to syntactic categories, and a syntax is defined so that syntactic combination is per-
mitted only when type compatibility guarantees significance, semantically deviant formulae become ill

formed, thus effectively eliminating the paradoxes.

Montague adopts not the integer éys tem but a more sophisticated formulation due to Church, [C2], in
which any function having an indépendent variable of type P and a dependent variable of type o must be of
type <Bo>. On this account if M is of type o and x is of htype B, then AxM is a function of type <Ba>, and
AxM(y) is a well formed expression of type o only in case y is of type B. Once again the types are avail-
able as indices for syntactic categories. An expression of type <fo> may combine with another of type B

to generate a resulting expression of type o.
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1.3. Extensional Semantics

The fragment of English investigated in PTQ is chosen to include sample sentences known to resist

purely extensional analysis: hence the language of IL includes intensional features. For reference and
comparison purposes it may prove helpful to precede further discussion with a résumé of the extensional

semantics of the language FOL of first order logic.

In the ensuing exposition the variables j, k, m, and n range over the natural numbers, and as usual, the

conventions are adopted that YA represents the set of all functions having domain X and range Y, while X"

represents the set of all ordered n-tuples of members of set X. With these conventions in mind FOL may be

defined as follows:

1.3.1. Lexicon for FOL
(Fsl) Lvar = {vn:nZO}.
(Fs2) Leon = {f0:m20}.
( Fs3) Lfun = {f_:n>0,m>0}.
(Fs4) Lprop = {PO:m>0}.
(FsS) Lpred = {P;'n:n>0,m20}.

Lvar is the set of individual variables, Lcon the set of individual constants, Lfun the set of n-ary functors,

Lprop the set of sentence constants, and Lpred the set of n-ary predicates.

1.3.2. Syntax for FOL

~ (Fs6)If t € Lvar thentis a term.

- (Fs7)If t € Lcon then Tis a term.
(Fs8)If 1y,..,T, are terms then[ 7 (t,,..,%,)] is a term.™

There are no terms other than those defined. °

» e
r - T H-M.--:'i_

t4. The signs “[” and *| ” are employed as “Quine corners” which act as selective quotation marks to mention both lexical and

syncategorematically introduced object language elements while using (Greek) metasymbolism with which the former items may be
interspersed. Without such a device many of the definienda would be ill formed.
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(Fs9) If TyseeuT,, are terms then |'P"m(1:1,...,':n)'| is an atomic formula.
(Fs10) If 'rj and 1:‘; are terms then I'tjntk'l is an atomic formula.

(Fs11) If ® € Lprop then @ is an atomic formula.
Every atomic formula so defined is also a wff (well formed formula).
(Fs12) If ¢ and ¥ are wifs then:
[—®] is a wff. -
- [(PAY)] is a wi.
[(®VvP)] is a wif.

[(®-Y)] is a wff.

- [(PoW)] is a wit.
(Fs13) If @ is a wif and v € Lvar then:

[ Vud] is a wif with @ the scope of V.

[3ud] is a wif with ® the scope of Jv.

There are no other wffs besides those defined.

Since the publication of Tarski’s original semantics for FOL, [T1], there have been various
equivalent formulations. The one now adopted is in essence that of Kanger, [K2], which I choose both for
its perspicuity and for its adaptability in forming a bridge between conventional extensional semantics and

the semantics of Montague’s IL.

1.3.3. Lexical Semantics for FOL

e

A primary valuation structure is a pair <M, G>, where M is a model and G is a sequence-set.!’
The model M is itself a pair <D, I> where D, the domain of the model, is any non empty set, and I is an

interpretation function defined over lexical constants.

TS Tarski introduces sequences as functions from the set ¢ of natural numbers to the domain of individuals, and allows se-
quences to induce values for both lexical items and terms: induced values thus correspond to the primary valuation and the first three
clauses of the secondary. He then defines satisfaction of a formulae by a sequence ¢ such that ¢ satisfies ¢ in those circumstances
where the secondary valuation gives the value 1, His definition of truth in a model as satisfaction by all sequences is thus equivalent to
ours. :
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The sequence-set G is defined as follows:
/’
G= DLvar
Thus each g € G is a function assigning variables to members of the domain hence:
( Ft1) If v € Lvar then g(v) € D.
Moreover, forall g, g € G, g is av,-variant of g iff for all j2k g’ (vj) = g(vj). :
Interpretation of the lexical constants is as follows:
(Ft2) If a € Lcon then I(0) € D.
VR 3 n
(F3) If { € Lfun and € has superscript n then I({) € D .
(Fid) If & e Lprop then I(®) € {0,1}.

( Ft5) If & € Lpred and & has superscript  then I(®) ¢ D",

1.3.4. Expression Semantics for FOL

A secondary valuation structure for expressions defined by the syntax is a pair <V,<M,G>> where

V is a valuation function defined as follows:
( Ft6) If v € Lvar then V(v,M,g) = g(v).

( Ft7) If oo € Lcon then V(o,M,g) = I(x).
( Ft8) If { € Lfun with superscript » and 1,,...,T, are terms then
Vgt M) = IOV (T M8, V(T M2)>),
(F19) If ® € Lpred with superscript » and 1,,...,T,, are terms then V(®(t,,...,T,),M,g) = 1 iff
<V(11M,g),...,V(tnM,g)> e I(®), 0 otherwise.
(Ft10) If T and T, are terms t!1en V( |'1:j-1:k'| M.g) = 1 iff V(’tj M.g) = V(1. ,M,g), 0 otherwise.
(Ft11) If ® € Lprop then V(O,M,g) = I(D).
(Ft12) If ® and WV are wifs then:
V([ -] M.g) = 1iff V(O,M,g) = 0.

V([ (PA¥)] M,g) = 1iff both V(®,M,g) = 1 and V(¥ M,g) = 1.
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W([(@v¥)] M,g) = 1iff either V(O,M,g) = 1 or V(¥,M,g) = 1.
V([ (©-Y¥)] ,M,g) = 1 iff either V(D,M,g) = 0 or V(¥,M.2) = 1.
V([ (@W)] M,g) = 1iff V(OM,g) = V(¥.M,g).
(Ft13) If @ is a wif and v a variable then:
V([ Vod] M,g) = 1iff V(¢M,é’) -1 forgall g’ that are v-variant to g.
V([ 3vd] M.g) = 1 iff V(OM,g) - 1 for some g’ that is v-variant to g.

The secondary valuation function is plainly a function of three arguments, the first of which is an

expression of FOL, while the second and third cite a model and a “sequence”, There is however a conven-

tion for abbreviating the functional notation which will be adopted hereafter. For any expression ©:

. V(B,M,g) maybeexpressed . [ O ]M,g_

.. Semantic concepts which may be defined using this extensional model theory include the following:
O is trueunderM - S o R

. M E oiff,forallge G, [® IM8.1,
M is a model of a set I" of wffs oo 3 S et C T

M E Tiffforallge G,andforall®e T, [ @ IM€ 1.
Set I" has a model
| SayI) iff, for some M,M E T.

r sema;ﬁc;ally éntaih tD B

| I' & Oiff, forevery Msuchthat M E T, itisthecasethat M = @,
Dis va;id |
= fbiff,'forallM,M I= D,

& is unsatisfiable . -

Unsai(®) iff F [ —®].
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1.4. Extensional Compositionality

The interpretation function I assigns extensions to the logical constants of FOL relative to a model.

Inspection reveals that the extension of an individual constant ( a member of Lcon) is an individual ie. a
member of the domain D, while the extension of the mth. one place predicate P}n (which corresponds
roughly to an intransitive verb phrase or common noun phrase in English) is a subset of D, that is to say a
set of individuals. Likewise any two place predicate of form P’zn has as extension a binary relation on D,
ie. a set of ordered pairs of individual members of D. Adopting the usual convention whereby {0,1} is the
set of truth values, with O representing “false” and 1 representing “true”, we see that the extension of a sen-

tence constant (a member of Lprop) is a truth value. -

- - If the semantic interpretation of an expression is identified with its extension, then the principle of
compositionality becomes the principle of extensional compositionality: the extension of a compound
must be a function of the extensions of its parts. This principle in turn entails a principle of transparency:

the extension of a compound should not vary with the interchange of coextensive parts.t®

rJl

Since the extensioniof a sentence is to be a truth value, the truth value of a sentence should not be
effected if any component phrase be replaced by another having the same extension. Coextensive ferms
may without controversy be equated in true identity statements, and plainly for all X, Y, p if X=Y then

p(X)e-p(Y): hence the principle of transparency for sentences subsumes Quine’s principle of the indis-

cernibility of identicals, [Q2]:"

A & g oA

“given a true statement of identity, one of its two terms may be substituted for the other in any

' . s ] - 4 : VR P )
true statement and the result will be true”

A construction for which the principle of extensional compositionality holds may be described as

16. Quine, [Q4], distinguishes codesignative = referriné to the same objéct from coextensive = true of the same object, and im-
plicitly contrasts both with coveridical = having & common truth value,in order to isolate terms having a common extension, which
alone on his view may appear in true identity statements, However these distinctions obscure the generalisation that whether terms,
predicates, or sentences are under consideration, commonality of extension is the issue; hence I adopt coextensive to cover all cases.

~ 17. It is often claimed that the principle of transparency for sentences derives from “Leibniz law”, or the “salva veritate” prin-
ciple. This seems to me to be a mistake. The most lucid statement of Leibniz principle reads, [L3§7]:

“Eadem sunt quorum unum in alterius locum substitui potest, salva veritate, ut triangulum et trilaterum, quadrangu-
lum et quadrilaterum.”

The import of Quine’s principle is that given we have established that two terms are coextensive (codesignative in his usage),
we may predict their substitutivity in extensional contexts. By contrast Leibniz principle is one of identity of indiscernibles: If we have
established that the terms are everywhere substitutable salva veritate, then we may conclude eadem sunt. Moreover it is far from clear

that eadem sunt signifies merely that the terms are coextensive. Leibniz own examples quoted above involve terms which on
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extensional: and a language may be classified as extensional if it consists solely of extensional construc-
tions. Although it may be possible, by truncating the vocabulary and restricting the allowable constructions,
to identify extensional subsets of English, the English language itself is not an extensional language.
Accordingly semantic interpretation cannot be identified with the assignment of extension unless the princi-

ple of compositionality is to be abandoned.

Most of the classic examples of failure of extensionality for English involve referential opacity, ie.
failures of the principle of transparency. The earliest examples identified involved the attempted replace-
ment of coextensive terms within the complements of verbs of propositional attitude. In none of the fol-

lowing pairs is the truth of the second sentence guaranteed by the truth of the first.

(10a)  An ancient astronomer discovered that the evening star was the morning star.

(10b) An ancient astronomer discovered that the evening star was the evening star. (Frege, [F2])
(11a) George 1V learned that Scott was the author of Waverley.

(11b) George 1V learned that Scott was Scott. (Russell, [R10])

* Y
Yy

Examples (10b) and (11b) are presumed false because the complerqents are trivially true; and given
that a trivial truth is one form of necessary truth it is but a short step to discovering that substitutivity of

coextensive terms fails in modal contexts.

(12a) Necessarily Hesperus is Hesperus.

(12b) Necessarily Hesperus is Phosphorus. (Apocryphal)™

(13a)  Necessarily if there is life on the evening star there is life on the evening star.

(13b) Necessarily if there is life on the evening star there is life on the morning star. (Quine, [Q2])

Occasionally the direct object of a transitive verb may occupy a referentially opaque position, in

which case the verb itself may be classified as an intensional verb. Thus, on the assumptions both that the

Montague’s analysis turn out to be intensionally equivalent, ie. they have the same extension in all possible worlds. These examples
serve incidentally to highlight the danger in everywhere equating intension with meaning: “triangle” and “trilateral” do not mean the
same.,

t8. That Frege first noticed the problem of referential opacity in modal contexts by comparing these two seatences has entered

into folklore: this appears to be an anachronism. These cases are derived by extracting the complements of the propositional attitudes
in Frege’s original examples, making a non trivial exchange of proper names for definite descriptions, and subsuming the results

within the scope of a modal operator.
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commissioner does not know that the dean is also chairman of the hospital board and that we are dealing
with the de dicto interpretation where the description of the object is understood to be supplied by the sub-

ject, we have:
(14a) The commissioner is looking for the dean.

(14b) The commissioner is looking for the chairman of the hosp;tal board. (Quine, [Q4])
There is of course a de re intérpretation of this pair wherein the utterer, not the subject, supplies the
description, and for which subsﬁiuiivity is unproblematic.

Certain intensional adjectives likewise introduce opaque contexts.” Given that Jones is presently a

member of the United States Senate, so that the extension of “colleague of Jones” and “senator” are

presently the same, we may ‘generate:
(lSai Smith is :visiting aﬁ former colleague of Jones. |
(15b) Smith is visiting a former senator.
Finally failures of extensionality which do not involve referential opacity are typified by tensed con-
structions, on the assumption that in a tensed sentence an operator is applied to a corresponding sentence in

the simple present. That the extension of the whole is not a function of the extension of the parts is attested

by the fact that (16b) is true while (17b) is false despite the fact that (16a) and (17a) are both true,
(16a) Iceland is covered with a glacier.

(16b) Iceland was once covered with a glacier,

(17a) Africa is covered with a glacier.

(17b) Africa was once covered with a glacier, (Thomason, [T338Introduction])

The only reason why these last examples cannot be formulated as failures of transparency is simply
that in English the surface structure of a sentence in a past tense does not contain a component in the sim-

ple present, accordingly there is no such component for which substitutivity might fail.

19 I dissent from the view of Dowty, [D9], that these cases do not involve opacity.
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1.5. Possible World Semantics

Frege’s solution, [F2], to the problem of referential opacity was to introduce a distinction between
the bedeutung (reference) and the sinn (sense) of an expression, maintaining that in opaque contexts an
expression denotes not its normal bedeutung but its sinn. On this account the extension of a compound may
indeed remain a function of the extensions of the elements, with the proviso that in certain syntactically
identifiable, (ungerade), contexts the latter extensions may prove abnormal. Transparency would then
require that in such contexts there should be immunity only to the inter substitution of expressions with

equivalent senses. Unfortunately Frege's thesis cannot be further formalised in default of an adequate

analysis of sinn. f L .

y U

Carnap, [C1], was among the first to attempt a formal analysis of senses, which now take on the
guise of intensions. Intensions are defined as functions from possible states of affairs to extensions: the
extension is accordingly the intension valued at the pertaining state of affairs. Carnap compares his possi-
ble states of affairs both to Leibnizian possible worldst!® and to Wittgensteinian sachverhalten, [W5], but
refrains from offering a concrete definition. This analysis has the distinct advantage of insuring that exten-
sions are determined by intensions, whereas the connection on Frege’s original account remains gratuitous,
but it is vitiated by the nebulous nature of possib!e states of affairs, which approximate to complete models

of the language in question, !

In his semantics for modal logic Kripke, [K11], treats the set of possible worlds as a primitive set K
of indices: thus intensions become functions from indices to extensions. The simplest modification to the
apparatus for extensional semantics which would reflect this innovation would be to define an intensional

model M2 a§ a triple <D, K, I>* and to redefine I so that it assigned functions from K to previously

110 References are legion, but Leibniz here includes the head of an audit trail to previous occurrences.
11 The Leibnizian conception of discarded blueprints in the safekeeping of the Deity is picturesque but equally unhelpful.

112 Montague preserves a nice distinction in terminology between a model which assigns extensions and an intensional model
or interpretation which assigns intensions. Thus model = <intensional-model,specific-index>.

13 Kripke’s formulation is in fact more complex. His definition amounts to M = <y K,R I>, where for all k € K, W(x) = the
domain of individuals existing in world x, and I is a two place function from worlds and expressions to extensions defined in terms of
y(x). Forall x, ¥’ € K, xRX’ ¢ ¥ is possible relative to x, and [ Db ]M*""'g «1iff [ O ]IM '8 = 1 for all ¥ such that xR¥’. The
accessibility relation R is introduced so that the various Lewis systems, [LS5], of modal logic may be simulated: to obtain S5 R must be
reflexive, transitive, and symmetric.

The localisation of domains to worlds allows questions of radical reference failure to be raised: should a sentence containing a
referring expression with no extension in a given world be false, [R10], or lacking in truth value, [F2], [S3] in that world? Localised
domains are also used to generate counter examples to the “Barcan formula”: ¥xOd«OVx® which postulates equivalence between

“everything that actually exists in this world is © in all worlds where it exists” and “in all worlds whatever happens to exist is @,
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identified extensions. When such a function were valued at the index representing the status quo, covert
reference would be made to relevant factors upon which the current extension depended; but should the

relevant factors be treated as monolithic? The opacity problems in examples (10)...(14) may indeed
involve covert references to extensions in this world which may differ in alternative worlds, but the covert

references in examples (15), (16), and (17) are to alternative times in the present world.

Both Montague, [M2], [M3], and Scott, [S2], insist that modality is but one aspect of context sensi-
tivity, and that in general the extension of an expression may depend on complexes of relevant factors of
which “possible world” is but the one germane to alethic distinctions: Scott dubs such complexes points of
reference. The set K should on this view represent the Cartesian product of distinct index sets, and a point
of reference should be an ordered n-tuple of indices. Opinions regarding the requisite index sets differt!4
depending on the attitude taken to the integration of pragmatics with semantics, but at least a set W of pos-
sible worlds and a linearly ordered set T of moments of time to handle alethic and temporal phenomena
will be necessary. Thomason observes, [T3§Introduction], that these two sets are privileged in so far that

although extension in a given context may depend additionally on pragmatic factors, only W and T enter

Into the assignment of possible extensions. Thus we may define:

intensional model M =<D, W, T, <, I>.

model=<M,we W, te T>.

Domain D is now a set of “possible individuals”, ié. individuals existing in some world at some time, and

convert FOL into a language TAL of tensed alethic logic.

1.5.1. Lexicon for TAL -

The lexicon reqtiired is identical to that for FOL, ie. ( Tsl)...( Ts3) repeats ( Fs1)...( Fs5).

+

Scott, [S2], argues forcefully for a single domain of “possible individuals™, rather than such localised domains, and this “advice on
modal logic” is heeded by Montague. |

114 Scott, (op cit), recognises world, time, position, and agent. Lewis, [L6), adds audience, indicated object, and previous
discourse. The proliferation of index sets is lampooned by Cresswell, [C10], who suggests a previous drinks index to handle sentences
such as:

“Just fetch your Jim another quart”

In his earlier works Montague himself advocated a uniform treatment of unequivocally semantic issues such as tense and overtly prag-
matic issues such as exophoric pronominal reference, and sought to identify pragmatics with indexical semantics, [M2], [M3]. This

identification has not won general support.
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1.5.2. Syntax for TAL

The opportunity will first be taken to modify (Fs9) as (Ts9) so as to force n-ary predicates to con-

sume their arguments one at a time rather than in n-tuples. This mode of combination permits greater uni-
formity in the statement of the semantics because the translation rule (Tt9) can now be formulated as a case
of functional application. Although strictly an optional variation in TAL, the mode becomes mandatory
for languages having predicates formed by abstraction. With this in mind, the rules may be stated as fol-

lows:
( Ts6)...( Ts8) = ( Fs6)...( Fs8)
(Ts9a) If tisa témi and @ an n-ary predicate then ®(7) is an n-1 ary predicate.
(Ts9b) If T is a term and & a unary predicate then ®(t) is an atomic formula.

(Ts10)...(Ts13) = (Fs10)...(Fs13) . | - I Lo

(Ts14) If @ isawffthen:

- [OD 1s a wif.

J‘ . i"‘.a ;‘_"'..L - ﬁ b |

ful(®d) is a wif,

past(P) is a wif,

1.5.3. Lexical Semanticg; for TAL

+

. A primary valuation structure continues to have the form <M, G>, and the assignment of extensions
to variables by means of some sequence g € G remains unaffected by the introduction of indices. However

the interpretation function I now assigns intensions to lexical constants as follows:

( Ttl) = (Ft1)
(T2)If o€ Leon then I(o) € DYWL,
- WxT
n
( Tt3) If € Lfun and { has superscript n then I(f) € DD
(Td) If ® € Lprop then I(®) € {0,137 <.
'DWxT |

| D: }n times

( TtS) If ® € Lpred and @ has superscript n then I(P) € {0,1} .
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The assignments in ( Tt2)...( Ttd) are as predicted functions from WXT to previously defined exten-
sions, but ( Tt5) deserves comment. If we consider the case where ¢ has superscript 1 then on the basis of

the semantics for FOL we might expect:
I(D)=E e PDWXT such that E(w,f) ¢ D.

But let E(w,f) = E, then E may be supplanted by its characteristic function, ie. that function nD—{0,1}
WxT
such that (8) = 1iff § € E. Thus E(w,) =1 € {0,1}° and accordingly I(®) € {0,1}P .

Generalising the argument, we might expect on the basis of the semantics for FOL that where & has

superscript n then: A Tt

WxT
I(®)=te PD"  suchthat&(ws)=E cD".

n
By parity of reasoning we may establish that E(w,f) =1 € {O,I}D s but now we may define for eachd € D

n-1

a function Bsn} {8}—){0,1}1.) such that Bsn(S)(Sl,..,Sn_l) = 1 iff n(Bl,..,Sn_l,S) = ], 98 n(S) is the
characteristic function of the set {<x,..x,_;>i<X;,..X, 1,6>€E}.

-1
}D such that for all d € D, \yn(ﬁ) = Sn(ﬁ). The range of y_ is a set
| n-2
of functions which may be reformulated in like manner as {qtn_l:wn_l}D-){O,l}D }. Such reformula-

Next we define y } D—{0,1

tion may proceed recursively until we derive:

Accordingly 1(y,..,) =y, (6 )(5, _,)....(3,), and I(®) is a function from WXT to the set of which y 182
member. |

In particular the extensian o} a two placed predicate is a function from individuals to the extension of
a one place predicate: this accéfds with Montague’s treatment of transitive verbs as functions which take

terms to make intransitive verbs.

1.5.4. Expression Semantics for TAL

The valuation function V in the secondary valuation structure <V, <M, G>> must now take five argu-
ments such that for any expression 6, V(O,M,w,t,g) gives the extension of ©: accordingly it becomes

necessary to0 modify the convention previously introduced for assigning significance to the “semantic



interpretation” brackets “ [ ” and “ ]”. We now stipulate that:

- VMwitg)= [ O ]lM*“'*‘*g .

signifies the extension of © at <w,t> with respect to M, and also that where K is a Jexical constant:

Ix)= [ x M8

signifies the intension of x with respect to M. Thus we may establish the following identities:

I = [« IM8w,0 = [ x JMW:48,

The revised clauses for expression semantics then become as follows:
(Tt6) If v € Lvar then [ v JM:WhE = g(v).
(Tt If € Leon then [ o IMWHE = Io)(w.0) = [ o 3M8(w,0).
( Tt8) If § € Lfun with superscript n and 14,...,T,, are terms then
L Ept,) IEWEE - [ LI E (< [ty IS, [ 7, IVWAE>)
(TO) If Tis aterm and ® € Lpred then [ &(t) IM W48 o [ & IME(w,n( [ © 1MW),

(Tt10) If 'cj and T, are terms then [ [t j-'rk] ]M,w,t.g = 1 iff

[ 3Whe < [ 7 1YWAe,

(Tt11) If ® € Lprop then [ @ JTMWhE w [(D)(w.0) = [ © TME(w,9).

(Tt12) If ® and ¥ are wffs then:
[[-®] W48 . 1iff [ © W58 = 0.
[[(®AY)] TM W8 = 1iffboth [ @ JMWh8 = 1and [y IMWHE -1,
[[(@v¥)] IMWAE - 1iff either [ & IMWHE~10r [y IMWHEL1,
[[(@—>¥)] IMWhE = 1iffeither [ @ JWAEw00r [y IHWAHE .1,
[[@ow)] IMWLE . 1iff [ & PMWAE . [w MWie,

(Tt13) If @ is a wif an;:l L a variable then:
I[[Vod] ]M;w,t,g - 1iff [P +]]M'”"t*g’ -1 for all g’ that are v-variant to g.

[[3vd] TMWLE . 1iff [ & JMWHE = 1 for some g’ that is v-variant to g.
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(Tt14) If @ is a wff then:
[[O®] PY¥h8 = 1 it
Td ]M,w",r’,g_ 1forallw'e Wandall/ e T.
[[fur@)] 1MWhE = 1iff
[ O ]M,w,t’,g =1forsomef € Tsuchthatz</?.
[ past)] IMWh8 - 1 it
[ ]M,w,t',g =1 forsome? € Tsuchthatet>7,
The semantic concepts previously defined require relativisation to a pair <w,#> as follows:
O is true under <M, w,t>
Mwt> k= @iff,forallge G, [ © W81,
<M. w,t> is a model of a set I" of wffs
<Mwt> E Tiff,forallge G,andforall®e T, [ ® JMWh8 .1,
Set I" has a model

Say(T") iff for some <M, w,f> it is the case that <M,w,t> = T..

I" semantically entails @
I' = Oiff, for every <M,w,t> SI.;Ch ﬂmaf <Mwt> i‘, it is the case that <M, w,t> E .
O is valid '
= @ iff for all <M,w,t> it is the case that <M,w,t> = ©.
& is unsatisfiable

Unsat(®) iff = | —®].

1.6. Intensions in Opaque Contexts

The intension assigned by I to an individual constant is a function from indices to individual

members of the domain D. Following Carnap’s suggestion, [C1], such an intension is termed an individual

concept, and selects a specific individual for each argument pair <w € W,t € T>. A one place predicate is
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assigned as intension a property of individuals ie. a function from indices to the characteristic functions of
sets of individuals. In the special case where the value for a given <w,£> is the characteristic function of a

singleton set, we may consider the intension a uniquely individuating property relative to that argument.

Any function from indices to the characteristic functions of n-tuples of individuals (or to their
equivalent reformulations) is an n-ary relation in intension between individuals, thus the intension assigned
to a two place predicate is a binary relation in intension between individuals. Finally the intension

assigned to a sentence constant is a function from indices to truth values, conventionally termed a proposi-

tion.

One glaring anomaly appears in the semantics for TAL: although sentence constants have intensions,
the intension of a structured wff is undefined. A further deficiency is the omission of any mechanism for

referring to intensions in the object language as required by Frege: the distinction between intension and
extension is formulated only in the metalanguage used for defining semantic rules. In view of these
shortcomings, together with the absence of any algorithm for formal translation of English to TAL, it

would be premature to expect a satisfactory solution to the problems of opacity yet to be available.

Nevertheless exposition of TAL makes a useful contribution towards an adequate solution for two
reasons. Firstly the semantics for TAL are sufficiently close to those for FOL to render the modifications

immediately comprehensible; and secondly, although not adequate to handle the problems without amend-
ment, the semantics for TAL offer sufficient facilities to make the isolated lacunae readily identifiable.

Informal augmentation therefore paves the way for a formal exposition of IL.

That suongiy typed lambda abstraction is to be incorporated has already been intimated, but provi-
sionally we disregard the typing and introduce both abstraction and the mechanism for handling intensions
in the object language as ad hoc modifications to TAL. Furthermore we assume that “tr(english-
expression)” is a well defined function frorp English expressions to their representations in the language of
logic.

As regards lambda expressions it will suffice for the time being to record that if M is of type a, x is

of type B, and den(x,M) indicates the possible denotations of expressions of type x then:
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[[AxM] IMWAE € den(aMydenBM)

The device Montague adopts in order to refer to intensions is the operator * * ” which is defined in

such a way that if © is any expression, then for all <w’.f> € WxT:

I[e] 1MWt8w,)= [ © MW 18,

that is to say:

[["8] ]IM"'WI""g =[O ]]M,g = the intension of © with respect to M.

A converse operator “ * ” is likewise defined over intension denoting expressions such that if @ has the

form “= then for all <w.f> € WxT:

[[6] IMWA8 . [ & IMB(w,).
Inspection reveals that for all M,w,t,g the principle of “down-up” cancellation holds:

[[e] IMWhe . [ e (Mwitg,

It will be observed that the expression semantics for TAL continue to be formulated in terms of the
extensional principle of compositionality : the extensions of compounds are defined in terms of the exten-
sions of components. With the advent of intension denoting expressions in the object language this princi-
ple can be salvaged on the assumption that any expression © is replaced in opaque contexts by “©, hence

the extension in opaque contexts will be the normal intension as Frege initially suggested.

For preliminary discussion, complications may be avoided if we assume counterfactually both that a
definite description is to be handled as an individual constant and that the “is” of identity is to be translated
directly as “=", The propositions expressed by the complements of (10) then become those functions from
indices to truth values defined as 1 and 1" in (18).

(18a) n(w,0) = 1iff [ tr(the evening star) ]]M 8(w,f) = [[ tr(the morning star) ]]M 8(w,1).
(18b) N'(w,0) = 1iff [ tr(the evening star) ]{‘l’g(w,t) = [ tr(the evening star) 118 (w.9).
Plainly the primed function returns the value 1 for all <w,f>, accordingly it cannot be equated with

the unprimed correlate, and whatever other modifications become necessary, we may assume that this ine-

115. This definition is in fact Thomason’s: vide [T3], page 259, footnote. Variables are included in the definition as stated, but
since the extension of a variable is as:;gned by a sequence without reference to indices the intension becomes a constant function. If v
is a variable then forall <w,f> [ v J"8(w,0) = g(v).
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quality oi‘ N and 1" will survive the abandonment of the counterfactual assumptions. An analysis is now
required of the effect of placing the intensions identified in (18) within the scope of a verb of propositional

attitude. Given the facility for referring to intensions, the propositions expressed in (10) may be identified

by the equations in (19) which incorporate definitions in accordance with the principle of compositional-
ity.
(19a) [ t(An ancient astronomer discovered that the evening star was the morning star) IM8(w,1) =
[ tr(discover) ]]M 8 (w,t)( [ tr(an ancient astronomer) ]]M S(w,l),
[ tr(the evening star is the moming star) ]]M 8).
(19b) [[ r(An ancient astronomer discovered that the evening star was the evening star) ]|M S(w1) =
[ tr(discover) ]]M E(w,t’)( [ tr(an ancient astronomer) ]]M E(w,t),
[ tr(the evening star is the evening star) ]]M 8).

Transparency now requires no more than the substitutivity of intensionally equivalent complements.

According to this analysis, where @ translates a verb of propositional attitude we require:

WxT

WxT
@y 1®e (o207 )

and this indeed becomes Montague’s proposal.

A similar analysis''® is available for intensional adjectives. If we stipulate that:

WxT) WxT

» (o
(21) I(tr(former)) € ({0,1} )

then:

(22) [ t(former colleague of jones) 18w, =
[ tr(former) IIM E(w,0)( [ tr(colleague of Jones) ]]M 8) =

N such that n(d) = 1 iff [ tr(colleague of jones) ]]M Ewt’ =1 for some £ <1{.
Since “former” now requires an intension as argument, substitutivity cannot derive (15b) from (15a).

With regard to modal contexts, we define:

116. Due simultaneously to Kamp and Parsons, vide [G4], [D9].
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WXT ..
@3 Iltr(necessarily)) e 0,13({01}" ), * |

By schematising the embedded propositions in (13a) and (13b) as *“*®” and “"¥” we may identify the pro-

positions expressed by the wholes using the equations:
24) [ tr(necessarily)("®) IMEw.f) = [ tr(necessarily) 18w ([ @ 1M8),
(25) [ tr(necessarily)("¥) IM&(w,0) = [ tr(necessarily) TM8(w,0( [ ¥ 1M:8).1v

These propositions plainly differ since, for reasons already discussed, [ @ Mg [ 1M:8 even

though at the current worldw [ @ nM,w,t,g = [Y ]M,w,t,g_

Before correcting the counterfactual assumptions made earlier we observe first that a definite

description is but one form of noun phrase, and that the denotations of noun phrases were provisionally

introduced at (7) as denoting sets of properties, where “property” was undefined. A property of individuals
has now been identified with a function from indices to the characteristic functions of subsets of individu-
als, and should accordingly be denoted by an expression of form ““P}n": but such a function does not
accept term denotations as arguments, although its extensionalisation, referred to by“""P}n", does. If the
variables of abstraction in (6)...(9) are to range over properties, then their values must be extensionalised in

order to licence syntactic combination with terms. Hence (6)...(9) must be reformulated:

(20) tr(every) = - ApAQVX(p(X)-"g(X)). L R
(27) tr(every man) = ApAQVX("p(X)—"q(X))("man’)

AMVX(“*man’(X)—"q(X))

AqVX(man'(X)—"q(X)).

(28) tr(every man walks) = | quJé(ﬁla;’()()—)'q(X))(‘wa]k')
VX (man’(X)—"walk’ (X))
VX(man’(X)-»walk’(X)).

(29) tr(Hesperus) = Ap p(hesperus’).

Perhaps it may be timely to mention explicitly a convention which has been adopted implicitly and

$17. As Dowty observes, [D9], Montague retains the conventional syncategorematic [J and in effect employs [KD as an abbre-
viation for tr(necessarily) ("®)
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which is employed by Montague and most logicians. To improve readability, and where only a small sub-
set of available symbols is required, symbols with subscripts and/or superscripts may be supplanted by less
forbidding colloquial forms, eg. X, Y, Z for Vas V3 Vg4 When an English word translates directly into a

lexical constant, the colloquial form for that constant is a primed variant of the word itself.

Note also that the assembly of components by functional application typically triggers a reduction

process as a result of which the original elements cease to be separately identifiable.

For any @ a set of ® may be identified with a function { € {0.1}¢. while a property of ® is a func-

WxT
tionn € ({0, l}d)) . A set of properties of individuals should accordingly be a function:

L WxT
D
(30) Oe {0,1}( ({0,1}7) )

and such a function indeed becomes the extension of a noun phrase on Montague’s analysis. It follows

moreover that the intension of a noun phrase should be a property of properties of individuals, ie. a func-

\

tion:

| WxT WXT
; D
(31) te ({0,1}(({0*1} ) ) ) _

An intensional transitive verb must acquire an extension capable of accepting such a function as its

argument, consequently Montague concludes that where @ translates a transitive verb: 18

WxT
) | ( (({OI}D)WXT) Wxr ) g
(32) I®)e ({0,1}P) (o1 €O ) .

so that the analysis which emerges for (14a) becomes:

(33) [ tr(the commissioner) ]]M 8(w,f)( [ tr(look for the dean) ]]M,g)

" where [ tr(look for the dean) JM'&(w,f) = [ tr(look for) 1M:8(w.0)( [ tr(the dean) JH8).

There need now be no expectation that tr(the dean) and tr(the chairman of the hospital board) be substitut-

118. A uniform analysis is given of all transitive verbs, although the motivation is to block the substitutivity of objects having
merely extensional equivalence, and 8o accommodate the de dicfo interpretation, in the case of infensional transitive verbs. As already
mentioned, even these verbs have an alternative de re reading wherein substitutivity of coextensive object phrases is unexceptionable,
while with extensional transitive verbs the de re reading is the only one. Exegesis of Montague’s method for allowing alternative read-
ings in the first case, and eliminating unwanted de dicto readings by means of a “meaning postulate” in the second must be deferred.



able.

Once we have established an appropriate translation for the (singular) definite article we will be in a
position fully to develop this translation. Montague’s analysis conforms at this point to Russell’s theory of

definite descriptions, [R10].

(34) tr(the)(sing.) = * = ApAQIY(VX('P(X)X=Y)A"q(Y)).
thus:

(35) tr(the dean) = ApAqIY(VX(p(X)X=Y)A'q(Y))["dean’]

= Aq3Y(VX(dean'(X) 2 X=Y)A"q(Y)).
Since the definite description in subject position has no bearing on the opacity in (14) we may for simpli-

city assume that the commissioner is named Henry. A complete reduced translation of (14a) then becomes:

(36) [1]1 Ap"p(henry’)["look-for'("AqIY(VX(dean (X)>X=Y)A'q(Y)))]
[2] look-for’("AqAY (VX(dean'(X) > X=Y)A"q(Y)))(henry’)
[3] look-for’(henry’,"Aq3Y(VX(dean’(X)=>X=Y)A q(Y))).

The last stage in this reduction merely expresses the functional notation f{y)(x) in the more familiar rela-

tional form fx,y).1?

Ever since the time of Plato it has been customary to distinguish between the “is” of predication and
the “is” of }dentity. Montague rejects this distinction and treats “to be” uniformly as a transitive verb with

the translation:
(37) tr(be) = Anke n("AZ(e=Z))!®

If once more for simplicity we assume a primitive predicate “author of Waverley”t?! we may

119. It transpires that the crucial characteristic of a de dicto reading of (142) is the occurrence of “JY”" within the scope of “*,
thus if Montague is to allow an alternative interpretation there must be a means to generate:

JY(VX(dean’X)e>X=Y)Alook-for (henry’,"Ap"p(Y))).

120. Those familiar with Montague’s original works will notice an iconic change in the variables used, eg. “n” in place of italic
capital P ranging over properties of properties of individual concepts. The reason for the change, and the significance of the distinction
between lower case and capitalised variables, will become apparent once PROLOG implementation has been considered.

21, Without this assumption we require the introduction of a relative clause, ie. “Scott was the author of Waverley” would be
paraphrased “Scott was the man who wrote Waverley”. A Montagovian translation of (11) would then be:

(i)  3XVY(man’(Y)apast(write’(waverley)(Y))e> YaX)Ascott'=X).
The definite description “the man who wrote Waverley” which is a constituent in this sentence may, (contra Russell), be isolated as:

i) AqIXVY(man'(Y)Apast(write’(waverley)(Y))e>Y=X)Aq(X)).
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reconstruct Montague’s treatment of the complement of (11a) as follows:

(38) [ tr(Scott was the author of Waverley) TM8(w,f) =
[ tr(Scott) TM8(w,0( [ tr(is the author of Waverley) JM8) where
[ tr(is the author of Waverley) ]IM E(w,f) =

[ tr(be) ]]M’g(w,t)( [ tr(the author of Waverley) ]IM’g).

" Given the translations of elements already introduced, we may identify the corresponding reduced

-.Eﬂ*r

translation for the whole thus:

qqqqq

(39) [l] Ap” p(scott')[‘lnle['n( AZ(e=Z))[" lpMHY(VX('p(X)HX=Y)A a(Y))[*a-o- WJ]]
[2] Ap°p(scott)["Ande['n("AZ(e=Z)]["Aq3Y (VX(a-0-W(X)e>X=Y)A q(Y))]]
[3] Ap"p(scott)["Ae[AqIY (VX(a-0-w(X)X=Y)A"q(Y))['AZ(e=Z)]])
[4] Ap"p(scott)[“Ae[BY(VX(a-0-W(X)X=Y)AAZ(e=Z) (Y ])]]

% . ' .

" (5] Ap pscot)[AeTY(VX(2-0-w(X) > X=Y) Ae=Y)]
161 AeTY(VX(2-0-w(X) o X=Y)Ae=Y)[scott’]

(7] IY (VX (a-0-w(X)X=Y)Ascot=Y).

1.7. Residual Problems

f What now of the apocryphal example (12)? A reduced translation for (12a) may be provided directly

using the facilities already available:

(40) .[1] Ap"p(phosphorus’)[*AnAe n("AZ(e=Z))["Ap"p(hesperus’)]]
. [2] lp'p(phqsphorus’) [*AeAp p(hesperus’)["AZ(e=Z)]]

from which it is apparent that only the final conjunct in (i) varies with alternative predications.

Since both the semantics for English and the semantics for the intermediary language of logic are to be treated compositional-
ly, it is interesting to compare the semantics of definits descriptions at both levels.

The propasition expressed by (i) is that function 1} from indices to truth values such that for all <w,#> € WxT it is the case that
n(w,0) = 1 iff for some £ < ¢, some sequence g, and all y-variants g’ such that g(x)=g’(y):

(ii1)
@) [ write Y€ w)( [ Waverley IME (w0 @) = 1 iff
(b) l write JM&(w,0)( [ Waverley ]M'g(w,t'))(g)(x)) 1 and
© [ Scott M E(w) = g(x).

Since (c) embodies the particular predication, the essence of the definite description is encapsulated in (b). Apparently the in-
tension of a definite description must embody a function from indices to the characteristic functions of sets of members of D which for
appropriate arguments returns the characteristic function of a singleton. This should come as no surprise since a definite description
identifies its referent by recourse to a uniquely satisfied predlcanon In functional terms, where the unique predication is & we require

that &(w,/m(w,0) = 1.
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[3] Ap“p(phosphorus’)[*AeAZ(e=Z)[hesperus’]]
[4] Ap"p(phosphorus’)[*Ae(e=hesperus’)]
[5] Ae(e=hesperus”)[phosphorus’]

[6] phosphorus’=hesperus’.

At first sight the apocryphal case seems to be no longer problematic since the intensions of the individual
constants in the fully reduced u§nslgﬁon are individual concepts, ie. functions from indices to individuals.
The contingency of the embeddefl seﬁtence in (12b), and hence the falsehood of the whole, might be
presumed demonstrable from the fact that distinct functions may generate distinct values at many worlds,

albeit coinciding at some.

There is however a complication. Kripke, [K12)}, has argued that cross world reidentification requires

that proper names be treated as rigid designators, ie. constant functions which identify the same individual
in all possible worlds.?? Hence if the embedded sentence in (12b) is true at all it must be necessarily true,

and so (12b) cannot be false! Indeed this sentence exemplifies the controversial necessary a posteriori: the

o 17

necessary truth which can be discovered only by experience.

It would be no embarrassment to discover that any true identity statement involving rigid designators
constitutes a necessary truth were it not for the fact that in possible world semantics all necessarily true

propositions are intensionally equivalent: a necessary truth is the characteristic function of WxT. Intension-
ally equivalent expressions are however substitutable salva veritate in all opaque contexts, including pro-

positional attitudes, hence the following pairs should be mutually derivable:
(41a) An ancient astronomer discovered that Hesperus was Phosphorus.
(41b) An ancient astronomer discovered that Hesperus was Hesperus.
(42a) The first astronomer was unaware that Hesperus was Phosphorus.

(42b) The first astronomer was unaware that Hesperus was Hesperus.

Since coextensive proper names are to be treated as cointensive, their substitutivity should not be

limited to appearances within necessary truths. Consequently the interderivability of the following

122. To be precise Kripke differentiates between strongly rigid and rigid designators , where the former denote necessary ex-
istents (numbers?), while the latter denote the same individual in all worlds wherein the individual exists.
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becomes predictable:

(43a) Philip was unaware that Tully denounced Cataline.

(43b) Philip was unaware that Cicero denounced Cataline. (Quine, [Q2))

Relativisation of extensions to indices proves effective provi&ed that it serves b characterise non
empty proper subsets of indices, but the ploy becomes vacuous at the limits ¥where a constant value (O or 1)
is returned for all poinfs of mfé;énce. ‘Considefabie effort has been devbted to the resolution of such prob-
lems, one tactic being the introcilic;tion 6qf impc;s:sible wdrlds, [C10]. If we recoénise U=WUH, where H is
a non empty set of impossible '\;drlds. and ;eg;rd the set of indices as notionally UXT, then WXT is indeed
a proper subset of indices. A su;vey of tentative solutions is not a pré&uisite for further exposition of
Montague semaritics, and éécordingly will not be presented: it is sufficient to record that at present possible

world semantics is no panacea.

Faced with the residual _problems the faint hearted are tempted to abandon the possible worlds
approach; but had Carnap lost faith in model theory at the time when the problems of alethic logic were
proving inspperable the dramatic advan;es of the last two decades would never have been achieved. There
is accordingly a sound precedent for pressing on in the possible world semantics tradition, believing that in

due course the residual problems will not prove intractable.
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CHAPTER 2: MONTAGUE’S PTQ

{ The essential goal of Montague semantics is to provide for the interpretation of all the well
formed phrases of a language in model theoretic terms. Montague’s PTQ grammar achieves
this goal indirectly for a fragment of English by mapping phrases onto expressions in the
language IL of intensional logic for which a model theoretic interpretation is already available.
In PTQ grammar, compositional syntax rules for constructing phrases from constituents
correspond 1:1 with compositional translation rules which construct IL representations of
wholes from the IL representations of parts. After describing both the language IL and the
grammar of the PTQ fragment, the power and sensitivity of the method is illustrated by the

superimposition of analysis and translation trees for several classic examples.

2.1. Montague’s IL

Before turning attention to the grami;laf of the PTQ'fragnflent it will be prudent first to establish the
credentials of Montague’s language IL of strongly typed higher order intensional logic, since its availabil-
ity as an intermediary for semantic interpretation depends upon the rigour of its own formalisation. It
should be stressed that the use of IL as an intermediate vehicle in Montague semantics, even given its
integrity, is not mandatory but serves only as a convenience to obviate direct mapping from English into

model theoretic constructs. We commence exposition with an account of the system of types used as

indices for syntactic categories.

2.1.1. Semantic Types for IL

"Let e, t and s be any three distinct objects other than ordered pairs or triples. The set Type of seman-
tic types is the smallest set satisfying the recursive definition:
e € Type.

t € Type.
If a, b € Type then <ab> € Type.

If a € Type then <sa> € Type.

Objects of type e are to be possible individuals, ie. members of the domain of an intensional model. Truth
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values will be objects of type t, while objects of type <ab> will be functions from objects of type a to
objects of type b. Since s ¢ Type there can be no objects of type s, but objects of type <sa> will be func-
tions from indices to objects of type a. Given the availability of types to serve as indices to syntactic

categories, the syntax of IL can now be stated with elegant economy.

2.1.2. Lexicon for IL

For each type a € Type:

(ILs1) Var, ={v, ,:n20}

na

(ILs?2) Cfma ={c__:n20}

n,a

where Vm-a is the set of variables of type a, and C‘:ma is the set of (non logical) constants of type a.

2.1.3. Syntax for IL

If MEa is understood to be the set of meaningful expressions of type a, then the meaningful expres-

sions of IL are the members of’

=L B

Vae TypeMEa'
The set is defined recursively as follows:
(hILSS) If o e Vara theno € MEa'
(ILs4) Ifae Cc:ma thena e MEa.
(ILs5) Ifae MEa and v € Vary then AVO € ME<ba>'
(ILs6) Ifoe ME_,, andpe ME, then o(B) € ME, .
(ILs7) Ifa,Be MEa then o= € MEt.

(ILs8) If®,¥e MEt then:

[-3] € ME,
[(OAY)] € ME..
[(®VY¥)] € ME.,.

- [(@-Y)] € ME,.
[(@eW)] € ME,.

-37 =



(ILs9) Ifde MEt and for some a, v € Vara then:

[ Vv@] € ME..

[Jud] e ME..
(ILs10) If ® € MEt then: ‘

[O®] € ME,.

[ fur®)] € ME,.

[pas(®)] € ME. : °
(ILs11) If a € ME, then [*a] e ME_, .
(ILs12) Ifae ME__, then["a] € ME,.

There are no other members of MEa besides those so defined.

2.1.4. Possible Denotations

Both primary valuation of lexical items and secondary valuation of expressions are to be governed

by the semantic typing, thus given an intensional model:

M- (D, W’ T’S’ I¢>

wherein D is a domain of possible individuals, W a set of possible worlds, T a set of moments in time
ordered by <, and I an interpretation function, we first define recursively for each type a a set den(a,M) of
possible denotations of type a relative to M.

den(e M) = D,

den(t,M) = {0,1}.

den(<ab>M) = den(b M)%P(®M)

den(<sa>,M) = den(a,M)WXT.
The set sen(a,M) of senses of type a relative to a model M is defined as:

sen(a,M) = den(<sa>,M)
and a primary valuation structure <M, G> together with a secondary valuation structure <V, <M, G>> are

defined as heretofore such that for any expression ot
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VoM,w,tg) = [ o JH'WhE = the extension of o at <w,f> with respect to M.

A

2.1.5. Lexical Semanfics for IL
(ILt1) Ifve V.ara then g(v) € den(a,M).

(IL2) Ifae Con, thenI(a)e sen(a,M)= dena W <T,

2.1.6. Expression Semantics for IL

(ILt3) Ifve V.‘:zra then [ v ]lM'”"‘*g = g(V).

(ILt4) Ifoe Con, then [ o 1MWLE o Io)(w ).

(ILtS) 1f @ e ME, and v € Vary then [ Avar 1MWEE o1 e den(a MyTERPM) guch that for all B e

den(b,M), n(Bj - [oa1M WE where g and g’ differ at most in that g’(v) = .
(ILtQ | Ifa € ME <ab> and B € M, then [ o) ]M,Tv,t,g = [ o ]M:WJ,E( I8 ]lM,w,t,g)_
(ILt:7) If o and B € ME_ then [[o=P] MG L 1iff [ o P8 = [ B ITMWiH8, 0 otherwise.
(ILt8) Ifdand¥W e MEt then:
[[-@] IMWhE - 1iff [ & IMWEE -0,
@] IM¥48 < tiffboth [ W8~ 1and [y IMWAE =1,
[[(@vY)] JMWibE - 1 iff either [ @ IMWH8a10r [ ' ]]M"";”""'g = 1.
[[(@—>¥)] IMW4E = 1iffeither [ & P48 0 0r [y IMWHE w1,
[[@ew)] M4 - 1iff [ @ IMWEE . [ WS,
(ILt9) Ifde MEt and for some a, v € Vara then:
[[Voo] TMWAE - 1iff [ @ JMWAE = 1 for all ¢’ that are v-variant to g.
[[v®] JMWAE = 1iff [ @ TMWAE = 1 for some g thatis v-variant to g.
(ILt10) Ifd e MEt then:
[[O0] 1MWAE .1 iff
[ &YW 8. 1forallwe Wandallf e T.

[[fur@)] 18 = 1iff
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[[‘D]M’w'{'g-lforsome(e Tsuchthatt<?. - - ~ £

[[past®)] 1M™48 - 1 iff

[ ]M,w,r’,g =] forsomef e Tsuchthatt> 7.

(ILt11) Ifoe ME, then [[*a] IM%48 = € den(a M) T such that for all <w,t> € WxT

!

nwh= [a]MWiE,

(ILt12) Ifoe ME__ then [[*a] IMW48 = [ o JMWH8(w, )

2.2. The Grammar of the Fragment

Syntactic categories (meaningful expressions) of IL are directly indexed by semantic types which
serve to regulate the compositionality both of the syntax and the semantics. If a compositional grammar for

a fragment of English is to be governed by similar constraints, then a correspondence between the syntactic
categories of English and semantic types must first be established. Montague’s original technique for

guaranteeing such a correspondence was elegantly simplified by Bennett, [B8], and it is this simplification

which is now presented.

2.2.1. Syntactic Categories and Semantic Types

The set Cat of available syntactic categories is defined by the following recursive definition:

te Cat.
CN e Cat.

IV € Cat.

If A and B € Cat then A/l B € Cat (n21).

These categories are mapped onto semantic types by the function fas follows:
A =t.
ALV) = <et>,
fICN) = <et>. .
S(A/ B) = <<s fiB)>flA)>. P

For Montague the Lexicon is a set which may be defined as:

Lex=v, o CatBA
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where B , '1s the set of basic expressions of type A. The set of significant phrases of English recognised by
the PTQ fragment is:

YAe Catp A
where P A 1s the set of phrases of type A. For all A€ Cat, B AS P,y

Where the symbol “ =» ” is to be read * translates into” an acceptable translation from English to IL

may take the form:

Since for all values of n the categories A/, B map to the same semantic type, the purpose of the sub-
script is plainly to discriminate between syntactically distinct categories serving a common semantic

role.t2¢ Where convenient A/ 1B,.. AIZB, AI3B ..... may be written A/B, A//B, A///B..... . iikewise <ab>

[ o

may be written <a, b> if, as is unlikely, there is any ambiguity concerning the identity of the elements.
Although an infinite set of categories is in principle available, only a small number are actualised in

English. Those featuring in Montague’s fragment are tabulated in fig 1.

2.2.2, Rule Forms in PTQ

Montague’s notation for categories is derived from that introduced by Ajdukiewicz, [Al], in the
development of categorial grammar; but as Partee has demonstrated, [P2], [P4], the grammar of PTQ is not
itself a categorial grammar, although it subsumes the generalisation of one. - A categorial grammar is a
phrase structure grammar allowing rules only of the form:

A—>A/BB

ie. the concatenation of an expression of category A/B and another expression of category B gives a result
in category A.

The grammar of PTQ may be formulated' in terms of 17 pairs of correlated Syntacﬁc and semantic

$23. It is important to distinguish o’ from [ «’]. The former is an atomic metasymbol while the latter represents a primed
variant of whatever the metasymbol w denotes.

124. In Montague’s original formulation the primitive categories are e and t, with IV (intransitive verb phrase) and CN (com-
mon noun phrase) introduced as convenient mnemonics for t/le and t!ze respectively. The semantic type of ¢ was defined as: fle) = e,
thus both IV and CN mapped to <<se>t>.

125. The format adopted for expositéry purposes is based on that of J ansseﬁ; [J3], rather than that appearing in the original.
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Categories Used in the PTQ Fragment
e e v |semence
o o | <o | conmonmomptme

[IV/(VIV)]

SCVERB Sentence complement verb
[y infnival complementver

IAV/T <<§<<S<et>>t>> Preposition
[(IV/IVYT] <<s<et>><et>>
e

Fig 1
s sk o 3k 3 a5 3k 3¢ ok ol s 3 sfe o sk s ale e ol afe e o afe 2 sk o ok ok e 2 2 s ok ok o a3k sfe A o e o 3k ok 3k o ok o 3k 2 ke ofe ke s ok o sk 2 ofe A ok afe e 2l ok o ok sl o ok e afe 3 3k sfe ok s afe sk ofe o ofe ok e afe o o o

rules, of which the first pair <S1, T1> merely incorporates a predefined lexicon. As regards the remainder,
in some cases the syntactic clauses may be seen as generalisatic;ns of the categorialJapparams in that they
licence the combination of expressions of category A/ ,B With expressions of category B to form expres-

sions of category A by means of some structural operation which may, but need not, exceed simple con-

catenation. These cases Montague classifies as rules of functional application because of the common
form assumed by the semantic correlate. A rule of functional application may be exemplified by the fol-

lowing pattern:
(Sn) (i) If dis of category A/nB_and B is of category B then £, (6,B) is of category A.
(ii) fk(S,B) = definition of structural operation f Iz
(Tr) (DIfS ~» &andP ~» P’thenfy(3,p) ~» g©&'p).
(ii) gj(ﬁ',B') = 0'("B"). . s
Provided that the type of &’ is <<sf{IB)>f{A)> and "B’ has the type <s f{B)> the translation preserves type

compatibility and generates a result of type f{A).126

126. Both syntactic categories and semantic types embody a cancellation operation, but curiously the directions of cancellation
are reversed: A/ B together with B makes A, but <ab> together with a makes b.

/
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Not all rules conform to this generalised categorial format. Those which do not exemplify the pat-
tern:
(Sn) (1) Ifdisof categorx A and B is of category B then fk(S,B) is of category C.
(ii) fk(S,B) = definition of structural operation f;.
(Tn) ()Ifd ~» &andP -:-; B" then f, (5,8) =~» gjf SL,B’;.
(ii) 8 (8",.8") = definition of semantic operation g f
The semantic operation g. may now specify any type compatible function of & and B’ which legitimately

J
generates a result of type f(C).

ok sk s e s s e e sfe ok ke ok ok ok o ok s o ke afe s e o afe o ke afe ke 3k o s e o e ke o ok e e o 3 a6 e e e 3 ok s ok e ak o 3 ok ofe s ol ok sk ok ke ke ok ake afe ol e e o o e ofe s o ofe o e ake ofe ok ol e ke ok o o

Colloquial Variables

Colloquial Form -+ Pure Form

v2"‘(n+1 ),e
XY, Z v. . where j>0 is the next unused odd subscript.

®
<
=
g~

vO,.b«:st::a- and Vl,..«:st:»

v0,<s<et>> and Vl,<s<et>>
v0,<s<<s<et>>t>>
'
0,<s<ecet>>>
Y0,<s<e fIIAV)>>

Fig 2

s e 3o ke o o ok b o ke 3 o o e o e 3 o o e o e o o o 8 o o o o e o ok o o e o o o o ok o o o ol ok e o o ol o e o o e s ok e o e ke o sk o o o s ok sl ok e ol o ok o o e ol o o ok o o o

e e e e e e e gl

Let S* be the set {Sa:Sn is a syntactic rule}, T the set {Tn:Ta is a translation rule}, F* the set {fk:fk
is a structural operation} and G* the set {g.i :gj is a semantic operation}. There is a functional dependency
of F* upon S$*127 but not vice versa; likewise there is an asymmetrical functional dependency of G* upon
T™*. In UG Montague*sug*gesteci that there shogld be a 1:1 correspondence between structural and semantic

operations, but this condition plainly fails for PTQ since rules S14, S15, and S16 all employ structural

127. A set Y is functionally dependent on a set X if there is a function from X to Y, ie. the specification of x € X serves
uniquely to determine y € Y.
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operation f, 5 while the semantic operation for T14 differs from those of T15 and T16. There is however a

1:1 correspondence between S rules and T rules, thus G* turns out to be functionally dependent on S*.

2.2.3. Colloquial Variables

In order to improve rgadability, and because of the frequency of their use, Montague introduces a

number of colloquial variables. The iconic form has been varied in this exposition, but the essential charac-

i

teristics are preserved and are illustrated in fig 2.

2.2.4. The Lexicon for PI'Q

ks

For each realised A € Cat, B A is defined by extension:

BIV = {change, rise, run, talk, walk}.

B CN = {fish, man, park, pen, price, temperature, unicorn, woman}.

B = {Bill, John, Mary, ninety, he n} (n20).

LTRY, = {allegedly, rapidly, slowly, voluntarily}. o S
By = {be, conceive, date, eat, find, lose, love, seek}.

B SCVERB ™ {believe that, assert that},

BS ADV = {necessarily}.

For all other A € Cat,B, = .

A

2.2.5. The Grammar Rules

For each A € Cat the grammar rules define and interpret the members of P Al
(S1) Forall A € Cat, BA;:PA.

( T1) With the underlisted exceptions, ifoe B A then @ =» r(j)fl . ie. a primed variant of .128

$28. The “primed variant” is a convenient colloquial form for an appropriate constant ¢, fIA) € Congay For example:
John w=~» john’. Montague introduces a translation function g from basic expressions other than :’gc”, “necessarily” and members of

B, such thatif 0 € B,,and g is defined for , then g(w) € C""ﬂ A) Plainly 0 =~» g(w), but since “g” is already in use to denote
sequences, I find this notation misleading.



be =» AnAe'n(*AZ(e=2)).
necessarily =» Ar(CJ°r).

he n = lp'p(xn).

For all other a. € B, =» Ap'p( o).
(52) If { & Py then £(0), £y (5), and £5(0) € Pr.
fo(Q) =[every L], £,(§) =[the ] , £5(8) =[a {] or[an§] as appropriate.!®
(T2) if { =~» UL’then: }
[every ] =» AVX(ET'X)-(X))
[the §] ~» MEIY(V%(C'(X) H;-Y)A'q(Y))-
[am) §] = AgIX(E A YX)).

(S3) If{e Py and ¢ € P, then f, ’n(C,¢) € Peyy
f3 ,(G0) = [ such that y] , where
v comes from ¢ by replacing each occurrence of he  and him, by a surface pronoun of like case and

having the gender of the first member of B~y € G
(T3) G =» C'and¢ =» ¢thenfy (L8 = Ax,((x,)Ad).
(S4) Ifae P and de PIV then f 4(a,8) € Pt‘

| f4(0,0) = a 7, where Y comes from & by ?eplacmg the first verb in o by the 3rd. person singular

present,
(T4) Ifa ~» o’andd ~» & thenfy(08) =» a’(‘8).

(S5) Ifd e PTV andB e PT then fs(S,B) € PIV'

fs(8,8) = & B if B does not have the form he,, [8him | otherwise.
(TS) If§ ~» &'andB ~» B’thenf(5,B) ~» 5P.
( 865 Ifdoe PPﬁEP and 3 e‘?PT then £(3,8) re Pyav-

(Tﬁ) If8 ~» & and -» B' then fs(S,B) ~» O'("B’).

$29. There is no obvious reason for this syncategorematic introduction of determiners in preference to their inclusion in s set
Br/cp but the outcome is the same either way. Montague’s attempt to handle euphonics by introducing the nu ephelkustikon syntac-

tically rather than within phonology is rather unfortunate,
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(S7) Ifde PSCVERB and ¢ € Pt then f6(8,¢) € PIV'

£ (5,0)=8¢.
(T7) If5 =» &and¢ =» ¢’thenf (5,0) =~» &('¢).
(S8) Ifde P/~VERB andy € Py, then f6(8;y) e Py,
(T8) If§ ~» &’ andy =»- ¥ thenf((3,) =~» &(YY).
(S9) Ifde Pgrpyy and ¢ € P, then f((5,¢) € P,.
(T9) If5 =~» &and¢ =» ¢ thenfc(8,9) =» &(¢). -

(S10)If 6 € Pr,yandye Ppy then f7(8,‘y) € Pry.
| f7(5:‘Y) = 18' h
(T10)If & =» &’ andy =~» ¥ then f7(5,7) =» &'("Y).

(S11) If  and y € P, then ACAY and f9(¢,qf) € Pt'
f3(¢r‘l') =[ ¢ and W.l .
fg(‘b:‘l’) =[dory].

(T11)If ¢ =~» ¢"andy ~» y then:
fay) = [($'Ay)].
fo@dw) = [(O'WW)].
(S12) If yand d € Py, then f8(7,8) and f9(7,8) € Ppy.
(T12)Ify ~» Y andd =» & then:
fo(1,0) = AX(Y(X)A0'(X)).
fo(10) = AX(YX)vO'(X)).
(S13)If cxand B € PT then fg(a,[i) € PT.
(T13)Ifo =» a’andB =» B’ thenfy(of) ~» Aq(’(@QvP@)).

(S14)Ifae Py and ¢ € Pt then fw’n(a,tp) € Pt'

f10 ,,,((Lfb) = \f, where either:

(i) & =he, and y comes from ¢ by replacing he with he, and him with him,.
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(i) o +# hek and y comes from ¢ by replacing the first occurrence of hen or him n by a and
all other occurrences by a surface pronoun of corresponding case and matching in gender

the first member of BCN or BT in O
(T14)Ifa =» o’and¢ = ¢ thenfyy (a0) = o(Ax,4).
(S15)Ifo.e Prand C & Py then flo’n(a,C) € Py
(T1S)Ifo =» ofand § =» C’#then f10.2(®8) =» AYa'(Ax, (F'(Y))).
(S16) If o€ Py and § € Py, then flO,n(a’S) € Pry.
(T16)If 0. ‘=» o and & “=» & then f10.2(00) =» AYa'("Ax (8'(Y))).

(S1NIfae P.r- and o € Pry, then fl'l(d,ﬁ), f15(01,0), f13(a,8), f, 4(a,8) and f, 5(0;,8) e P,.
fu(a,ﬁ) = o Y where y comes from 8 by replacing the first verb in & by its negative third person
~ singular present.

flz(a,S) = o Y where ¥y comes from O by replacing the first verb in 3 by its third person singular
future.

f13(a.6) = o Y where Y comes from 0 by replacing the first verb in & by its negative third person
singular future.

f,4(0.8) = oy where ¥ comes from & by replacing the first verb in 8 by its third person singular
present perfect.

f, S(G,S) = o y where 'y comes from O by replacing the first verb in & by its negative third person

singular present perfect.

(T1HIfa =» a’andd ~» & then:
f,(@8) = —o'(&)." "
f15(08) =» fut(a’("8).
f4(c0) - ﬂ:fut(a'(‘ﬁ'))-
f14(@0) =» pasy(o’("d).
f,5(0:0) ~» —pasio/("8Y)).

Syntactic variables of the form “he,”, together with case marked variations which, curiously, are
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never specifically defined in the lexicon, are introduced into the grammar in order to deal with scope

phenomena, coreferentiality and anaphora. Although not explicitly mentioned in PTQ, there appears to be

a convention that the set of English sentences recognised in the fragment is:
Esen={s:s€ Pt and s contains no syntactic variables}.
ie. there must be a “surface filtering rule”, [R4], [P4), [J3], [J4], which rejects sentences containing syntac-

tic variables other than as intermediate stages in a derivation,t?

2.2.6. Meaning Postulates- - = ' ' -

On several occasions the powéré introduced to handle intensional phenomena turn out to be exces-
sive for the majority of cases. For example most transitive verbs do not admit a distinction between de re
and de dicto readings although such a distinction is latent in the translation prescribed by T5. In order to
limit the powers of the grammar in this and other appropriate situations Montague introduces meaning pos-
tulates., A total of nine postulates appear in PTQ, of which five become redundant given Bennett’s

simplified semantic typing. The remaining four, numbered as in the original, are as follows:
(MP1)Rigid designator postulate:

3XDO(X=0)) where o € {bill’, john’, mary’, ninety’}.

(MP4)Extensional transitive verb postulate:
VXVnOR3(X,n)e-"n("AY (8,(X,Y)))]
where 0 =» J, 00 e {t;iate, eat, find, lose, love} and
O, -dlekch‘ ApCp(Y)I(X)I.

(M8) Extensional preposition postulate:
VnVpVe5(e,p,n)e> n("AY(S.(e,p,Y)))
where o =» §, o € {in}, and

84 =4 MY ApAelB(ep AL

$30. Partee, [P4], makes the interesting suggestion that alternatively remaining syntactic variables could be converted to index-
ical surface pronouns; but as Janssen observes, [J3], without amendment to the valuation mechanism this ploy would invest the vari-
able assignment function g, which is index independent, with the inappropriate onus of handling context sensitivity.

$31. For some reason Montague never reduces prepositional constructions to relational form, ie. he accepts 8(n)(p)(e) rather
than &(e,p,n). I can see no advantage in making reduction to relational notation an arbitrary option. The introduction of a constant &,

in place of existentially quantified variables S and G in MP4 and MP8 respectively is due to Dowty [D9].
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(MP9)Synonymy postulate; "
VXVnO[seek"(X,n)e>try’ (X, [find’(n)])).

2.3. Analysis Trees

The derivational history of a sentence generated by Montague’s fragment may be represented
diagrammatically by an analysis tree. Each leaf position on the tree is occupied by a member of some B A?
while non terminal nodes are labelled by an ordered pair <l >, where m identifies the structural operation
licenced by a rule for combining the daughters of the node, and /is the output of that operation. Normally

m will be an integer but as Janssen points out, [J3], rules S3, S14, S15 and S16 are actually “hyperrules”

introducing distinct operations for each instantiation of the syntactic variable subscript £ involved: hence in
these cases identification requires that m take the form <f,k> where f is the structural operation number,

and k is the subscript. Any subtree having its root labelled by a pair </,m> such that the output of m € Pt

and I € Esen as defined above is the analysis tree of an English sentence.

Given the functional dependencies identified earlier, we may observe at once that the node labelling
convention 1s singularly unhelpful, for m does not serve uniquely to individuate a specific rule Sn, whereas
had a node label included the # from Sn then the structural operation information would have been deduci-

ble. As a compromise I propose provisionally to label non terminal nodes with the pair <, <n:m>>.

o 3 o o o oo oo o o oo o o o o oo ok o o o ok o o ok o o oo ok ok o oo o i ot o el ok o o o oo o ok ok o oo o s o ook ok s ke sk ol ok o o oo o o ook ok o ok ok o

rpo(tree);
begin
if tree # nil then
begin
_rpo(rightsubtree);
rpo(leftsubtree);
.. translate_reduce(node)

end

end;
- Fig 3

s sk s ok i afe s e afe afe o afe afe o o sl afe s o afe afe e afe 3 afk o ofe e o ae ol ofe ofe e afe s e o afe i afe o afe o ok 3 afs o sl o o o s s afe afe sl afe e ol o e o ofe e ol o afe e ol 0 o afe o e afe 3 ol e ofe ofe e o 2 o

By traversing the analysis tree in reverse post order according to the recursive algorithm of fig 3,

where “translate reduce” applies Tn to a node created by Sn, it is possible to derive a topographically

identical translation tree having nodes labelled with the IL translations of corresponding proper expres-
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sions. Consequently for illustrative purposes analysis and translation trees may be superimposed.

2.3.1. Séﬁlantically Yacuous Discriminations

s ook o o o o oo o o o oo ook oo oo o o ol o koo o o o o oo oo oo ok ok ol oo sl o oo o ke sl s o o o ol ol s o o ok ok oo s ook ok ok o ok ok

(a)

John loves Mary 4:4
love,(john’,;mary’)
John love Mary 5:5
Ap“p(john’) love’("Ap“p(mary))
love Mary
love’ Ap“p(mary’)
- ®) John loves Mary 14:10,0
love, (john’,mary’) .
- John he, loves Mary 4:4
Ap“p(john’) love, (xy,mary)
he, love Mary 5:5

APy  love'(Ap’p(mary))

—

love " Mary
love’ . Ap"p(mary’)

Fig 4

s o oo o o o e o ok s e oo o e ok o o o ok o o o o oo e o o o o o o o o ok o o o o o o e o o o ol o ool o o o oo o o o ool ook ol o ool o o o o e o o e ke o o o o ok e e

Different combinations of rule application will generate different ‘aﬁalysis trees for the same sen-
tence; but such distinctions in syntactic structure will entail a semantic distinction only in case the top
nodes of the corresponding translation trees differ. It is an idiosyncracy of Montague grammar that this
condition is not always fulfilled: ie. there may be semantically vacuous syntactic discriminatioﬁs. For
example noun phrases (terms) may be introduced directly into sentences by either the subject predicate rule
S4 or by the sentence quantification rule S14. When the subject term of a simple sentence 1s introduced by

these two rules alternatively, as in fig 4, a semantically vacuous distinction arises. The application of the

pair <S4,T4> in both fig 4 (a) and fig 4 (b) triggers MP4, and accordingly it may be helpful on this first

encounter to examine its effect. At the top node of the translation tree in fig 4 (a) the derivation proceeds as
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follows:
Construction by T4: Ap“p(john”)["love’("Ap’p(mary”))]
A conversion: love’("Ap"p(mary”’))(john")
Relational notation: love’(john’,"Ap“p(mary’))
MP4: Ap p(mary)["AY (love,(john’,Y))]
A conversion: AY (love,(john”,Y))[mary’]

A conversion: love,(john’,mary”)

2.3.2. Relative Clauses

e e sl 3 o e e sk 2k o 3k 2 e 3k e ofe 3 3k ok ok sk afe sk e 3 A sk e Ak 2k 2 s 3 ok ok e o e 3 e o e ok 2 e o o Ak ke ke ok e s 3k 3 ke Ak afe 3k e sl 3 o ok ok ok Ak e afe dhc 3k afe ofe 2ge ok afe 3k e ke e ok ofe e 3 ofe o

Every man loves a woman such that she loves him 14:10,0

VY (man’(Y)—3Xwoman’(X)alove (X, Y)Alove,,(Y,X)))

—

every man 2:0 he, loves a woman such that she loves him, 4:4
AqVY(man’(Y)-"q(Y)) ~ 3X(woman'(X)alove (X x )Alove,,(x1,X))
man heo love a woman such that she loves him0 5:5
man’ Ap p( | love’(MHX(wonﬁn’GOAlove*(X.xO)A'q(X) )
love a woman such that she loves himo 2:2
love’ Aq3X(woman'(X)Alove «XXPAIX))

|
woman such that she loves himo 33,1

AX 1 (woman‘(x l)Alave,..(xl Xo)

woman hel loves himo 4:4

woman’ love,(x,,x0)

—

hel love himo 55
App(x,) love’("Ap"p(xy))

——

love heo
love’ App(xy)

Fig §

e o o ok 3 ok ok 3k sk o afe sfe ok afe 3 ofe o sl e sl sje afe o o o e ok ok o e ade e sfe ok afe 3 ok o ofs o o e afe o 3 ok afe o e ofe 3ok afe afe e s o afe ks ok o s ok e ofe o ok o e ok e Ak ok oo ofe o ofe o e e e o 2 ok ok ok

The first example of an analysis tree introduced by Montague himself in PTQ involves one of the

less felicitous features of the fragment, viz. the rather contrived relative clause rule which becomes an
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(a)

Every man loves a woman such that she loves him, 14:10,0

a woman such that she loves him0 2:2

L every man loves him 0 14:10,1

I'_———_I_—_l

| cvery man 2:0 hcl loves himo 4:4

Every man loves a woman such that she loves him, 4:4

I_—__I—I

every man 2:0 love a woman such that she loves him0 5:5

N T~

Fig 6
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(b)

early target for revision. Relative clauses take the form illustrated by the sentence:
(44) Every man loves a woman such that she loves him.

the tree for which is illustrated in fig 5. This Montague uses to demonstrate rather cryptically the point
already made that multiple trees may have a common translation. There are indeed infinite “alphabetical

variants” of the tree in fig 5, ie. trees which differ trivially in the uniform substitution of alternative free
syntactic variables. What is more interesting, although Montague draws no attention to it, is that alterna-

tive trees for the target sentence (44) cannot be constructed as previously by varying the mode of introduc-

tion of the noun phrases. If we attempt to introduce the subject by S4 we achieve the result in fig 6 (b),

while if we endeavour to give the object noun phrase wide scope by quantifying it in at the latest opportun-

ity using S14 we generate the tree in fig 6 (a). In neither case is the top node labelled with a member of

Esen, since in both cases the syntactic variable him0 is still present.

This illustrates a common phenomenon affecting grammars which use substitution rules to bind vari-
ables. If a pronoun in the main clause is coreferential with a noun phrase  within a relative clause, or if a
pronoun within the relative clause is coreferential with a noun phrase § in the main clause, then in an

analysis tree { must have wider scope than the noun phrase qualified by the relative clause, and its original

position must be marked with the same syntactic variable as replaces the coreferential pronoun.™

$32. Problematic cascs arise where § should intuitively have narrow scope. Where { is in the main clausc the problem is
-52 .



No serious problems arise with (44) since intuitively there is no reading of the sentence in which

“every man” has narrow scope, but the situation is rather different with Partee’s example, [P4]:
(45) Every man such that he loves a woman loses her.

Here the preferred reading would give narrow scope to “a woman”, but that is precisely the reading which

PTQ fails to generate. Whereas there is a tree commencing as in fig 7 (a), any alternative beginning as in

fig 7 (b) fails to represent an English sentence.

s ok ok o o ok o ok o e e o o o e o ok o ke o o e o o ok ok o o e ko o e o o o o o e o o o e o o o ok o o ok afe o o ok o o o o o ke o o o o o ok ok o o ok ok o ok o o ok oo o o o ok o

(a)

*  Every man such that he loves a woman Joses her 14:10,1

Q every man such that he loves himl loses him 1 14:10,0

every man such that he loses himl 2.0 heo loses himl 4:4

T~ PN

Every man such that he loves a woman loses hil:l:l1 14:10,0

—

(b)

every man such that he loves a woman 2:0 heo loses himl 4:4
) ~Fig 7

o s o ok oo oo s e o o o e ot ok o o ke o o o o ok o ool o o oo oo o ol o o o ok ok o oo o ol o ok o o ok o o ko o e ok o ok o s ofe o o o e o o sl o ok ol o o o o o ok e o ok o o ok ok

In order to protect Montague grammar from a ch*arge of inadequacy Partee suggests that the gram-
mar is satisfactory for genuine anaphoric references, but that the pronoun in (45) is in fact a “pronoun of

laziness™ as described by Geach, [G6]; but the evidence is tenuous. A pronoun of laziness behaves like a
“macro” to copy across a text string with indifference to its previous referential use, thus saving repeti-

tion.!3 The pronouns in (45) on the other hand seem to perform a genuinely coreferential function. There

typified by the “Bach-Peters” sentence:
(i) The man who deserves it gets the price he wants.
The alternative with { in the relative clause is classically exemplified by the “donkey sentence”™:

(i)  Every man who owns a donkey beatsit.
Partee’s example (45) is a donkey sentence formulated in the vocabulary of PTQ.

133. Nowhere is this better illustrated than in Karttunen’s example, to which Partee alludes:
The man who gave his pay check to his wife was wiser than the man who gave if to his mistress.
where “it” is to be replaced by the fext string “his paycheck”.
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(a) De dicto
~ John seeks a unicorn 4:4
seek’(john’,"Aq3X (unicorn’(X)A"q(X)))
John seek aunicorn 5:5 | |
Ap"p(john’) seek’("AqIX (unicom’(X)a"q(X)))
seek a unicorn 2:2
seek’ Aq3X(unicorn’(X)A"q(X))
() Dere | John seeks a unicorn 14:10,0
X (unicorn’X)Aseek’(john’,"Ap p(X)))

a unicorn 2:2 John seeks himo 4:4
Aq3X(unicorn’(X)A"q(X)) seek’(john',"Ap"p(xy))
1¢i:::i:i:::::>. John seck him,) 5:5

Ap“p(john”) seek ("App(xy))
seek heo
seek’ Ap"p(xy)
Fig 8

o oo oo o o o o oo o oo ool e o oo oo oo oo oo o o o o s o ok ook o ook o ol oo ot o ok o sl o o o o ol o o o o ol o ok ok ok o o o
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John finds a unicorn 4:4
~ 3X(unicorn’(X)Afind, (john’ X))
John find a unicom §:§
Ap“p(john’) find’("Aq3X(unicom’(X)A"q(X)))
find a unicorn 2:2
find” Aq3X(unicorn’(X)A"q(X))
Fig 9

i s o o o o o e o o o ol e o o ok o ke o o o e o oo o o o s o ofe o o o ol o ol oo ok o ok ot o o o e ol oo o o o oo ok ok e oo o e sl oo ok ok o o e ok o o e ook ke o ok ok o

are accordingly certain relative clause constructions for which at present Montague grammar can offer no

satisfactory analysis; we may however concede that the PTQ fragment is at least no less satisfactory than

any other logic oriented grammar in finding “donkey sentences” intractable,
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2.3.3. Intensional and Extensional Verbs

When considering the uniform analysis of transitive verbs discussed in the previous chapter we
remarked not only that would it be necessary to provide alternative de dicto and de re readings for inten-
sional verbs, but also that de dicto readings for extensional verbs should be eliminated. The distinction

between the de dicto and de re readings of sentences containing intensional verbs like:

(46) John seeks a unicorn.

depends upon the alternative utilisation of S5 or S15 for the introduction of the object noun phrase. This is

illustrated in fig 8, where the similarity between the IL translation of fig 8 (a) and the fully reduced trans-

lation of (36) should be noted. As promised the translation of fig 8 (b) realises the alternative IL formula-

tion anticipated in footnote 19.

H Tﬂe extensional transitive verb postulate is designed to guarantee that only a de re reading be possi-

ble for the sentence:

(47) John finds a unicorn.

irrespective of the mode of introduction of the object term, and this turns out to be the case; for although

the tree in fig 9 is topographically similar to that of fig 8 (a), the application of the pair <S4,T4> at the top
node automatically triggers MP4 and “extensionalises” the verb.

e e s e o e o o o o o o o o oot oo o o oo o o o o oo oo o s oo o o ok ol s s ool ok s o o ok sl ok o o o ok ok o e o ok o ok sk ok s o sl o o o sk s e o oo e o e o o o o oo o o

John tries to find a unicorn 4.4
try’(john’,"AZ(3X (unicorn’(X)Afind ,(Z,X)))
seek’(john’,"Aq3X (unicorn’(X)A"q(X)))

—————

Xy

John L try to find a unicorn 8:6
Ap p(john?) try’ (*find’("Aq3X (unicorn’(X)A"q(X))))
try-to find a unicorn 5.5
try’ find'("Aq3X(unicorn’(X)A"q(X)))
Fig 10
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 Since the order of application of reduction steps and meaning postulates is not mandatory, an

interesting situation arises in the analysis of:
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John tries to find a unicorn 14:10,0

IX(unicorn’(X)Atry’(john’,"AZ(find,, (Z,X))))
IX (unicorn’(X)Aseek’(john',"Ap"p(X)))

]

a unicorn 2:2 John tries to find himo 4:4
Aq3X(unicorn’(X)A"q(X)) try’ (iohn',‘lZ(ﬁnd,(Z,xO))
A John try to find hlmo 8.6
App(john) try’("find"(Ap"p(xp)))
Fig 11
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(48) John tries to find a unicorn.

where alternative but equivalent IL translations are available for the same tree depending on whether or not

advantage is taken of MP9. The translation and reductions possible at the top node in fig 10 are as follows:

Construction by T4: Ap p(john)["try’(*find’(*“Aq3X(unicorn’(X)A"q(X))))]

A conversion: try’("find’("Aq3X(unicom’(X)A"q(X))))(john")
Relational notation: try’(john’,*find’(*“Aq3X(unicorn’(X)A"q(X))))
then either:-

MP9: seek’(john’,"Aq3X(unicorn’(X)A"q(X)))
or:-

A expansion: try’(john’,"AZ(find"(Z,"Aq3X (unicorn’(X)A"q(X)))))
MP4; try’(john’,"AZ(Aq3X(unicorn’(X)A"q(X))["AY find,.(Z,Y)]))
A conversion: try’(john’,"AZ(3X (unicorn’(X)AAY find.(Z,Y)[X])))

* Aconversion: try’(john’,"AZ(IX(unicorn’(X)Afind .(Z,X))))

If “try to find” and “seek” are to count as equivalent then the sentence (48) should have an alterna-
tive de re reading, and this is indeed the case. Just as the translations in fig 8 (a) and fig 1<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>