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ABSTRACT

Economic theorlies of decision making under uncertainty
have experlenced a rapid development in recent years and
this has resulted in a significant contribution to our
understanding of economic behaviour. The subjective
expected utility (SEU) paradigm has dominated much of this
research and 1t has been characterised by the increasing
realism of the assumptions that describe the task
environment surrounding economic agents. Concomitant with
these developments has been the growing concern about the
behavioural assumptions implicit in the neoclassical

framework of analysis.

The work of Herbert Simon has been at the. forefront in
questioning the validity of the neoclassical paradigm as
an appropriate framework for studying economic behaviour
in complex and uncertain task domains. Following Simon's
work, this thesis views economic agents as information
processing systems. Specifically, we advocate an inter-
discliplinary approach to the study of economic behaviour
and we 1llustrate and evaluate the application of
techniques from information processing psychology to
economics.

The main contribution of this thesis is the presentation
of a framework of analysis for the development of
behavioural process models in economics. In adopting a
process perspective we highlight the need to study actual
decision making behaviour through the combined use of
laboratory experiments and verbal protocol analysis.
Within this framework we can study the way economic agents:
structure decision making problems and also examine the
differences in strategies between decision makers. we
lllustrate and evaluate our approach with reference to
business decision making and present the results of
analysing the behaviour of subjects who participated in an

experimental decision making exercise.



INTRODUCTION

Fconomists have modelled behaviour in a wide range of
environmental conditions and 1ncreasingly this has
included uncertain task environments. In this respect,
contemporary microeconomic theory has progressed
considerably since the pioneering work of wvon Neumann and
Morgenstern (1944) and SEU theory has Dbecome the
established paradigm in economics for modelling behaviour

under conditions of risk.

The SEU framework 1is not without its critics and an
extensive debate has developed in the literature regarding
the value o0of neoclassical methodology for studying
particular aspects of economic behaviour. The majority of
this criticism has come from economists sympathetic to the
behavioural approach to economics. However, despite the
extent of the behavioural literature, a large proportion
has been concerned with discussing methodological
criticisms of neoclassical economics and as a result no
wldely accepted framework for developling behavioural

process models 1n economics has emerged.

The major criticism of neoclassical economlics has been the
assumption that economic agents are able to optimise in a
gilven decision making situation. It is argued that the
substantively rational framework of neoclassical economics
1s i1lnappropriate for two main reasons. First, the nature
and structure of many real world decision making tasks
makes the identification of optimal choices impossible.
Second, even where the structure of a decision problem is
well-defined (in some objective sense), 1its complete
specification by the neoclassical economist' fails to
recognise the limited information processing capacity of

economic agents.

The research presented in this thesis 1is behavioural in
tradition and complements orthodox neoclassical analysis



by emphasising the need for the economist to consider both
the nature of real world decision making tasks and the
information processing constraints on human behaviour.
The inter-disciplinary nature of behavioural research
highlights the contribution of this thesis in terms of
establishing important conceptual links between
information processing theory and the nature of
behavioural process models. Specifically, we shall
introduce production system (PS) models and demonstrate
their potential contribution for modelling behavioural
processes. PS models have a close association with the
information processing theory of human behaviour put
forward by Newell and Simon (1972).

The intellectual inspiration for this thesis owes much to
the research of Herbert Simon, particularly his joint work
with Allan Newell in the 1970's. A major contribution of
Simon's work has been the signposting of possible
methodologies for the study of procedural rationality in
economics. Simon has argued that economists should
examine the research methods and results on decision
making from other disciplines. Particular emphasis 1is
placed upon research in artificial intelligence, cognitive
psychology and management scilience. With few exceptions
behavioural economists have been slow to' respond to
Simon's initiatives and this thesis provides a
contribution (albeit a small one) to the task of applying
1ldeas and techniques from other social science disciplines

to economics.

While the work of Newell and Simon (1972) provides a clear
statement of the theoretical framework that underpins this
research, it 1s the work of Bouwman [see for example
Bouwman (1983, 1985)] which has guided our application of
PS modelling outside the field of cognitive psychology.
Though we adopt a similar research methodology to Bouwman,
we can contrast the present work in terms of our study of
decision making. behaviour in 1ill-structured task domains.
Bouwman's research involved the study of actual decision
making behaviour for a well-structured experimental



financial diagnostic task.

The emphasis upon procedural rationality 1in behavioural
research implies a need to observe and model human
decislion processes. However, one limitation of the
substantively rational framework of neoclassical economilcs
is that it does not provide the economic researcher with
the necessary tools to study actual behaviour and model
decision processes. The intellectual re-tooling we
advocate for conducting the kind of research presented 1in
this thesis demands a sympathetic view as to the role of
inductive research methods in economics. For this reason
we explore the use of laboratory experiments and verbal
protocol analysis 1in behavioural research. Laboratory
experiments provide a great deal of scope and opportunity
for the study of actual decision making behaviour.
Protocol analysis offers a structured approach to the
recording and aﬁalysis of high density behavioural process
data. Protocol analysis is a technique that has been
widely used in the cognitive psychology literature and

underpins the use of PS modelling.

The use of laboratory experiments and verbal protocol
analysis 1n economics 1s not without problems. For
example, the uncertalnty surrounding how to proceed in the
application of non-standard research methods. Moreover,
in breaking from the orthodox framework of economic
analysis we face high risks 1in terms of achieving
academically satisfying output as well as results that are
likely to be of interest to economists not sympathetic to
behavioural research. In this respect the research
presented in this thesis has an important contribution to
make in terms of identifving the difficulties and problems
of new and novel research methods. Our discussion of
these 1issues will, hopefully, be of wvalue to others who
follow a similar research method in the future.

In sum, the exploratory nature of thlis research will
probably raise more gquestions than 1t answers. However,



in embarking upon thils research our 1intention was to
investigate a particular problem. Behavioural economics
focuses upon procedural rationality 1n contrast to the
substantively rational tradition of neoclassical
economics. This requires that we study and model the
declislion processes resident in the 'black box' which
characterise the psychology of economlic agents. However,
there is no clearly established framework of analysis to
which the behavioural economist can turn to conduct this
type of research. It 1s this 1ssue which has been of

central concern in this thesis.

In addition to making a methodological contribution we
also present an application of human 1information
processing theory. While the behavioural process model
which results from our research i1s interesting in its own
right, there 1s much scope for development and refinement
of our basic experimental application. However, we are
also able to examine the advantages and disadvantages of
using laboratory experiments and verbal protocol analysis
for this type of behavioural research. We conclude that
there 1s considerable scope for extensive research 1in
economlics using the 1information processing framework
introduced in the early chapters of this thesis.



CHAPTER 1

OVERV1IEW

1.1 INTRODUCTION

The study of decision making is central to the research
effort of many disciplines, including: artificial
intelligence; behavioural decision theory; cognitive
psychology; economics; operations research and many more.
While the focus of research 1in each discipline 1is
different there are some common themes that emerge
regarding the nature of human behaviour [see for example
the survey work of Slovic, Fischoff and Lichenstein (1977)
and Einhorn and Hogarth (1981)]1. For example, it has been
observed that human behaviour is adaptive and
characterised by constraints on human information
processing capacity. These findings (and others) are
just beginning to become incorporated into the study of
economic behaviour.

A major theme of Herbert Simon's work [see, for example,
Simon (1978b, 1979%9a)] is that economists should explore
more fully the use of ideas and techniques from other
disciplines. The substantively rational framework of
neoclassical economics is challenged as a framework for
the study of behaviour 1in complex and uncertain task
environments. Instead, Simon highlights the role of
procedural rationality as a basis for the study of
declslion processes 1n behavioural research. Following
the work of Simon the research in this thesis has been
conducted with the belief that the study of economic
decision making demands an inter-disciplinary perspective.

In this chapter we shall first outline our basic research
philosophy. Second, we assess the relevance of this
research and summarise our methodology. Finally, we
outline the design of the thesis.



1.2 RESEARCH PHILOSOPHY

As economists, we still know very 1little about the
decision making activities of the agents whose behaviour
we purport to model. How are decisions actually made?
How do economic agents perceive and structure decision
problems? What information is used during decision making
and how 1is it processed?  How can we distingulsh between
good and bad decision making strategies? How can decision
making be improved? What 1is the role of 1learning 1in
understanding decision making behaviour? The nature of
these questions emphasises the importance of studying the
process of decision making.

The above dgquestions have received attention 1in the
economics literature but there remains much work to be
done. Moreover, these questions are not simply the
concern of the behavioural economist. There are many
areas of neoclassical economlics where the faillure to
examine the process of decision making has highlighted the
limitations of orthodox theory. The economic theory of
the firm is one example of where extensive criticism of

neoclassical analysis has been made [see for example,
Winter (1986)].

Answering the guestions posed above requlres a detalled
knowledge and understanding of the thought processes
involved in decision making. However, economists are not
particularly well eguipped to carry out research of this
type. Indeed, the neoclassical framework of analysis
provides strong justification for avoiding the necessity
of studying behavioural decision processes. This thesis
presents a structured framework for the study of human
decision processes 1in economlcs. It provides some
guidelines on how we might begin to answer the dgquestions
posed above and presents an operational framework for

future behavioural research.

The basic research philosophy of this theslis 1s to view

decision makers as information processing systems. The



work of Newell and Simon (1972) 1is recognlised as one of
the definitive expositions of the human information
processing perspective and it has domlnated the study of
human behaviour in the field of cognitive psychology. The
significance of this theory for current research 1is the
view that we can study and model human behaviour in terms
of information processing activity. The ability to
process information (symbol structures) 1s the basis for
humans displaying intelligent behaviour (ie. expertise).

One implication of adopting an information processing
perspective in this research is that we focus upon certain
aspects of economic behaviour that otherwise would not be
investigated. The extent of this effect will become fully
apparent in later chapters but one obvious difference is
the ability to observe decision processes in some detail

rather than simply decilision outcomes,

A further important impact of adopting an information
processing philosophy will be in terms of the design and
structure of behavioural models. Information processing
models are dynamic 1n the sense of focusing upon the
adaptive behaviour of systems. Simon (1980) has called
this the study of adaptive systems. A natural formalism
for representing information processing models 1s that of
a program (a set of symbolic relationships) [Newell and
Simon (1972)]. One particular form of information
processing models that dominates research in the cognitive
psychology 1literature is that of production system (PS)
models. The architecture of PS simulation models 1is
closely associated with the information processing theory
of Newell and Simon. Later we 1llustrate the suitability
of PSs for modelling the behaviour of adaptive systems.
In brief, the structure of a PS model 1is particularly
appropriate for capturing the nature of symbol processing
behaviour and 1is easily transformed 1into a computer

simulation model.

Information processing theory 1s largely concerned with
the construction of models of 1ndividual behaviour [see

7



Newell and Simon (1972) p 10]. This has two important
implications. First, individual differences 1n declsion
making behaviour can be investigated in some detail. This
seems of fundamental importance for the type of decision
making tasks that are the focus of behavioural research,
edg. strateglc decisions. Second, the possibility of
developing generalisations about decision making behaviour
are limited within an information processing framework.
As this research demonstrates, the number of subjects
whose behaviour can be studied 1is typically very small.
However, the building of a behavioural process model for
an individual subject 1s an 1mportant step towards
generalising about the behaviour of other subjects.
Importantly, the information processing perspective does
not assume away differences in behaviour between subjects.

Finally, an essential feature of the information
processing theory paradigm 1is the collection and analysis
of large amounts of data concerning what information has
been used and how 1t has Dbeen processed by a subject
during problem solving. In this context, the analysilis of
verbal protocols has become the hallmark of information

processing theory.

1.3 RESEARCH METHODOLOGY

In adopting the procedurally rational framework of
behavioural economics, we face two important issues that
are central to this research. First, 1is there an
appropriate theoretical language for modelling behavioural
process phenomena? Second, how should actual decision
making behaviour be studied for the purpose of capturing
the richness of detail necessary to develop behavioural

process models?

As a first step in this research we examine the nature of
PS models and assess their value as a theoretical language
for modelling important relational concepts in behavioural
economics. This establishes the important case for

studying decision processes in economics because of both

8



+he structure of different types of decision making tasks
and the nature of information processing limitations on

human behaviour.

In going beyond a simple 'black-box' analysis of decision
making behaviour we shall focus upon the need to observe
actual behaviour and collect data on the processing of
information that takes place during decision making. This
requires a consideration of the conditions under which
behaviour can be observed and also how detailed
behavioural process data can be collected and analysed.
The combined use of laboratory experiments and verbal
protocol analysis offers a very important direction for
research in behavioural economics. The design and running
of experiments and the collection and analysis of verbal
protocols are resource intensive research methods.
However, they offer the opportunity for the collection of
high density behavioural data. Moreover, it needs to be
remembered that Dbehaviour central to the focus of
behavioural research is typically associated with those
decisions that are difficult to observe (in a process

sense) in the 'real world'.

The successful completion of this theslis essentially
involves two tasks. The first, which we have Jjust
outlined, is the presentation of a framework of analysis
for a structured approach to the study and modelling of
human decision processes. The second task 1is concerned
with the application of this framework and involves the
study of subject behaviour 1in an experimental decision
making task. The detailed analysis of our subjects'
information processing behaviour 1is demonstrated for the
purpose of developing a PS model of decision making

behaviour.

Developing a Dbehavioural process model of subject
behaviour for our decision making task will proceed from
two directions. First, we present a global model of
subject behaviour against the background of the structure



of the task environment. To support this analysis we
shall examine the Dbehaviour of other subjects who
participated in our experiment and present a
classification of the different generic strategies that
were used. This preliminary analysis 1s important 1in
providing reference points for a more detailed analysis of
individual subject behaviour.

The second level of analysis builds upon the first stage
and attempts to define a set of information processing
operators used by an 1individual subject. Essentially,
this involves specifying a set of decision rules that have
been '"revealed" by the subject i1in the protocol evidence
collected during the running of the experiment. Protocol
analysis requires subjects to 'think aloud' while problem
solving. These thoughts are recorded for subsequent
analysis. It 1is 1important to recognise here the
validity of using protocol analysis as a technique for

eliciting information processing behaviour.

Typically, protocol analysis provides an 1ncomplete
picture of subject behaviour since 1t 1s highly unlikely
that a subject will provide a complete record of all their
thoughts during a particular task. However, careful
experimental design has an important role to play 1in
facilitating the ability of subjects to reveal fully their
information processing activities when giving verbal
reports. An important role of protocol analysis 1is to
minimise the need for the researcher to incorporate 'ad
hoc! decision rules (information processes) when
developing a behavioural process model of subject
behaviour within a PS framework. Arguably, protocol
analysis 1s the most effective technique for providing the
volume of detailed behavioural data required for the study
and modelling of human decision processes.

The final phase of developing a behavioural process model
1s the building of an executable simulation program and
comparing 1ts behaviour with that of an 1individual

subject. Given the strong simlilarity Dbetween an

10



information processing system and a computer (in a symbol
processing sense), PS models can appropriately take form
in the shape of computer simulation models. The
comparison between the simulated behaviour generated by
the PS model and that of the actual subject can take place
at a varliety of levels. First, the behavioural model
chould be capable of generating the type of behaviour
displayed by the actual subject. Second, the model should
be able to simulate the decisions of the subject on which
it was based. Finally, we can assess the model in terms
of its capacity to simulate the information processing
activities that characterise a subject's behaviour in the
task. It is important to note that building PS models of
the type developed 1in later chapters is an iterative
process. Inevitably, there will be scope for further

improvement and refinement.

1.4 DESIGN OF THE THESIS

The design and structure of this thesis reflects upon the
previous discussion regarding our research philosophy and

methodology.

In Chapter 2 we discuss the nature and role of behavioural
economics as an alternative framework of analysis to
neoclassical economics. Inevitably, this chapter reflects
upon the origins of the present research and in particular
concern with the study and modelling of decision
processes. We introduce some important concepts £from
information processing theory and examine the nature and
role of PS models. Finally, we present an introductory
application of the PS modelling framework, highlighting
the architecture of PS models and illustrating their
sultability for modelling learning behaviour.

Chapter 3 considers the problems associated with the
Observation and modelling of human decision processes.
Specifically, we consider the problem of collecting
detailed behavioural process data. It 1s difficult (if

not impossible) to observe actual behaviour in many real

11



world tasks. For this reason we consider the combined use
of verbal protocol analysis and laboratory experiments as
an approach to observing actual human Dbehaviour. An
important 1link 1is developed between the use of protocol
analysis and 1laboratory experimentation 1n terms of
satisfying the necessary conditions to validate the use of
verbal reports as behavioural data.

The remainder of this ' theslis presents a detailed
application of the methodological framework we have
constructed in Chapters 2 and 3. Chapter 4 describes the
design and structure of a Dbusiness decision making
exercise developed for this research. This was a
laboratory-based simulation exercise run on IBM mlcro-
computers. The declsion task facing subjects was
characterised by complexity and uncertainty. It was
designed to capture important elements of strategic

decision making behaviour in business.

In Chapters 5 through 7 we present a detailed analysis of
the verbal protocols collected during the running of our
experiment. Chapter 5 provides an examination of the
behaviour of a single subject. At this stage of
development the behavioural process model 1is ‘'global' in
nature. In Chapter 6 we analyse the protocol data at a
lower level of aggregation and consider the protocol data
of other subjects. This provides an 1insight into the
nature of the decision rules (production rules) that
reflect the various decision making strategles used by
subjects in our experiment. Finally, Chapter 7 completes
the final stage of developing our behavioural process
model. We return to the case of subject S7 and contrast
the output of our computer-based PS simulation model with
the actual behaviour of S7.

In Chapter 8 we summarise our main findings and highlight

Some l1imitations of our research method.

12



CHAPTER 2

MODELS OF ECONOMIC BEHAVIOUR: THE UNDERPINNINGS OF A
R » TF RS PE var

5.1 INTRODUCTION

Economic theories of Dbehaviour under uncertainty have
largely developed over the last 40 years within the SEU
framework of von Neumann-Morgenstern. While there are
alternative perspectives to the study of economic
behaviour under uncertainty [see for example, Shackle (eg
1972); Earl (1984); Heiner (1983); Machina (1987)], the
general acceptance of SEU theory has led Schoemaker (1982)
to argue that it has been the major paradigm of decision
making research since the Second World War. Despite the
elegance and rigour of SEU theory and the generaiity of
its predictions, its achievements have been accomplished
by the use of extreme assumptions about the behaviour of
economic agents in the face of complexity and uncertainty.
Critigque of the substantively rational framework of
neoclassical economics has been particularly directed at
the information processing constraints that 1limit the

ability of economic agents to compute optimal decisions.

Since the late 1950's Dbehavioural economists have
challenged optimisation theory as an acceptable
explanation of economic behaviour in complex and uncertain
environments. The early work of Simon [see for example,
Simon (1959)] and Cyert and March (1963) provides a clear
methodological statement of the behavioural approach to
studying economic behaviour. Of particular note is the
emphasis upon modelling economic behaviour as a process
and the empirical base of behavioural theories in terms of
the need to observe how economic agents actually make
decisions. Despite this common purpose, there has emerged
a variety of different approaches amongst behavioural
researchers [see for example, Gllad and Kalsh (1986)].' In

13



this research we link some of the important ideas from
early behavioural research with the findings from the
fields of artificial intelligence and cognitive
psychology. Specifically, we establish the wvalue of
production system modelling for developing behavioural
process models 1n economics. In this sense, the ideas
discussed 1in this chapter will firmly establish the
origins of our research in what might loosely be called

the 'Carnegie School' of hehavioural economics.

In this chapter we present a brief summary of the critigue
of neoclassical economics as a framework for studying
economlc behaviour in complex and uncertaln environments.
Second, Wwe review some elements of the behavioural
approach to modelling Dbehaviour under uncertainty.
Specifically, we consider the implications of focusing
upon issues of procedural rationality. We then introduce
information ©processing theory as a framework for
underpinning many of the important concepts and ideas in

behavioural research.

In the final sections of this chapter we introduce the
nature of production system (PS) models and examine their
origin in the AI and cognitive psychology literatures. We
complete our discussion with an 1llustration of PS
modelling and present the results of a model that
simulates the learning behaviour of a firm operating in a
duopolistic market environment. Many of the arguments
discussed in this chapter will be concerned with the study
of business decision making.

2.2 NEOCLASSICAL

ECONOMICS: THE LIMITATIONS OF
JE AN Y

IATTONA
Orthodox theories of economic behaviour have been
extensively criticised for their failure to grapple with
the empirical realities of actual decision making
behaviour. Much of this criticism has been directed
towards the theory of the firm and in particular the
inability of neoclassical economics to explicitly account

for the impact of uncertainty on business decision making

14



[see for example, Shubik (1970); Morgenstern (1972); Cyert
and Hedrick (1972); Loasby (1976); Simon (1978a) and
Nelson and Winter (1982)]. It 1s very difficult to add
any original or novel 1insight to what are now well
established criticisms of neoclassical economics. In this
gsection we review some important issues for the discussion
in later sections of this chapter. The discussion
reflects not only a general critique of orthodox economic
theory but also the specific problems of studying the
economic behaviour of firms. In both cases the
limitations of not considering process phenomena are
highlighted.

The role of the firm in neoclassical theory is well
established in terms of an alternative resource allocation
mechanism to that of the market [Coase (1937)]. The
firm 1s an abstract concept that i1s assumed capable of
maximising a well specified objective function by
transforming inputs 1into outputs subject to market and
technological constraints. This holistic or 'black box'
view of the firm bears 1little resemblance to business
firms in reality; indeed it was never 1intended that it
should.

The confusion over the distinction between an economlc
theory of the firm and the neoclassical theory of the firm
has led to much misguided discussion 1n the 1literature.
For example, Cyert and Hedrick (1972, p 409) concluded:
". . . there is a great diversity of views about
the proper objectives of a theory of the firm. The
fundamental difference centres on the dquestion of
whether the theory should explailn actual decision
making in firms."
However, the dominance of positivist methodology in
mainstream economics leaves very 1little doubt amongst
orthodox economists as to the role of the firm. Machlup
(1967, p 9) presents one of the clearest statements of
this position; the firm in economics 1is a hypothetical

construct which:

15



"js not, as so many writers believe designed to serve
to explaln and predict the behaviour of real firms;
instead it is designed to explailn and predict changes
in observed prices as effects of particular changes
in conditions."
Machlup's argument is, of course, in the tradition of the
Was-1if" framework of positive economics. It emphasises
the methodological position that the critical test of a
theory is not the realism of 1its assumptions but 1its

ability to predict [Friedman (1953)].

The critigue of this orthodox position has been on two
fronts. First, it 1s argued that the underlying
assumptions of orthodox theory deny the very existence of
a genuine theory of choice 1in economics. The classic
presentation of these arguments can be found in the work
of Shackle (1972, 1979). Second, c¢riticism has been
directed at fthe predictive content of orthodox economic
theory. As Heiner (1983, p 561) argues 1in relation to the

unfalsifiable predictions of orthodox economics:

'_'Suﬁpose we really asked to see the list of clearly
implied, unambiguous predictions that have been
derived from our basic optimisation models.
The answer to this query, one that would be admitted
by many practitioners in the field, 1s that at best
we have developed a very short list.”
The study of business decision making 1n economlcs 1S
notably absent of unambiguous predictions. How do
business firms operate and develop strategy? How are

investment, financing and dividend decisions actually

made? How do firms develop effective competitive
strategies? These guestions (and many others) are of
central concern to economic theory. However,

neoclassical economics does not lend itself to the study
Of decision processes within firms and, in consequence, it
1s limited in its capacity to consider the type of

questions posed above.

The rejection of economic theory as a theory of choice is
founded wupon the orthodox assumption of substantively
rYrational behaviour. Simon (1976) distinguishes between
tWwo concepts of rationality: substantive rationality and

16



procedural rationality. Substantive rationality refers to
rhe ability of economic agents to achieve goals within the
constraints and conditions imposed by a particular task
domain. In contrast, procedural rationality is a much
broader concept and refers to behaviour that 1is the
outcome of appropriate deliberation. In sum, procedural
rationality of behaviour depends upon the process that
generates it, while substantive rationality depends upon

the output of rational choice.

The substantively rational framework of neoclassical
economics has been described by Latsis (1976) as a
research programme of "situational determinism'. Given
the goals of economic agents (eg profit maximisation,
utility maximisation), rational behaviour 1is determined
entirely by the characteristics and structure of the task
environment. In essence, the assumption of substantively
rational behaviour implies that economic agents have the
ability to optimise 1in a particular task domain,
irrespective of the complexity of the task. Helner (1983)
has referred to this ability of economic agents in terms
of the absence of a C-D (competence-difficulty) gap. In
consequence, decision  outcomes (choilces) have no
behavioural content since they can be logically deduced
from the assumptions specified about the nature of
economic problems and the ability of economic agents to
solve them.

While abstraction is central to economic theorising and
model building, it is important to consider whether the
process of abstraction fundamentally alters the nature
of the problem that is being investigated. This has been
the basis of Herbert Simon's critique of economic theories
Oof uncertainty [Simon (1979a)]. SEU theory assumes that
economic agents are capable of 1identifyving all possible
future states of the world and all possible choices,
together with the associated consegquences (outcomes) for
each of these states. Essentially, the economic agent 1is
Presented with a highly structured and well-defined
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environment in which a single declision problem exists.
Even within models which incorporate Bayeslan learning
there 1s a highly structured and known environment 1in
which learning takes place and, glven the rationality of
economic agents, the existence of a single best (optimal)
strategy. The basis for rejecting the notion of
substantively rational behaviour in complex and uncertain

environments i1s essentially twofold.
(a) Limited Information Processing Capaclty

First, 1t 1s argued that the 1information processing
capability of economic agents is limited. This view 1is
associated with the work of Herbert Simon and with his
condept of bounded rationality [see Simon (1955)]. There
is also an extensive literature in the field of cognitive
psychology that provides experimental evidence supporting
the view that human behaviour is boundedly rational. For
example, the work of Tversky and Kahneman [eg. Tversky and
Kahneman (1974) and Kahneman and Tversky (1984)] has
qﬁestioned whether individuals behave according to the
axioms of SEU theory and the Bayesian principles of
learning. Their work 1is also important for providing
support for the wview that cognitive simplification
mechanisms are an 1important feature of decision making
behaviour. Hogarth (1980) presents a sumrﬁary of some of
the different types of judgmental biases that have been
ildentified in experimental work and the decision making
situations prone to such biases. Of particular concern
within the orthodox framework of economic analysis 1s ther
role of cognitive heuristics influencing the ability of
decision makers to perceive the structure of decision

problems.

The unwillingness of orthodox economists to abandon the
concept of substantively rational behaviour effectively
reduces the impact of 1limited information processing
capacity to 1its treatment as any other constraint on
behaviour. Paradoxically, the behavioural (psychological)
impact of 1limited processing capacity 1is eliminated by

increasing the computational ability of economic agents
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and, thereby, moving economic models further away from

+he experimental evidence on human behaviour.

In highlighting the importance of limited 1information
processing capacity cognitive psychologists emphasise that
decision outcomes cannot simply be deduced from some
objective specification of the decision problem. Simon
(1978a) argues that it is both the task environment and
the cognitive characteristics of the decision maker that
determine behaviour. Helner (1983) has used this argument
as a basis for predicting behaviour 1in complex and
uncertain task domains. The presence of a C-D gap arising
from limited information processing capacity results 1in
the emergence of regularities in human behaviour 1in the
form of  Theuristic decision rules. In contrast,
substantively rational behaviour implies the ability of
decision makers to completely adapt to every change in the
task environment. Modelling such behaviour merely
provides insight into the task environment and not the
underlying (regular) processes that characterise economic

phenomena.

Limited information processing capacity of economic agents
is now a well established critigue of neoclassical
economics and underpins much of recent behavioural
research. However, 1in recognising the 1inability of
economic agents to optimise in complex decision making
tasks, we are presented with the difficulty of how
information processing constraints can be incorporated in
models of economic behaviour. How can we study thelr
impact upon decision making and develop models of economic
behaviour that capture important cognitive features 1like
problem perception? We explore these issues more fully
below.

(b) The Nature of Business Decision Making Tasks

A second critique of the assumption of substantively
rational behaviour focuses upon the nature and structure

Of different decision making tasks. Within malnstream
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economics a distinctlion 1is not generally made between

different classes of decision in terms of their impact
upon the process of decislion making. Indeed, given the
assumption of substantively rational behaviour such a
distinction has no significance. However, the Dbusiness
and management literature views such a distinction as
egssential to the understanding of business behaviour. 1In
particular, the contrast 1s made between operational
decisions and strateglc decisions and 1t 1s argued that
they are so fundamentally different that they require a
different method of analysis. For example, consider the
alternative approaches to the study of declision making
behaviour 1in the operations research literature and the
business policy and corporate strategy literature.

Numerous schema have Dbeen prOposed for classifving
decisions. For example, Ansoff (1968) distinguishes
between strategic, administrative and operating decisions.
Simon (1960) has classified decisions in terms of
programmed or non-programmed and Gore (1964) presented a
classification in terms of rou'tine, adaptive and
innovative. Mintzberg et al (1976) provide a similar
dichotomy to +the 1later work of Simon (1973) and
distinguish between structured and ill-structured

decisions.

It is clear that there is an element of commonality
between the alternative classifications noted above. What
1s importaht 1is not the terminology one uses but the
implication of the different types of decision for the way
actual decisions are made and also for the approach that
should be adopted in studying each type of behaviour. For
the remainder of the discussion we shall adopt the
operational-strateglic classification. This 1s the most
common distinction made in the study of firm behaviour in
a number of different disciplines (though not generally in

economics).

Operational decisions are routine and often repeatedly
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taken 1n business, eg production scheduling; inventory
control; invoicing customers; payment of wages and so on.
These decisions are typically handled with a high degree
of certainty and are characterised by low cost decision
processes with the emphasis upon concepts of efficiency
and optimisation [Harrison (1981)].

In contrast, strategic decisions are 1ill-structured
problems that are characterised by novelty, ambiguity and
ignorance [Mintzberg et al (1976)]. In the context of the
theory of the firm, strategic decisions are concerned with
the scope of the firm's activities and often involve
change of a significant nature. An 1mportant feature of
strategic decisions 1s that the environment and resource
position of a firm are not given and will be shaped by the
firm's own strategic decisions (and those of competing
firms). In the business policy 1literature strategic
decisions are viewed as belng concerned with the adapti\}e
behaviour of the firm to 1its environment. In these
circumstances, it 1s not uncommon to observe highly
skilled management teams pursuing gquite different
strategles 1n what appear to be similar environmental

conditions.

Strategic decisions are '"messy problems" [Ackoff (1970)]
and theilir ill-structured nature denies the relevance of
the substantively rational concept of optimality.
Strateglic decisions cannot simply be reduced to the
optimal cholce of a strategy from a pre-determined set of
alternatives. As with the significance of 1l1limited
information processing capacity it is difficult to see how
the logical consistency of the deductive technigques that
characterise neoclasslcal economlcs can incorporate
(meaningfully) the nature of strategic decision making
tasks.

The distinction Dbetween operational and strategic
decisions 1is not generally made in the mainstream
economics literature. However, the similarity between the
description of strategic decisions that can be found in
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the business policy literature and the discussion of the
'true' nature of uncertainty (i1if such a concept has
meaning) 1in the economics literature can, we believe, be
usefully developed [see Loasby (1976)]. In highlighting
the significance of strategic decisions we are able to
recognise the wvariability of human behaviour. It 1is
possible that two individuals will behave differently in
the same environmental conditions and that any one
individual may behave differently 1in the same
circumstances at different points 1in time. In the
busliness policy literature the concept of a strategy is of
importance because 1t highlights that there is some degree
of choice in a particular task situation, ie. there is no
pre-determined optimal strategy.

Economics has a theoretical framework for the study of
uncertain behaviour (albeit based on a particular
interpretation of the meaning of uncertainty).  Rather
than challenge this theoretical framework in terms of the
meaning of uncertainty [see for example, Loasby (1976)]1,
i1t may be productive to complement the existing approach
with a framework that gives explicit recognition to
strategic behaviour. This 1is, of course, the realm of the
behavioural economist. However, what must be stressed is
the opportunity for economists to explore the research
findings and methods of the business policy and corporate
strategy literature, notably the focus upon studying
decision processes and the observation of actual
behaviour.

Some attempts have been made to incorporate strategic
aspects of firm behaviour in economic theory. For
example, the work of Baumol, Panzar and Willig (1982)
introduced the notions of ‘'market contestability' and
'economics of scope' and made some attempt to study
Strategic problems of the multi-product firm. Earl (1984)
abandoned the neoclassical framework of analysis to
develop a theory of corporate strategy that explained how
firms make mistakes. Other interesting work which
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considers strategic aspects of economic behaviour can be
found in Porter and Spence (1982); Rao and Ruttenberg
(1981); Klein and Leffer (1981) and Moss (1981).

From the discussion above i1t i1s clear that one implication
of the substantively rational framework of neoclassical
economics 1is to view all decisions "as 1if" they were
operational decisions. We define an operational decision
as a problem that has sufficient structure to determine an
optimal outcome. The Economics of Uncertainty,
underpinned by the SEU framework, has extended the concept
of substantive rationality beyond the boundaries of static
optimisation under certalinty [Simon (1976)]. This has not
been wilthout cost. Even without giving recognition to the
impact of 1informatlion processing constraints, ‘the
methodological underpinnings of substantive rationality
essentially abstract away the very essence of a major set
of economic problems. As Kuhn (1970 p37) has noted:
"A paradigm can, for that matter, even 1insulate the
community from_ﬁhose socilally important problems that
S e O e e
instrumental tools the paradigm supplies."
A good example of where the neoclassical concept of
substantively rational behaviour breaks down 1is the
economlc theory of oligopoly. Shubik (1970, p415) has
described oligopoly theory as Y“Yone of the clearest
examples of the malaise in microeconomics" and Simon
(1976, pld4l) refers to economic theories of imperfect
competition as a Y“scandal'. It 1s not possible to
identify a theory of oligopoly in economics and there are
many different models of oligopolistic behaviour that
attempt to address similar dquestions to those examined
when investigating the behaviour of perfectly competitive
markets. However, the oprecepts necessary for the
application of the neoclassical framework of analysis are
not satisfied within the context of oligoPOIistic markets.

Simon (1976, pld4l) has argued:
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"There_  remains . . .. a  lingering reluctance to
acknowledge the i1mpossibility of discovering .

'The Rule' of substantively rational behaviour for
S ooetd RoE Teen romalay Sbingigened w1y 1l ES
admitted that _understanding  imperfect competition
means understanding procedural rationality."
one distinctive feature of oligopolistic markets is the
interdependencies between the decision making behaviour of
different firms. In addition, the fundamental
characteristics of strategic decisions noted above can be
clearly identified with oligopolistic market situations.
Game theoretic models [eg Green and Porter (1984);
Rotemberg and Saloner (1986)] provide an attempt to take
account of how economic agents consider the possible
reactions to thelr own decisions by other economic agents.
However, such models have been extensively criticised [see
for example, Winter (1986) ] as highlighting the
limitations of the orthodox concepts of equilibrium and

optimality when studying the strategic behaviour of firms.

The need to complement the substantively rational
framework of neoclassical economlics with an approach to
modelling procedural rationallity 1s a central concern of
behavioural research in economics. We now discuss some
possible directions for future research on procedural

rationality in economics.

2.3 BEHAVIOURAL ECONOMICS: SOME IMPLICATIONS OF
J(@1B)L \ P ROUOCEDURKA . JNA. Y

Research in behavioural economics covers a broad range of
approaches to the modelling and study of decision
processes. As such 1t is probably useful not to view
behavioural economics as a separate field in economics but
as an alternative way of examining traditional areas of
economics research [Gilad and Kaish (1986)]. A major
force in influencing the direction of this alternative
approach to studving economic behaviour has been the work
Of Herbert Simon and the research presented in this thesis
builds upon many of the arguments put forward by Simon.

In shifting from models of substantive rationality in
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neoclassical economics to models of procedural rationality
that characterise behavioural research, we require a
change in research method. The change 1s dquite
fundamental and one that requires economlists to explore
more fully concepts and techniques employed in the study
of decision making outside the domain of economics [Simon
(1978a)]. The elements of a framework for the study of
procedural rationality can be found in disciplines such as
artificial intelligence, cognitive psychology and business
policy. There has, of course, been progress 1n developing
such a framework for behavioural research 1n economics
[see Gilad and Kaish (1986)] but a considerable amount of
work remains to be done. This much 1s clear by the
diversity of different styles and approaches to

behavioural research.

In contrast to orthodox economists, behavioural theorists
adopt an inter-disciplinary perspective 1in the study of
decision making Dbehaviour and emphasise the need to
observe actual behaviour. The focus upon studying
actual decision processes takes on increasing significance
where the substantively rational choice for a particular
task or problem is neither defined nor obvious given the
behavioural limitations that constrain problem solving.
In these circumstances, problem solving i1s non-trivial and
will typically involve egonomic agents gathering and
processing information in an attempt to determine a
satisfactory solution to a problem.

One difficulty facing the behavioural researcher is our
lack of knowledge about human decision processes. The
deductive reasoning that characterises neoclassical
economics 1is not founded upon the understanding of human
behaviour that we require for developing behavioural
Process models. In general, inductive research methods
are uncommon in the discipline of economics. Attempts by
behavioural economists to investigate the contents of the

'black box' requires consideration of two particular
Problems:
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what 1s an appropriate theoretical language for
(%) modelling behavggurgl process phenomena? Inad

(p) How should the actual decision_ making behaviour of
economlc agentg be studied for the purpose _of
capturing the richness _of detall necessary to develop
behavioural process models?

Tn the next section of this chapter we shall consider the
first problem as we look at information processing theory
and the role of PS models. We examine the second problem
in the followling chapter. It is useful at this stage to
consider the central ideas and themes of Dbehavioural
research in economics. This is important for providing an
insight into the appropriate form of theoretical language

for modelling decislon processes.

The original work of Simon (1959) and Cyert and March
(1963) are probably the best examples of the key 1ideas
that underpin much of the subsequent resea:_ch in
behavioural economics. The following themes appear commoh
to a variety of behavioural research studilies (particularly
those conducted from the 'Carnegie School' perspective):

- the study of behaviour in complex and uncertain
environments demands the examination of decision
rocesses. That 1is, decision making 1s non-
rivial and _1s the result,£ of considerable
deliberation (ie procedural rationality);

- a rejection  of orthodox  concepts notabl
equilibrium and optimising behaviour [see Glla
and Kaish (1986)] except 1n simple task ,domains
where the process of decilision making 1s trivial;

- an emphasis u}]‘;l)pn studying actual decision makin%
processes. This focus upon inductive methods o
research is 1n contrast to the deductlve reasonling
that underplins neoclassical economics. From a
practical “perspective this has a _ number of
implications; for example, . the collection of
detalled process data by.stud§1ng_actua1 behaviour
typically demands observing individual behaviour;

- research in behavioural economics 1s an 1nter-
disciplinary study and attempts to be consistent
with the findings of other disciplines 1n _the
study of decision making [Gilad and Kaish (1986) ];

- an explicit consideration 1s given to elements of
human behaviliour as variables which are the subject

of analysis, @ eg cognitive simplification
mechanisms. This emphasises the significance of
information processing constraints 1n determining
behavliour.
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an important 1issue facing the behavioural economist is the
adoption of an appropriate language for representing and
modelling decision processes in a meaningful way for
studying important behavioural relationships. The
rigorous use of mathematical analysis 1n neoclassical
economics has provided the formal language for developing
substantively rational models. However, from our
previous discussion it is not clear that mathematics is
the most suitable language for behavioural modelling
[Nelson and Winter (1982)].

Cyvert and March (1963) addressed the issue of identifying
an appropriate theoretical 1language for Jbehavioural
process modelling. They suggested this language problem
might be resolved through the use of computer simulation.
Computer simulation models present a potentially rich
theoretical language within which complex dynamic models
can be represented. Indeed, over two decades of
behavioural research has established computer simulation
as an important tool for modelling and testing theories in

economics [see Simon (1979a) and ©Nelson and Winter
(1982) 1.

Whilst Cyert and March introduced the importance of
computer simulation in behavioural research, they did not
present a structured approach to computer based modelling.
Thus, they failed to establish important conceptual links
between the form of the natural language they adopted and
the behavioural phenomena that underpinned their theory.
Arguably, these links still remain to be established with
regards the role of computer simulation in economics. In
the next two sections we develop the 1links between a
particular formalism of computer | simulation models,
notably PS models, and some important relational concepts
that are central to Dbehavioural research. In sum, we
argue that there do exist theoretical underpinnings for
the use of computer simulation programs as a formalism for
representing procedurally rational models of human

behaviour in economics.
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The choice of an appropriate formal language 1is not a
trivial 1ssue. The rigorous mathematical analysis of
neoclassical economics has underpinned the important
concepts of equilibrium and optimality. 1In the process of
economic theorising the nature of any abstraction in model
building 1is fundamentally influenced by the choice and
structure of the formal language used to represent the
economic phenomena of interest. In part, the criticism
of substantive rationality as misrepresenting the reality
of actual decision making reflects the limitations of the
orthodox economist's formal language - mathematics. While
computer simulation allows a much richer and more detailed
representation of economic behaviour than formalised
mathematical modelling, the latter i1is much more general.
The Dbehavioural economist, attracted by the need to
observe and model detalled decision processes, has
rejected the analytical techniques of the neoclassical
economlist as a formal language and resorted to the use of

computer simulation and detailed case based analysis [Earl
(1984); Nelson and Winter (1982); Eichner (1983)].

The classic examples of the use of computer simulation
models in behavioural research are the departmental store
price mark-up model of Cyert and March (1963); Bonini's
accountancy and management 1nformation system model
[Bonini (1963)]; and Clarkson's protocol based model of
the behaviour of an investment trust officer [Clarkson
(1962)]. More recently, the semlinal work of Nelson and
Winter (1982) used computer models to simulate
evolutionary processes for establishing the conditions
necessary to generate industry equilibrium. However, it
1s a notable feature of the behavioural research
literature that computer simulation still plays a
relatively small role.

Any formal 1language has 1limitations in terms of 1its
ability to capture interesting phenomena and relationships
relevant to describing various aspects of system

behaviour. Computer simulation models have been used to
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provide a rich and detailed 1insight 1into Dbehavioural
pPrOCEeSS phenomena; for example, the modelling of learning
and adaptive behaviour; the study of heuristic decision
rules; the role of multiple goals and conflict resolution.
Moreover, as the work of Nelson and Winter illustrates,
simulation models can also yield many of the same
predictions that emerge from standard neoclassical
analysils. Howevey, 1t remains an important task of
behavioural research to establish the 1link Dbetween the
structure of computer simulation models as a formal
Janguage and their role for modelling behavioural process
phenomena. Information processing theory provides the
opportunity for establishing this link.

2.4 INFORMATION PROCESSING THEORY AND THE ROLE OF
PRODU ON SYSTEM MODE

An important aspect of this research is the application of
ideas and techniques from the fields of artificial
intelligence and cognitive psychology to economics.
Cognitive psychology 1s concerned with the study of
knowledge and how people use 1t during problem solving.
As a study of aspects of human behaviour, eg perception;
problem solving; judgemental processes; thinking; and so
on, cognitive psychology is concerned with generalising
about the way 1individual decision makers process
information. Indeed, the dominant approach to cognitive
psychology 1s based on the view that man is an information
processing system (IPS) [see Simon (1979b)]). The seminal
work of Newell and Simon (1972) in provides a good
historical summary of the development of the information
processing Dperspective of cognition. It 1is not
appropriate to review the origins of the information
pProcessing perspective 1in detail here other than to note
some important aspects of its development.

The impact of the computer was fundamental to the
development of information processing theories of human
cognition. Indeed, computer programming languages have
become a formalism for information processing models
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rsimon (1979b)]. The development of computer based
gimulation models 1in the 1950's and 1960's [see for
example, Newéll, Shaw and Simon (1958)] began the process
of integrating the findings from information processing
psychology with the techniques of simulation modelling.
an important aspect of this research was recognition of
the similarity between man as an information processor and
the computer as a symbol processor. Indeed, it 1s this
view that has provided the basis for a wide variety of
research in the field of artificial intelligence (AI)
[see Waterman and Hayes-Roth (1978) and Davis and Lenat

(1980) ).

while there are strong links between the field of AI and
cognitive psychology, it 1s important to distinguish theilr
different perspectives with regards developlng models of
procedural rationality [Simon (1978b)]. ATl 1s a
discipline concerned with normative aspects of procedural
rationality. For example, the development of expert
systems as a field of research has been influenced by the
normative perspective of the AI 1l1literature. AT 1is
concerned with the programming of computers to behave in
an intelligent (and human) manner, though not necessarily
using the same information processes. In contrast,
cognlitive psychology is more concerned with how humans
perform complex tasks. In this sense, cognitive
simulation can be viewed as a positive science of
procedural rationality and 1s characterised by the
development of simulation models that capture the
information processes actually used by humans during task
performance [Simon (1978b)]. A formalism common to both
Al and cognitive psychology for modelling and simulating
problem solving strategies is the use of PS's and we shall
describe these more fully below. It should, however, be
noted that production rules are not the only form of
knowledge representation adopted in the AI literature.
Alternative schema include frames, semantic nets and
SCripts [see Garnham (1988)].

In addition to the use of computer simulation models in
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psychology research, there also emerged 1in the 1950's and
1960's a substantial body of research in information
processing psychology. For example, the importance of
1imited capacity in human memory was addressed 1in the work
of Miller (1956). Miller made a distinction between
short-term memory (STM) and long-term memory (LTM) and
provided evidence that STM is of a notoriously small
capacity with a low level of information recall. The
behavioural significance of limited capac:‘i.tyf in STM can be
appreciated in the context of Simon's concept of bounded
rationality. Bounded rationality can be attributed to the
operation of cognitive strain, where the limited capacity
of the decision maker produces a state of information
overload ([Svenson (1979)]. Miller introduced the
importance of chunking and pattern recognition as
mechanisms which aid 1learning and help overcome the
limited capaclity of STM. The concept of STM 1is also of'
importance in our discussion of protocol analysis 1in the

following chapter.

Information Processing Theory

The information processing systems perspective 1s not
unique to cognitive psychology nor is it the only approach
adopted by cognitive psychologists. The survey work of
Slovic, Fischoff and Lichenstein (1977) and Einhorn and
Hogarth (1981) provides a good overview of the wvariety of
research methods in the fields of behavioural decilision
theory and cognitive psychology. However, the information
processing framework is the dominant approach to research
ln cognitive psychology [see for example Lindsey and
Norman (1982)1. The work of Newell and Simon (1972) is
arguably the most articulated and developed version of
lnformation processing theory. They illustrate how models
Of human behaviour can be developed from the analysis of
decision rules observed to have been used by individuals
1n experimental and field settings. Extensive use is made
Of computer simulation as a central tool for developing
dnd testing these theories [Simon (1979%a)]. The inductive
base of information processing theory provides support for
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it as a study of how 1individuals tackle complex and
uncertain problems (ie. it 1is a positive theory of

procedural rationality).

Hogarth (1975) identifies two important conclusions to
emerge from research on human information processing
theory. First, that individuals have limited information
processing capacity and, second, that declision makers can
be viewed as adaptive systems. An important implication
of these conclusions 1is that human behaviour 1s determined
by both the structure of the task environment and the
cognitive characteristics of the decision maker. Within
the orthodox framework of neoclassical economics it 1is
assumed that the information processing system (the
economic agent) has the ability to discover appropriate
adaptive Dbehaviour. To predict behaviour in these
circumstances simply requires information about the
external environment and the system's goals (as defined by
the inner environment). Significantly, orthodox economics
breaks the 1link Dbetween substantive and procedural
rationality by assuming the economic agent 1s always
capable of selecting the right course of action.

Cognitive psychologists have a fundamentally different
model of behaviour. Given the complexity and uncertainty
that characterises the external environment and the
limitation on the internal environment to process
information - adaptation is problematic. The 1link between
substantive and procedural rationality becomes significant
and processes as well as outcomes are important to gaining
an understanding of decision making behaviour. Indeed, an
optimal or best strategy may simply be unknowable. In
these circumstances it Dbecomes meaningless to study
behaviour by focusing upon the content of a particular
decision without examining information about the way the

decision was made.

It is against this background that Newell and Simon argued
that the behaviour of intelligent systems can be examined
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by means of an information processing theory. The

abstract model of man as an information processing system

introduced by Newell and Simon emphasises that intelligent
behaviour involves the processing of symbolic information.

The model is, of course, an abstraction and assumes that

man can represent the internal and external environment of

a problem by symbols. A basic set of elementary

information processes (eip's) for transforming symbol

structures are recognised and provide the basis for
intelligent and adaptive behaviour. Newell and Simon
identified four key propositions in their theory:

1) a few characteristics of human information processing
behaviour are invariant over task and decision maker.
The 1dentification of these ,invariants_ allows the
E0351b111ty of finding regularities in behaviour and,

herefore, the making of general predictlons;

ii) these characteristics are sufficient to determine
some _important features of human behaviour. For
example, a small set of Dbasic eip's  have been
1dentifiled as _sufficient for describing and
exglalnlng behaviour. These elp's _capture _the
information processing behaviour of an individual 1n
the context of the problem space perceived Dby the
decislion_ maker. Decision makling takes place withln
an individual's percelved problem space;

iii) the structure of the task environment determines the
structure of the problem space; and

iv) the _structure of the roplem space _determines
possilible declsion strategiles selected by an
individual.

The important distinction between a task environment and a
problem space underpins the 1role of perception 1in
understanding human behaviour. The task environment can
be viewed as the omniscient observer's interpretation (1if
such an interpretation has meaning for complex and
uncertain tasks) of the decision problem. The problem
space represents the abstraction of the task environment
as perceived by a particular decision maker. Given the
presence of uncertainty and the limited information
processing capacity of individuals, problem space
representation is problematical. It should not, as 1s the
case with the substantively rational framework of
neoclassical economics, be an aspect of behaviour that is
simply assumed away.

The importance of the problem space concept to
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understanding human behaviour is emphasised by Simon's
distinction Dbetween 1ll-structured and well-structured
problems [Simon (1973)]. A problem 1is ill-structured if
it lacks definition in some sense, eg a clearly specified
goal. However, Simon argues that the  11l1-
structured/well-structured distinction 1lacks objective
meaning. The significance of the problem space concept is
that all problems are ill-structured until they are given
meaning and structure by a particular individual through
the internal representation of the problem space. This
argument 1s important for understanding the value of the
information processing paradigm to studying behaviour in
complex and uncertain task environments and 1is the basis
for identifying regularities in human problem solving

behaviour.

The problem solving and decision making behaviour of an
individual can be viewed as a path through their perceived
problem space. Essentially, the particular problem space
used by an 1individual determines what information is
available and how it can be processed. The Dbehaviour
pattern of the subject can be seen in terms of a sequence
of knowledge states, each’' of which represents the
subject‘é total knowledge about a problem at any point in
time. These knowledge states are related to each other by
operators, which represent the information processing
behaviour of the individual. As we shall explain more

fully below, operators can be viewed as macroscopic

representations of eilp's. In sum, the behaviour of an
information processing system (IPS) is simply the
execution of a sequence of eip's. However, 1t 1s the

macroscopic representation of eip's which allows an
overall picture of individual behaviour to be observed in
the form of decision making strategies (ie. sets of
decision rules).

Information Processing Systems

An important aim of this section is to introduce PS models

aS one form of representing the behaviour of an IPS.
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Before starting this task we shall briefly define the
elements of an IPS. This provides an important
understanding of the structure and design of PS models.

Newell and Simon (1972, p 20) define an IPS in terms of:

- a, processor that controls the sequencing of
elp's. The processor consists of:

(a) a set of basic eip's

(b) a STM that acts as a buffer for input/
output knowledge states

(c) an interpreter or inference engine that
determlines the control segquence of eip's;

- effectors . and reflectors that provide
communication between the internal and eXternal
environment.

- a LTM (or data base) that contains symbol
structures that are stored 1n the form of
production rules, ie condition-action pairs. An
information process 1s  simply defined as an
input-output relationship between a palr of
symbol structures.

The 1link between this definition of an IPS and the
description of humans and computers as symbol processors
1s 1important to the arguments of this chapter. In
particular it underpins our view that PS models can be
viewed as a theoretical language for developing computer
simulation models of procedural rationality in economics.
Many of the elements of Newell and Simon's definition of
an IPS will take form in our description of the OPS
production system language discussed in the next section.
At this stage we simply wish to focus upon the concept of
eip's and their relationship with the idea of production

rules.

An i1mportant element of the IPS paradigm is the view that
an individual's problem solving behaviour can be
decomposed 1in terms of a set of basic information
Processing activities. Indeed, Newell and Simon (1972, p

29) identify seven primitive eip's:
- discrimination; the ability of the system to
g%ﬁ?r behaviour on the basis of the content of

- test and comparison; the abili‘lg{_ to be able to
gompare symbols and ldentify different symbol
es: '
-~ sggbo creation; the ability to create new
symbols;
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- writing of symbol structures; the ability to
add, change and delete symbol structures from
memory;

- reading and writimi externally; the ability to
communicate bo structures Dbetween  the
internal and external environment;

~ designating syfnbol structures; the ability to
ensure _symbo structures do not become
inaccessible;

—~ storing symbol structures; the ability to record
symbol structures for later use.

These eip's are at the most basic level of i1nformation
processing activity. From these it 1s possible to
construct macroscopic operators that, in the context of a
particular task, may provide a more meaningful
description of an individual's behaviour. It is important
that these eip's are observable at a sufficiently
disaggregated 1level so as not to hide the procedural
aspects of how problem solving is being carried out. Of
course, at what level one chooses to model depends upon
the purpose of the research and the level of detail at
which information processing behaviour has been observed.
For example, Bouwman (1978, 1983) has developed cognitive
process models for a financial diagnostic task using
operators that are more aggregated than Newell and
Ssimon's basic eip's. Bouwman used information processing
operators such as: compute a simple trend; compare with
internal norm; explain; summarise and so on. While these
operators could be decomposed into Newell and Simon's
basic eip's, their meaning 1n the context of Bouwman's
work related +to the <characteristics of the task

environment facing subjects in his experimental work.

In sum, while Newell and Simon provide a sufficient set of
basic eip's to model the full generality of information
processing behaviour, they are likely to be considered too
detailed for the purpose of procedural modelling outside
the field of cognitive psychology. Task related operators
are likely to provide a more meaningful interpretation of
subject behaviour. This view 1is reinforced by recognition
in AT and expert systems research that expertise is task
specific [Hayes-Roth, Waterman and Lenat (1983)].
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An important element of Newell and Simon's theory is the
ability to capture the behaviour of an IPS 1n terms of a
set of rules called a program. This program determines
the sequence of eip's to be executed as the contents of
STM change over time. The effect of elp's 1s captured
through the production rules that reside in LTM. The
matching of symbol structures in STM with the left hand
gside (LHS) conditions of production rules results 1i1n a
particular eip sequence being activated (ie the right hand
side (RHS) action of the rule). In sum, the program of
rules provides us with a description of the information
processes used during the solving of a problem. Such a
program is known as a PS model and it is a formal approach
adopted by cognitive psychologists for modelling
information processing systems.

It should be clear from the discussion above that the
adaptive nature of information processing systems 1s
captured through the interaction of the short-term and
long-term memories of the system. Indeed, there 1is no
direct relationship Dbetween individual rules stored 1in
LT™™. This ability to process and manipulate symbols and
symbol structures and, thereby, change the contents of
human memory has enabled production systems to emerge as a
formalism for the modelling of both human and computer
intelligence. We shall now conclude thls section with a
discussion of PS models.

Production System Models

PS models have a long history in mathematics, linguistics,
cognitive psychology and artificial intelligence. In the
field of formal 1logic the work of Post (1943) 1is
associated with the use of PS models as a general
computational mechanism and in developing algebraic models
O0f language. The research of Chomsky (1957) provides an
1llustration of the application of PS models for
representing the differences between classes of languages.
Following the work of Newell ahd Simon, PS's have become a
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formalism for describing information processing models in
the cognitive psychology literature [see for example Klahr
and Wallace (1976)].

PS's are rule-based models in which the control structure
tyvpically follows a simple recognise-act paradigm. A PS
is simply a set of rules that describes what an individual
does under what conditions and, therefore, captures the
regularity in problem solving behaviour. There are three
elements to a PS model [see Davis and King (1976) and
Waterman and Haves—-Roth (1978)]:

a set of production rules
a data base
an lnterpreter.

The similarity between this structure of PS models and the
definition of an IPS given by Newell and Simon should be

clear to see.

The PS model for a particular task is an information
processing model of an individual's cognitive processes
and expressed 1in a form capable of simulation as a

computer program. The rules are of the general form:

Conditions ' Actions
IF [C1l, C2 . . . Cn] THEN [Al, A2 . . . An)

where Cl to Cn represent left hand side (LHS) conditions
and Al to An are right hand side (RHS) actions. The
conditions or LHS of a production rule are symbols stored
in the data base. Typlcally, these would be the
conditions that exist at any time in the external
environment. The data base corresponds to the STM of an
IPS and for this reason 1its capacity to store symbol
structures may be restricted in 1line with Miller's
"magical number 7, plus or minus 2" [Miller (1956)]. The
actions or RHS of a production rule generally result in
the manipulation of the symbols stored in the data base
(STM) . In brief, production system execution involves
scanning the LHS of each rule until a successful match is
achieved with the contents of the data base. The firing
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of a rule is also known as rule instantiation and involves
transforming the contents of the data base (STM or working
memory) 1into a new problem space knowledge state. This
sequence of matching conditions and firing rules 1s known
as a recognise-act cycle and Figure 2.1 1illustrates the

basic execution process.

The third element of a PS is the interpreter or inference
engine. This has direct correspondence to our use of the
term 1in relation to the processor described 1in the
definition of an IPS and provides the control structure
for the recognise-act cycles. 'An important role of the
interpreter 1s conflict-resolution - the process of
determining which satisfied rule is to be fired when the
LHS conditions of more than one rule match the contents of
the data base. Another 1important and related role 1is
providing the mechanisms for pattern matching. Different
interpreters can impose different control structures on
the recognise-act cycle. We shall demonstrate one such
control structure 1n our discussion of the O0PS<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>