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Abstract

This work is concerned with sound propagation, reflection and absorption in air-filled
pipes with inhomogeneities such as an open end, lateral connection, cross-sectional
change or porous termination. The focus in this study is made on the sound intensity
which is a vector quantity. Because the sound intensity is treated as a complex vec-
tor, it gives more information about the local net transport of energy (real part) and
local oscillatory transport of energy (imaginary part) and its direction. This provides
a possibility to obtain more information on the nature of inhomogeneities in the pipe
and their extent. An attempt is made to study the sound intensity in a pipe transmitted
through higher-order modes. The results of this work are applied to measure the acous-
tical properties of porous media and living plants. It is shown that the frequency range
of the standard ISO 10534-2 method can be extended significantly to measure the ab-
sorption and reflection from a large, inhomogeneous material specimen such as a living
plant. The presented experimental data are supported by the hybrid numerical method
which is based on the normal modal decomposition and finite element modelling, ana-
lytical methods which are based on normal mode decomposition alone and models for
the acoustical properties of porous media. It is shown that accurate measurements of
the sound intensity in a pipe are problematic. Therefore, this work presents experimen-
tal and theoretical evidence together with a sensitivity analysis and discussion on the

applicability of this technology for the characterisation of conditions in air-filled pipes.
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Chapter 1

Introduction

1.1 General background

Over the past years, the problem of sound pressure distribution in different kinds of
pipes has been extensively studied, employing a range of methods. These are analytical,
numerical and hybrid methods. These studies contribute to a better understanding of
reflection, transmission and scattering processes occurring in a pipe, and have practical
engineering applications, such as examination of the conditions of underground and
ventilation pipelines, non-destructive testing and analysis of porous media and other
materials properties. An overwhelming majority of these methods are confined to sound
pressure analysis. However, there are applications for which the knowledge of scalar
sound pressure is insufficient and there is a need to analyse the sound intensity vector
field. Sound intensity has been long used for description of the sound energy flow
in noise control applications, but it is usually treated as a real quantity by taking the

time average of the instantaneous sound intensity. This approach works well if both

1



CHAPTER 1. INTRODUCTION

the sound pressure and sound velocity are in phase with each other, as it happens in a
free field. But this method would not work for those fields where the sound pressure
and sound velocity are out of phase. For such conditions one needs to treat sound
intensity as a complex quantity, where the real part would represent the net energy
transport and the imaginary part the oscillatory energy flow. However, this approach
might be challenging, because the use of the complex sound intensity to describe sound
propagation in ducts is complicated. The cause for this might be the rapid fluctuations of
sound intensity vector which makes the measurement and prediction of this quantity in
a duct rather problematic. As a result, a bulk of previous studies on sound intensity has
been confined to unguided medium with main application to sound power measurement

and noise control.

In many studies of sound propagation in pipes it is common to limit the frequency
range to that of the plane wave regime (eg. Amir et al., 1995; Sharp and Campbell,
1997; de Salis and Oldham, 1999). This approach is suitable for the majority of current
applications, but in some cases, such as material testing and damage detection, using
the higher frequencies in the modal regime may be beneficial. The procedure for the
determination of the plane wave acoustic absorption coeflicient of a material is detailed
in standards ISO 10534-2 (1998). However, the high frequency limit for this regime is
restricted by cross-sectional dimensions of a pipe. As a result, there is often a conflict
between the high frequency limit which needs to be achieved and the size of the samples
which the pipe is able to accommodate in order to determine the acoustical absorbing
properties for a representative area of the material specimen. Several studies have rather
successfully been carried out in order to overcome this issue, but their results may still

be subject to poor signal-to-noise ratio, phase mismatch and calibration problems.

Therefore, the purpose of this research is to investigate the complex sound intensity dis-
tribution in waveguides with different boundary conditions and at frequencies at which

several higher order modes can be excited. This includes the problem of an open end
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of a pipe, blockage detection and porous media characterisation by analysing the re-
flected and transmitted sound intensity fields. This will be achieved by undertaking
the experimental measurements and comparing the obtained data against the predic-
tions generated by the numerical model and thus gaining fundamental understanding
of instantaneous and time-averaged complex intensity scattered by inhomogeneities in
pipes. Additionally, an alternative method for measuring the reflection and absorption
coeflicient of a relatively large specimen of porous media and living plants in an acous-
tic waveguide will be presented. It is based on applying the two-dimensional Fourier
transform to sound pressure data, collected with a simulated microphone array. The re-
sults of this project can help to improve the quality of acoustic instruments which have
been developed for the inspection of the underground pipes (Acoustic Sensing, 2015).
These instruments analyse the acoustic intensity vector recorded in the pipe. If the sen-
sor is placed at a position where the intensity distribution is complex because of the
presence of standing waves or higher order modes propagating in different directions,
then the analysis of the recorded data becomes a challenging task. In order to resolve
it, one needs to be aware of the distribution of the acoustic intensity to compensate for

this effect.

1.2 Aims and objectives

The aim of this research is to gain a fundamental understanding of complex intensity
field distribution in an acoustic, air-filled waveguide. The obtained knowledge can then
be used to develop a fast and efficient acoustic detection system to characterise the
reflections from inhomogeneities in an air-filled waveguide. To fulfil this aim, the 8

specific objectives were set. These objectives are listed in Table 1.1.
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No. Objectives

1 Develop a new experimental facility for studying sound propagation in modal
regimes in pipes

2 Identify and use a suitable mathematical model for the prediction of sound
intensity in pipes

3 Carry out a series of experiments to validate this model

4 Use the experimental facility and the numerical model for studying the com-
plex flow of acoustic energy in pipes with inhomogeneities and near the open
ends

5 Use the numerical model and experimental facility to understand better the
behaviour of the 3-component vector of the sound intensity in a pipe before
and after an inhomogeneity

6  Develop and validate a method to determine modal reflection coefficients of
porous materials at normal and oblique incidence

7  Apply the new method to study the acoustical properties of living plants and
use these data to validate the equivalent fluid model

8  Use the above results to propose a practical method for characterisation of

inhomogeneities and materials in pipes based on acoustic data

Table 1.1: Objectives of the project

1.3 Report structure

This thesis is organised in the following manner. Chapter 2 gives coverage of the liter-

ature review. Basic concepts of the sound field in a waveguide are presented, together

with the sound intensity and methods of its measurement, as well as the existing work

on the acoustic pulse reflectometry, porous media and living plants acoustics.

Chapter 3 gives an insight into complex sound intensity theory, the methods of sep-

aration of its real and imaginary components and its validation against experimental

data.

Chapter 4 presents an application of complex sound intensity data to blockage detection

and its reflection and transmission coefficients determination. The adopted experimen-

4
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tal setup is described, and results obtained with it are compared to theoretical predic-

tions.

Chapter 5 describes a method to obtain modal reflection and absorption coefficients of
porous materials in a waveguide. The theoretical framework for the developed method
is presented, and the adopted experimental setups are described. The modal reflection
and total absorption coeflicients are shown for several different materials and the quality

of obtained results is analysed.

Chapter 6 details the application of the proposed method to obtain the reflection and
absorption coefficients to living plants. It introduces criteria for choice of living plants
suitable for enhanced sound absorption and examines the approach of linking the mor-
phological parameters of plants with non-acoustical characteristics, such as porosity,

flow resistivity and other.

Chapter 7 presents a sensitivity analysis. It offers the comparison between the predicted
data and the data simulated to include an artificially introduced phase and a random and
constant positioning errors. Furthermore, it examines the influence of the measurement
step and window length and shape on the accuracy of the measured data. Finally, it
studies how the loudspeaker positioning affects the sound field distribution in a waveg-

uide.

Chapter 8 reviews the achievements and limitations of the conducted research, as well

as the future work and recommendations.

Each chapter is concluded with a section summarising the contents of the chapter.



Chapter 2

Literature review

The fundamentals of the sound intensity theory are presented in this chapter to give a
reader a brief introduction into the underpinning physics. The published papers on the
sound propagation in air-filled cylindrical flanged / unflanged pipes are reviewed, as

well as the previous work on the sound propagation in the presence of living plants.

2.1 Sound field in a duct

Duct acoustics is a branch of acoustics which deals with sound propagation in ducts and
waveguides, which is of practical concern in many areas of engineering, such as noise
reduction of ventilating and air-conditioning systems, silencers for combustion engines,
use of impedance tubes for testing of acoustic properties of materials and similar appli-

cations.

A plane wave is the most basic case when a harmonic disturbance in a duct propagates

along its axis at the sound speed c¢. Linearity condition suggests that any harmonic dis-

6
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turbance occurring at frequency w will generate the sound field where the sound pres-
sure p will also vary sinusoidally with time and at frequency w, and velocity changes
and perturbations of density and temperature will have the same frequency. Sound
pressure field will then be the product of the complex vibration amplitude and complex
factor ¢, which takes time into account. It follows that any linear quantity in such
sound field can be defined as its real part, so the actual sound pressure is the real part of

the complex sound pressure field (Jacobsen, 2010):
p = Re(p} = Re{|ple" ¥} = |p| cos(wt + ¢), (2.1.1)

where the tilde above the sound pressure p denotes its complex nature, i = V-1 and ¢
is the phase of the complex sound pressure at # = 0 moment of time. When the factor

€'’ is present in the equation, the derivative operator gy can be replaced with iw and

2
— with —w?. So the linearised wave equation

or?
1 8p
2~
—-—=—=0 2.1.2
P=Zan ( )
becomes
2
v2ﬁ+(3) F=Vp+ k5 =0, (2.1.3)
€o

which is called the Helmholtz equation and where k is a wavenumber. The general

solution to this equation for a given frequency w is

P = p @R 4 p_el @k, (2.1.4)

where p, and p_ are complex quantities representing the waves travelling in the duct

forward and backward, respectively, and z is the direction of the axis of the duct.

If the sound wave is propagating from the source at z < 0 along the duct, terminated at

one end with the surface, as shown in Figure 2.1, then the right-hand side of Equation
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(2.1.4) can be considered as a superposition of a wave travelling forward and a wave

travelling backward.

Y

Figure 2.1: Incident and reflected sound wave in a closed pipe

Z, is the acoustic impedance of the pipe and it will be described later.

P+ 1s always equal or greater than p_ and their ratio is the reflection coefficient, which

depends on the acoustic properties of the surface:

_ -

R . (2.1.5)
D+
Equation (2.1.4) can now be rewritten as follows:
p=p. (ei(wt—kz) + Rei(wt+kz)) , (2.1.6)

which reveals the dependence of the sound pressure amplitude on the position. The
maximum value the acoustic pressure can reach occurs in the case of constructive inter-

ference, i.e. when the incident and the reflected waves are in phase:

Pmax = |p+1(1 +|R]), (2.1.7)

and the minimum value occurs in case of destructive interference, when the incident
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and the reflected waves of the sound pressure are out of phase:
Pmin = |P+|(1 = |R]), (2.1.8)

and their ratio is the standing wave ratio:

Pmax _ 1 +1R]
s = =

= . (2.1.9)
Pmin I- IRl
The acoustic velocity is the spatial derivative of the sound pressure:
1 op 1 . ,
— _p _ (p+el(a)t—kz) + p_el(wt+kz)) , (2110)

iwpo 0z poco

where the quantity pgcy is called the characteristic impedance of medium, and the acous-

tic impedance of the pipe is

~ —ikz R ikz 1+R
% _P(;Co (6 + e ):POCO (( + )) ’ 2.1.11)
u z=0

Z, = = - .
¢ e ke — Reikz S \(1-R))__
where the term S i is sometimes referred to as the volume velocity and § is the cross-
sectional area of the duct. The specific acoustic impedance is the ratio of the sound

pressure and the normal sound velocity:

—ikz +R ikz
= poco— "~ 7.8, (2.1.12)

Zi= ek — Reikz

N:z |~51

It is related to the mechanical impedance for the unit area, where the mechanical impedance

is the ratio of the force, driving the particles inside the waveguide, and the sound veloc-

ity:
pS e—ikz + Reikz

Zn = B, Spoco” oz

=752 (2.1.13)

From Equations (2.1.11), (2.1.12) and (2.1.13) it is easy to observe that all three types

of acoustic impedances are related to each other. Most commonly, the dimensionless,

9
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normalised acoustic impedance, expressed in pycy units, is used:

Z;
{=—-, (2.1.14)
PoCo

which describes the ratio of the specific acoustic impedance to the characteristic acous-
tic impedance of fluid. The reflection coefficient R can also be expressed in terms of the
acoustic impedance:
— pPoco
= ;:_'_Toji. (2.1.15)
Equation (2.1.15) shows the relation between the acoustic impedance, the characteristic

PoCo

impedance of the tube =¢* and the boundary conditions of the pipe. The value of the

reflection coeflicient R can vary from 1 to -1. If |Z,| > ’%, then the reflection coeffi-
cient R ~ 1, which means that the sound pressure and sound velocity are in phase and

22, then R = 0 and no reflection is

the reflection is from the rigid boundary. If |Z,| =
taking place. If |Z,| < posﬁ, then the reflection coefficient R ~ —1, which implies that
the sound pressure and velocity are out of phase. This is true in case of the open-ended

pipe at low frequencies, which will be shown later.

If the pipe with the open end is considered, its terminating acoustic impedance is in
fact the radiation impedance of the piston installed at the end of the pipe. If the pipe is

flanged, then its acoustic impedance is the impedance of the piston put in a rigid baffle.

The transmission coefficient, which is the quantity opposite to the reflection coefficient,

is then expressed in a following way:

T:—:1+R, (2116)

which shows the ratio of the transmitted power to the incident power.
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2.2. SOUND INTENSITY

2.2 Sound intensity

The instantaneous sound intensity, which is a product of the sound pressure and the

particle velocity in a three dimensional space, can be presented in a following way:
I(r) = pu. (2.2.1)

where u is the particle velocity vector. For a one dimensional plane wave in a narrow
pipe, the relationship between the instantaneous pressure and the instantaneous velocity

is expressed as follows:
+ _
w=-"L_ w=-L (22.2)

(po co)’ ! Poco’
where + and — signs in superscripts refer to the waves propagating forward and back-
wards in x-direction, and the dependence on z and 7 is implicit. Then, the instantaneous
sound intensity is given by
(P =)

Ity = ——~, (2.2.3)
Po Co

and the time-averaged, or mean intensity -

+ 2 _ (- )2
7 Prns) (prms), (2.2.4)

Po Co

where pf ~and p;, are mean square pressures in the forward and backwards directions,
respectively. It follows, that if the mean intensity is zero at any point in the sound field,
it will be zero everywhere, as mean square pressures do not depend on a position. How-
ever, the instantaneous intensity at any point of the field can fluctuate about the zero
mean value, implying that the instant flow of energy in a local region can change the
direction and magnitude, as the magnitudes of the instantaneous velocity and pressure
can fluctuate. Because the potential energy is proportional to the square of the sound
pressure, and the kinetic energy is proportional to the square of the particle velocity,

there is a continuous exchange between these two keeping the total energy in the pipe

11
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constant in the absence of any losses. The type of this exchange can depend on the
nature of a propagating wave. If a pure progressive wave is considered, i.e. a prop-
agating wave transferring energy through the medium, then the maxima of the sound
pressure coincide with those of the potential energy, and their spatial distributions are
concentrated in clusters. Then the intensity at any point in space varies with time, but
is never negative, which results in no intensity oscillations taking place. However, if a
pure standing wave is considered, i.e. the wave pattern remaining in a constant position
due to the interference of two waves travelling in opposite directions with no net trans-
fer of energy, then the flow is purely oscillatory, indicating alternating concentrations

of kinetic and potential energies.

According to Fahy (1995), in the time-stationary fields the instantaneous sound intensity
can be divided into two parts: active intensity and reactive intensity. This distinction is
used to distinguish between the sound fields with different characteristics. For example,
in a plane wave field or in a far field the sound pressure and the particle velocity are in
phase which each other, which is a characteristic of an active sound field. In the other
types of field, such as a near field, the pressure and the velocity are in quadrature, or
90° out of phase, which is common for a reactive sound field. The active component
represents the net energy transport and the reactive component represents the oscillatory
transport of the energy. The time-averaged value of the former component is non-zero,
whereas the same of the latter is equal to zero. There are no physical sound fields which
would be purely reactive, such as pure standing wave field or pure diffuse field - some
amount of the mechanical energy is transformed into heat, which creates a flow of the
energy from the region where it is generated to the one where it is dissipated. Although
the active sound intensity measurement is more widespread and has more applications
(such as sound power determination and location of noise generating regions), the re-
active sound intensity is also of use (e.g. the analysis of scattering in monochromatic

sound fields).
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2.2. SOUND INTENSITY

According to Jacobsen (1991), in a non-monochromatic sound field it is preferable to
use the narrow band source to be able to represent the complex instantaneous inten-
sity using the method suggested by Heyser (1986). This approach may cause certain
challenges, so it may be sensible to simplify the problem and use a monochromatic
representation of the sound field, i.e. use a sine wave excitation. For a monochromatic
sound field, the real part is normally called the instantaneous active intensity and the
imaginary part the instantaneous reactive intensity (Fahy, 1995). On the other hand,
in the case of a stationary sound field, it is common to take a time average of the in-
stantaneous intensity and treating this intensity as a real quantity. Here the real part is
often called the active or mean active intensity (Fahy, 1995), so that it corresponds to
the terminology used for the instantaneous active intensity discussed previously. This
definition works well for the real part of the instantaneous complex intensity. However,
if the time average of the imaginary part of the instantaneous intensity is taken, then
this will give zero. To address this, Fahy (1995) uses the amplitude of the imaginary
part of the instantaneous intensity and defines this as the reactive intensity. Thus for
instantaneous complex intensity, Fahy adopts the terminology of instantaneous active
and instantaneous reactive intensity, and for non-instantaneous intensity, active and re-
active intensity. In view of the simplicity of this approach, the terminology of Fahy is

also adopted here.

Two techniques for calculating of the instantaneous complex intensity are investigated
here. The first technique is the aforementioned method by Heyser (1986). He defines

the instantaneous active I(f) and reactive J(¢) intensities as

1 1
1) = Spu+ 5 pi (2.2.5)
and
JO) = 2 pu— 2 pi (2.2.6)
= 2pu 2pu, 2.

respectively. Here, ¢ is time, and p and u are the time history values of pressure and
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velocity, respectively, with ~ denoting the Hilbert transform. The second technique
was introduced by Schiffrer and Stanzial (1994), Stanzial et al. (1996), and Stanzial
and Prodi (1997), who define radiating and oscillating components of instantaneous

intensity so that
2
Lty = 222 (22.7)
r*)

and

(p*)pu — p*(pu)
(p? ’

Jose(t) = (2.2.8)

respectively, and (-) denotes the time average. This method introduces the time aver-
aging, which does not appear in the method described by Heyser (1986). It is not an
issue for time stationary problems, but for transient problems the result will depend on
the choice of the time window chosen for the averaging procedure. Stanzial and Prodi
(1997) suggested that their method can be applied to transient problems if the analysis
is limited to narrow band signals. However, the latter method must be used with care for
the analysis of transient problems, as the outcome will strongly depend on the choice of
the window selected for time averaging and filtering method (see Duan et al., 2013). If
multiple signals are present within the window and they do not overlap, this may cause
interference and distorted values of complex intensity. Furthermore, the radiation of

sound from the complex noise sources should be studied with caution.

Nonetheless, if used carefully, then both methods are of use in the analysis of instan-
taneous intensity. It is still possible to use these definitions for a stationary monochro-
matic field by taking a time average of the instantaneous intensity, however, to compute
non-instantaneous, frequency dependent active and reactive intensity, it is usual practice

to use the cross-spectrum between the measured sound pressure and particle velocity:

I(w) = Re[S pu(w)] (2.2.9)
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and

which are active and reactive intensities in a time stationary sound field, respectively.
S yu(w) denotes the cross-spectrum for w > 0, and the minus sign in Equation (2.2.10)

refers to the reactive intensity pointing in the direction of decreasing pressure.

For theoretical predictions of non-instantaneous active and reactive intensity, the fol-

lowing expressions were used, respectively (Duan et al., 2013):
I(w) = 0.5Re{pu*} (2.2.11)

and

J(w) = 0.5Im{pu”}. (2.2.12)

2.3 Sound intensity measurements

Measurements of the acoustic intensity field are far more complicated than measure-
ments of the acoustic pressure. As described above, the acoustic intensity is a product
of acoustic pressure and acoustic velocity. According to Fahy (1995), the latter two
quantities are both functions of the velocity potential of the field, but the relationship
between them depends on the acoustic field and is not single-valued. Therefore, two
transducers are required to determine the acoustic intensity. Currently, only two meth-
ods of acoustic intensity measurement are available. One of them employs a matched
pair of microphones and it is called *p-p’ method. The other, relatively new method re-
lies on a microphone combined with a particle velocity sensor. Both methods have their
advantages and disadvantages. Background noise reduces the accuracy of "p-p’ probe,
but has no influence on "p-u’ probe, and reactive sound fields increase *p-u’ probe phase

mismatch, but do not affect p-p’ probe (Jacobsen, 2005).
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Figure 2.2: Schematic p-p intensity probe configurations (Fahy, 1995).

2.3.1 The ’p-p’ principle

This method uses two identical pressure microphones, placed closely together, so that
the distance between the microphones is much smaller that the acoustic wavelength.
There are different types of microphones’ configurations, some of which are shown in

Figure 2.2.

In a sound field with small amplitude variations the acoustic velocity can be expressed

as
t

un(t):—lf(dp(ﬂ)m, 2.3.1)
Po dn

—00

where n is the normal in the direction perpendicular to the microphone plane, and ap-

proximated as

1 t
un(t) & —— f[pml(T) — Pmy (D] AT, (23.2)
POA_

where A is the distance between the microphones. The acoustic pressure at % can be

approximated as

1
p) =~ E[pml (D) + pm, (D], (2.3.3)
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so the acoustic intensity becomes
1 t
L) % =[P (D) + P ()] f [P (¥) = P (D] AT, (2.3.4)
ZpoA

The error, associated with this principle of intensity measurements in a plane wave

interference field is equal to

L-1 2 2
eppD) = — z—g(kh)2+ﬁ(kh)4, (2.3.5)

where 4 is half the separation distance between two microphones, and e(I) < 5% for
2kh < 0.55. The current manufacturers of the intensity probes, based on ’p-p’ principle,

include such companies as Danish-based Briiel and Kjar and G.R.A.S.

2.3.2 The ’p-u’ principle

In this method, described by Fahy (1995, pp. 90-91), two parallel ultrasonic beams,
directed oppositely, are affected by air movement of sound wave propagation. This
results in a phase difference upon arrival to a respective receiver. If the transit times are
= ﬁ and 1~ = ﬁ, where A is the distance between the transducers (approximately

28 mm), ¢ and u are the velocities of ultrasonic beam and particles, respectively, this

will result in following phase difference:

1 1
O0p = wy A -
L [c—u c+u

N 2w, du

) (2.3.6)

c2?

where w, is the ultrasonic frequency. Then the phase difference is transformed into
the electrical analogue of u. The error of 'p-u’ measurements can be quantified in a
following way, assuming perfect transduction by the associated pressure transducer:

& T -T°

1
elm(I) = E (ﬂm -1 , (237)
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where T* and T~ are signal transit times in positive and negative directions, respec-

tively.

The limitation of this probe is its inability to perform in conditions when any non-
acoustical flow is present, such as wind. Furthermore, as it measured the particle veloc-
ity only in one direction at a time, it is impossible to get a full instantaneous intensity
vector. However, if the information on the mean intensity is sufficient, three sequential
measurements can be performed and their results combined. The only manufacturer of
the intensity probes based on the *p-u’ principle is the company called Norwegian Elec-
tronics, but due to more accurate and smaller probes becoming commercially available,

its production has been discontinued.

2.3.3 Microflown

Figure 2.3: Close-up of Microflown velocity sensors situated at the sides of the probe -
radial blue, circumferential red, axial green (on the opposite side of the red sensor), and
a microphone at the top of the probe.
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Figure 2.4: Temperature distribution due to the convection between two wires, (De
Bree, 2004).

Microflown is an acoustic probe, based on the 'p-u’ principle, but it uses a different
approach to the velocity measurement than the one described above (de Bree, 2007). It
was invented at the University of Twente, Netherlands, in 1994, and was firstly used for
the analysis of the noise-related problems, but later it was discovered that it can deliver
intensity data of a higher quality that traditionally used ’p-p’ sensors. It consists of
a standard microphone and another velocity sensor which is two tiny platinum wires,
separated by approximately 100 wm. Overall, the sensor is 1 mm wide, 2 mm long and
300 um thick. The wires themselves are 200 nm thin and 10 um wide. They are heated
to the operational temperature of about 200°C. Particle velocity alters the temperatures
of both wires, and the upstream wire is heated less than the downstream due to the con-
vective heat transfer. So the temperature difference occurs (see Figure 2.4), causing the
change in the electrical resistance and a voltage difference. This difference is propor-
tional to the velocity of the flow, and is also directional, so it is possible to determine
the direction of the sound wave movement. This velocity probe seems to use a similar
principle to hot wire probes used in wind tunnels in the 1960’s and 70’s and still made

by companies such as Dantec Dynamics.

The frequency response of the sensor is flat only in the region between 100 Hz and

1 kHz. At the lower frequencies the sensitivity is believed to be increasing due to
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the thermal boundary layer on the wires. At the higher frequencies the sensitivity is
decreased because of the diffusion effects. To correct the frequency response, electric
signal conditioning is used, which modifies the amplitude and the phase response to
make them flat. The Microflown conditioning amplifier has two data recording modes:
corrected and uncorrected. In the uncorrected mode, the particle velocity sensitivity and

the phase can be estimated using the following formulae:

S,@250 Hz

S, [mV/Pa] = (2.3.8)
’ clu ’ c4u
\/1 + L2u \/1 fCZ?u
Ci Cu
¢, [deg] = arctan—% — arctan — arctan + arctan—4, (2.3.9)
f 2u 3u f
and for the corrected mode:
S,@250 H
S, [mV/Pa] = = (2.3.10)
Jl + f( lu Jl (4u
Ci, Cy,
¢, [deg] = arctanT1 + arctan74, (2.3.11)

where S, @250 Hz is the sensitivity at 250 Hz, f.1,, foou, fe3us frau ar€ sensitivity corner-
frequencies, Cy,, Cy,, Cs,, Cy4, are phase cornerfrequencies, f is the frequency of inter-
est, and a cornerfrequency is a frequency at which the frequency response decays 3dB.
These formulae are given in a conditioning report, which is provided with every Mi-
croflown probe. Therefore, it is possible to correct the sensitivity and phase mismatch

of the recorded signal.

There are several commercially available Microflown products, such as Scanning Probe,
which consists of a single Microflown sensor; 1/2”” PU and 1/2” mini PU probes, which
consist of a small pressure element, a velocity sensor, are packaged in a special case
which has a gain of 15 dB, with the latter being smaller in size; the PU match being the

smallest "p-u’ probe and the USP, which consists of a pressure microphone and three
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orthogonally placed velocity sensors and which is depicted in Figure 2.3. The latter has
been used for several measurements described in this thesis. Its advantages are its size,
which is approximately 5x5x5 mm?® without a cap, whole audible frequency bandwidth,
measurements in the near and reactive fields and the need of only four channels for a

full three-dimensional sound field description.

2.4 Models for sound propagation in a pipe

One old problem which continues to attract the attention is the problem of sound prop-
agation in a pipe with a discontinuity. The most simple discontinuity is the end of an
open pipe with or without a flange. The problem of the acoustic pressure distribution in
flanged and unflanged circular pipes is not new and it has been studied intensively. The
initial studies go back to Lord Rayleigh (1896), who investigated the wave motion in
open-ended pipes and made the first approximate calculations of the correction for an

open end.

Levine and Schwinger (1948) used the Green’s function to formulate a problem. They
derived the integral equation resembling Wiener-Hopf integral and solved it using the
Fourier transform method. However, their solution was for an unflanged pipe only, as
the presence of an infinite flange on an open end of the pipe would require the additional
term in the Green’s function, representing the image effect of the flange, which consid-
erably complicates the solution. Furthermore, the solution included the fundamental

mode only and did not take into account the effect of higher order modes.

Nomura et al. (1960) solved the radiation problem for the pipe with the infinite flange
for y = ka < 3.8317, making use of Weber-Schafheitlin integrals and Jacobi polyno-
mials. They derived two infinite sets of equations, one for the outside and one for the

inside region, solved them numerically and connected the solutions at the boundary
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Felsen and Yee (1968) calculated the modal reflection and coupling coefficients for both
flanged and unflanged semi-infinite pipes using the ray tracing method. The incident
mode was decomposed into the local plane waves colliding with the edge of the pipe
mouth and the discontinuity on the mouth was treated as an equivalent nonisotropic ring
source, whose radiation back into the pipe is regarded as the reflected waves. These
waves were then converted to the modal form to derive the modal reflection coeffi-
cients. Although the solution for the low-frequency regime is not straightforward when
applying this method, the authors succeeded in modifying the suggested algorithm to

accommodate all frequencies.

A solution for the two-dimensional case of sound propagation inside an open-ended
flanged pipe was proposed by Shenderov (1972). He uses the modal expansion of the
velocity potential inside a pipe, and solves the equation for the unknown modal reflec-
tion coeflicients using a change of variables and Dirichlet double integral substitution
formula. The results of his method are compared with the three-dimensional models in

the subsequent chapter of this thesis.

Zorumski (1973) extended the Morse’s equation (1949) for the radiation impedance of
a vibrating rigid piston to calculate the generalised radiation impedances Z,,, for all
modes in circular and annular waveguides with the infinite flange on an end of a waveg-
uide. The equation for Z,,,; was simplified to a single infinite integral and then was used
to derive an infinite matrix equation, which related the generalised radiation impedances
to the generalised mode reflection coefficients R,,,;. The possible singularity was treated

using the Sonine’s infinite integral and Neumann’s addition theorem.

Norris and Sheng (1989) have also represented the acoustic potential in the pipe as the
modal series. They solve the problem in a way similar to Nomura, but the novelty of
their method is the fact that they are treating a flanged pipe as a rigid half-space with

infinitely deep holes.
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Silva et al. (2009) used the results of Levine and Schwinger for the unflanged case and
the results of Zorumski for the case of infinite flange and derived the approximation for-
mulae for the reflection coefficients by numerical and analytical fitting. They ensured
that all the basic mathematical and physical principles, like causality and hermitian
symmetry, were met and presented three models for the reflection coefficient calcula-

tion, which are shown in Figure 2.5 [see Equations (15), (16) and (21) in the original

paper].
Model Unflanged case Flanged case
B=1/2, n1=06133 | B=1,n=0.8216
R - - (1 - %)_(VH) a = 1.2266 a = 0.8216
_ v v = 0.504 v = 0.350
r(t) = —A () e (-ad) A=1534¢ A=0861¢
nq = 0.167 ny = 0.182
R(w) = gy dy = 1.393, dy = 1.825,
dy = 0.457 dy = 0.649
a1 = 0.800 a1 = 0.730
as = 0.266 ag = 0.372
IRl = 1+(.3+01)(Jc:zl:-;—ﬁa—:—g;?gcia)4+ag(ka)3-‘ ag = 0.0263 ag = 0.0231
L_ -;;IM(ka)gg;g‘,gggi+b4(ka)s_. by = 0.0590 by = 0.244
non causal by = 0.238 by = 0.723
by = —0.0153 by = —0.0198
by = 0.00150 by = 0.00366

Figure 2.5: Results of approximate radiation models (Silva, 2009).

2.4.1 Hybrid FEM model

A suitable theory that was used to predict the sound field distribution at the end of an
open-ended flanged pipe was proposed by Duan et al. (2013). It is a hybrid model,
originally developed by Kirby (2008), and applied to study the sound propagation in
ventilation ducts (Duan and Kirby, 2012). It makes use of the modal decomposition
approach for uniform and rather simple regions in the pipe, where the sound field dis-

tribution is rather simple, but employs finite element modelling for regions such as a
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geometrical discontinuity, point source or wall impedance change. This model is used
for the theoretical predictions of the sound intensity distribution in waveguides in this

thesis.

Cross section X-X

_._r:\%-.- g=0| T~
N

~

. S . <
RCglOH R, ¢.’... o . Reglon R, \\
. .
X L > 7 \\ Region R,
- : \
: —_—
’/: Region R, I's ! \I
1 ! R
X k—) /
/ L, | /
3 /
Monopole source Duct ///
7 Ic
Flange — -

Figure 2.6: Schematic drawing of a pipe (Duan et al., 2013).

Figure 2.6 schematically shows the problem which is modelled here. Sound propagation

inregion R, (¢ = 1,2,3, and 4) is governed by the following acoustic wave equation:

1 62pq
c(z) or?

- V’p, = F), (2.4.1)

where ¢ is the speed of sound, p, is the acoustic pressure, ¢ is time, and F; is assumed

to be a time harmonic sound source in region R;, given as

Fy =6(r—ry)6(0 — 6y) 6(z — 20) €, (2.4.2)

for a cylindrical coordinate system (7, 6, z), with (ry, 6y, z9) denoting the location of the

monopole sound source, and d(x) is the Dirac delta-function.

A finite element discretisation is used for regions R, and R3, so that the pressure p = Np,
where N and p are row and column vectors, respectively, and these hold the global trial

(or shape) functions and the unknown acoustic pressures. After applying the Galerkin
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method, the governing equation in region R; can be written as

f |VN{" VN - NNy | d€Qy p1 = f Ni"Vp, -nydly + f Ni"F dQ; (2.4.3)
Qq Ta Q
with

jﬁﬁﬂﬂh=mﬁm%ﬂﬂ (2.4.4)

Q
Here, €, denotes the volume of region R;, I'; is its total outer surface, and ny is the
outward unit normal vector over surface I'a; the surfaces of region R, that do not lie on
I'y are assumed to be hard walled so the integral over these surfaces in Equation (2.4.3)

is zero.

For region Rj3, the acoustic pressure is approximated in a similar way as described pre-
viously:

n3
p3(x,y,Z) = ZN?)J' p3j = N3 Ps3, (245)

=1
where N3, is a global trial (shape) function for the mesh in region R;, p3; are values of
sound pressure at nodes j, n3 in the number of nodes in region R;, and N3 and p3, are
row and column vectors, respectively. After applying Galerkin method, the governing

equation for region Rj is

f | INJUN; - GN3N3 | dQs ps = f NIVp; - nydl, (2.4.6)

Q3 I3

where nj is the outward unit normal vector to Rj3.

The pressure in regions R, and R, is expanded over a series of eigenmodes to give

Par0.9)= ) A0, (n0) e+ B, 0,(n0) e (2.4.7)
n=0 n=0
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and

Pa(r,6,2) = D G T(r) Wa(6, 9), (2:4.8)
n=0

respectively. Here, A,, B, and C,, are modal amplitudes. The dimensionless wavenum-
ber in region R; is given by A, and the eigenfunctions in regions R, and R, are given
by ®,(r,6) and ¥,(0, ¢), respectively. In region R4, the sound pressure field is sepa-
rated into a radial component Y'(r) and a transverse component (6, ¢). Substituting
Equation (2.4.8) in the governing equation (2.4.1) yields, after separating variables and

re-arranging:

2
L [ 2000 9T oo

2
1, (r) r or or 4 = V. 0.0) V9¢ Y.(0, p), (2.4.9)

where the operator V2 , = (1/sin6) (9/96) (sin 6 (9/96)) + (1/ sin ) (0%/0¢*). Separa-
tion of variables in Equation (2.4.9) means that both sides of it must be equal to some

constant on the right-hand side of Equation (2.4.9), then W(0, ¢) must satisfy:
Voo (0. 8) + s, W, (0, ¢) = 0. (2.4.10)

In the same manner, the left-hand side of Equation (2.4.9) can be substituted with

ou(o, + 1) = 52, and then

Y (r) o, (r)
2
oz T

s +[2 = 0w+ D] 1) =0 24.11)
with ¢ = k4 r, and k4 is the wavenumber in region R,4. Then
5n = 0uloy + 1). (2.4.12)

Equation (2.4.11) can be solved analytically, yielding

Tou(r) = h(kyr), (2.4.13)
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where hff,)l is spherical Hankel function of the second kind, of order o,, which is a well-
known solution for spherical harmonics. For sound radiation from a sphere Hankel
functions are of integer order, with o, = 0, 1,2, 3. However, a truncated sphere is used
in the this study, so that the order of Hankel function is no longer integer except for the

fundamental mode, where o, = 0.

The hybrid method proceeds by enforcing continuity of the acoustic pressure and nor-
mal velocity over the surfaces I'y, I's and I'c, and these conditions are enforced here
using mode matching procedure (Kirby, 2008). The final system of equations is written

in the matrix form to give

Rz Ruz||Te2 F,
= (2.4.14)

R31 Riay||Ta4 0

Equation (2.4.14) forms a set of n, = n; + 2m, + n3 + my linear equations, where n;
and n3 are the number of nodes in regions R; and Rz, and m, and m, are the number of
modes in regions R, and Ry, respectively. The terms of Equation (2.4.14) are defined in

the original papers by Kirby (2008) and Duan et al. (2013).

Here, the outer radius of the finite element mesh in Region Rj3 is R. If only one plane
wave propagates, the problem is reduced to two dimensions only. However, above the
first cut-on frequency the problem is no longer axisymmetric, and a three dimensional
model is required. A very fine mesh must be used in regions R, and R to ensure a good
accuracy of the predictions. For the two dimensional model, a minimum of 45 nodes
per wavelength is recommended to use (Duan et al., 2013). For the three-dimensional
model the mesh within R; is optimised, so it is finer on surfaces '3 and I'¢, but coarser
inside these regions for computational efficiency. Here, at least 27 nodes per wavelength
are present on the surfaces I's and I'¢, and 11 nodes per wavelength within the volume
of the regions. 40 and 60 modes are used in Region R, for two dimensional and three
dimensional models, respectively, while 80 and 120 modes were employed in Region

Ry.
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2.5 Acoustics pulse reflectometry

Acoustic methods have been used extensively to test the conditions of a pipe and locate
blockages, cracks or other inhomogeneities. The primary application of these methods
is linked to the quality inspection of pipes in chemical engineering, oil, gas and water
industries and musical instruments. These methods are attractive as they offer a fast
and non-destructive means for locating inhomogeneities or determining the geometry
of a remote section of a pipeline. Many of the methods are based on the acoustic pulse
reflectometry, the original application of which was seismological, to observe the strat-
ifications in the earth’s crust. The crust is made up of several layers of different rock,
so when a pressure wave penetrates these layers, reflections occur due to impedance
differences between the layers and they are recorded at the surface. An impulsive pres-
sure wave is used as a source of sound excitation, produced by a dynamite explosion,
or similar. Due to the impulsive nature of the excitation signal, the recorded signal is
called the input impulse response. Ware and Aki (1969) were the first to calculate the
reflection coeflicients of different layers from the input impulse response. Their method
assumes no losses during the propagation. Once the boundary reflection coefficients
and surface impedances of the rock are known, the impedances of the deeper layers of
the rock can be obtained. This phenomenon is similar to that when the pulse reflects
from any impedance discontinuity in the pipe, and several reflections are combined into
one impulse response. This allows the determination of the pipe geometry and detection

of leaks, blockages and other discontinuities.

One of the first works on the blockage detection in pipes was by Antonopoulos-Domis
(1980). He found that the first two resonant frequencies of the pipe depend on the lo-
cation of the blockage and employed the eigen-frequency shift analysis to detect the
blockage in the cooling system wrapper of sodium-cooled fast nuclear reactors. How-

ever, his method cannot identify the size and the location of the blockage.
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It was subsequently found by Wu and Fricke (1990) that the eigen-frequency shift is
uniquely related to the location of the blockage, and the amplitude of this shift depends
on the blockage size. Although their method delivers very accurate results, it is inap-
plicable for a majority of measurements. It requires two separate tests to be performed,
with and without the blockage in the pipe, and with different boundary conditions at the
pipe termination, where each of the tests asks for at least on end of the pipe to be closed

with a perfectly rigid termination.

Based on the work of Wu and Fricke, de Salis and Oldham (1999) introduced a method
to recover the blockage area under one set of pipe termination boundary conditions.
It relies on the measurement of resonance and anti-resonance frequencies. The authors
made use of a deterministic maximum length sequence to drive the loudspeaker, in order
to minimise the problem of the anti-resonance frequencies, corresponding to pressure
minima, being affected by background noise. It was shown later by the same authors

(2001) that it is possible to omit the measurements in the duct without the blockage.

Recently, Duan et al. (2015) suggested a method to obtain both the length and cross-
sectional area of a blockage using a single microphone to capture the incident and re-
flected pulses. The amplitude and phase change between the incident and reflected sig-
nals were substituted into two independent equations which in turn recover the length
and cross-sectional area of the blockage. Although the measurements are limited to the

plane wave regime, a relatively large number of blockage types can be recovered.

A substantial amount of research was performed in the musical acoustics area. Recon-
structions of the bores of various brass instruments were presented by Smith (1988),
Watson and Bowsher (1987, 1988) and Watson (1989), using the input impulse re-
sponses measured with a pulse reflectometer. The cylindrical symmetry was assumed
in their works. Later, Amir et al. (1995) presented a layer-peeling method, which in-

cluded the effect of losses.
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2.6 Sound propagation in porous media

2.6.1 Porous materials

Porous materials play a significant role in everyday life. Their physical properties are
of interest in geophysics, aero and civil engineering, medicine and other science and
engineering disciplines. Hence, it is important to have robust analytical and numeri-
cal methods which are capable of predicting their behaviour in real-life applications.
In acoustics, porous materials are used mainly for noise abatement. In these applica-
tions porous materials are able to convert a considerable amount of mechanical energy
of vibration or incident sound wave into heat. This is achieved through the viscous,
inertial and thermal energy dissipation in the material pores and through the inherent

mechanical damping in the material frame.

Porous materials are heterogeneous structures, which consist of a solid skeleton (solid
phase) and a network of interconnected pores, saturated by a fluid, usually air or wa-
ter (fluid phase). Generally, the volume occupied by air in acoustic porous media is
higher than 90%, which means that the density of a porous material is more than 10
times smaller than that of the skeleton, making the material lightweight and dissipa-
tive, which is of a great advantage in engineering applications. The skeleton may be
either continuous, as in foams or ceramics, or non-continuous, as in fibrous or granular
materials. The process of energy dissipation by porous materials is governed by three
separate mechanisms. The first one is structural losses, which are attributed to the vi-
bration of the skeleton. At the molecular level, this mechanism is caused by the rotation
of molecules with respect to one another, which decreases the initial energy gained by
the material. The second mechanism is associated with the heat transfer between the
areas occupied by the pores and solid skeleton. The thermal conductivity of air is usu-
ally much smaller than that of the skeleton material, which causes the diffusion and the

heat exchange between the two phases. Finally, the third mechanism is connected to
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the viscous losses. The viscous losses in porous materials are caused by the movement
of viscous fluid layers with respect to one another, which generates dissipation. A vis-
cous boundary layer is formed. If the thickness of the viscous boundary layer is much
smaller in comparison to the side of the pore, then the viscous effects can be neglected,
whereas if they are of the same order of magnitude, the viscous effects have to be taken

into account.

There are several non-acoustical parameters of a porous medium which values deter-
mine its acoustical properties. The first macroscopic parameter is the open porosity,
which is usually denoted by ¢. It is the dimensionless ratio of the volume of air con-
tained in a porous material sample to the total volume of that sample:

_ Vair
- ’
Vtoml

¢ (2.6.1)

where V,;, is the volume occupied by the air in pores, and V,,,, is the total volume
occupied by the porous material. It should be noted that only the air contained in open
pores counts towards the open porosity. A material is acoustically non-porous if its
pores are closed. The porosity of good quality sound absorbing materials is usually

above 0.9.

The flow resistivity o is another macroscopic parameter, defining the resistance to move

air through a material sample of the thickness dj:

_Py-P

where P, — P is the pressure difference across the thickness of the sample and Q is the

airflow per unit surface. The unit of the flow resistivity is N m™s.

Another macroscopic parameter is the tortuosity @.. Johnson et al. (1987) describe it

as a “measure of a disorder in a material system”. Its mathematical definition is given
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Figure 2.7: A schematic representation of a pore. The thermal characteristic length,
controlling the thermal effects at medium and high acoustical frequencies is related to
the size of the pores whereas the viscous characteristic length, controlling the viscous
effects at medium and high acoustical frequencies is related to the size of the inter-
connection between two pores (Matelys, 2014).

by
‘i, fvde
Y (2.6.3)

Qo = ——,

(% i VdV)
v

where V is the homogeneisation volume and v is the velocity of the fluid particles at

high frequencies, where the viscous boundary layer is much smaller compared to the

characteristic size of the pores. The tortuosity can also be described as a factor of the

structure shape and expressed as (Zwikker and Kosten, 1949):

1

= —, 264
cos? 6, 264

Ao

where 6, is an angle between the axes of the pores and the surface normal.

Another parameters are the viscous (Johnson et al., 1987) and thermal (Champoux and
Allard, 1991) characteristic lengths. These parameters describe the thermal and viscous

effects in a porous material and relate to the geometry of a pore (see Figure 2.7).

To express the wave equation for porous media, it is assumed to be an equivalent fluid

with complex and frequency-dependent parameters. It is achieved by combining the
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equation of motion:

iWPegVeq = —VP, (2.6.5)

and constitutive law:

p=-K., V., (2.6.6)

where v, = iwu,, is the fluid velocity, u,, is the fluid displacement, p., is the equivalent
fluid density and Keq is the equivalent fluid bulk modulus. Then the wave propagation

equation is defined in a similar way to Helmholtz equation:
2 2
Vip+6,p=0, (2.6.7)

with 6., being the equivalent fluid wavenumber. It can be expressed as follows:

Seg = W K‘f (2.6.8)

eq

The characteristic impedance and the complex sound speed of the equivalent fluid are

then presented in the following way, respectively:

Zog = Pegieq = | Kegheq (2.6.9)

and

K.,
ﬁ eq .

Coqg = (2.6.10)
In order to predict the acoustical behaviour of porous media, numerous equivalent fluid
models were proposed, and each of them offers different expressions for the equivalent
fluid density and compressibility. The model which is used in this work for the majority
of theoretical predictions of the acoustical properties of porous materials is the five-

parameter Johnson-Champoux-Allard model (Champoux and Allard, 1991). It presents
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the expression for the equivalent fluid density in the following form:

o 4ia2npow\""”

[oe} 0
Ne = o0 1+ 1+ , 2.6.11
Peal) = poc m@%w( cﬂAMZ) ] 2ot
and the equivalent fluid compressibility

-1
p y-D
Keq(w) = ’)’Po 7 - 5 i N 172 N (2612)
o ias,npoNp,w
[1 Qoo Nprw ( + a2 A2¢? ) ]

where 7 is the viscosity of air, vy is the specific heat ratio of air, Py is the air equilibrium
pressure, pg is the density of air, Np, is the Prandtl number, and A and A’ are viscous

and thermal characteristic lengths.

Some porous materials are heterogeneous, with the varying size of pores. It was found
that the acoustic effectiveness of a material can be largely determined by its pore size
distribution (Horoshenkov et al., 2004). This parameter can be directly measured us-
ing a water suction method (Leclaire et al., 1998) and then used to obtain a log-normal
probability density function, which, together with porosity, tortuosity and flow resistiv-
ity can be substituted into expressions for the characteristic impedance and the prop-
agation constant. In this case, Pade approximation model can be used to predict the
acoustic behaviour of the material. The dynamic density and complex compressibility

can be expressed as follows (Horoshenkov et al., 1998):

%w=%@r¢amﬁ (2.6.13)
0} WA
and
- 1) v—1
Ko w)= —|y- , 2.6.14
Q((‘U) ')/PO (7 1 _ l_wa:f;)NPr F(wNPr)] ( )

where Np, = 0.709 is the Prandtl number for air and F(w) is the viscosity correction
function originally introduced by Biot (1956). In the case of the materials with the log-

normal pore size distribution, this function can be given by a simple polynomial ratio
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(Horoshenkov et al., 1998):

_ 1 2
F(e) = F(s)J’l"f—;gaﬁ. (2.6.15)

Here, a,, a, and b, are real coeflicients which depend on the pore geometry. The

frequency-dependent parameter & can be expressed as follows:

(2.6.16)

: 12
(—la)a'oopo)
e=|———

oo

and represents the ratio of the mean pore radius to the viscous boundary layer thickness.

In some cases, e.g. when it is necessary to model the acoustical properties of living
plants, it is sufficient to use semi-empirical models which depend on a fewer parame-
ters. One particular model adopted for this work is the Miki model (1990). This model
depends on the porosity, tortuosity and flow resistivity which are used to predict the
complex characteristic impedance and wavenumber in a porous medium using the fol-

lowing empirical formulae:

3 -0.632 . 3 -0.632
Z. = poco| 1 +5.50(10°X) " - 8.43i(10°X) : (2.6.17)
ke=2|1+781(10°%) 7" — 11410 (10%%) " ] (2.6.18)
Co

where X = f/o and f being the frequency of sound in Hertz.

The following formulae were used in this work to calculate the surface impedance and

the modal reflection coefficients at oblique angles of incidence:

. 2o (W)
lcos 6(w)

—— Peg(@)
Z:) = Pe(@)Reg@), k(@) = w rm (2.6.20)

Z(w) = — cot (kc(a)) cos 6;(w) ds), (2.6.19)
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Rmn(w) — Zs(w) COos Omn — PoCo

) 2.6.21
Zv(a)) Ccos Hmn + PoCo ( )

where
sin 0, (w) _ sin 0(w)

. o) (2.6.22)

d, 1s the material sample thickness, 6,,, and ¢, are the angle of incidence and the speed
of sound in air, respectively, and 6, and ¢ are the refraction angle and the speed of sound

in the porous material, respectively. Equation (2.6.22) is the classical form of Snell’s

law of refraction (Allard, 2009).

2.6.2 Porous material absorption measurement techniques

Impedance tube measurements are used extensively for acoustic material characterisa-
tion. The procedure for the determination of the plane wave, normal incidence acoustic
absorption coeflicient of a material is detailed in ISO 10534-2 (1998). However, this
procedure bounds the adopted frequency range, which depends on the size of the sam-
ple. As aresult, there is a conflict between the highest frequency which can be attained
with this method and the size of the samples which the tube is able to accommodate in
order to determine the acoustical absorbing properties for a representative area of the

material specimen.

Several efforts have been made in the past to overcome this problem. Coulon et al.
(2012) used an impedance tube coupled with a horn to increase the area of the sample
which can be tested under the plane wave regime. This method is believed to work
well provided there is little or no scattering of the incident plant wave into higher order

modes.

Akoum and Ville (1998) and Schultz et al. (2006) have been the first to propose multi-

modal decomposition methods which can be used to extend the frequency range of
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an impedance tube to enable to measure the reflection and absorption properties of
relatively large material specimens beyond the maximum frequency of the plane wave
regime in an acoustic waveguide. However, these studies are based on the use of a num-
ber of microphone pairs installed at several cross-sectional positions near the terminated
end of the waveguide. It can be argued that the use of several microphones increases
the probability of a phase mismatch and can be time-consuming in terms of calibration.
Additionally, the proximity of these microphones to the acoustic termination can result
in a poor signal-to-noise ratio, problems associated with the standing waves in the tube

and from the influence of the evanescent modes near the tube termination.

Out-of-tube methods of the reflection and absorption measurements at oblique inci-
dence also exist, as it was detailed by Tamura (1990, 1995). In these papers, the nu-
merical method to measure the reflection coefficient at the range of angles is described
and its predictions are compared to experimentally obtained results for two types of
material. One can assume the theoretical underpinning of the Tamura’s method allows
to suggest that this method can be more stable than the one described in this study, as it
does not employ numerical fitting and function minimisation. However, the method by
Tamura predicts the total reflection coefficient instead of modal reflection coefficient,
which might be of interest in some cases. The experimental setup detailed in Tamura’s
paper is also not easy to run, as it requires an anechoic chamber to control the unwanted
reflections, a relatively large material sample and a much larger number of measurement
positions (over 200 positions according to Tamura (1995)). The authors in the Tamura’s
paper do not provide any data for the acoustical properties of the tested materials be-
low 500 Hz. This might lead to a conclusion that this method suffers from a typical
limitation of those methods which require the compensation for the edge diffraction

effect.

Another out-of tube method was presented by Minten et al. (1988). In this work, a two-

microphone technique is employed to determine the specific acoustic impedance, which
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can later be used to calculate such acoustical characteristics of an absorbing sample as
the reflection and absorption coeflicients. The measurements are performed at a range
of angles. The authors also consider two most common two-microphone measurements
errors, i.e. the error due to the finite distance approximation and the error as a result
of a systematic phase error between measurement channels, and take these errors into
account when calculating the absorption coefficient. However, this method may suffer
from the same issues as the one by Tamura (1995) - it requires an anechoic chamber
to run it and it only predicts the total reflection and absorption coefficient, as opposed
to modal reflection coefficients. Finally, the authors did not provide the data for the
measurements at high angles of incidence for frequencies below 500 Hz because of the

phase error being of the same order of magnitude as the measured phase.

2.7 Sound absorption by living plants

In the recent years, noise reduction using sustainable means, such as green walls and
barriers has become increasingly popular. However, there have been almost no con-
trolled experiments on the sound absorption by living plants. Some work has been done
on the sound absorption by plant leaves in the free-field conditions. Martens (1981)
estimated the sound absorption by leaves by studying four types of plants (privet, birch,
oak and hazel) in the laboratory conditions and measuring their leaves’ vibration veloc-
ity using the laser vibrometry technique. They found out that it varies considerably with
the frequency of sound and the orientation of leaf with respect to the source of sound.
Also, the measured vibration velocities were much smaller than those of air particles,
meaning that only a fraction of the sound energy will cause a leaf to vibrate, and the
remaining energy will be reflected or diffracted by the leaf. However, although the total
amount of leaves is large and their overall contribution to the sound energy absorption

may be rather significant, it is still to be estimated how large is the fraction of the energy
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which is absorbed by the leaf rather than due to the ground effect and the thermoviscous

absorption in boundary layers.

Wong et al. (2010) conducted the experiments with different vertical greenery systems,
both in field conditions and in a reverberation room. For the field experiments, eight
vertical greenery systems situated in HortPark in Singapore were used to determine the
insertion loss, i.e. the attenuation of noise due to the introduction of greenery systems
between a source and a receiver. They concluded that these systems have a positive
effect on the noise abatement, up to 8.8 dB for some vertical systems, which is caused
by the soil absorption at low to medium frequencies and by the leaf scattering at higher
frequencies. The vertical greenery systems were also tested in controlled conditions in
a reverberation room. It was found that there is a strong positive correlation between
the systems being present and the enhanced sound absorption, which increased with

greater greenery coverage.

The experiments on the sound transmission through foliage and its dependence on a
plant geometry were first performed by Aylor (1972). He used dense reeds growing in
water to account for the effect of the ground attenuation and estimated the relationship
between leaf area density, breadth of canopy, leaf width and frequency. It was estab-
lished that for effective sound absorption, vegetation has to be dense and have wide

leaves, but its depth does not play a major role in noise attenuation.

Some research was done in the area of the sound propagation through trees. Martens
(1980) performed the experiments on four model forests in an anechoic chamber. Based
on his results, it becomes clear that foliage has a strong positive effect on sound absorp-
tion, acting as noise amplifier in low to medium frequency band and as a noise filter in
higher frequency band. The quality of the filter enhances with an increase in the leaf
size and in the total volume of biomass. Additionally, it was found that the filter does
not attenuate the traffic noise spectrum, however, it changes its pitch which is useful for

urban noise abatement.
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Burns (1979) measured the sound absorption by pine trees in a controlled conditions in
a reverberant chamber. The purpose of his research was to determine the mechanism
of absorption in forests, previously studied by Aylor (1972) and Embleton (1963) who
claim that the mid-frequency absorption in forests was due to the soil absorption. The
results of Burns were consistent with those of the latter two, however, he could nei-
ther prove or disprove the statement that the high-frequency absorption is due to the

scattering from boughs.

Finally, some more recent research was to measure directly the sound absorption by
plants in an impedance tube in a plane wave regime by Horoshenkov (2013). In this
work the authors were treating living plants as porous media. Such plant geometry data
as the angle of leaf orientation and leaf area density were linked to non-acoustical pa-
rameters, such as the tortuosity and flow resistivity via the optimisation analysis. These
are later substituted into an equivalent fluid model for acoustical behaviour predictions.
The influence of two types of soil on sound absorption by living plants was also anal-
ysed. This research proved that plants significantly enhance the sound absorption of
soil and that plants morphological characteristics can be used to predict their acoustical

performance.

2.8 Summary

This chapter summarises the research which has been performed in the area of sound
propagation in pipes, sound intensity and its measurements, acoustics of porous media
and living plants and methods of measurement of their sound absorption properties.
The sections on the sound field in a pipe and the sound intensity provide a substantial
basis for the complex sound intensity measurements in a waveguide and for the sub-
sequent data analysis. In addition, no published work has been found on the complex

sound intensity measurements in a waveguide above the first cut-on frequency, so the
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measurements and models presented in this thesis cover the existing gap in the litera-
ture. The section on the acoustic pulse reflectometry reviews the existing methods and
applications, and serves as a basis for the sound intensity measurements for blockage
characterisation, presented in this thesis. The section on the porous media discusses
the basic principles of porous media acoustics, as well as the existing models used for
porous media characterisation, some of which are used in this thesis for the experimen-
tal data validation. Moreover, this section provides the overview of the existing methods
of measuring the absorption by porous materials, and there is no published work known
to the author that would allow to recover the reflection and absorption properties of a
relatively large material sample in an impedance tube. Finally, the last section revises
the existing research on the acoustics of living plants. It shows that although a consid-
erable amount of studies focused on the sound propagation and absorption by greenery
have been carried out, there has been no work which would attempt to characterise large

specimens of living plants above the plane wave regime in an impedance tube.
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Sound intensity measurements

Sound intensity has been extensively used previously to describe the flow of energy in
sound fields. When the acoustic velocity is in phase with pressure, it is common to
take the time average of the instantaneous sound intensity and treat it as a real quan-
tity. However, when measurements are performed in regions of sound scattering or
in a vicinity of a sound source, the acoustic velocity is no longer in phase with the
acoustic pressure. Treating the sound intensity as a complex value in such cases results
in an additional information regarding energy transport. It is rather attractive to make
use of this information, however, the quality level of such measurements remains un-
clear. To address this issue and quantify the degree of accuracy one may achieve while
measuring the complex sound intensity under controlled laboratory conditions, a study
has been performed, comparing measurement and prediction of instantaneous and non-
instantaneous sound intensity in an open-ended flanged pipe. An experimental setup
was adopted to perform a set of measurements, the results of which were subsequently
compared to those predicted by the hybrid model, described in Section 2.4.1. The capa-

bilities and complications of the study are discussed. Some of the results of this study
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can also be found in a paper by Duan et al. (2013).

3.1 Experimental setup

The experimental setup used for the comparison with the complex intensity predictions
is depicted in Figure 3.1. It consists of a 6 m long 150 mm diameter flanged PVC pipe
with 10 mm thick walls, with a Fane compression driver (see Figure 3.2) placed at the
closed end of the pipe. The driver is connected to the PVC pipe with a short tube of
15.4 mm inner diameter and 13 mm length (see Figure 3.2a). Here the use of a short
tube with a relatively small diameter to connect the driver (see Figure 3.2b) to the main
pipe helps to simulate an acoustically hard wall at this end of the pipe. The flange was
2 m tall and 1.3 m wide, which was sufficiently larger that an adopted wavelength, so

the flange could be approximated as infinite.

A sine wave excitation was used to drive the loudspeaker, and aforementioned tri-axial
Microflown (2014) USP intensity probe was used to measure the intensity field near the
open end of the pipe. The Microflown “p-u” probe used in this work permits the mea-
surement of all three velocity components simultaneously, so that the signals obtained
by the pressure and velocity sensors can be Fourier transformed synchronously and used
in Equations (2.2.9) and (2.2.10) to calculate the complex intensity vector components

in the three orthogonal directions.

The probe was supported by a rigid plastic frame, which is shown in Figure 3.3. It
allowed the position of the probe to be fixed in the axial direction. Two PVC frames
were constructed, one with the probe positioned in the centre of the pipe cross section
and one with the probe located 9 mm away from the wall of the pipe; this permitted
measurements to be taken at different circumferential locations (at a fixed radius). The

probe was oriented in such a way that the three velocity sensors were set to measure
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Figure 3.1: A photograph of the open flanged pipe used for the experiments.

(a) Top view (b) Side view

Figure 3.2: Fane compression driver: top view and a lid, through which it is connected
to the pipe (left); side view (right).
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Figure 3.3: The Microflown probe and the frame supporting it in the centre of a cross-
section of the pipe.

the axial, radial, and circumferential velocity components. The frame was designed to
be slimline so as to minimise the disturbance to the sound intensity field, while still

providing sufficient stability when supporting the probe.

A National Instruments DAQ NI PXIE-6358 system was used to acquire the signals
from the USP probe. This system was controlled with LABVIEW software and it was
designed to generate acoustic stimulus and synchronously record the USP probe sig-
nals at the sampling rate of 48 kHz. The Microflown USP intensity probe was chosen
here because it is the smallest device available on the market for measuring the three
components of the acoustic velocity vector over a broad audio frequency range. The
device was calibrated using calibration formulae provided by Microflown. Generally,
this calibration procedure improved the accuracy of the results. However, at very low
or high frequencies when the sound field was either strongly active or reactive, the mea-
surement accuracy strongly depended on the accuracy of the phase calibration (Stanzial

etal., 2011).
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3.1.1 Intensity measurement errors

The aim of this subsection is to assess the errors associated with the adopted experi-
mental setup, such as influence of the supporting frame and the protective grill at the
end of the probe and the probe orientation. The data are presented for different frequen-
cies, but the focus is made on the frequency of 1800 Hz, as this is the frequency used
for subsequent complex intensity measurements. This frequency was chosen due to it
being situated approximately in the middle of the two cut-on frequencies of 1340 Hz

and 2220 Hz. These were determined by making use of the following equation:

_ Apn Co

Som = VI (3.1.1)

where f,,, are the cut-off frequencies of mode (mn), @,,, are the zeros of the first deriva-
tive of Bessel function of the first kind and the m—th order, and a is the radius of a
pipe. It was assumed that the sound field at this frequency is relatively unaffected by
the peculiarities caused by the proximity of cut-on frequencies, making the measured
results more accurate. Preliminary measurements were performed at a range of fre-
quencies from 1500 Hz to 2000 Hz and compared to corresponding predictions, and it
was observed that the match between the two weakened as the measurements frequency
got closer to a cut-on frequency. The measured data are compared to the hybrid model
(Duan et al., 2013), described in Section 2.4.1. The results of this model have been val-
idated against a number of existing models and FEM predictions, and they have been

found to be accurate.

At the beginning experiments were carried out to determine if the frame had any impact
on the recorded signal. In order to achieve that, two sets of measurements were carried
out, one with the frame present, and then the same set would be repeated, but the probe
would be attached to the wall of the pipe with the help of duct tape. The results of the

test are shown in Figure 3.4. It presents the axial active and reactive intensities recorded
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at the frequency of 1600 Hz, 100 mm from the open pipe end. For the data obtained
with no frame, only positions from 180° to 360° were tested as it was not possible
to attach the probe to the upper half of the pipe without affecting the sound field, i.e.
without inserting the potential scattering objects to support the probe. The frequency of
1600 Hz was chosen as it was initially assumed that this will be the frequency at which
the subsequent complex intensity measurements will be performed, however, a decision
was made later to use the 1800 Hz frequency due to the reasons outlined at the beginning
of the section. The axial location of 100 mm from the open pipe end was chosen because
the effect of evanescent waves is negligible at this depth. The measurements performed
with and without the frame suggest that the results are reproducible and that agreement
between the two data sets for the axial and circumferential intensities is good, with the
mean error for active intensities below 10% in the case of axial and below 20% in the
case of circumferential intensities. The mean error was estimated using the following

procedure:
1 -1
€ = NzllTe;’ (312)

where I!" and I7 " are the measured and predicted intensities, respectively. These values
are about 5% higher for the corresponding reactive intensities. However, the match
between the two data sets, with and without the frame, in the case of radial intensity
is weaker, with the mean error being higher than 30%. This may be explained by the
fact that the frame has the biggest influence on the radial intensity component, resulting
in a higher levels of scattering. However, the errors between the sets recorded in the
presence and in the absence of the frame can also be caused by the fact that the accurate
positioning of the probe becomes more challenging without the frame, and the observed
discrepancies may have been caused by a slight difference in location and direction of

the probe. Overall, the observed error was considered acceptable, and it was further

assumed that the influence of the frame was negligible.

Additionally, due to a finite size of the velocity sensors on the probe’ the quality of
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Figure 3.4: Comparison of the active and reactive intensities obtained with the support-
ing frame vs. obtained without the supporting frame. Black crosses: with the frame;
black circles: without the frame.

the recorded data may depend on the orientation of the probe inside the frame. Two

possible ways of the probe positioning are shown in Figs. 3.5a and 3.5b.

The difference between the alternative sensor orientations is that whilst the direction
of the axial sensor is the same, the directions of the radial and circumferential sensors
are reversed. The comparison is presented on the example of the active and reactive
radial intensities in Figure 3.6. The data obtained with Orientation A are marked with
black crosses, whereas the data obtained with Orientation B are denoted with black
circles. The black solid line is the predicted results. It was experimentally found that
Orientation B generally gives a better agreement between the experimental data and
the predictions for all three intensity components. It can be attributed to the fact that
with Orientation A, one of the sensors was directly facing the wall, which could affect

the quality of its readings. The upper subplot of Figure 3.6 shows the active radial
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(a) Orientation A (b) Orientation B

Figure 3.5: Two ways of probe positioning.

intensity, and it can be observed that the both experimental data sets follow the same
trend as the predictions. However, from the lower subplot of Figure 3.6, presenting the
reactive radial intensity, it is clear that the data measured with the Orientation B follows
the predictions more closely. It is also worth mentioning that the theoretical model
attempted to ideally represent the sensors’ distribution on the probe, assuming that they
all are not situated in one point, but assigning an individual position to each sensor. But,
as a difference between the centre of the probe cross-section (where the sensors were
assumed to be situated) and the sensors’ actual position is rather small, approximately

3.5 mm, it did not affect the results.

The protective grill covering the tip of the probe where all the sensors are situated has
also raised concerns regarding its effect on the data quality (see Figure 2.3). Therefore
a set of tests was conducted, where the difference between the results obtained with
and without the protective grill was quantified. The results are shown in Figure 3.7,
which presents the active and reactive axial intensities. In general, the discrepancy
between two sets of data is rather small, normally not exceeding 10%. In the case of
active radial intensity the error between the data sets reaches the maximum of 35%.
This can be attributed to the fact that the radial intensity is directed perpendicular to the

walls of the protective grill, which affects its value. The similar effect was observed in
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Active radial intensity

Reactive radial intensity

0 50 100 150 200 250 300 350
Circumferential coordinate, [degrees]

Figure 3.6: Sensor orientation comparison on an example of the complex radial inten-
sity at 1800 Hz, 0.2 m from the open pipe end. Black crosses: Orientation A; black
circles: Orientation B; solid black line: predictions.

case of active circumferential intensity, although to a lesser extent. There was a small
discrepancy between active and reactive axial intensities measured with and without the
protective grill. On the whole, the match between the two sets of measured intensities
is reasonably good, which results in conclusion that the protective grill has no major

influence on measurements.
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Figure 3.7: Comparison of data obtained with protective grill (diamonds) on vs. data
obtained without protective grill (crosses).

3.2 Results and discussion

In order to examine the complexity of the complex intensity field, the theoretical pre-
dictions were studied before comparing them to the experimentally obtained data. The
predictions for the complex sound intensity in the vicinity of the open pipe end were
plotted as a function of position. For these predictions, the pipe facility pictured in
Figure 2.6 was used, with the following dimensions: L; = 75 mm, L, = 5.85 m, and
L; =75 mm, where L, and L, denote the axial length of regions R; and R, respectively,
and L3 denotes the boundary between the modal representation and the finite element
discretisation in the pipe. The radius of the pipe was 75 mm. The sound source was

located at » = 65 mm, 6 = —90°, and z = 6 m.

In Figure 3.8 the active and reactive intensities are plotted for a frequency of 1000
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Hz in the vicinity of the open end of the pipe. A streamline vector plot is used in
which the length of the vector is proportional to the magnitude of the acoustic intensity
component. At 1 kHz, only the fundamental mode propagates in the pipe, resulting in
the problem being axisymmetric. It is seen in Figure 3.8 that the amplitude of the active
intensity is larger than that of the reactive intensity, so the sound intensity field is mostly
active. In the vicinity of the open end of the pipe a small radial component appears in
the complex intensity field due to the presence of evanescent modes. This is caused by
oscillatory behaviour of the sound intensity, and it is seen to be more pronounced for
the reactive intensity, which illustrates why the use of complex intensity is potentially

attractive.

Figure 3.9 shows the influence of a higher order mode on the non-instantaneous active
and reactive intensity fields. A frequency of 1800 Hz was chosen so that the fundamen-
tal and the first circumferential modes were excited in the pipe. Figure 3.9 shows the
complex intensity field for the r—z plane that is coincident with the sound source (so that
6 = —=90°). When a higher order mode was propagating in the pipe, the intensity field
contained strong radial and circumferential components. Also, a circulatory pattern was
observed, which repeated itself over the pipe length. This pattern surrounds the points
of minimum acoustic pressure, whereas the regions of maximum acoustic pressure are
indicated by regions of divergence in the reactive intensity pattern in the vicinity of the
pipe wall. An important observation which can be made here is that the higher order
mode has a significant influence on the reactive intensity, which becomes much more
complex than the active intensity. Consequently, it is necessary to be able to capture the
three-dimensional intensity field accurately in order to measure the reactive intensity. It
means that the instrumentation used for these measurements has to be very precise. The
theoretical predictions seen in Figures 3.8 and 3.9 confirm that the complex intensity

field becomes very complicated even with just one higher mode propagating in a pipe.

After the behaviour of the complex sound intensity in the vicinity of the open end of

52



3.2. RESULTS AND DISCUSSION

0.1 (a) :
t ! / / 7 ’
0.08f S s )
- = = - —_— T 7 T o o~ pa
= 0.06
: e e e e I —— " T > v~ _~
0.04f :
0'02_ —_— e — — - — — — - — B — -:
Ot I : I — —> —= — -
-0.075 -0.05 -0.025 0 0.025 0.05
Z(m)
0.1t ® |
008 __ _ . _ __ ____ s s .,
_0.06l— - . - — - T S s s -
=
: -— -— - - — — T T 7 P ”~ -~
0.04;
0.02;_  _  _ L L
O : -— - = —— — — — — — — — Pt
-0.075 -0.05 -0.025 0 0.025 0.05
Z(m)

Figure 3.8: Predicted active (a) and reactive (b) intensity near the end of the pipe at
1000 Hz.
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Figure 3.9: Predicted active (a) and reactive (b) intensity near the end of the pipe at

1800 Hz.
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the pipe has been examined, a comparison between the predictions and measurements
can be carried out. Figure 3.10 presents the instantaneous active and reactive intensities
at the pipe end (r = 0, z = 0) for a sound field, excited with a sine wave signal at
the frequency of 1000 Hz. This frequency was chosen to study the sound intensity
field in a plane wave regime. Three sets of data are shown: predictions, denoted by
the solid line, and experimental data, calculated using the methods of Heyser (1986)
(short-dash line) and Stanzial and Prodi (1997) (long-dash line). Figure 3.10 shows that
there is a clear difference between two sets of the experimental data. The method of
Heyser shows a running average of the active intensity and an upper envelope of the
reactive intensity. In contrast, the method of Stanzial and Prodi matches the oscillatory
nature of the predicted active and reactive intensities. The error between the measured
and predicted results for this method is about 5% for times above 2 ms. However, in the
region of approximately 0-2 ms, the system response is transient, and the error is higher,
being about 20% (see Figure 3.10(a)). The method of Stanzial and Prodi delivers more
accurate data for the sound field excited by a sine wave below the first cut-on frequency,

which supports the original findings of Schiffrer and Stanzial (1994).

Figure 3.11 shows the measured and predicted active and reactive intensities as a func-
tion of axial coordinate z at the frequency of 1000 Hz. The measured data were calcu-
lated using Equations (2.2.9) and (2.2.10). There are two sets of theoretical results in
the figure: the hybrid model results, which were predicted via Equations (2.2.11) and
(2.2.12) (see Section 2.4.1), and the two-dimensional model results, proposed by Shen-
derov (1972) and briefly described in Section 2.4. A good agreement is generally ob-
served between the experiments and predictions, with the mean difference being below
10%. There is some discrepancy between the measured and predicted active intensity
data as the distance from the open pipe end increases, with the predicted active inten-
sity becoming constant, whereas the measured active intensity exhibits the oscillatory
behaviour. Nevertheless the match between the two data sets is sufficiently accurate.

The two theoretical data sets generally exhibit good match, but the two-dimensional
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Figure 3.10: Instantaneous complex intensity at 1000 Hz: Instantaneous active (a)
and instantaneous reactive (b): ——, theory; — — —, experimental data based on
Stanzial and Prodi’s method (Stanzial and Prodi, 1997); - - -, experimental data based
on Heyser’s method (Heyser, 1986).
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Figure 3.11: Active (a) and reactive (b) axial intensity at 1000 Hz: , hybrid model;

fffff , 2D model; A, experiment.

model fails to represent accurately the complex sound intensity field in the vicinity
of the open pipe end. With such a restriction in the plane wave regime, it is evident
that the discrepancy between the two-dimensional model and experimental data will be
even larger beyond the first cut-on frequency, so the hybrid model was preferred to the

two-dimensional model and was used for subsequent calculations.

However, when one more mode becomes propagating in the pipe, the complex sound
intensity field becomes much more complicated. Figures 3.12-3.14 show the predicted
and measured data for the three components of the non-instantaneous complex intensity,
excited with a sine wave at a frequency of 1800 Hz. For this experiment, the sound

source was installed at a 9 mm distance from the pipe wall and at a circumferential
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position of 8, = —90°. The Microflown probe was placed inside the pipe at z = —0.2
m and 9 mm away from the pipe wall. Data for the axial, circumferential, and radial
intensity vector components were then obtained for different circumferential locations
by rotating the probe frame through a full circle and taking measurements every 10°

and presented for each circumferential location.

The results presented in Figures 3.12-3.14 illustrate that when more than one mode
is present in the pipe, obtaining a good agreement between the experiments and pre-
dictions becomes a challenging task. In this sound field, the dominant components of
the complex sound intensity vector are axial and circumferential intensities. Figure 3.12
presents the measured and predicted active and reactive axial intensities. The agreement
between the measured and predicted active intensities is generally very good, although
the pattern in the measured data is shifted by approximately 20° with respect to the pre-
dicted result. The relative error between the amplitudes of the maxima in the predicted
and measured active axial intensity is relatively small, being less than 1%, but this error
increases significantly when the value of the circumferential coordinate 6 is less than
120°, and the amplitude of the active axial intensity becomes relatively small. This
suggests that the probe is able to capture well the qualitative behaviour of the sound
energy radiating from the pipe, but not its exact amplitude at a given circumferential
coordinate. Moreover, there is a large discrepancy between the theoretical and experi-
mental axial reactive intensities for circumferential coordinates greater than 50°, which
may be caused by the fact that most of the energy is radiated from the pipe at 1800 Hz,
resulting in a reduce signal-to-noise ratio and making accurate measurements with the

"p-u’ probe more challenging.

Figure 3.13 shows the measured and predicted results for the active and reactive cir-
cumferential intensities. The reactive part of the circumferential intensity component
oscillates over the pipe cross section, and the agreement between the measured and

predicted behaviour is good. However, a shift between the measured and predicted in-
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Figure 3.12: Active (a) and reactive (b) axial intensity in the pipe at 1800 Hz: ,
theory; A, experiment.
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tensities can again be observed, this time of about 15°. The match for the active part
of the circumferential intensity component is much less accurate, and the predictions
and measurements do no agree even in terms of the sign. A symmetric intensity field
distribution is expected, which should not be entirely negative, as it is observed in the
case of the measured data. It is likely that some scattering from the frame supporting
the probe has affected these measurements and that this effect is more pronounced in
the case of the circumferential velocity component, especially at the higher frequencies

and/or when higher-order modes are excited.

Finally, Figure 3.14 shows the radial complex intensity. This intensity vector compo-
nent is smaller than the axial and circumferential components. Good agreement be-
tween the predicted and measured active and reactive intensities is observed, and the
match is more accurate compared to the errors in the measured data for the axial and
circumferential intensities as shown in Figures 3.12 and 3.13. This improvement may
be explained by a reduced influence of the supporting frame and the probe body when
taking measurements in the radial direction and more accurate response of the radially

orientated velocity sensor in the USP probe.

3.3 Summary

The comparison between the predictions and measurements in Figures 3.12-3.14 demon-
strates that obtaining a good agreement between measured and predicted complex in-
tensity presents a significant challenge when using a tri-axial intensity probe by Mi-
croflown, even in the case of a well-defined problem such as an open ended pipe. The
agreement between the measured and predicted axial reactive and circumferential ac-
tive intensities is insufficiently accurate. It is possible that these problems are caused
by an increase in sound scattering from the supporting frame and the body of the probe

as the frequency of sound is increased. Alternatively, it is also possible that the tri-axial
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probe finds it more difficult to resolve accurately all three complex intensity compo-
nents at higher frequencies and/or under multimodal conditions because of errors in the
acoustic velocity measurements. It can also be caused by the fact that the measured
intensity can be sensitive to any imperfections in the pipe geometry which are difficult
to characterise. Thus, it is clear that accurately measuring all three intensity compo-
nents in a complex sound field in a pipe remains a challenge, so precautions should be
taken when interpreting the complex intensity data obtained when higher order modes

are propagating in a pipe.

The results presented here illustrate the difficulty of measuring the complex intensity
vector accurately, even under harmonic sound field conditions. Thus the quantitative
understanding of the complex intensity behaviour in a pipe remains limited even for
a relatively simple and well-defined problem, such as an open end of a pipe. This
is because the reactive sound intensity field is typically very complicated under those
conditions, and current measurement techniques are not sufficiently accurate to enable
precise assessment of the complex intensity vector. This has important consequences
for the use of complex intensity in sound scattering problems, especially if one is at-
tempting to apply inverse analysis techniques in an attempt to recover information about

the sound source.

In the next chapter, the application of sound intensity measurements will be presented.
Sound intensity will be used to predict the reflection and transmission coefficients of a

symmetrical blockage in a cylindrical pipe.
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Chapter 4

Application of sound intensity for

blockage detection

This chapter describes some applications of complex sound intensity measurements
and predictions for blockage detection and localisation in a pipe. For this purpose,
controlled experiments were performed in the Hydraulics Laboratory at the University
of Bradford, where blockages of different shapes were placed in the pipe and their
reflection and transmission characteristics were studied. Measured data were compared

to predictions, obtained using the hybrid method described in Section 2.4.1.

64



4.1. EXPERIMENTAL METHODOLOGY

4.1 Experimental methodology

4.1.1 Laboratory setup

For the analysis of sound pressure, velocity and complex intensity distribution in a pipe
in presence of a blockage, a set of controlled experiments was performed. For this
purpose, an 18 m long 150 mm diameter air-filled PVC pipe was constructed and used
to measure the effect of an obstacle on the sound pressure and particle velocity fields.
Figure 4.1 shows this experimental arrangement in the Hydraulics Laboratory at the
University of Bradford. It consisted of three 6 m sections in which the joints were
carefully machined, connected leaving no air gaps and sealed with the duct tape. One
end of this pipe was rigidly terminated and the Fane compression driver described in
the previous chapter was installed. In the other end of the pipe a sound-absorbing cone

was inserted to reduce the reflections from this end of the pipe.

Figure 4.1: A photograph of the 18 m long, 150 mm diameter pipe. The red arrow
denotes the 18 m long pipe used for the described experiments.
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A coaxial cylinder was used as a blockage and is depicted in Figure 4.2. It was made of
a hollow PVC tube and covered with wooden lids from both sides. The gaps between
the lids and the walls of the cylinder were treated with silicon to prevent air gaps. The
length of the cylinder was 305 mm and its diameter was 110 mm and it was placed at a
distance of 12 m from the loudspeaker. The cylinder had 20 mm “legs” on its sides to

ensure that it sits exactly in the middle of the pipe’s cross-section.

Figure 4.2: A photograph of the coaxial cylinder used as a blockage.

As both transmission and reflection characteristics of the blockage were of interest, two
types of experimental setup were adopted. In one, a sensor was positioned behind the
blockage, in the vicinity of the absorbing end of the pipe, to record the sound transmitted
through the blockage. In another, the sensor was between the blockage and the loud-
speaker to record the reflected sound wave. Schematic drawings of the transmission
and reflection setups are shown in Figures 4.3a and 4.3b, respectively. Furthermore,
measurements were performed at the same positions in the absence of the blockage in
the pipe, to determine the reference incident sound field which was needed to calculate

the reflection and transmission coeflicients.

For these experiments, an array of four MEMS microphones, which is shown in Figure
4.4, was used to record the signal. It allowed the measurement of the axial component
of the sound velocity, from which the sound intensity along this direction was calculated
in accordance with the *p-p’ method. There are six microphone pairs in total, 1-2, 1-

3, 1-4, 2-3, 2-4 and 3-4. In the following experiments, microphone pair 1-2 was used
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Figure 4.3: Schematic drawings of the experimental setup for transmission (a) and re-
flection (b) measurements.

throughout, where the separation distance was 27.5 mm.

Figure 4.4: MEMS microphone array.

A separate experiment was carried out to study the performance of the MEMS micro-
phone array and the Microflown probe in the long closed pipe and to determine if the
results obtained are comparable. For these experiments, the MEMS microphone array
was preferred to the Microflown probe because the intensity was measured in the axial
direction only. The microphone pair was matched and did not require any compensa-
tion. In this experiment one type of sensor at the time was attached to the frame which
was inserted in the empty pipe approximately 6 m away from the loudspeaker. The

frame was then rotated in 10° steps to measure the angular sound field distribution. It
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was discovered that the quality of data recorded by the microphone array is superior to
that of the USP probe, therefore the former was preferred for all the subsequent sets of
measurements. The comparison of the data recorded by both devices is shown in Fig-
ures 4.5a-4.5b. One can see that the experimental data obtained using the microphone
array agree with the numerical data very well, reproducing the predicted amplitude
almost spot-on. There is a mismatch between both sets of experimental data and pre-
dictions between 0 and 180 degrees in the case of the reactive intensity, but for the
remaining angles, the agreement between the measurements and predictions is closer
in the case of the MEMS microphone array. The mean differences between the mea-
sured and predicted data were quantified in the same manner as suggested by Equation
(3.1.2). The mean differences for the MEMS microphone array were equal to 51.8%
and 46.9% for active and reactive intensities, respectively. For the Microflown probe,

the same mean differences were equal to 148.3% and 69.9%.
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Figure 4.5: Comparison of data obtained with Microflown USP probe vs. MEMS mi-
crophone array: (a) active axial intensity; (b) reactive axial intensity. Red line: predic-
tions; black triangles: Microflown; black circles: MEMS.

4.1.2 Signal

Gaussian pulse was employed for the excitation of the sound field in the pipe. The

reason for its use was the possibility to window out the unnecessary reflections and
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4.1. EXPERIMENTAL METHODOLOGY

to prevent the formation of standing waves in the pipe. The form of this pulse was

described with the following equation:

(-1p)

v(t) = Ag cos(whe # 4.1.1)

where ¢ is time, 7, is delay, w is the angular frequency and S is a temporal variable that
controls the width of the pulse. The sample Gaussian pulses at frequencies of 300 and

1800 Hz are plotted in Figure 4.6.
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Time, [s] Time, [s]

(a) 300 Hz (b) 1800 Hz

Figure 4.6: Gaussian pulse temporal data at the frequencies of (a) 300 Hz and (b) 1800
Hz.

The examples of the spectra at the frequencies of 300 and 1800 Hz are presented in

Figure 4.7.

An example of the recorded time histories of the windowed signal, which was used in
a later analysis, is presented in Figures 4.8-4.10. Figure 4.8 shows the time history of
the sound pressure in the pipe for a 1800 Hz pulse. It can be seen that the incident
pulse corresponding to the fundamental mode is followed by its higher-order mode

components.

Figure 4.9 presents the time history of three components of the acoustic velocity vector,

measured with Microflown at 1800 Hz frequency. These components are of the same
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Figure 4.7: Gaussian pulse spectra at the frequencies of (a) 300 Hz and (b) 1800 Hz.

order of magnitude, which means that at frequencies higher that the first cut-on fre-
quency, none of the components can be neglected in analysis, as opposed to plane wave
regime, where the axial component alone gives a plausible picture. However, as the
blockage characterisation procedure, described in what follows, focused on the plane
wave regime, the use of MEMS microphones and the axial velocity component alone

was sufficient.

Three components of the instantaneous acoustic intensity are shown in Figure 4.10.
They were obtained by multiplying the time history of the sound pressure by the time

history of the corresponding velocity component, i.e.:

Ii(t) = p(H) ui(t), j=1,2,3. 4.1.2)

The cut-on frequencies for the 150 mm diameter pipe are presented in Table 4.1. The
initial goal was to recover the reflection and transmission coefficients for the plane wave
(fundamental) mode and for the first few higher order modes. However, in the course
of experiments it was decided to restrict this type of analysis to the plane wave mode
only due to the data processing challenges. Hence, the loudspeaker and the microphone
were initially placed in the middle of the tube cross-section. In this case, the first higher-

order mode which can be measured with this setup cuts on at 2789 Hz, as opposed to
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Figure 4.8: A time history of the sound pressure in the Gaussian pulse filled with the
frequency of 1800 Hz, recorded at 0.2 m from the open pipe end, O degrees angular

position.
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Figure 4.9: A time history of the three components of sound velocity in the Gaussian
pulse filled with the frequency of 1800 Hz, recorded at 0.2 m from the open pipe end, O
degrees angular position.

71



CHAPTER 4. BLOCKAGE DETECTION

Figure 4.10: A time history of the three components of sound intensity in the Gaussian
pulse filled with the frequency of 1800 Hz, recorded at 0.2 m from the open pipe end, O
degrees angular position.

1340 Hz when the loudspeaker is placed near the edge of the tube. Gaussian pulses
were emitted for a range of frequencies, starting with 300 Hz and up until 3100 Hz.
The pulse central frequency step was 100 Hz until 2000 Hz and 50 Hz after, to capture
the peculiar behaviour of the sound field in the vicinity of the cut-on frequency more

accurately.

Table 4.1: The values of the cut-on frequencies in Hz for a 150 mm circular waveguide.
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m and n are indices of the modes propagating in the waveguide.
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4.1.3 Data acquisition

In order to evaluate the transmission and reflection coefficients for the coaxial cylinder,
two sets of experiments were conducted for each phenomenon and cross-sectional po-
sitioning of the equipment in the pipe. As a benchmark for transmission and reflection
estimation, a set of measurements was first performed in the empty pipe, where the mi-
crophone array was placed at 13.5 m from the loudspeaker and then moved in the axial
direction in 50 mm steps until it covered the axial distance of 1.5 m, which resulted in
31 axial positions. The described measurements were then repeated in the presence of
the blockage. In order to measure the transmission coeflicient, the microphone array
was installed between the blockage and the sound-absorbing end of the pipe, and for
reflection, it was between the loudspeaker and the blockage, starting at a 6 m distance

from the loudspeaker.

A National Instruments DAQ NI PXIE-6358 was used in this experiment. A special
LabVIEW based subroutine was developed to control the data acquisition process. A
screen shot of the LabVIEW subroutine is shown in Figure 4.11. The features of the
subroutine screen are listed in Table 4.2. The block diagram of this subroutine is pre-

sented in Figure 4.12.

The recorded data were stored automatically in text files as a six-column array, consist-

ing of time data, pressure, three velocity vectors and reference pressure.
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No. Field Its function

1 Pulse file Sets the path to a text file containing the emitted pulse
data.

2 Amplitude multiplyer Multiplies the incident signal amplitude by a specified
coefficient.

3 Duration Sets the duration of recording in seconds.

4  Sample rate Sets the sampling frequency of the recorded data in
Hz.

5  Filename Sets the path to a text file where the recorded data are
to be stored.

6  Measurement Shows the plot presenting time histories of recorded
signals.

7 Waveform graph Shows the plot presenting the emitted signal time his-

tory.
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Table 4.2: Basic features of the LabVIEW subroutine.
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4.1. EXPERIMENTAL METHODOLOGY

4.1.4 Wavenumber-frequency analysis

After all the data were recorded, they were detrended, filtered and windowed. A time
window was applied to the three sets of data (empty pipe / reflection / transmission) to
control the length of the multi-modal sound pressure data recorded in the waveguide.
A rectangular window with the edges rounded with Hamming window was used. Be-
low the examples of windowed time histories at 2500 Hz frequency are presented to
illustrate the part of a sound pressure signal used in the Fourier analysis. These were
recorded in the centre of pipe cross-section, for both the empty pipe and the pipe with

the cylinder inside in the transmission mode (see Figures 4.13 and 4.14).

Time history, 2500 Hz, empty pipe, centre

0.2 T T T T T 1 T
Before windowing
After windowing

0.15 b
0.1+ i
0.05F i
0 WWWWWMMWWWWNW’WW”NW
-0.05 i
-0.1F B
-0.15 B

_02 | 1 1 1 1 Il 1 1
0 500 1000 1500 2000 2500 3000 3500 4000

Sampling points

Figure 4.13: Sound pressure time history at 2500 Hz, empty pipe.

After the data were windowed and zero-padded, two-dimensional Fourier transform

was applied:

+00 +00

Pk, w) = f f p(z, 1) exp KD dzdt. (4.1.3)

—00 —00
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Time history, 2500 Hz, pipe with a coaxial cylinder inside, centre
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0
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Figure 4.14: Sound pressure time history at 2500 Hz, coaxial cylinder in the pipe.

It was calculated in Matlab using the ££t () function twice, first to perform the trans-
form in the temporal and then in spatial domain. This procedure was repeated for
the data recorded for each type of the Gaussian pulse excitation. After a series of
wavenumber-frequency-dependent sound pressure spectra was obtained, it was com-
bined into one spectrum by taking the average value of individual spectra. Three sep-
arate spectra were determined: (i) for the empty pipe; (ii) in front of the blockage;
(ii1) behind the blockage. The pressure transmission coefficient frequency spectra were

calculated as the ratio of the integrals of the wavenumber spectra:

ko
[ poarfo. k)dk
Tl fo) = S (4.14)
[ pe(fo. k)dk
0

max (pp(fo, k))

Tnas(0) = S e o )

4.1.5)
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4.1. EXPERIMENTAL METHODOLOGY

where p, is the frequency-wavenumber spectrum recorded in the empty pipe, p;; is the
frequency-wavenumber spectrum measured behind the blockage, and f; is the centre
frequency of the Gaussian pulse. A similar procedure was performed to calculate the

pressure reflection coefficient, which was determined as:

ko
fpb,r(f()’ k)dk
R fo) = T (4.1.6)
[ pesfor bodk
0

max (P, (fo. k))
max (p(fo. k)’

Rmax(fO) = “4.1.7)

where p;, 1s the frequency-wavenumber spectrum measured in front of the blockage.

The intensity reflection and transmission coefficients were obtained in a likewise man-
ner. In order to calculate them, the velocity data were retrieved from the recorded sound

pressure in a following way:

1 t
wmzn—fEMﬂﬂ%mwn “.18)
PoA o

Then, after these data were transformed to have frequency dependence as opposed to

time dependence, the active and reactive intensity components were calculated:
L.=05Re(pu), (4.1.9)

L, =0.5Im(pu), (4.1.10)

where an asterisk denotes the complex conjugate.
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4.2 Results and discussion

Figures 4.15-4.17 show the frequency-wavenumber spectra for the sound pressure recorded
in the 150 mm diameter pipe in the absence and presence of a coaxial cylinder. Figure
4.15 shows the frequency-wavenumber spectrum recorded in the empty pipe, and Fig-
ures 4.16 and 4.17 shows the frequency-wavenumber spectra recorded in front of and
behind the blockage, respectively. These figures present the data in a frequency range
up to 3500 Hz, which includes the first axi-symmetric cut-on frequency of 2789 Hz.
However, at the frequencies at which this mode is excited little energy is reflected by
the cylinder. Therefore, the 3rd mode is not visible very well in Figure 4.16. On the
other hand, quite a considerable amount of sound energy propagates past the cylinder,
therefore the modal trace in Figure 4.17 is strong and can be used to determine the
modal transmission coeflicient. Nevertheless, only the plane wave (fundamental mode)
was considered for the later analysis. The theoretical predictions for higher-order modes
are much more challenging to compute, so by obtaining the predictions for the plane
wave regime only, the time costs were significantly reduced and the method was deemed
to be more attractive in terms of it practical realisation. The frequency-wavenumber
spectra were subsequently used to derive the reflection and transmission coeflicients
as described by expressions (4.1.4)-(4.1.7). The measured and predicted absolute val-
ues of the sound pressure and active sound intensity reflection coefficients are shown
in Figures 4.18 and 4.19, whereas those for the transmission coefficient are shown in
Figures 4.20 and 4.21. The predictions were obtained using the hybrid model (Duan et
al., 2013), described in Section 2.4.1. Three sets of data are presented in each figure: a
red line denotes the theoretical predictions, black dots show the integral method results
and black crosses - maximum value method results. Firstly, it is worth noticing that
there is a good match between experiments and predictions. The mean error for the

transmission measurements was quantified in accordance with Equation (4.2.1) and is
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Wavenumber, [m'1]
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Figure 4.15: The measured k-w spectrum for the empty 150 mm diameter pipe, with
the microphone placed in the centre of the pipe cross-section.
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Figure 4.16: The measured pressure k-w spectrum for the 150 mm diameter pipe in
presence of a coaxial cylinder in reflection, with the microphone placed in the centre of
the pipe cross-section.
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Figure 4.17: The measured k-w spectrum for the 150 mm diameter pipe in presence of
a coaxial cylinder in transmission, with the microphone placed in the centre of the pipe
cross-section.

equal to 1.9%:

1

N;
&= DIt ) - @)l (4.2.1)
L=l

where 7(w;)) and 7™ (w;) are the measured and predicted transmission coefficients, re-
spectively. The amplitude of the measured transmission coefficient is smaller than the
one of the predicted which can be attributed to non-perfectly reflecting walls of the
pipe or sound leaking through the small gaps between pipe sections. The numerical
and experimental results start to diverge at a frequency of approximately 1 kHz. The
discrepancy was also observed when the experiments were performed with the loud-
speaker and the microphone near the wall. This leads to a conclusion that the cylinder
inserted in the pipe had irregularities, such as an imperfect seal between the cylindrical
shell and termination ends. As a result, the walls of the cylinder might not be perfectly

reflecting as it was assumed in the model.

The reflection coefficient for this cylinder is shown in Figures 4.18 and 4.19. The error
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Figure 4.18: The measured and predicted values of the sound pressure reflection coef-
ficient. Red line: predictions; black dots: integral method; black crosses: maximum

value method.

between the predicted and the measured values is quantified in a similar manner as the
transmission coefficient error. It is slightly higher that in the case of the transmission
coeflicient and is equal to 8.4%. Again, the measured reflection coefficient is lower than
predicted throughout the adopted frequency range for the same reasons as described
above. The measured transmission coefficient curve is not perfectly smooth which is
an outcome of experimental data processing. The frequency-wavenumber spectra for

sound reflection from cylinder were not as clear as for sound transmission which made

the data acquisition from them challenging.
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Active intensity reflection coefficient
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Figure 4.19: The measured and predicted values of the active sound intensity reflection
coeflicient. Red line: predictions; black dots: integral method; black crosses: maximum
value method.
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Figure 4.20: The measured and predicted values of the sound pressure transmission
coeflicient. Red line: predictions; black dots: integral method; black crosses: maximum
value method.
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Active intensity transmission
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Figure 4.21: The measured and predicted values of the active sound intensity trans-
mission coefficient. Red line: predictions; black dots: integral method; black crosses:
maximum value method.

4.3 Summary

This chapter describes the method of characterisation of an axi-symmetrical blockage in
a pipe. It is based on simulating an axial microphone array and substituting the obtained
data into the two-dimensional Fourier transform. Measurements in an empty pipe have
been performed in order to give a guideline to the incident signal. The obtained data
have been subsequently used to estimate the blockage reflection and transmission coef-
ficients, combined with the measurements performed in the presence of the blockage,
in front of it or behind it, respectively. The results have been presented for the plane
wave regime, which is up to 2789 Hz for the given pipe, with the microphone array
placed in the middle of cross-section. The experimental data exhibit a good agreement
with the predictions by the hybrid model. This means that the suggested method can
be successfully used to locate and characterise blockages in waveguides. However, the
method can be developed further to include higher modes, as well as to measure more

complex blockages, which are not perfectly reflecting or misaligned with respect to the
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centre of the pipe.

The next chapter will talk about another kind of inhomogeneity in a pipe, a porous
termination. Sound intensity measurements will be employed to determine the total

absorption coefficient of the porous termination in a wide range of frequencies.
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Chapter 5

Material characterisation methods

This chapter focuses on sound reflection and absorption of porous materials. A new
method to determine modal sound reflection coefficients at normal and oblique inci-
dence is proposed, which allows to extend significantly the frequency range of the stan-
dard ISO 10534-2 method (1998). The method is successfully tested on a range of
porous materials and its results have a good match with the predictions obtained with

the Johnson-Champoux-Allard model (Champoux and Allard, 1991).

5.1 A new impedance tube method

The following method has been developed to overcome the restriction on the mate-
rial sample size when used for sound absorption measurements in an impedance tube

(Prisutova et al., 2014).

According to this new method it is proposed to measure the sound pressure spectra

at a number of axial positions in an impedance tube. This provides a possibility to
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obtain a set of frequency- and position-dependent sound pressure data, to which the
spatial Fourier transform can then be applied to determine the relations between the
wavenumber and frequency spectra (convention =), Fourier integral was applied in
the spatial domain and it was approximated with a sum which was taken using the
trapezoidal rule. This trapezoidal rule was applied to the sound pressure data measured

at the N microphone positions:

(o8]

‘ A N-1
~ _ iKz ~ 1K + iKz;
(K. w) = f Pz weds = 2 ; Pun (251, @) €55 + pyy (2,0) €59, (5.1.1)

—00

where A is the separation between two subsequent microphone positions in the axial

direction, z; and zj,; are the j-th and (j + 1)-th axial positions, respectively.

For an impedance tube with the square cross-section which is terminated with an ab-
sorbing lid (e.g. a porous layer), the sound pressure can be expressed as a superposition

of an infinite number of normal modes:

[C o)

p(z,w) = Z Z cos —x cos —y (A et Amanne’k”’”Z) (5.1.2)

m=0 n=0

where x,y and z are the coordinates of the microphone, m,n are the indices of the

modes propagating in the tube, a is the width of the tube cross-section, k,,, is the modal

wavenumber, k,,, = \/k2 - (%)2 - (”a—”)Z, with k = 27 f/cy , and A,,, are the modal
excitation coefficients in the incident sound wave and R,,, are the unknown modal re-
flection coefficients which depend on the frequency, on the angle at which the mode
is incident on the termination and on the acoustical properties of the porous material
from which the specimen at this termination is constructed. The values of the cut-on
frequencies for the first few normal modes for the particular impedance tubes used in
this experiment are presented in Tables 5.1, 5.2 and 5.10 (at 20° C). The modal patterns

for square and circular tubes are shown in Figures 5.1 and 5.2.
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Figure 5.1: Modal patterns for the first four propagating modes in a square impedance
tube. x-axis: x coordinate, [m]; y-axis: y coordinate, [m]. Colorbar: -1 - black, O -
orange, 1 - white.
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The Fourier transform of Equation (5.1.2) is

o mn nr . .
p(K, w) = Z Zcos 7x cos Zy A f Kk, L AR f K+ g2
m=0 n=0 oo -0

(5.1.3)

Equation (5.1.3) can be analytically simplified by replacing the infinite integration lim-
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Figure 5.2: Modal patterns for the first four propagating modes in a circular impedance

tube. x-axis: x coordinate, [m]; y-axis: y coordinate, [m]. Colorbar: -1 - black, O -
orange, 1 - white.
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its with the coordinates of the first and the last microphone measurement positions, z;

90



5.1. ANEW IMPEDANCE TUBE METHOD

and z,, to take the following form:

[C O]

p(K, w) = ZZCOS —X COs Ey X -

m=0 n=0

. [Amn (K k) 2551 2 (Zz—Zl)SIHC((K k

<1
)+

. Amn Rmn ei(K+kmn)¥ (Zz — Zl) SinC ((K + kmn)zz ; l )] . (514)

where sinc z = 22,

For a circular impedance tube, the sum (5.1.2) takes the following form:

Pz w) = i i 008 (M) T (Yunn) (Amne™ "% + Ay Ropne™%) (5.1.5)

m=0 n=0

where 6, r and z are the cylindrical coordinates of the microphone, J,, is Bessel function
of the first kind and of the m-th order, 7,,, are the wavenumbers which correspond to
the zeros of the first derivative of J,,, and k,,, = M For this tube, Equations
(5.1.3) and (5.1.4) become

p(K.w) = ZZCOS (16) I (V) [Amn f KAz 1 AR f e"<K+kmn>fdz]

m=0 n=0 ~
(5.1.6)
and
(K, w) = Z Z cos (mO) Ju(Ymnt) X ---
m=0 n=0
. [Amn oK~k 25 (z2 — 1) sinc ((K k,,m)Z2 Z1)+ -
- Ay R ol K+ 257 (2o — 2) sinc ((K + kmn)m ;m )] 5.1.7)
respectively.

In Equations (5.1.4) and (5.1.7) A,,, and R,,, are the unknowns which have to be deter-

mined for every mode and frequency. For this purpose, the optimisation algorithm was
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applied to the cost function F to minimise the difference:

Kinax
min F (w) = me (K, w) - p (K, w)P, (5.1.8)

mn>fmn
Kinin

for each of the angular frequencies w in the measured modal pressure spectra p,, (K, w).
In the above expression F' is the cost function to be minimised, p(K,w) is the pre-
dicted sound pressure expressed with Equation (5.1.4) or (5.1.7), and K,,,;, and K, are
the minimum and maximum values of the wavenumber in the wavenumber spectra for

which the measured data are available, respectively.

It is convenient to express the modal amplitude and the modal reflection coeflicient in
the following form:

Amn = amnel¢mn, Amann = bmneldjmn’ (519)

where a,,,, b,,, are the absolute values of the forward and backward waves, i.e. A,,
and A,,,R,.., respectively, whereas ¢,,, and y,,, are their phases. These quantities are
real numbers which are convenient to use in the minimisation procedure to estimate the
amplitudes and phases in the incident and reflected normal waves and which can then
be combined to represent the proportion of the sound energy in the reflected sound wave
and the proportion of the sound energy absorbed by the porous specimen through the

decomposition of normal waves at a particular frequency.

The minimisation procedure (5.1.8) was applied to recover the absolute values of the
modal amplitudes and phases in the considered range of frequencies so that the modal

reflection coefficients were determined by the following expression:

Ry, =

(5.1.10)

i¢ nn )
€™

The procedure was performed by making use of MATLAB in-built fminsearch func-

tion. It was applied to each mode separately, i.e. the adopted frequency range was
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divided into several regions, limited by modal cut-on frequencies from each side (eg.
50-572 Hz, 572-808 Hz, 808-1143 Hz, 1143-1278 Hz, 1278-1617 Hz and 1617-1800
Hz for the 300 mm square tube). In each region, amplitudes and phases of incident and
reflected waves were recovered for each propagating mode, frequency-by-frequency, so
for the frequency band of 50-572 Hz amplitudes and phases were recovered for the fun-
damental mode only, for the frequency band of 572-808 Hz - for the fundamental mode
and the first higher mode, etc. The recovered values were imprecise in the vicinity of
cut-on frequencies, but as soon as the frequency of interest was about 40 Hz from the

cut-on, the recovered values stabilised.

Four examples of the application of the minimisation procedure for the 300 mm square
tube are shown in Figures 5.3-5.4, presenting the data in two different frequency regimes:
plane wave (214 Hz) and fully modal (1236 Hz). These examples are for a square
82 mm hard-backed layer of melamine foam. The figures show the amplitudes and
phases as functions of the wavenumber before (upper subplots) and after (lower sub-
plots) the application of the minimisation procedure. The amplitudes A,,, and A,,,R,,
of the wavenumber in the upper subplots were assumed to be equal to 1, and the phases
Omn and ¥, - equal to 0. The results suggest that the minimisation procedure allows to
match very closely both the amplitude and the phase of the reflection coefficient below
the cut-on frequency with the mean error € of 1.1% for the amplitude and 1.9% for the

phase calculated using

w

|ﬁm _pl

L|ivz

(5.1.11)

w

ﬁm+ﬁ|
2

w=1

This error can be higher (of the mean value of 5.3% and 23.2%, respectively) when

several modes have to be accounted for (see Figure 5.4).

The absorption coefficient for the plane wave regime, @y, was then calculated in the
following standard manner:

ago = 1 = |Rool*. (5.1.12)
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Figure 5.3: The measured and predicted sound pressure amplitude and phase for 214
Hz before and after the application of sound pressure matching procedure. Solid line:
experiments; dashed line: predictions.

This acoustical quantity does not account for the energy dissipated by the higher or-
der modes. The modal absorption coefficient defines the amount of energy which is

absorbed by one particular mode only and is defined as follows:

Un = 1 = Ryl (5.1.13)

where R,,, is the modal reflection coefficient, given by expression (2.6.21).

The total absorption coefficient, which does include the energy transmitted by and dis-
sipated through the high order mode absorption mechanisms can be derived from the
basic knowledge of the energy relations in a waveguide. Two ways of its calculation
have been used in this work. The first method makes use of the ratio of incident and
reflected amplitudes in the tube. Equations (5.1.2) and (5.1.5) suggest that the modal

decomposition of the sound field in the impedance tube combines two groups of waves:
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Figure 5.4: The measured and predicted sound pressure amplitude and phase for 1236
Hz before and after the application of sound pressure matching procedure. Solid line:
experiments; dashed line: prediction.

those which are incident on the material specimen (# being the time):

PO (%, 9,2,1) = VA e Fmatier (5.1.14)

and those which are reflected from it

Pon(x,9,2,0) = WA Ry (5.1.15)

where ¥, = cos “*x cos “Ty for a square impedance tube, and ‘¥, = cos(m)J ,(Y,unl)
for a circular impedance tube. The difference between these two groups is in the sign
in the exponential function e**=* and in the presence of the reflection coefficient term
in (5.1.15). The z-component of the intensity vector in a propagating normal wave is a
measure of energy which this wave carries from the source towards the material sample.

This instantaneous intensity is the product of the sound pressure /,,, = Ref{ pﬁfl),,vmn}. The
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z-component of the acoustic velocity vector of the mode (mn) is given by

L 9P _ knnPin

Vinn = = = . (5.1.16)
iwpy 0z wpPo
This above suggests that
kmnA%m 2 2
Lun(x,y,x,1) = ——=Y,,,, cos™(=k,;,z + wt), (5.1.17)
wpo
and the time-averaged intensity is
- .
Imn(x,y) = \Pmn' (5118)
2wpo

The mode (mn) incident on the material surface carries the energy flux through the

cross-section of the impedance tube which is the integral of (5.1.18), i.e.

Emn:fimnds~ (5.1.19)
S

It is easy to show that the integration of (5.1.19) gives the following expression for the

total energy flux in the normal mode (mn) incident on the material specimen

0 Re(k,n)A2
E, = —, (5.1.20)
2EmE,WPo

where €, ;u=0) = 1 and &,, ;n>0) = 2 are the same as defined in Equation (5.1.28). The
wavenumber k,,, here is considered to be real because evanescent modes do not carry

the energy.

The above arithmetical manipulations can be used to derive the total energy flux in the

mode (mn) reflected from the material specimen and it is easy to show that

» _ Re(ky)lI ARyl
B = o mom (5.1.21)
men 0
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where the norm ||A,,,R,..|| is applied because the quantity A,,,R,,, which contains the

modal reflection coefficient R,,, is no longer real.

The total energy flux is the sum of the energies in all of the propagating modes, therefore

Re(knn)As,

E® =
2EmEnWPo

(5.1.22)

and

g0 = 3 el A .

(5.1.23)
2Emw Ew WPo

m'n’

By its definition, the absorption coefficient is the ratio of the energy absorbed by the
surface (E® — E™) to the incident sound energy (E®), i.e. @ = (E” — E®)/E®. Making

use of this definition and Equations (5.1.22) and (5.1.23) yields

Re(km’n’ )”Am’n’Rm’n’ ”2

2z
m'n’ Em En
amp W) = 1- , 5.1.24
Camp (2 Re(k,)A2, G129
mn EmEn

For the second method, the total absorption coeflicient was calculated using the sound
intensity data. The sound intensity was calculated by making use of the mean sound
pressure between two closely spaced microphone positions and sound velocity mea-

sured as the integral of the pressure difference, i.e.:

|
P ) = 5P ) + pEj1. 0)). (5.1.25)

]
wzj, w) = —W(P(Zj,w) = p(zj-1 w)), (5.1.26)

where z; denotes the j-th position of the microphone and A is the separation between

these two positions. Such an expression for sound velocity was chosen for its simplicity
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and to avoid the need to deal with separate modes during the calculations. The spatial
Fourier transform was applied subsequently to determine the wavenumber spectra of the
quantities in Equations (5.1.25) and (5.1.26). However, in the case of the 150 mm circu-
lar tube, the measurements were performed with the Microflown probe, which records
both sound pressure and velocity. Hence, the recorded pressure and velocity readings
were used at each position for the substitution in the Fourier transform, so Equations
(5.1.25) and (5.1.26) were not used for the 150 mm circular tube. The total absorption
coeflicient was then calculated from the knowledge of the measured intensities in the

incident and the reflected sound waves from:

(K, w) = %Re(p,-(K, w) (K, w)), 1(K,w) = %Re(pr(K, w) (K. w)).  (5.1.27)

[I(K,w)dK

Ai(w) =1 (5.1.28)

e
[ (K, w)dK|’
K

where K is the wavenumber and the asterisk symbol denotes the complex conjugation.
Equation (5.1.28) can also be used to predict the total absorption coefficient in the case

when the sound pressures are calculated using Equation (5.1.4).

The angles at which the higher modes impinged on the porous material surface were

calculated separately for each mode by making use of the following formula:

() - (=) - (=)

w/cy

6,.»(w) = arccos , (5.1.29)

where m, n are the indices of the modes propagating in the tube.
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5.2 Measurements in square cross-section tube

5.2.1 Acoustic setup

The reported experiments were carried out using the impedance tube facilities avail-
able at the Laboratoire d’ Acoustique de I’Université du Maine (LAUM) in France. Two
impedance tubes were used and both had square cross-sections, which makes subse-
quent data processing easier than that in a rectangular cross-section tube. One of them
was a square waveguide, a sketch of which is presented in Figure 5.5. It was constructed
from 38 mm thick panels of medium density fibreboard which were varnished to ensure
that the walls are sufficiently reflective so that they do not contribute noticeably to the
level of air attenuation expected for this tube. The tube was 4.15 m long and the dimen-
sions of the square cross-section were 300 mm x 300 mm. According to the standard
method the high frequency limit for the plane wave regime in this tube was 572 Hz
assuming that the sound speed was ¢y = 343 m/s at 20° C (ISO 10534-2, 1998) (see
Table 5.1). One end of this tube was terminated with a 30 mm thick metal lid, and at the
opposite end there were three loudspeakers (S1-S3) which were connected in parallel
as shown in Figure 5.5. The coordinates of the centres of these three speakers were
(50 mm, 50 mm), (50 mm, 150 mm), (150 mm, 150 mm), for speakers S1, S2 and S3,
respectively. Such distribution was necessary to increase the number of propagating
modes which can be excited in the adopted frequency range of 50 to 1800 Hz. A porous
material sample was accurately cut to fit the cross-section of the tube and attached to
the metal lid end without an air gap. The signal used for the sound field excitation was

a step-by-step sine sweep, ranging from 50 to 1800 Hz, with a step of 12 Hz.

The second impedance tube is a square 3 m long waveguide with a 150 x 150 mm
cross-section. Its walls are constructed of 30 mm thick PVC panels. Its both ends are
terminated with transparent PVC, one of them having two openings for the microphone

insertion. The loudspeaker was installed at the side of the tube in the vicinity of one
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Figure 5.5: A schematic illustration of the 300 mm wide tube setup: (1) loudspeakers;
(2) microphone; (3) microphone frame designed to maintain the microphone’s position
in a corner of tube; (4) porous material sample; (5) signal analyser; (6) PC.

end, as shown in Figure 5.6. At the opposite end, a porous material sample of the same
cross-sectional size as the tube was installed, both with and without an air gap. The
higher modes cut-on frequencies for this tube are presented in Table 5.2 at 20° C, and
the high frequency limit of this tube was 1143 Hz. The adopted frequency range for this
setup was from 50 to 3500 Hz. It was implemented using the step-by-step sine sweep

of the same frequency range.

For both impedance tubes, a single 1/4” B&K microphone was used to avoid problems
with phase and amplitude mismatch. Two cross-sectional positions were used, one in
the corner of the pipe’s cross-section, at x,, = 5 mm, y,, = 5 mm, where the amplitude of
all the modes was maximum. Another position was at the middle of the cross-section,
at x,, = 150 mm, y,, = 150 mm for the wooden tube, and at x,, = 75 mm, y,, = 75
mm for the PVC tube. In this way, the amplitude of the plane wave was maximum.

The pressure readings were taken at 52 axial positions and the movement of the mi-
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e ™~

Figure 5.6: A schematic illustration of the 150 mm tube setup: (1) loudspeaker; (2)
microphone; (3) microphone frame designed to maintain the microphone’s position in
a corner of tube; (4) porous material sample; (5) signal analyser; (6) PC.

n 0 1 2 3

0 572 1143 1715

m/
0
1 572 808 1278 1807
2
3

1143 1278 1617 2061
1715 1807 2061 2425

Table 5.1: The values of the cut-on frequencies in Hz for a 300 mm square waveguide.

crophone was controlled by a robotic arm. The first position of the microphone was
at the 5 mm distance from the porous material sample, and then the microphone was
moved at a 40 mm step, which is consistent with the minimum spacing interval per-
mitted by the Nyquist sampling theorem. This spacing allows to measure the spatial
spectrum with the minimum wavelength of 80 mm. Also, this combination of spac-
ing and maximum adopted frequency allows to avoid the spatial aliasing problem in
frequency-wavenumber space. The data were acquired using a Stanford Research Sys-
tems SR785 signal analyser which allowed to measure and store the sound pressure

spectra in the text file format. The frequency resolution of this system was 12 Hz.
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n 0 1 2 3

/

0 0 1143 2287 3430
1 1143 1617 2557 3616
2
3

2287 2557 3234 4122
3430 3616 4122 4851

Table 5.2: The values of the cut-on frequencies in Hz for a 150 mm square waveguide.

5.2.2 Materials

Several materials were used for the experiments described above, such as (a) melamine
foam, (b) wood fibre, (c) Armasound foam (Armacell, 2014), and (d) porous foam.
These materials were characterised in the Centre of Technology Transfer of Le Mans

(CTTM) and their non-acoustical properties are provided in Table 5.3.

Parameter Melamine foam Wood fibre Armasound Porous foam  Units

) 0.99 0.98 0.79 0.95 -
oo 1.01 1.07 2.06 1.42 -
loa 1.1-10* 50-10° 8.3-10* 8.9-10° Ns/m*
A 1.2-10™ 1.0-10* 1.7-107° 1.8-107* m
N 241074 20-107* 5.3-107 3.6-107* m
d; 0.082 0.095 0.026 0.01 m

Table 5.3: Characteristics of porous materials: porosity (¢), tortuosity (@), flow re-
sistivity (o), viscous characteristic length (A), thermal characteristic length (A’), layer
thickness (d,).

5.2.3 Results and discussion

Results from the 300 mm impedance tube

Figure 5.7 presents the frequency-wavenumber spectrum for the empty 300 mm square
tube, measured at the corner of the tube cross-section. It shows a clear separation be-
tween the first six cross-sectional modes (including the fundamental mode) which are
excited in the impedance tube in the frequency range of 50 - 1800 Hz and at a range

of angles of incidence —n/2 < 6,,,(w) < +r/2. The waves with positive wavenumbers
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in Figure 5.7 correspond to those modes which propagate towards the end of the tube,
terminated with a rigid lid, whereas the waves with the negative wavenumbers are the
modes reflected by the lid. Figure 5.8 presents the modal absorption coefficients mea-
sured in the corner of the same tube for modes (00), (01), (11) and (02). These were

calculated in the following way:

Uyn = 1- |Rmn|2, (521)

where R, are the modal reflection coefficients. It is clear from the graph that the ab-
sorption of the fundamental mode does not exceed 15% and thus can be neglected in
the analysis of the porous materials fundamental mode reflection coefficients. However,
for higher modes the modal absorption coefficients take larger values and are more scat-
tered, which can affect the accuracy of the measured reflection absorption coefficients
of porous materials. All possible precautions were made to minimise the residual ab-
sorption by the tube, such as varnishing its inner walls and sealing the gaps between the
tube and its terminations. One might also argue that higher levels of residual absorption

may be caused by vibrating walls of the tube.

Figures 5.9 and 5.10 show the frequency-wavenumber spectra for a layer of Arma-
sound foam, measured in the corner and in the middle of the tube, respectively. There
is a clear separation between the dispersion curves of the first six propagating modes.
This provides a possibility to determine the acoustic reflection coefficient of the porous
layer in the frequency range that is much broader than that suggested in the ISO 10534
document ISO 10534-2 (1998) and for a range of the angles of incidence. This can be
achieved using the modal decomposition method and optimisation technique detailed
in Section 5.1. The relationship between the value of the angles 6,,,(w), 6,(w), the fre-
quency f = w/2m and the modal number is illustrated graphically in Figure 5.11 for
the case of melamine foam (see Equation (2.6.22)). The frequency-wavenumber plots

for the remaining materials, measured in the 300 mm square tube, are presented in Ap-
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Wavenumber, [m‘1]
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Figure 5.7: The frequency-wavenumber spectrum measured in the empty 300 mm wide
square tube, with the microphone placed in the corner of the tube cross-section.
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Figure 5.8: The first four modal absorption coeflicients measured in the empty 300 mm
square tube, with the microphone placed in the corner of the tube cross-section.
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pendix A. However, for the melamine foam and wood fibre samples only measurements

in the corner are available.

Figures 5.12 and 5.13 show the measured and predicted real and imaginary parts of the
modal reflection coefficients, measured in the corner and in the middle of the tube cross-
section, respectively. These were obtained as a function of the frequency and the inci-
dence angle which were obtained from the analysis of the wavenumber-frequency spec-
tra for the layer of Armasound foam. The reason for measuring at two cross-sectional
locations was the ability to recover the reflection coefficient for mode (00) beyond the
first higher-order mode cut-on frequency, as opposed to the method specified in ISO
10534-2 standard (1998). With the middle cross-sectional microphone positioning, it
was not possible to measure the reflection coefficients for modes (01) and (11), how-
ever, the mode (22) became sufficiently pronounced to measure its reflection coefficient.
The discrepancies between the measurements and predictions have been quantified in

terms of the mean difference given by

N, N,
I - 1 -
€Re = N § |Re(R£nn)(wq) - Rmn(wq))l’ €lm = N E |Im(R,(nn)(wq) - Rmn(wq))la (522)

q q:] 4q qzl

where Rf,’,’}l)(wq) is the experimentally determined modal reflection coeflicient, R,,,(w,)

is the predicted reflection coeflicient and N, is the number of frequency points in the
reflection coefficient spectrum. This difference for the fundamental mode reflection
coeflicient does not change significantly from the corner to the middle of the tube mea-
surements (5.07% error in the real part of the reflection coefficient measured in the
corner as opposed to 7.52% error in the middle of the tube, and 7.76% and 5.67% er-
rors for the imaginary part, measured in the corner and in the middle, respectively).
However, the ability to recover the fundamental mode reflection coefficient in a much
broader frequency range makes the measurements in the middle rather useful. After the
mode (02) cuts on at 1278 Hz, the amplitude of the fundamental mode drastically de-

creases, which makes the measurement of the reflection coefficient of the fundamental

105



CHAPTER 5. MATERIAL CHARACTERISATION METHODS
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Figure 5.9: The frequency-wavenumber spectrum for the layer of Armasound foam
measured in 300 mm wide square tube, with the microphone placed in the corner of the
tube cross-section.
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Figure 5.10: The frequency-wavenumber spectrum for the layer of Armasound foam
measured in 300 mm wide square tube, with the microphone placed in the middle of the
tube cross-section.
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Angles of incidence and refraction of higher modes
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Figure 5.11: The mode angle of incidence and real and imaginary parts of the corre-
sponding refraction angle as a function of a frequency for melamine foam in the 300
mm wide square tube. Solid line: angle of incidence; dashed line: real part of the
refracted angle; dotted line: imaginary part of the refracted angle.

mode problematic. For the thin foam sample, the data measured in the middle and in
the corner will be combined in one graph, mode (00) being recovered in the middle and
the remaining modes - in the corner. For the melamine and wood fibre samples only
the data measured in the corner of the tube are available. This resulted in the reflection
coefficient for mode (00) being recovered only up to the first cut-on frequency of 572

Hz.

Figures 5.14 - 5.16 show the real and imaginary parts of the modal reflection coeffi-
cients as a function of the frequency and the incidence angle for the layer of melamine,
wood fibre and porous foam, respectively. Black dots denote the experimental data ob-
tained through the application of the optimisation algorithm (5.1.8), whereas the solid
line is the numerical simulation results obtained using the Johnson-Champoux-Allard

equivalent fluid model via expression (2.6.21). The experimental data are only provided
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1

Figure 5.12: The modal reflection coeflicients for the layer of Armasound foam, when
the microphone was placed in the corner of the 300 mm tube cross-section. Solid line:
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Figure 5.13: The modal reflection coefficients for the layer of Armasound foam, when
the microphone was placed in the middle of the 300 mm tube cross-section. Solid line:
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for those frequencies at which the signal to noise ratio was better than 20 dB. The dif-
ferences between the measured and predicted plane wave reflection coefficient do not
exceed 7.5% for all the materials except the thin foam, for which the difference between
the prediction and measurements is below 15%. The maximum difference is observed
between the real parts for mode (01) for the case of the thin foam sample. The most
probable cause for that is the fact that the thin foam sample was the least absorbing
of all. It exhibits higher mean differences between the predicted and measured data
for all modal reflection coefficients, which may signify that the optimisation algorithm
is more susceptible to errors when the absorbing abilities of the sample present in the
tube are weak. It can also be observed that the mean difference between real parts of
the predicted and measured reflected coeflicient for mode (01) is one of the highest for
three out of four material samples. This may attributed to the close proximity of the
dispersion curves for modes (01) and (11) beyond the cut-on frequency of the latter
(808 Hz). Furthermore, the dispersion curves for modes (01) and (11) are difficult to
separate beyond the cut-on frequency of mode (02) at 1143 Hz, making the modal re-
flection coefficient recovery even more challenging. This also may explain a relatively
high mean difference between the real parts of the predicted and measured reflection

coeflicients for mode (11), observed for all four material samples.

The excitation of some modes can be favoured compared to that for the other modes be-
cause of the adopted speaker arrangement (see Figure 5.5) and cross-sectional position
of the microphone array in the corner of the tube. As a result, the signal to noise ratio
for some modes at some frequencies and angles was limited so that the recovered re-
flection coefficient data for those modes were less accurate. It is also likely that a better
speaker arrangement is required to make use of the orthogonality of the mode shapes in
the tube so that the mode filtering which is currently attained with Equation (5.1.3) can
be enhanced as suggested by Vinogradov and Gavrilov (1987). Another solution is to
make use of the orthogonality of normal modes to maximise the excitation coefficients

by adopting speakers connected in the form of a phased array.
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Figure 5.14: The modal reflection coefficients for the layer of melamine foam, recov-
ered in the 300 mm square tube cross-section. Solid line: predictions; dots: experi-

ments.
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Figure 5.15: The modal reflection coefficients for the layer of wood fibre, recovered in
the 300 mm square tube cross-section. Solid line: predictions; dots: experiments.
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Figure 5.16: The modal reflection coefficients for the layer of thin foam, recovered in
the 300 mm square tube cross-section. Solid line: predictions; dots: experiments.

A common feature between Figures 5.12,5.13 and 5.14-5.16 is that the largest discrep-
ancies between the measured and predicted values of the modal reflection coefficients
are in the vicinity of the modal cut-on frequencies. Otherwise, the model and mea-
surement agree and the errors are small. The possible explanation of this is that the
integration limits in the Fourier transform analysis were not sufficiently large to cap-
ture the modal pressures at or near a cross-sectional resonance. At a cut-on frequency
or near it the modal attenuation is relatively low whereas the modal phase velocity is
relatively high so that the adopted spatial length of the FFT window in Equation (5.1.1)
may not be sufficiently long to capture a representative lengths of the modal wavefront.
The other issue is cross-sectional modes were not properly excited above the frequency

of the next cross-sectional resonance.

Figures 5.17-5.20 show the measured and predicted values of the total absorption coef-
ficient for the layer of Armasound foam, measured in the 300 mm square tube. Figures

5.17 and 5.18 present the data measured in the corner and in the middle of the 300 mm
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Mode Melamine foam Wood fibre Armasound foam Porous foam

ERe(Ron) 0.0696 0.0406 0.0752 0.1499
Em(Run) 0.0486 0.0599 0.0567 0.1074
Re(Roy) 0.0661 0.1189 0.1943 0.3353
€im(Ryy) 0.0736 0.0979 0.1355 0.1917
Re(R11) 0.0998 0.1273 0.1818 0.2808
€imR11) 0.0770 0.0980 0.0766 0.1538
Re(Roy) 0.0711 0.0664 0.1597 0.1961
Eim(Roy) 0.0630 0.0437 0.2014 0.0833

Table 5.4: A summary of the mean differences between the real and imaginary parts of
the measured and predicted modal reflection coeflicients for the four material samples,
when the microphone was placed in the corner of the 300 mm tube cross-section.

square tube, respectively. These were calculated according to the incident and reflected
amplitudes ratio method, given by Equation (5.1.24). Figures 5.19 and 5.20 also present
the total absorption coefficient measured in the corner (Figure 5.19) and in the middle
(Figure 5.20) of the 300 mm square tube, but calculated using the intensity method given
by Equation (5.1.28). The mean differences between the measurements and predictions
are summarised in Table 5.5. It is worth noting, that for the incident and reflected am-
plitude ratio method, the data for each mode were not available throughout the whole
frequency range. For example, as it can be seen on the frequency-wavenumber plot for
the Armasound foam, obtained in the corner of the tube (Figure 5.9), the dispersion
curve for mode (00) disappears after the first cut-on frequency of 572 Hz. This means
that the information on the fundamental mode incident and reflected amplitudes was
available only in the frequency range between 50 and 572 Hz, instead of 50 to 1800
Hz. Similarly, other modes were also considered in the frequency ranges, where they
had a sufficient signal-to-noise ratio. Due to this limitation, two ways of calculating the
total absorption coeflicient predictions were employed: full theoretical reflection coef-
ficient (full R,,), where each mode exists starting from its cut-on frequency and until
the maximum adopted frequency of 1800 Hz, and partial theoretical reflection coeffi-
cient (partial R,,.,), where a frequency range for each mode was matched to that of the

measured data. These two different ways of the total theoretical absorption coefficient
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calculation are reflected in Table 5.5, which presents the mean differences between the
measured and predicted data. However, the partial theoretical reflection coefficient does
not reflect the real picture of the sound field in the tube, whereas the full theoretical re-
flection coefficient cannot be directly compared to the measured data as the latter does
not have all the information contained in the theoretical predictions. Due to this issue, it
was chosen to use the intensity ratio method for the remaining plants. In addition, Fig-
ures 5.17-5.20 show the data obtained both in the corner and in the middle of the tube.
As the difference between the two is small, for the remaining materials the average total

absorption coefficient will be presented.

€roral

Amp method, corner (full R,,) 0.082
Amp method, corner (partial Ry,.,) 0.039
Amp method, middle (full R;,.,)  0.084
Amp method, middle (partial R,.,) 0.022
Int method, corner 0.100

Int method, middle 0.178

Table 5.5: A summary of the mean differences between the measured and predicted total
absorption coefficient for the layer of Armasound foam in the 300 mm square tube.
Amp method: incident and reflected amplitudes ratio method; Int method: intensity
ratio method.

Figures 5.21, 5.22 and 5.23 present the total absorption coefficients for the layer of
melamine foam, wood fibre and thin porous foam, respectively. These data were cal-
culated using the intensity method (Equation (5.1.28)). The presented total absorption
coeflicient for the thin foam layer is the averaged value of the total absorption coefli-
cients obtained in the corner and in the middle of the tube. As for the layers of melamine
foam and wood fibre, the experimental data were available only for the corner of the
tube. The match between the measurements and predictions for the melamine foam and
wood fibre is remarkably close, with the mean difference being equal to 1.5% in the
case of melamine foam and 2.2% in the case of wood fibre. However, the observed
agreement is worse for the thin foam layer, with the mean difference equal to 18.5%.

This may be caused by the same reason as the mismatch in the measured and predicted
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Figure 5.17: The measured and predicted total absorption coeflicients for the layer of
Armasound foam calculated using the amplitude method, measured in 300 mm wide
square tube, with the microphone placed in the corner of the tube cross-section. Solid
line: full absorption coefficient predictions; dashed line: partial absorption coeflicient

predictions; dots: experiments.
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Figure 5.18: The measured and predicted total absorption coefficients for the layer of
Armasound foam calculated using the amplitude method, measured in 300 mm wide
square tube, with the microphone placed in the middle of the tube cross-section. Solid
line: full absorption coefficient predictions; dashed line: partial absorption coefficient

predictions; dots: experiments.
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Figure 5.19: The measured and predicted total absorption coeflicients for the layer of
Armasound foam calculated using the intensity method, measured in 300 mm wide
square tube, with the microphone placed in the corner of the tube cross-section. Solid

line: predictions; dots: experiments.
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Figure 5.20: The measured and predicted total absorption coefficients for the layer of
Armasound foam calculated using the intensity method, measured in 300 mm wide
square tube, with the microphone placed in the middle of the tube cross-section. Solid

line: predictions; dots: experiments.
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reflection coefficients for the thin foam. This porous foam sample was the thinnest of
all tested samples and thus exhibited inferior absorbing properties, which prevented the
optimisation algorithm to predict the measured absorption with high accuracy.
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Figure 5.21: The measured and predicted total absorption coeflicients for the layer of
melamine foam measured in 300 mm wide square tube. Solid line: predictions; dots:
experiments.

Material €0yl

Melamine foam 0.015
Wood fibre 0.022
Thin foam 0.185

Table 5.6: A summary of the mean differences between the measured and predicted
total absorption coefficient for the three material specimens in the 300 mm square tube.
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Figure 5.22: The measured and predicted total absorption coefficients for the layer

of wood fibre measured in 300 mm wide square tube. Solid line: predictions; dots:
experiments.
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Figure 5.23:
of thin foam
experiments.

The measured and predicted total absorption coeflicients for the layer
measured in 300 mm wide square tube. Solid line: predictions; dots:
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Results for the 150 mm impedance tube

Figures 5.24 and 5.25 show the frequency-wavenumber spectrum and the partial modal
absorption coefficients measured in the 150 mm square tube, respectively. The frequency-
wavenumber plot shows a clear separation between the dispersion curves for propagat-
ing modes, which allows to use these data to recover the modal reflection and total ab-
sorption coeflicients of tested materials. However, mode (11) with the cut-on frequency
of 1617 Hz is excited much less than other propagating modes (see Figure 5.24). This
may be caused by the loudspeaker positioning, which does not favour the excitation of
this particular mode. This peculiarity explains the partial absorption coefficient of this
mode being very scattered (Figure 5.<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>