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Chapter 1

Managing Urban Development and Decision
Making

1.0 Introduction

As an introduction, this chapter is intended to give an overview of the subject
matter, problem identification, and research objectives that constitute this thesis on
the requirement for developing generic computing systems that can be supportive
of, and enhance the process of cooperative problem solving activities among
distributed agents, in.a coherent manner. In particular, we will analyse the problem
solving activities related to the field of Design and Planning, and especially those

dealing with the issues of development control.

Here we define development control as "a system whereby the City Council
exercise the right to approve or refuse applications for permission to carry out
development on a site" (Jay, 1962, p. 18). The problem solving environment in
development control can be described as being distributive and cooperative. It is
distributive because expertise and relevant knowledge are assumed to be held
amongst a wide range of participants. Each participant is considered as an
individual expert. However, these experts need to interact and cooperate to solve

the problem.

One of the main tasks of the computer system therefore is to manage the
cooperation among the experts, each with differing opinions and viewpoints, so
that decisions can be synthesised and integrated as a whole. The problem is
exemplified by the eratic hyper-development which has caused a strain in the
resources of the City Council responsible for managing development control. We

will analyse the problem faced by Malaysia's second largest city, Johor Bahru, as a

case study for the thesis.

To help us better understand the issues, we will look at two main fields, namely
project management and Distributed Artificial Intelligence (DAI). The attraction of

project management is the way in which the output of different experts are divided,



distributed, and coordinated within a constraint such as time and budget. DAI on
the other hand, deals with the issues of distribution and cooperation of experts in

computer systems, two characteristics of problem solving in development control.

We believe that an enquiry into the muti-displinary nature of problem solving and
decision making in development control, can give us leads into the fundamental
questions of cooperative decision making and guide us in developing generic
computing systems in the near future.

1.1 Problem Identification

1.1.1 Problems in Development Control

The first task of the thesis is to identify the problems related to development control
in Johor Bahru. Situated in one of the fastest growing economic regions, it is
experiencing all the symptoms of uncontrolled growth, similar to those experienced
by the post-industrial cities of Europe and North America during the industrial
revolution. Behind the facade Johor Bahru's booming urban conglomeration, lies
tell-tale evidence of urban decadence, cronic congestion spurred by haphazard and
often chaotic development. As a result, the city for example, has become a less and
less attractive as a place to live; its citizens have become increasingly estranged from
the city, and a large number of its inhabitants have already resorted to the suburbs

to live.

While the current issues in European and North American cities are regeneration
and redevelopment to overcome urban blight, those of Johor Bahru are often related
to hyper-development. However, it is fair to conclude that the common
denominator in both cases is one and the same, i.e. related to the issue of
management and control. In Europe. the problem is how to make best use of
existing resources to manage and revive the past glories of these cities. Johor
Bahru's problem on the other hand, relates to the issues of managing and

controlling the fast pace of intervention in the form of new development.

There are two critical issues related to development control in Johor Bahru, namely
delay and uncertainty. Approval for development proposals, can only be
formulated when all the different technical departments have been consulted and
cooperated in the decision making process. Decision making here can been defined
as "an act of choice which generates commitment to a specific action" (Levin.

1972). However, the process of consultation and cooperation is often fraught with
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unreasonable delays due to the complexity and the lack of proper dissemination
procedures and requirements. The consequences of this situation can be explicitly
illustrated in the practice of client having to appoint 'file-chasers' to follow up on
the progress of a submission. Eventhough there is a 'charter' to ensure that
applications will be processed within a three months period, the lack of
enforcement and adequate consultation procedure has resulted in the 'file-chasers'

physically fowarding the client's casefiles from one technical department to the
next.

The discretionary and overlapping nature of the control systems, have made
decision making one of the most prominent issues. The unavailability of a clear
blueprint as a guiding principle for development has created the discretionary
situation. Decisions are being made by different people and committees, and at
different levels and stages; a reflection of the ineffeciency of existing hierarchical
organisation structure practiced in the City Council. Development control decisions.
are seen almost entirely from the viewpoint of control-officers, and councillors, and
little effort is being made to understand the client's (applicants) requirements.
References used as a basis for interpretation in control. provides avenues for
conflicting judgements. Consequently, the process can be as uncertain as the

outcome.

There is also no attempt to make this decision making process more transparent. It
is clear that much of the frustration for all parties, stems from the lack of
communication, especially the failure to engage the client in the process at the 'right
level and at the right time'. Similarly, trust and cooperation are also lacking and
needs to be built up on both sides. Since the process can be costly to both the client
and City Council, the need to reduce these uncertainties, and therefore ‘cost’ due to

the length of time taken to make decisions have become paramount.

If the development of JB is to be more disciplined, the process by which civic
society and those directly involved in the development can participate and are
informed, will have to be institutionalised. Therefore given the organisational
ecology, the complexity of the development processes, and the issues involved, it
would appear that the development of Johor Bahru, have to be addressed through

dialogue and cooperation among the diverse actors in the city.



1.1.2 Urban Problems and Computers in Group
Cooperation and Decision Making

Having outlined the issues and problems, the second task of the thesis is to study
how computers can be used as a tool to manage development control. In particular
how computers can be utilised to help manage dialogue. participation and

cooperation in decision making. Participation and cooperation is important to build
trust, and ownership.

There are two main issues related to the problem solving and decision making
process in development control. Firstly, the problems can be classified under the
wider and more general class of design (Cross, 1984), and is characterised by
being ill-defined (Archer, 1979), ill-structured (Simon. 1973) and wicked (Rittel
and Webber, 1973). Secondly, solving the problems requires a multi-disciplinary
approach (Page, 1972; Rittel and Webber, 1973). The diversity of problems clearly
requires the problem solver to seek multi-solutions and goals, as opposed to a
single objective. Consequently, solving the problem in this environment, demands
a dual approach. Solving structured and routine problems, such as the calculation of
the plot-ratio requirement for a development, requires quantifiable solutions such as
the use of formulae. Ill-structured and wicked problems such as those related to the

aesthetics on the other hand, requires judgement and innovative solutions.

The need for a social and multi-disciplinary approach to problem solving both from
within the Johor Bahru City Council (JBCC) and from outside participants, has
added a new dimension to the problem. The formulation of a final decision can only
be achieved through the act of cooperation, negotiation, and mutual-adjustment
among the participants. Moreover each participant have their own, often conflicting
objectives (Couch, 1990). However these participants, classified here as expert
problem solvers such as the architects, and planners, always consider the problem
solving as an individual creative process, and usually do not want their private

design space to be 'invaded' (Page, 1972). This has led to three critical problems,

namely,

i. how to ensure that the individual experts can operate
independently, but coherently with other participants within a
group or team.

ii. how to ensure that the result of the output i.e the decisions, can

be integrated into a complete whole.



iii. how to ensure that the decision can be made within a certain
constraints, such as time (to solve the problems of delays).

In computer studies, a new sub-field of Artificial Intelligence called Distributed
Artificial Intelligence (DAI) has been researched, with the objective of distributing
problems and integrating solutions in a network. Of interest to us is that DAI treats
each problem solvers called agents, as individuals, but also views them collectively
as a society (Gasser, 1991; Hayes-Roth, 1981; Huhns, 1987). Agents cooperate
and communicate to achieve their own goals, as well as the goal of the society as a
whole (Gasser, 1991; Hayes-Roth, 1981; Huhns, 1987, Werner, 1989).

1.1.3 History of DAI Problems

Until recently, computer systems have been developed conventionally to support
peoples individual and isolated work (Greenberg, 1991). Computer systems have
been built for, and used by people to pursue their own isolated tasks. This approach
has been proven insufficient due to the inevitable presence of a number of agents in
the real world (Decker, 1987, Gasser and Huhns, 1989, Smith and Davis, 1981).
Moreover there is an increasing realisation that agents need to share goals and
understanding when solving problems, (Malone and Crowston, 1994), and that
many classes of problems cannot be solved in isolation (Chaib-Draa and Moulin,
1992).

Cooperation among the specialised expert agents to solve the problem as a whole, is
therefore, essential. Here, each of the agents, such as an architect or engineer, is
characterised as having a distinct and related expert knowledge to make assessments
and solve a part of development control problem. Agents cooperate for three
reasons; firstly no one individual or group has all the knowledge and resources to
solve the whole problem independently; secondly, the necessity of meeting
constraints, and thirdly, the existence of many interdependencies involved in the
execution of the decision making.

The problems cannot be solved by individual groups working independently
because they do not possess the necessary expertise, resources or information.
Moreover, because of the complex nature of the problem, the different expertise and
resources each group has, needs to be harnessed, and combined to solve the
problem. For instance, in development control, the planning department will need
to consult and cooperate with the engineering department to solve the city's traffic



problem. Consultation is vital to find out if a proposal by a client to increase the
plot-ratio of a development, will burden the traffic load coming to the city.

Constraints exist when the solution being developed by an agent or group must
satisfy certain conditions to be deemed successful. In Johor Bahru for instance,
one constraint put on the Council is that the formulation of decisions must be
completed within a three month period. If individual groups acted in isolation and
merely tried to optimise their local group performances, then such constraints are

unlikely to be satisfied. Only through coordinated actions will acceptable solutions
and decisions be developed.

Interdependence occurs when activities undertaken by individual groups are inter-
related, i.e. the local decisions made by an expert agent or group, have an impact on
the decisions of other team agents. Refering to the example above once more, the
planning department's consideration for an application to increase the plot ratio for a
development, is usually conditional (and dependent) on the traffic department's
expert opinions. This is because the increase in plot ratio will contribute to an
increase number of car parking space and therefore traffic on the site.

One of the most fundamental issues when developing a multi-agent DAI systems,
is how do we ensure that the team of agents act in a coherent manner. More
importantly, how should the agents behave, during the act of cooperation. Previous
theoretical models have not satisfactorily address this issue, and these models
assume that all agents 'willingly' cooperate to solve a problem, and that all
cooperation will be successful. How do we for example, ensure that all technical
department experts are commited to execute the cooperative act? What happen for
example, if something goes wrong such as, if a cooperation is not successful? How
should the experts react when one of its team members decides to pull-out of the
cooperative action, half-way into the process? Or, how should an agent react, when
after making a commitment to cooperate, finds that it needs more time to solve the
problem because 6f unforseen circumstances beyond its control?

The comparative ease with which such an incoherency occurs can be attributed
partly to the fact that agents may not posses sufficient knowledge of the cooperative
problem solving process to operate in a dynamic and complex problem solving
environment which is characteristic of development control.



1.2 Research Objectives

There are at least four disciplines contributing to the thesis, namely planning and
architectural design, computer science, and project management. This inter-
disciplinary nature of the problems demands a fairly full understanding of the
various discipline involved, on which the theoretical framework for the design of a

management system for development control system will be fowarded. In this

context the research aims to achieve the following :

11.

1il.

1v.

To device a system whereby all matters related to development
control can be made available and can be accessed by the

participants of the city, solving the problem of uncertainty.

To develop a system that will allow and encourage participatory
and cooperative decision making by providing a medium
(channel) through which the process of negotiation, trade-off,

and mutual adjustment are facilitated, creating transparency.

To design a model that provides a framework which allows the
creativity of self-interested expert problem solvers to operate
independently, but co-operate coherently with the others as a

team.

To develop an explicit model of cooperative problem solving on
which the behaviour, roles, and responsibilities of agents could
be based. This model should not only prescribe how agents
should behave when everything is progressing as planned, but

also deals with cases in which something goes wrong.

Provide a prototype system to distibute, monitor, and integrate
the various consultation processes ensuring that the cooperative
act will be executed within the time constraints, hence solving

the problem of delay.



1.3 Organisation of the Thesis

The remainder of the thesis will consist of eight chapters organised in the following
sequence. In Chapter 2, we look at the theory behind urban planning, design. and
management. To help us understand the multi-dimensional and complex nature of
the urban environment, we will analyse the views of a city, as being promoted by
the Systems Theory. The attraction of the theory as a medium for identifving a
conceptual framework, lies in the basic premise that a system is an organised or
complex whole - an assemblage or combination of things or parts forming a unitary

whole, which is greater than the sums of its parts.

Using this theory, we consider the application for development made by the client
as an attempt to 'disturb’ the systems' balance. The function of City Councils as
managers of the systems then, is to ensure that these 'disturbances’ are in

accordance with the plans and objectives of the systems by using controls and
feedback studies.

To aid the the managers in decision making, we analyse how model can be used to
provide a holistic view about the systems to be managed. Most importantly, we
study how the model can act as a focal point for all activities, discussion, debate,
experiment, analysis, and innovation which can go into the exploration, and
management of the city. We then discuss the merits of current development of
computer-based urban models, to see if the promises and potentials of such models

has been harnessed.

To continue our enquiry, Chapter 3 looks at how the different parts of the systems,
namely the participants, can be integrated. Here, we classify the participants into
three major components, namely the managing system, the operating system, and
the client system. Since managing this environment requires the contribution and
cooperation from these independent components, it is vital to ensure that firstly, the
cooperation can proceed in a coherent manner, and secondly, the objectives of the

cooperation process can be achieved within the time constraints.

For ideas and guidance, we look at the way the construction industry handles its
problems. The attraction of looking at this industry is the similarities of the
problems to be solved. Firstly, it is multi-disciplinary, and secondly, it 1s
concerned with the problems of control and coordination of the various disciplines.

In particular we analyse



1. the way in which the different experts within the industry
interact to solve the overall problem,

2. the manner in which the workload is distributed among the
experts, and

3. how the execution of tasks of individual experts are monitored

and integrated, while ensuring that they are completed on time.

This lead us to the two main contributions of the industry, firstly project
management and secondly, the use of contracts to enforce commitments. In project
management, we look at the project culture in organisation and how the project
concept can be used to response to change, a characteristics of the urban
environment. In particular we will study the role of the project manager in a team,
and the tools that it uses such as planning and schedules to control projects. We

also study the way conflicts are being resolved among the members of the project
team.

The second contribution is to study how the project team's commitments and
objectives are being achieved within a certain constraints such as time, using a
contract. Since a contract also sets out the roles, and responsiblities of those
signing to it, it can be used to ensure the coherent group behaviour of team
members. Moreover, since time is of the essence, the penalty that a contract
imposes for those beaking it, can be used to ensure (enforce) that the commitments
of those signing it, are being honoured.

Chapter 4 and 5 are inter-connected, and look at how the process of development
control is practiced in Johor Bahru. We start with Chapter 4 which examines the
history of development control in Malaysia. The country's policy to redistribute
wealth, the political and hierarchy in decision making, and criticism of current
system will also be analysed. We briefly outline the pros and cons of public
participation and how (and if) it can be implemented in 'young' democracy like
Malaysia.

Before a closer look at the outcome of empirical study in the next chapter, we report
on the practise of development control in Johor Bahru. This includes identifying the
organisational structure and decision making process in the City Council. Our
enquiries also identify specific issues such as the path of casefiles, and the
personnel involved in the decision making process. In particular, we want to find



out how decisions are being executed and delegated, and the references used by
caseworkers in formulating decisions.

Chapter 5 sets out the outcome of the empirical study consisting of surveys and
interviews done by the author. The objective of the empirical study is to identify
the issues, problems, knowledge, tasks, and people's relationships, among others,
that will give the author a better understanding of the 'elements' that need to be

considered in designing a management system for development control at Johor
Bahru.

Before outlining a framework for a management system, Chapter 6 turns to the field
of computer science for the final reference. In particular, we analyse the ways
computer science deals with the issues related to distributive and cooperative
decision making, the two characteristics of development control problems as
outlined in the preceeding chapters. Defined as Distributed Artificial Intelligence
(DAI), it attempts to construct systems of intelligent entities, that interact with one
another. These entities, called agents, are viewed collectively as a society. If the
main aim of project management in Chapter 3 is to achieve project integration, DAI
is concerned with studying a broad range of issues related to the distribution and
coordination of knowledge, and the actions of these agents. Agents collaborate and
communicate for their own self-interest, and the interest of the team. The spectrum
of the communication methodlogies used by agents, in particular blackboard
systems, are also described.

Another important enquiry in this chapter is the study of the impact of culture on the
design of groupware. Here we have defined groupware as a technology that helps
people to work in teams across functional and geographical boundaries, and to
make decisions, communicate, collaborate and co-operate more efficiently and
effectively. For far too long, research in this area, makes the assumptions that
groupware will democratise the process of decision making in groups, regardless of
the groups' cultural background. The advantage of this 'individualistic' view of
cooperation, is that every member is being treated as equal, allowing ideas to flow
freely. Goupware also encourages open criticism and open conflict resolution.

In a ‘collectivist' society like Malaysia however, these actions are seen as a 'threat'
to a group's or organisation's 'well-being’, where respect for one's position is
paramount. Moreover group coherence and achieving collective goals is more
important than any individuals. Decision making by consensus, usually 'behind
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closed doors', is a high priority. We end with some suggestions on including
cultural aspects in the design of our prototype.

As a companion to Chapter 8. Chapter 7, identify and specify among others. the
requirements, mechanisms and specifications for the design of a computer-based
management system for development control in Johor Bahru. An important enquiry
in this chapter is the concept of designing multi-agent plans using assumption. To
speed up the process of plan design, agents make assumptions about the beliefs of
other team agents. As a result, it reduces the need for constant communication
among agents. Assumptions however, need to be confirmed or negated. Based on
the negotiations among the agents, the plans are made more concrete. Hence, we
find the traditional model to be unsuitable for environments which require agents to

constantly cooperate and communicate iteratively, such as in development control.

Chapter 8 develops a prototype system based on the framework suggested in the
previous chapters. It focuses on the technical aspect of the implementation and
intends to demonstrate that the theoretical propositions made in earlier chapters are

practically attainable.

Finally, in the concluding chapter, we present a review of what we have been
through in the thesis. It ends with a discussion on the limitations of the prototype
systems and a proposal of directions for future research. The technical terminology,
surveys and interviews, the roles and responsibilities of agents using the contract

model, and the source program, among others, follows in the appendices.
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Chapter 2

Systems Theory and Urban Models

2.1 Introduction

Computer application for urban planning, urban design, and urban management
involves a distinctly rich hybrid of geometric, geographic, and annotative
information. The multi-dimensional and multi-disciplinary nature of the urban
problems, contributed to this blending, often based on the integration of planning
GIS, architectural CAD, and general Management respectively. More recently, the
use of Interactive Multimedia and Collaborative Support Systems has been
introduced of these model-based computer systems. One of the reason for the
attraction to these rich dataset systems, has been the ease with which different

hypotheses can be tested experimentally using simulation.

In the past, applications of this technology have been almost entirely limited to
individual and small scale development. However with new hardware and software
technology becoming available, the scale of these endeavours has grown as 1s seen
in the Abacus 'walk-thru' model of Glasgow (Maver 1987) and many other urban
scale models of cities such as Osaka and Yokohama (Sasada, 1986), medieval
Genoa (Dicconetti, 1991), Kuala Lumpur (Ismail, 1992) and Los Angeles (Liggett
and Jepson, 1995).

The aim of all these models was to develop comprehensive datasets for the urban
environment, incorporated in a single system, all the myriad pieces of information
about land and its uses and about people and their activities, that are generated by
the operations of urban planning. design and management. Objectively, by
providing all the relevant information in one integrated system, the process of
problem solving and decision making related to this endevour will be enhanced.
However, this ambition for 'comprehensiveness' has now been moderated and we
find that most of the uses for these model-based systems, are in the area of visual
simulation, which concentrated on the creation of 3-Dimensional animation and

photorealistic images of the built form.



This chapter will look at the theory behind urban planning, design and management
and analyse how model-based computer systems for the urban environment, can be
used as a common denominator to augment the decision making process between
those involved in the management of the city and those who want to 'disturb' the
balance of the city through development proposals. In particular, we will argue for
an adoption of a more concrete approach towards the development of model-based
computer systems as being promoted by Systems Theory. Only then can we

harness the true potential of these systems as envisioned.

2.1 The Systems Perspective, Urban Theories and Urban
Management

" A city 1s a live structure, not a dead one.....it is a loose assemblage
or aggregate of components, which is all the time being added to,
and changed" (Alexander, 1963, pp.85)

One of the most interesting concepts to echoe Alexander's definition of a city was
promoted by the biologist Von Bertalanffy (1967). He noticed similarities in the
way that living organisms interacted with and controlled their environments. At the
same time, similar patterns were observed by Gestalt psychologists! in the way the

human mind organised sensory data (Atkinson, 1983).

There are now many general applications of this concept which encompass
organisation, (Kast and Rosenzweig 1981, Argyris, 1959), construction
management (Morris, 1987), psychology (Singleton, 1981), engineering (Gosling,
1963) and architecture (Handler, 1970). The attraction of systems theory as a
medium for identifying a conceptual framework, lies in the basic premise that a

system is

an organised or complex whole - an assemblage or combination of
things or parts forming a unitary whole, which is greater than the
sum of the parts.

The systems approach achieves its potency by going back to fundamentals. It looks
at a system as an assemblege of goals, people, things, information, or other

components grouped together according to a particular systems 'objective’. Thus

I A movement in psychology founded in Germany in 1912. Formed in response to previous
theories of perception which tended to analyse perception and experience by breaking them down
into their constitucnt parts, gestalt psychology was an attempt to explain human perceptions in
terms of gestaldts; it aimed to show how the mind can perceive organised wholes by understanding
rclations between otherwise unconnected physical stimuli, a commonly given example being that
of the itlusions of the moving picture created from a series of 'stills' (Oxford Dictionary, 1995).

13



for example, one has a road system, an air-conditioning system, or a weather
system. A system may be logically broken down into a number of sub-systems,
that is assemblages of goals, people, things, informatioh, or organisations required
to achieve a systems sub-objectives, like the switching, building, drainage, or
subscriber subsystem in a telephone system. Thus a hierarchy of, for example goals
and sub-goals is formed, each goal being the defining objective of a system or
subsystem. Subsets of these subsets may then be identified- cables, poles, and so

on. Properly organised and managed, the overall system acts in a way that is greater
than the sum of its parts.

In architecure, this concept of hierarchical sub-division, is explicitly illustrated by
Simon (1973) when he observes that the process of architectural design is
essentially one of hierarchical decomposition. ‘

"The whole design, then, begins to acquire structure by being
decomposed into various problems of components design” (p.154)

This attention to primary objectives and dealing with the system as a whole, are the
first two principal features of the systems approach. The third is that the
subsystems and their interrelationships should be so designed that that the sub-
systems work towards the main system goal as effectively as possible (Jenkins,
1972). Ackoff (1969), stressing the contribution of these inter-relationships of the
parts of the system has defined it as:

"...any entity, conceptual or physical, which consists of
interdependent parts. Each of a system's elements 1s connected to
every other element, directly or indirectly, and no sub-set of
elements is unrelated to any other sub-set" (p.12)

Another example of this concept of sub-division and the relationships and
interactions of each with the whole was clearly demonstrated in psychology, when
Singleton (1981) concluded that:

v ...an investigator will understand things better if he takes them
apart either physically of conceptually. He analyses what happens,
reduces a great variety of objects or phenomena to the smallest
possible number of universal components or elements, and
constructs explanations in terms of the combinations and interactions

of theses elements” (pp.11)

Particular attention is given to the boundaries of the system and the sub-systems.
Infact, concern with boundary definition and boundary management is the fourth
strand of the systems approach. Management of the boundary is important for the
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system to adapt to changes in this environment. Systems of this type are known as

open systems. Morris (1988) made an observation that :
" open system are 'open' to the effect of their environments ....there
is a constant energy and information exchange between the system
and its environment; ....Closed systems operate in almost exactly
the opposite manner” (p. 17)

A fifth feature is that attention is given to optimising the system's coordination and
control. This follows from the emphasis on boundary definitions, for the amount
and type of co-ordination and control in a system is a function of its subsystem
definitions (Morris, 1974). In organisation management, for example, the

significance of control, has been identified by Machin (1983) when he defines it as:

"..the process by which managers assure that resources are obtained
and used effectively and efficiently in the accomplishment of the
organisation's objectives" (p.23)

2.1.1 Attraction of Systems Theory in Urban Development

Critics like Chris Alexander (1977), have always argued for a greater systemisation
of the planning and design process; their premise is that things have simply become
too complex for traditional methods. In the past for example, construction
techniques were largely determined by the materials employed, and given the
relatively narrow choice of available materials within a particular culture, techniques
remained traditional. Intuition, 1n the context of this tradition, seemed a sufficient

guide for innovative elaboration upon established methods (Ferguson, 1975).

In contrast, contemporary problems related to urban development are of a wholly
different order of complexity. As observed by Moore (1970), there is now for
example, a significant change both in terms of scale and scope of projects. Todays
large-scale urban development encompasses more of an economic, social and
political nature that was not encountered in the building of earlier physical

structures.

While interest in systems is stimulated by the obvious need and desire to improve
planning and design decisions, systems thinking 1s attractive now that there has
been an increase in requirement to justify decisions once they have been made.
Unlike previous periods, clients today are likely to be corporate bodies, a
community, or groups having diverse objectives and interests in a particular urban
development. Explanation and justification to the various participants in the
development process in terms of the 'rationality' involved are very much in order.

The demand for transparency in judgement and accountability in decision making is
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paramount.

Moreover, a city is a dynamic system and therefore changes over time. Conditions.
constraints, and objectives are always in flux. In contrast, its been proposed that
cities requires some form of 'stability’ in order for it to continue living (Chadwick,
1972). One way of achieving stability, is by being able to adapt and be responsive
to these environemnt. As observed earlier, a system adapts by being open to the
events and occurances outside its environment, and it uses control to regulate and
manage the disturbances that these events might pose.

Arguably, the attraction of systems theory, is the ‘consciously articulated approach’
(Jones, 1963) it offers to those involved with urban development; participants as
well as managers. Ferguson (1975) sums up the appropriateness of systems theory

by making the following conclusion.

" The systems approach is an attitude of mind in facing complexity;
it reflects a search for the inter-relatedness of things in any
problematic situation. As a planning and design tool, it means
approaching the city as a very complex whole within which many
elements act inter-dependently. The premise is that the city has a
certain synergistic quality, that it is, in fact, more than the sum of its

parts" (pp.14)

2.1.2 Urban Design and Urban Management
2.1.2.1 Urban Design

It is often said that the urban design disciplines lies between architecture and urban

planning. The RIBA's has defined urban design as:

. an integral part of the process of city and development
planning. It is primarily and essentially three-dimensional design but
must also deal with the non-visual aspects of environment...Its
major characteristic are the arrangement of the physical objects and
human activities which make up the environment" (quoted in
Gosling & Maitland, 1984, p.7)

Urban design therefore comes under the wider and more general class of design
(Cross, 1984). Here we can define design as a process of intervention on the (built)
environment, and an urban designer in short is 'solving a problem' that exist within

the environment. These design problems are characterised by being ill-defined
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(Archer, 1979), ill-structured (Simon, 1973), and 'wicked? ' (Rittel and Webber,
1973). The problems to be solved are either quantifiable variables, for example,
calculating the car parking requirement for a building, or it may be qualitative,
especially when dealing with aesthetic aspects.

Consequently, the existance of the various sub-systems requires a multi-
disciplinary approach to problem solving (Rittel and Webber, 1973; Page, 1972).
The diversity of problems that the environment poses, clearly requires the problem
solver in this domain to seek multiple solutions and goals, as opposed to a single

objective.

project plans...
physical plans...
financila plans... PRESSURES

corporate plans... (turbulance..competition...urgency)

arrangements for
MAKING

joint planning....
exploring values....
uncertainties investi gati ng....

arrangements for nfusion
POLICIES — At HTES STR ) PROGRESS
vacillation s
uncertainties /' deciding.....
inconsistency negotiating....
intervening....
arrangemen
MAKING
DECISIONS
operational decisions... PRESSURES

managerial decisions... (--complexity...conflict....overload)

resource decisions....
entrepreneurial
decisions....

Figure 2-1 - Planning: A View of Realities
(after Friend and Hickling, 1987)

A problem is generated by the desire to transform one state of affairs into another,
for example, trying to transform a slum area into one of safe and sound physical

2 The best way to explain 'wicked' problems is to look at its opposite, which is 'tame' problems.
Unlike planning problems, Rittel and Webber (1973), argues that problems in science and
engineering have to be ‘tamed' before they are amenable to the conventional problem solving
process. In particular, they have clear goals, and clear criteria for testing their solution. Wicked
problems, in contrast, have neither of these clarifying traits.
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structure. To accomplish this a designer might use a number of means, such as
rehabilitation and reconstruction, etc. singly or in combination. These of course are
the alternatives or options available.

To find out which alternative is prefered, an urban designer refers to a criterion or
some 'mix of criteria’ which can be used as a yardstick for evaluating the various
alternatives, for example, the use of past objectives, or projects. However in trying
to solve a problem, designers have to try to deal with elements which they do not
have control over, called constraints which might include for example, the

minimum requirement, maximum plot-ratio allowed, or even budgetary constraints.

2.1.2.2 Urban Management

The concept and definition of urban management however, is more elusive (Werna,
1995). To the World Bank (1991), urban management relates more to a business -
like-approach to government, one which might make more efficient use of its loans.
An alternative view was taken by Mattingly (1994), when he relates urban
management to the management of the activities which takes place in urban spaces,
for the purpose of increasing the quality of the area. He asserted that:

" ...a direct impact is badly needed upon the quality of urban life
everywhere, which, if it is not poor, is declining. The value of an
idea called urban management lies in its ability to arrest this decline"
(p. 201)

Arguably, the closest definition has been provided by the planning profession and
in the field of organisation management. Here planning has been defined as 'a
technique of foreseeing or guiding change' (Friend and Hickling, 1988). Kast and
Rosenzweig (1984) see organisation management as 'an act to gain influence with
or maintain control'. Since guiding change is in essence a management operation,
we can define the act of urban management to have direct correlation with the -
controlling operation of the system.

The task of this operation is the responsibility of the City Council and in our
context, this tasks refer to its responsibility in the management of urban
development . From the systems point of view, these developments 'disturb' the
stability of the systems and demand a focussed, coordinated, and comprehensive
approach by the City Council as urban managers to make sure that the goals and
objective of the systems are achieved.
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Since most of the disturbances and demands to the system come from external
sources, for example, market and technological forces, (Knight, 1995) we can
conclude that the function of the City Council is one that is reactive in nature.
However, in order to gain greater control over their destinies, the City Council must
begin taking initiatives which shape the city's futures instead of just adapting to
these demands. City Council must be more 'intentional' in their actions by giving
guidance as how the city should be designed and shaped. To some extent, the
function of the City Council, responsible for the management of the system as a
whole, must be changed from being reactive to that of proactive, providing vision

and leadership to enable the city to survive, adapt and grow foward in the face of
these influences.

2.1.3 Cybernetics, Control, and Feedback

In systems thinking, the most exciting concepts relating to this 'controlling
operation' are offered by cybernetics, defined here as 'the study of the processes of
information transfer, communication and control in very large and highly complex
systems, especially those found in living matter' (Ashby, 1956). Cybernetics tells
us that one of the goals of complex systems is to achieve homeostasis or internal
stability and this can be done in two ways. Firstly by organising the internal
relations between parts interacting with their connections; and secondly, by the
capacity to anticipate and absorb the disturbances which arise from the system's
environment in such a way as to keep the systems viable, enabling it to grow and
develop in desirable ways (Ashby, 1965; p.5). In order to perform this latter
function, the system must possess some control device through which it can sense
threatening disturbances, estimate and anticipate their effects and deal appropriately
with them (Beer, 1959).

Ashby (1956), explains to us that:

"...cybernetics offers the hope of providing effective methods for
the study and control, of systems that are intrinsically extremely
complex. It will do this by first marking out what is
achievable....and provide generalised strategies of demonstrable
value, that can be used uniformly in a variety of special cases. In
this way it offers the hope of providing the essential methods by
which to attack the ills - psychological, social, economic - which at
present are defeating us by their intrinsic complexity." (pp 5-6)
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A central idea promoted by cybernetics is that of 'feedback'. The simplest example
of control and feedback is that of a thermostat, whereby the heat source is
controlled by deviations from the prescribed temperature. The characteristics of
urban management however, is the large time-lag in the feedback systems before
changes happen (Handler, 1970). Urban development takes a long time to be
realised. The role of anticipating change through the process of continuous updating

and adpating to the changing environment, becomes crucial for a systems survival.

The general principle involved is what Ashby (1956) called 'error-controlled
regulations': the system is actuated by a control device which is supplied with

information about the actual state compared with the intended state (Figure 2-2) .
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Figure 2-2 - Error-Controlled Regulation
(After McLoughlin 1971)

Extracting from Ashby's definition, McLoughlin (1971), has identified four

common features of all control, namely;

L the systems to be controlled
- the intended state or states of the system
3. a device for measuring the actual state of the system and thus its

deviation from intended state

4. a means of supplying correcting influences to keep the system
within the limits set.
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2.1.4 Development Contol and Urban Govenance

Refering to Figure 2-2, the city is the system we wish to control, and the intended
states are expressed in the plans. Accordingly, we can define plans as 'statements
which describe how the city should evolve over a period of time' (McLoughlin,
1973). These statements are a series of diagrams, statistics, and written
explanation, that will set out a city's intended principal activities over the specific
period, ie. it shows where a city should go and how it can get there.

Two type of plans are conventinally used, namely structure plan and local plan.
Structure plan is designed to expose clearly the city's broad pattern of development
and include the transport system. Local plan, on the other hand, detail the execution

of these broad policies, providing guidance for development (Planning Advisory
Group, 1956).

The implementation of these plans, falls within the general province of control.
Here, control has been defined as:

"..that ...which provides direction in conformance to the plan, or in
other words, the maintenance of variations from system objectives
within allowable limits' (Johnson, Kast and Rosenzweig, 1963).

We measure the effectiveness and progress of the plans, by surveying the
environment, and can thus compare the actual conditions with those intended by the

plan.

Disturbance to the balance of the systems can come in the form of development
proposals submitted by the systems participants3 . These disturbances need to be
regulated, and this can be done by regulating and controlling the flow of changes
made by these proposals, through the processes of development control.
Development control can be seen as 'a system whereby the City Council in
anticipation of, or, in furtherance of a plan, exercise the right to approve or to
refuse applications for permission to carry out on land those actions that by statute
are defined as development' (Jay, 1971; p. 171). Development control in our
system, can be defined as the power to say 'yes' or 'no' to these proposals.

3 Participants here are identified as those who are directly or indirectly affected by the changes that
may happen to the system, due to the decisions made by the managers of the environemnt.
Directly, these include the applicants who interact and 'disturbs’ the_ system through their
development proposals. Indirectly, these include those who live, work, invest, or just visit the

city.
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Accordingly, a model of the city is used by the urban managers to to help decide
whether to allow or prevent such a 'disturbance’ to the system. Conventionally,
models help the manager to simulate the proposals and can act as an early-warning
device. The philosophy implies the need of a continuous feedback to the actual state
of the system to allow for a comparison based on up-to-date information.

In the work of development control, the integration of feedback has two functions:
firstly, to show the trends in the amount, type and location of new development as
well as the amount of development 'in the pipeline' by way of outstanding
consents; and secondly, to help keep track and monitor planning consents, i.e. if
and when, conditions attached to a planning consent have been complied with.

2.2 Abstraction and Modelling

"No substantial part of the universe is so simple that it can be
grasped and controlled without abstraction. Abstraction consists in
replacing the part of the universe under consideration by a model of
similar but simpler structure. Models, formal or intellectual....are
thus a central necessity of scientific procedure” (Rosenbleuth and
Weiner (1945); p.316)

In its simplest sense, a model is a ‘representation of reality' (Ferguson, 1975). One
builds models to understand or to control some aspect of reality. The model is
arrived at through the process of abstracting from reality those aspects which one
perceives as significant and useful to the tasks at hand.

Models are also utilised to augment or amplify one's experience - an aid to
imagination in a wider process of design, problem solving and decision making.
Recalling previous observation, this can be done through the process of simulation.
Simulation gives new insights into the behaviour of the system under study through
the process of experiment. In behavioural science for example, Simon (1969)
rightly highlighted this important feature, when he argues that simulation is
essential for 'generating new knowledge about how the system works and how it is
likely to work under foreseeable conditions'.

Another utilisation of the model is to act as an 'early warning device', indicating
needs for corrective actions that may lie ahead. It will enable the urban manager to
experiment with the various forms of intervention or policies which would keep the
systems in control and thus put it back on course again. Since fime is simulated in
these models, we can see the different effects of short, medium, and long-term

actions.
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We can conclude that the simulation approach in our context, can be seen as a
fundamental method for setting and testing hypotheses about the workin gs of urban

systems. Evidently, it is only appropriate to suggest that models be made to be the
technical heart for the operations of urban management.

2.2.1 Origin of Urban Modelling

" A most ambitious attempt at holism and rationality is the modelling
of large-scale systems. It is holistic because it attempts to encompass
enormous diverse phenomena, and rational because it tries to deal in

a calculating manner with almost incomprehensible complexity"
(Ferguson, 1975; p.55)

The use of urban models has its origin in the planning discipline. Harris (1966) has
defined an urban model as 'an experimental design based on a theory', thus
recognising the role of modelling in the search for a relavant understanding of urban
structure. In fact, the art of urban modelling which has evolved during the last few
decades, is part of a wider revolution in thought within the social sciences (Batty.
1976), a revolution which began in North America over 30 years ago, and which is

continuing apace today.

Increasing car ownership in the 40's and 50's in North America triggered the
development of the 'first-generation' model. This led to the growing realisation that
cities with their traditional form could not cope with the new 'mobility’, and a more
systematic planning and forecasting method was needed. Thus urban modelling

was developed as a direct response to this complexity.

Out of these problems came the first transportation studies in which planners and
engineers sought to understand and solve congestion in the late 1950's. However,
the initial transportation studies neglected many important questions concerning, for
example, land use, and it was inevitable that transport engineers should attempt to
take such questions into account by extending their scope to encompass land-use
forecasting. It was Mitchell and Rapkin (1954) that first introduced the idea for an
integrated approach to model building. Their pioneering work had convinced
engineer and planners to combine land-use matters with that of transportation

planning in their problem solving.
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The development of the ‘first-generation' urban model, also coincided with the
period when design methodologists developed a 'systematic' approach to design.
Influenced by Systems Theory, systematic design is an attempt to restructure the
design process on the basis of the new methods and techniques of problem solving,
management and operational research, which had been developed in the 1950's
(Cross, 1984). Proponents of systematic design procedures like Jones (1963)
argued that to respond to the increased complexity requires a more articulated
approach to planning and forecasting. Only then can we reduce the amount of
design error, and thus increase efficiency and reliability of the design decision
making process.

However, the systematic approach was only possible with the availability of large-
scale computer processing. Infact it is no exaggeration to state that computers have
made urban modelling possible. The observation by Lee (1973) sums up the
thinking when he wrote :

"...everything seemed interrelated. Some way of integrating it all
was needed without giving anything up...and computers and models
held out this promise" (p.25)

The introduction of computers, also changes the direction of urban theory and
modelling from 'inductive' style toward 'deductive' analyses (Batty, 1976).

2.2.2 Problems of (First-generation) Modelling

Although a great deal was learnt from the first generation urban models, the
experience was somewhat unprecedented in that several fundamental factors
affecting the whole process of modelling were only discovered after the model
construction begun. The first major problem confronted by most of these early
models involved question of size. Many of these models were so ambitious in terms
of their scale, the data required and the computer processing power needed, that
money ran out and the models were then abandon or drastically pruned. Classic
examples of such failures were the San Francisco Housing Market Model.
(Robinson, et. al, 1965). Optimism among model-builders turn to pessimism and
bitterness and after the mid-1960's, 'sharp criticism forced the movement to go
underground' (Lee, 1973).

4 Stronger grounding in a priori theory building has been largely responsible for this change but
the development of large-scale computation has also helped this trend.
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Another problem was the failure of modellers to recognised the limitations of their
models in helping to sort out 'ill-defined planning problems'. This was not helped
by the lack of concrete theories upon which thesé urban models rely, which were
sparse and often appearing arbitary and somewhat mechanistic and scientific in
structure. In fact, Batty (1976) went even further to argue that most modern
theories on urban planning grew from the fact that planners, like social scientist,

were looking for a more concrete method to put foward to society, and so looked at
science to give them direction.

According to Rittel and Webber, (1973), any search for these scientific basis for
solving urban problems is bound to fail because urban problems, as described
earlier, are 'wicked' problems. In contrast, scientific problems which they

characterise as ‘tame’, have clear goals, and clear criteria for testing their solutions.

Their view received sympathetic ears by those who criticised early 'systems
approach', which relied on exhaustive information collection followed by data
analysis and then solution synthesis of the ‘creative leap'. Ritte]l and Webber went
on to argue that ‘one cannot first understand then solve'. Like design, planning is
multi-participatory, and methods should be based 'on a model of planning as an
argumentative process in the course of which an image of the problem and the
solution emerges gradually among participants, as a product of incessant
judgement, subjected to critical argument’. They went on to propose a 'second-
generation' model based on this premise (Rittel and Webber, 1973).

However, the most fundamental flaws of these urban models, is in the attempt for
comprehensiveness. The dilemma of current modelling systems is the huge data
processing and data storage tasks that has proved to be much larger and more
complex than imagined. More crucially, the reason for failure is because it now
becomes less clear just how the data were to ‘enter' into the decision making
process, or indeed to just what decisions were relevant. After a few attempts to
construct a 'comprehensive model' the enthusiansm for such a task has been
moderated and new ways of looking at urban models were searched.

2.3 Computers, Modelling, and Decision Making

The development of urban modelling using computers has been influenced by two
major disciplines, both with different but somewhat related emphasis. The first is in
the development of Computer-Aided Design (CAD) and Visualtisation techniques in
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architectural design, and the secondly, in the advancement of Urban Information
Systems (UIS) as a tool for doing spatial analysis in planning.

Tried and tested Computer-Aided Architecture Design (CAAD) tools are already
being utilised by the architecure profession to create three-dimensional building
models to generate visualisation. Their purpose is either to acquire design
feedbacks, assist design communication, convince third parties of the value of the
proposed building, or present difficult to achieve views of existing building. Less

often, such models are also used to generate construction drawings, and to provide
schedules for Bill of Quantities.

Planners on the other hand, have for many years utilised Geographic Information
Systems (GIS) as a two-dimensional visualisation tool for understanding

complexity and spatial relationships required for decision making, (McCollough,
1995).

2.3.1 Architectural CAD and 3-Dimensional Modelling

The work of Negroponte and his team at MIT to build URBAN 5 in the late 1960's,
was one of the earliest attempts to apply CAD techniques to urban models. Infact
his Architecture Machine Group was formed when the concept of cybernatics in
urban design, particularly the idea of feedback, was being rigorously promoted.
With the specific purpose of harnessing the computer power to create and
investigate a new man-machine dialogue, the groups research was concentrated on
three parallel developments: technical improvements to the man-machine interface
especially graphics, which enhanced a designers's skills; user-friendly techniques
and aids which helped non-designer to become their own ‘architects’; and
personalised, 'intelligent' environments or 'soft architecture machines’, which
would respond to ‘occupants' individual whims and environmental needs

(Negroponte, 1970).

Parallel development to use computer based systems to ‘democratise’ urban design
by encouraging 'dialogue’ among participants, was also attempted by Kamnitzer
and his colleagues at UCLA, with the building of CITY-SCAPE. Dubbed ‘an urban
flight simulator' it was initially built for the purpose of pilot training and for the
simulation of space-craft manoeuvres. Similar to Negroponte, Kamnitzer envisages
that this new interactivity, will encourage active participation in the planning

process. He wrote:
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"Within this decade we should see the wide-scale implementation of
various graphics systems for urban researchers and decision
makers.... There is a pronounced trend in the direction of interactive
computer graphics systems which permit on-line planning and
design activities in a participatory decision environment. Such
systems permit the juxtaposition of many different data displays to
aid the decision-making process. Other computer graphics systems
would permit the experiencing of alternative future environment in
three dimensions and their immediate modification by user
feedback” Kamnitzer (1972, p.298)

A more sophisticated 'visual-based' system of this kind was developed by
Greenberg (1974), Sasada (1986) and Maver (1988). In these systems, 3-
Dimensional models of the city was built on the foundation of 2-D maps recording
land parcels, roads, and other features of the ground surface (Maver, 1988). Apart
from the 'surrogate walks' that a user can simulate, the system allows for
experimentation on the proposed disturbances to be done on the environment
(model) where hypothetical solutions to urban problems are tested before
implementation. Users for the first time can simulate WHAT-IF scenarios of these
intervention.

However, the 'obsession' with animation and visualisation, has somewhat
'distracted’ the role and development of CAD in urban modelling. Development
was focussed on the three-dimensional form of the city, at the scale of the urban
block, street or locality. Aspects like land-use, plot-ratio, and traffic impact studies
are just as important and will only enhance the systems' capability to provide the
information required, for example, for urban management strategies (Grant, 1991).

Recognising these limitations, researchers then attempted to combine 'analytical’
capabilities by integrating 'alphanumeric data' together in different ways to create a
rich multi-dimensional systems. The idea of an Integrated Urban Computer Models
(Grant, 1991), which was able to combine the visual and dynamic view of the city,
with the capabilites that enable valid quantitative evaluation of the models, was a
natural progression. Computer systems used by the planning profession, generally
known as Urban Information Systems, seems to provide this promise.

2.3.2 Planning and Urban Information System

An Urban Information System (UIS) has been defined as ‘a formalised computer-
based system capable of integrating data from various sources to provide the
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information necessary for effective decision making in urban planning' (Kim, et. al.
1990). Basically, the role of information in these systems has been based on the
purpose of gathering, processing, and organising the data to help understand the
environment where the complex planning activities take place. The argument is that,
better understanding of the environment through the use of information, facilitates

better planning.

2.3.2.1 Nature of Urban Information System

Han and Kim (1990) have classified Urban Information System into three basic
categories, according to the functions and technologies involved. As illustrated in
Figure: 2, these include Data-Based Management System (DBMS), Geographic
Information Systems (GIS), and Decision Support Systems (DSS).

UIS Type Inputs Processes Outputs
DBMS Raw data Organising, and Process data and
modifying data and customised report

simple statistics

GIS Point, line, and Organising and Composite overlay,
area data modifying data, geo- graphic display of
metric manipulation of | spatial data, customised
data (cartographic reports
modelling)
DSS Raw and pro- Data analysis, Information such as
cessed data and | operations research, optimal values and
models and modelling other | other inputs to difficult
modelling decisions.

Figure 2-3 - Characteristics of the Three Types of UIS
(after, Han and Kim, 1990)

Database Management Systems (DBMS) have been primarily concerned with data
storage, processing, and retrieval. In planning, the major purpose of DBMS is to
make data readily available to the planners in an orderly, efficient, and effective
way. One major function of DBMS, is to computerise routine tasks of planners to
cnable fast and correct processing of data. Examples of these tasks include

organising, updating, and reporting of traffic studies and property transaction data.
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DBMS also function to serve as a basis for the other types of computer-based
systems, including GIS and DSS.

Geographic Information Systems (GIS) on the other hand, may also be thought of
as a DBMS in that the basic function of both systems is data processing. The type
of data GIS deals with, however, is unique, since its provides data manipulation
functions for the various types of 'spatial analysis'. Therefore, a more precise
description of the relationship between GIS and DBMS may be that DBMS is a part
of GIS. Infact, Raster (1978) argues that the core of GIS is a DBMS system.

Spatial analysis is a very important function of GIS. Teng (1986) explains spatial
analysis as cartographic modelling and defines it as "the process of manipulating
single or multiple sets of digital map themes". Cartographic modelling has been

explained as a computerised version of manual overlay techniques (Newell and
Theriault, 1990)

The third type is Decisison Support System (DSS), regarded as a distinctive type of
urban information system (UIS) because of its unique structures and the unique
type of problems it deals with. It may be asserted that DSS is an enhanced version
of DBMS upgraded by the addition of a model base. Infact Han and Kim (1990)
observed that the output of DBMS serves as an input of DSS .

However, the problems dealt with by DSS are generally different from those dealt
with by DBMS. DBMS is suited for structured problems which have standard
operational procedure, decision rules, and clear output format such as identifying
low income district, etc. DSS on the other hand, is intended for unstructured or
semi-structured problems, such as evaluating land development proposals, for
which DSS can be used to estimate fiscal and other impacts of a proposal,
providing quantitative support to the decision maker.

Kroeber and Watson (1987) define DSS as "an interactive system that provides the
user with easy access to decision models and data in order to support semi-
structured and unstructured decision making tasks". As with GIS, the role of
DBMS is important to building DSS, because DSS needs the input from DBMS to -

run its models.

Recently, attempts have been made to include Expert Systems capabilities in the
design of UIS to tackle the multi-dimensional aspects of urban planning. The
attractiveness of Expert Systems technology is in its ability to 'represent human
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expertise in a speciality domain in order to perform functions similar to those
normally performed by a human expert in that domain' (Goodall. 1985). These

include the incorporation of judgement, experience, rules of thumbs, and intuition
of human experts into problem solving.

2.3.3 Integrating CAD, GIS, and Simulation - A Model-
Based Urban System.

One successful attempt to integrate CAD and GIS capabilities, was the Glasgow
Model developed by Grant (1993). His proposal was to extend the usefulness of an
earlier developed model of the city (Maver, 1987), to include 'spatial analysis'
capabilities of Geographical Information Systems. Grant's 'urbanGIS' system
allows 'a virtual abstraction of the city, containing not only the spatial information
contained in the geometry, but also the ability to harness the diversity of other
existing urban databases' such as 'spatial attributable data'. According to Grant,
these capabilities are important to support the activities of planning, management,

and decision making

The work by Liggett and Jepson (1995) was a further attempt to integrate
modelling, database management and, this time, dynamic simulation. Using state-
of-the art computer graphics systems, their team at UCLA managed to combine fast
rendering within a GIS structure, permitting 'direct query of attributes of objects
displayed in interactive perspective views' (p. 292). Bragdon, et.al (1995) went
even further and argued for the addition of 'sensory' information to the simulation
environment. Apart from the CAD and GIS integration, their system will be able to

add to this environment, sound, odour, vibration and even taste.

Like Bragdon, et.al, the work by Schiffer (1995) aimed to provide additional
sensory simulation to his model, but hoped to achieve a different objective. The
distinction of his effort was that it was primarily concerned with the integration of
his earlier work on Collaborative Planning Systems (1992) and multimedia. Using
multimedia techniques, a planning participant for example, while viewing a chart
showing traffic flow and noise impact, may also see a video representing the traffic
flow and hear a digital recording of the sound. Eventually, what interest Schiffer is
not only the type of information provided, but in 'how the information is

communicated and understood’ and in 'whether the technology meaningfully
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changes group process'. Recently, the work by McCullough (1995) to incorporate
~Computer Support Collaborative Works (CSCW) techniques into these model-
based urban systems, confirms the trend to encourage more participation amongs
users of the system (city) at large. Perhaps Negroponte's (1970, 1975) and

Kamitzer's (1972) vision of an interactive participatory system will soon be
realised.

However, as previously described, the pursuit and obsession with visualisation is
still apparent in many of the current systems being developed. Moreover, while
‘many researchers concentrate on integrating the technology of 'virtual reality' by

supplementing visual with other sensory stimuli in the simulation environment
- (Bragdon et. al, 1995) the worry is that, development of urban models in the future

will be 'technology led' and the main objective of models will be secondary. What

is needed is to look back at the theory and practice of urban models and find a
“common ground upon which it can be developed as a tool to enhance the process of

planning, design, decision making, and urban management. Perhaps, only then can

we truly harness the potential of such systems.

2.3.4 Observation and Conclusion

Generally, all of the model-based urban systems descibed so far, share a common
commitment to utilising computer visualisation, spatial analysis, and more recently
CSCW and multimedia, to improve access to information, increase understanding,
and facilitate decision making. Ultimately, as noted by Grant (1993), the aim of
such development is towards the integration of the various datasets and techniques
to 'merge into one comprehensive system' where 'the sums of the parts would be
worth considerably more than the individual parts would suggest' (p.557).

However, the lesson in urban modelling is clear, for there is no magic in
comprehensiveness. Past development of similar systems has taught us that the
mere existence of a mass of data is not a sufficient reason for collecting it into a

single comprehensive information system (Simon, 1976).

In our enthusiasm to make use of the enormous power of the computer, there is a
tendency to design systems that take existing data sources as a 'starting point' and
to give the decision makers access to all the information. The question that was not
asked is whether firstly, decision makers, especially managers, either wanted or
needed such information, and secondly, whether the information that they needed
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or wanted, could infact be derived from these particular sources (Miner, 1978).

Perhaps, lessons can be learnt from Simon's (1976) obsevation on the design of
similar systems when he noted that:

" (These) systems were not designed to conserve the crticially scarce
resoures, which is the attention of managers. Therefore efforts to
design an information system for the urban environment fell into the
fallacy of thinking that 'more is better'. They took over implicitly the

assumption of past society where information rather than attention
was the scarce resource” (p. 295)

2.4 Summary

This chapter looks at the urban environment and concluded that it is one of a multi-

~dimensional and complex nature. To help us analyse the relationship of complexity,
we have to utilise systems thinking, that permits us to develop a better
understanding of the city as an assemblage or combination of parts forming a
unitary whole, which is greater than the sums of the parts.

A city is a live structure and as such is being influenced by the actions and changes
that its users might bring. Direct changes to 'disturb' the complex balance of the
system, usually come in the form of development proposals, and are initiated by the
various participants of the environment. The role of City Councils as managers of
the systems, is to make sure that these 'disturbances’ are in accordance with the
plans and objectives of the systems by using controls and feedbacks. However,
another problem face by the managers, is the enormous time-lag in the feedback
systems before changes happen.

The role of anticipating change together with the continuous process of updating
and adapting to these changes becomes crucial for a city's survival. Increasingly,
this role will include the demands that the City Council which is entrusted to govern
the systems, be more responsive to the changes, and proactive in its actions. City
Councils actions should be more 'relevant' to the problems and ‘accountable’ to the

participants.

City Councils must therefore, have a holistic view about the systems to be managed
and this is best achieved and advanced through the use of a model which can
simulate the systems behaviour. The model will act as a focal point for all activities,
discussion, debate, experiment, analysis, and innovation which can go into the
exploratibn, and management of the city's future. Evidently, we suggest that the
model be made to be the technical heart for the operation of design and management
in the City Council.
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Chapter 3

Organisation, Project Management and
the Contract

3.0 Introduction

In Chapter 2, we found that decision making relating to the development control
process, requires a multi-disciplinary approach where each discipline contributes to
a part of the solution. We used systems theory to help us develop a larger frame of
reference to coordinate and synthesise these individual contributions to form a
finished and complete whole. For the process of synthesis to succeed, individual
disciplines need to interact and cooperate during the decision making process itself.
As noted by Page (1972) , the success of decision making in this environment
‘depends upon the individual parts perceiving the same objectives and recognising

that what each of them achieves, depends upon what the others do' (p. 19).

Cooperation among the specialised disciplines is essential for three reasons; firstly
no one group (disciplines) has all the knowledge and resources to solve the whole
problem independently; secondly, the necessity of meeting constraints, and thirdly,
the existence of many interdependencies involved in the execution of the decision

making.

The problems cannot be solved by individual groups working independently
because they do not possess the necessary expertise, resources or information. This
is compounded by the problem solvers' limited capacity for rationality, a problem
termed by Simon (1964), as bounded rationality. Moreover, because of the
complex nature of the problem, the different expertise and resources each group
has, needs to be harnessed, and combined to solve the problem. For instance, in a
City Council organisation, the planning department will need to consult with the
engineering department to find out if a proposal to increase the plot-ratio of a

development, will burden the traffic load coming to the city.

Constraints exist when the solution being developed by a group must satisfy certain
conditions if it is deemed successful. For instance, decisions must be made within

certain time constraints, eg. within a three months period. If individual groups acted
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in isolation and merely tried to optimise their local group performances, then such
constraints are unlikely to be satisfied. Only through coordinated actions will
acceptable solutions and decisions be developed.

Interdependence occurs when activities undertaken by individual groups are related
because local decisions made by one group have an impact on the decisions of other
disciplines. For example, the decision by the City Council's planning department to
allow a developer to pay 'development charges' at the expense of providing an open
space at the ground floor level of the development, will affect the architecture
department's attempt to provide more public spaces in the city.

This chapter will look at how the organisation responsible for managing the urban
environment, i.e. the City Council, can be responsive to the flux in the
environment. We will study the design and role of the organisation, and the way in
which the different elements that exist in the organisation, are integrated into a
complete whole. Since managing this environment requires the contribution and
cooperation from the various disciplines, it is vital to ensure that firstly, the
cooperation can proceed in a coherent manner, and secondly, the objectives of the
cooperation process can be achieved within the time constraints.

For this, we will analyse the methods of synthesising the decision making process
of individual technical departments involved in devopment control - a process, as
we found in the last chapter, that is concerned with coordination and control.
However, the interest is larger than that, for the main aim is to do with the issues of
integration of the decision making process. Central to this, is the idea of the
contract, for we see the contract as an element that can bind together the act of
cooperation. We will argue and foward a proposal for integration based on the
concept of Management in general and utilising the principles of Project

Management in particular.

3.1 Project Management - Concepts and Definition

".....project management is a blend of art and science: the art of

g.e.:&.ing things done through and with people in formally organised
groups; and the science of handling large amounts of data to plan
and control " (Moder, 1988; p.324)

In Chapter 2, the fast and everchanging pace of the urban environment, has revised
our views on the function of the urban system, and led us to give new definitions
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on the functions and roles of the managers of the system, and eventually, the
organisation upon which the managers operate. We concluded that a greater
understanding and more intelligent response to these changes is needed. In the
world of management, change is reshaping the nature and meaning of work.
Nowhere is this more pronounced than through the projectisation of work.

Unlike the traditional management methods which are operations based and utilise
the concept of using existing systems, properties, processes, and capabilities in a
continuous, fairly repetitive ways, (Galbraith, 1973), it is fair to conclude, that
project 1is based on the concept of change. If operations are aimed at making the
best use of what exists, over and over again, projects in contrast, presuppose no
fixed tools, techniques or capabilities. Moreover, they seek to create a limited
impact through temporary and expedient means. Uniqueness of effort and results,
are the hallmarks of projects (Reiss, 1992). This point is explicitly explained by
Gilbreath (1988), when he differentiated between operations and projects.
According to him,

"Projects are the perfect response to change. They are no less than

change-responsive bundles of effort. Projects can expand, shrink,

accelerate, and slow down, change shape and direction. While

operations try to withstand the impacts of change, projects ride
along with it" (p. 322)

The argument uses the concept of states (as in physics). To manage a project is to
manage the movement from one state to another. The change can be perceived by
comparing the two states. The end state will be different from the start state and this
difference is what project managers are trying to achieve and bring about.

Originated by the need to coordinate the various activities and disciplines involved
in the weapons industry, from the idea stage through to completion in America in
the mid-50's, we can further conclude that project management is basically the act
of planning, coordinating, and controlling the process of change. In fact Palmer
(1987), defined project management as :

" a combination of the task of planning, co-ordinating and
controlling resources,.....in order to meet the objectives of the
project” (pp.563)

A similar definition has been provided by the Chartered Institue of Building (1992),
and the Royal Institute of British Architects (RIBA) (1990). Relating to the
construction industry in particular, project management has been defined as an act

which involves:
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“overall planning, control, and co-ordination of a project from
Inception to completion aimed at meeting a Client's requirements in
order that the project will be completed on time within authorised

cost and to the required quality standards" (The Chartered Institute
of Building, 1992; p.3)

Reflecting the need to coordinate the contribution of a multi-disciplinary profession,
the RIBA Handbook (1992) has aptly defined project management as an act of:

"(welding) together (a number of professional teams), to produce a
finished whole. The work of each will affect the work of others,
(and) none can suceed in isolation" (p. 330)

A reflection of this definition is best described again by Gilbreath (1988), when he
sumarises the thinking behind project management as:

"a mutual effort, using a collection of resources in an orchestrated
way to achieve a joint goal. As such projects are like 'waves' -
forces and bundles of energy moving through time" (p.326)

3.1.1 Systems Theory's Influence on Project Management

Its been said that the most 'pervasive intellectual tradition' to project management,
whether in organisation, planning, control, or other aspects, is without doubt the
systems approach (Morris, 1988, p. 16). The systems perspective has contributed
substantially to the development of project management. Firstly, the systems
emphasis on viewing a system as a whole has frequently been behind the
recognition of the need for an 'across-the-board' integrating role, that is for project
management itself (Lawrence and Lorch, 1970). Secondly, it has shown how
projects should work as successfully regulated organisations, for example, the need
for clearly defined objectives, the recognition that projects are organisations in
constant change, and the need to define and manage major components
(subsystems) and their interfaces.!

Thirdly, the dynamic control needs of projects are now better understood - the
importance of feedback, the progressive development of information and multi-level
project control, and fourthly, the widespread use of systems techniques, such as
systems analysis, systems engineering, work breakdown structure, and simulation

| Interface in this instant, can be defined as a point where interaction occurs between two systems
(Morris, 1988)
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models (Cleland and King, 1972). We will explore further some of these
techniques in section 3.3.

3.2 Interdependency and Integration

Objectively, we have concluded that one of the main aims of utilising project
management techniques is to achieve integration. Project integration consists of
ensuring that the pieces of the project come together as a 'whole' at the right time
and that the project functions as an integrated unit according to plan
(Struckenbruck, 1974, and 1988).

In development control process, two types of integrating tasks are demanded to
form a whole (Walker, 1984). Firstly, the integration of the different people
(disciplines) involved with execution of specific tasks (eg. the decision making and
processing application), and secondly, the need for integration between the output
of the tasks. Integration in both cases is paramount, because of the existence of

interdependency

The activities of these different departments (groups), creates what Kerzner (1984)
identified as certain ‘'technical, organisational, and environmental’
interdependencies. These interdependencies may be almost accidental or may be
deliberately organised. Moreover, integration becomes important when the degree

of organisational interdepence becomes significant.

Research by Morris (1975), which is applicable to the process of development

control, has shown that tighter organisational integration is necessary when:

a) the goals and objectives of an enterprise bring a need for
different groups to work together.

b) the environment is complex and rapidly changing

c) the technology is uncertain or complex

d) the enterprise is changing quickly

e) the enterprise is organisationally complex

3.2.1 Methods of Integration

Choosing the degree of integration, what Morris (1988) termd as the 'amount of
pulling together', calls for considerable judgement. Thomson (1967) in his classic
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book "Organisation in Action", observed that there are three kinds of
interdependencies, each requiring its own type of integration.

1. the simplest, pooled only requires that people obey certain rules
and standards.

2. the second form, sequential, requires that interdependencies be
scheduled.

3. Reciprocal interdependence, the most complex kind, requires
mutual adjustment between parties (Figure: 3-1).

A B C

1. Pooled Interdependence

* Participants pool resources, etc.
eg. membership of a club
*Coordination by standards, rules

2. Sequential Interdependence
* Participants follow each other
sequentially

* Coordination by schedule

3. Reciprocal Interdependence

* Participants Interact

* Coordination by committee or
others such as liaison devise, ie. by
mutual adjustment

Figure: 3-1 Three Types of Interdependence
(after Morris, 1988, Thomson, 1967, and Walker, 1984)

In project terms, the basic and easiest to integrate form of group interdependency is
the pooled, where each part renders a discrete contribution to the whole. The parts
do not have to be operationally dependent or even interact with other parts, but the
failure of any one can threaten the whole, and therefore other parts. It is found that
the integration of pooled interdependency is best achieved through standardisation

and formal rules.
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Groups that follow on from one another, ie. interdependency which takes a serial or
sequential form, is best integrated using planning and schedules. That is the tasks to
be undertaken can be anticipated and their sequence planned so that sequential
interdependency is identified and recognised at an early stage. Consequently, the
management process should ensure that integration takes place as planned.

On the other hand, groups which are in continuous interaction, require cooperation
and communication in order to achieve the necessary integration. Here,
interdependency is when the outputs of each part becomes the input for the others
and the process moves foward through a series of steps. Each step requires
interaction between the parts and each part is 'penetrated’ by the others. Reciprocal

interdependecy is integrated by mutual adjustment and feedback between the parties
involved

From the above, we can conclude that the multi-disciplinary nature of development
control process, requires the combination of firstly mutual adjustment and
feedback, and secondly, planning and schedule. Since each discipline do not have
the knowledge to solve the whole problem independently, they need to iteratively
intract and cooperate with each other. In the process, each will need to make
compromises and adjustments before mutually agreeing with a solution, i.e the
condition for approval. On the other hand, planning and schedule is vital to ensure
that the contributions from the individuals, are made within the time constraints.
Failure to process the application for development control on time, for example, can
result in a penalty being imposed on the City Council.

Galbratih (1973) proposes a range of devices which can be used to achieve

cooperation:

a) liaison position

b) tasks force.

c) special teams

d) co-ordinators (or permanent integrators)
e) full project management

f) matrix organisation

Each of these options provide stronger integration than the last.

The primary function of the liaison position is to facilitate communication between
groups. Other than this, the liaison position carries no real authority and
responsibility. The tasks force is much stronger. It provides mission-oriented

39



integration: a group is formed specifically for a special task and upon completion of
the task, the group disbands. Special teams are like tasks force but attend to
regularly recurring types of problem rather than specific issues. The co-ordinator,
or permanent integrator, provides a similar service as the liaison position but has
some formal authority. He exercises his authority over the decision making
processes though not over the actual decision makers themselves. This is a subtle
point, but an important one, and it often causes difficulties in projects (Allinson,
1993; Walker, 1984). The coordinator cannot command the persons he is
coordinating to take specific actions. That authority rests with their functional
manager? . He can however, influence their behaviour and decisions, either through
formal means such as managing the projects schedule, approving scope changes,
etc., or through informal means such as his persuasive and negotiating skills
(Young, 1994). |

The full project manager role upgrades the authority and responsibility of the
integration function to allow cross-functional coordination. The integrator, ie. the
project manager, now has authority to order groups directly to take certain actions
or decisions. Matrix organisation is by general consent, considered to be the most
complex form of organisation structure. Matrix structure provides for maximum
information exchange, management coordination, and resource sharing (David and
Lawrence, 1977), and as such generates the most considerable conflict (Cleland and
King, 1972, Galbraith, 1977, Morris, 1988)

3.2.2 Integration versus Conflict

As observed, because of the nature of project integration, it is almost impossible to
have a project without differences between people, differences of opinions, values,
objectives, etc. These differences can lead to discussion, argument, competition,
and in turn, conflict. Indeed, one of the biggest obstacles to project integration and
group cooperation is the occurance of conflict (Allinson, 1993).

As such, project managers have constantly been described as conflict managers
(Kerzner, 1988). The ability of project managers to handle conflict is a determinant
of successful project performance (Wilemon and Baker, 1971). An examination of

2 Functional manager relates to the most common form of organiations, which is functional
organisation. The organisation is formed according to main functions or similar group activities.
So for example, all civil engineering activities, are grouped together, headed by a functional
manager.
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the definition of conflicts, its determinants, and the approaches used to resolve it.
would clearly be of benefit to this thesis.

3.2.3 Conflict Definition

In the past, some authors have used the term 'conflict' in specific ways, for
example as opposite to 'cooperation’, and as opposite to ‘competition' and
'integration’ (Mack, 1965). A broader definition is given by Putnam and Poole
(1987) which defines conflict as :

" the interaction of interdependent people who perceive opposition
of goals, aims, and values and who see the other party as potentially
interfering with the realisation of these goals .....(This) definition
highlights three general characteristics of conflict: interaction,
interdependence, and incompatible goals" (p.552)

In sociology, conflict is concerned, in part, with how social order is challenged and
maintained. (Dahrendorf, 1959). The applied field of organisational psychology is
partly concerned with team-work within organisations, and how communication
and co-ordination leading to integration of teams can be achieved. In terms of
conflict resolution, Strauss (1978) points out that, in fact most social conflicts are
resolved by co-operative means, often unconciously, and that despite this, little
attention is paid to these co-operative mechanisms. We will look at some of the

methods used in conflict resolution in section 3.2.4.

Early work tended to assume that all conflict was undesirable, and so should be
eliminated. In the planning discipline for example, the issue of conflict exists at its

core. This is explicitly expressed by Page (1972), when he observed that:

" .....there are a lot of conflicts to be resolved in planning decision

making - the conflict is often a 'nuisance’ to the designers. (p.15)
3.2.3.1 Conflict and Groups Cooperation

In an extensive survey of empirical studies of the phenomena of conflict in groups,
Steve Easterbrook (1993) has identified the occurances of conflicts. Amongst them,
he observed that the more cohesive the group, the less conflict there is. Here,
cohesiveness can be defined as a sense of 'we-ness' - a dynamic process that is
reflected in the tendency for a group to stick together and remain united in the

pursuit of its goals and objectives.
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Occurances of conflict also vary with the development of the group. The classic
model of group development is presented by Tuckman (1965), where he identifies
four phases in the development of a group , ie. forming, storming, norming, and
performing. Allinson (1993), added uniting as the fifth process. Tuckman found
that storming (ie. group interaction) was marked by concerns, conflicts,
confrontation and criticism, and that these characteristics were absent from the other
phases.

3.2.3.2 Causes of Conflict.

In cases related to project management, Allinson (1993) noticed that conflict
situations result primarily from the concerned groups or managers losing sight of
the overall project golas, or having differing interpretation of how to get the job
accomplished. One of the tasks of project managers therefore, is to continually be
on the lookout for real and potential conflict situations and resolve them
immediately if they expect to have project integration.

The classic study of sources of project conflict, carried out by Thamin and Wilemon
in 1975, indicated that the disagreement over schedules resulted in the most intense
conflict situations over the entire life of a project. This includde the disagreement
over timing and the sequence of how the project task should be executed. We will
analyse these issues further in section 3.3. Other issues that may cause conflict,
include administrative procedures such as responsibilities, and personal conflict
which is almost certainly centred on ego disputes.

3.2.4 Resolution and Mangement of Conflict

Conflict covers a multitude of project events and interaction. In one sense, conflict
is no more than the opposite of all those kind of project features which the manager
wants to positively promote (integration, communication, coordination, problem
solving, etc) ie. lack of integration, poor communication and co-ordination,
disputes and interpersonal disharmonies. Conflict resolution is, at a minimum, the
neutralisation of this negativity; at its most positive, it is the translation of
aggrevation, disagreement and confrontation into something beneficial to the
project. As Allinson (1993) rightly stressed:

"Managing conflict is, at its most basic, getting people to agree".
(p-125)
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The role of the project manager as the 'third person' to resolve conflict is also

echoed by DeBono (1985). He claims that the introduction of a third party is
necessary because according to him:

" (participants become) bogged down by tradition, training and
complacency, in the argument mode of thinking.....(and) simply
cannot carry out certain thinking operations because these would not
be consistent with their position in the conflict" (p.79)

Works by Robins (1974) amongst others has advocated that conflict management
should include not just resolution of conflict, but simulation of conflict too. This is
a result of observations that conflict has a useful role in organisations, in providing
a stimulus to innovation, as it involves questioning and evaluating 'received
wisdom'. In particular, simulation has been promoted as a major weapon against
stagnation and a resistance to change. Infact conflict simulation is widely
encouraged in organisations that promote ‘creativity'. (Allinson, 1993).

Research by Blake and Mouton (1964), suggested that project managers adopt five
principal means of coping with conflict (p.291)

1. confrontation or problem solving - in which the parties focus on
the issues, consider the alternatives, and look at the best overall
solution.

2. compromising or negotiation - in which each party must give up
something but each walks away partly satisfied.

3. smoothing - ie. emphasising the points of agreement and de-
emphasising areas of conflict

4. forcing - ie. putting foward one's viewpoint at the potential
expense of the other party

5. withdrawal - or retreat from actual or potential conflict.

Building on the methodologies of Lawrence and Lorsch (1967), Blake and Mouton
(1964), and Burke (1969), Thamin and Wilemon (1974) examined the effects of
five conflict-handling modes (forcing, confrontation, compromise, smoothing, and
withdrawal) on the intensity of conflict experienced. They found that, firstly,
project managers experienced more conflict when they utilised the forcing and
confrontation modes and secondly, the utilisation of the compromise, and
smoothing approaches by project managers were often associated with reduced
degrees of conflict in dealing with assigned personnel.
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Several suggestions for minimising or preventing detrimental conflict were also
provided by the study. These include the need for :

1. Planning - minimising conflict requires careful planning.
Effective planning early in the life cycle of the project can assist
in forecasting and perhaps minimising the number of potential
pfloblem areas likely to produce conflict in subsequent project
phases.

2. Communication - since there are a number different participants
(groups) in the decision making process (project), it is important
that major decisions affecting the project be communicated to all
the groups.

3. Problem-solving - project managers need to be aware of their
conflict resolution styles, and their important effect on key
interfaces. As described earlier, forcing and withdrawal modes
appear to increase conflict, while problem-solving and
compromise can reduce conflict. Creating an open dialogue can
also produce positive results for the decision-making process.

4. Leadership - the appropriate choice of a leader, and the
subsequent performance of the leader will affect the occurance of
conflict. It is also suggested that strong leadership is a
prerequisite for conflict resolution.

As a conclusion, the cooperation of the different parties is best achieved if everyone
is willing parties, rather than enforcing cooperation as a form of compromise
between conflicting compromise. Moreover, the project mangers must not only be
aware of the approaches they use in eliciting support, but also of the effect of the
conflict resolution approaches they employ. Particularly for the project leader
(manager), each set of skills is critical for effective performance; for if a project
manager cannot manage the inevitable conflict situation which develops in the
course of a project, then his or her effectiveness as a manager will erode.

3.3 Contract and the JCT 803

We described briefly in section 3.0, and 3.2.1, the importance of arriving at a
decison within a time limit. In fact, achieving the project's objective within a
constraint, eg. budget or time, is the hallmark of project management. To enforce

3 The concept of an official range of forms grew from the standard form of contract first published
by the Royal Institute of British Architect (RIBA) at the end of the 19 century. The "JCT Form"
was not adopted until 1963. The 1963 Form, was a subject of a great deal of criticism,
particularly in the courts, for what were perceived as a number of ambiguities and unclarities. The
1963 Form underwent a revision and the JCT 80 was the outcome of these, and is currently is the

standard form.
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and ensure that the commitment of the various parties are achieved within the time
constraints, we will now look at the concept of the contract.

3.3.1 Concept of the Contract

As oulined in section 3.3, activities are dependable on 'linkages', human or
artificial, for the project to suceed. As defined, the project management term for this
is dependency. Gilbreath (1988), on the other hand termed this as 'soft links'
which function to tie an otherwise disparate but inter-connected elements together.
In the construction industry, soft-links can be identified as a binding agreement that
parties enter into once the project objectives have been accepted (Keating, 1978).

An agreement in this case, is to ensure that things happen according to schedule
and are on time. If the second party agrees and consent to the same thing, both
parties will enter into an agreement and a contract is formed. By entering into a
contract, a contractor has accepted his commitment and agreed to the project
objectives. Appropriately, Emmons (1988) has described the contract as the
'keystone' to project management as it acts to 'provide integrity to the structure’.
According to him:

" (contract)....... provides the support to and brings together those
activities which have been accomplished and those activities which
are to be accomplished” (p.411).

In our context therefore, a contract can be utilied to formalise, concretise, and make
explicit the act of cooperation among the different disciplines.

3.3.1 Definition

A broad definition of a contract has been provided by Fletcher (1981) when he

defines it as:

"the drawing together of two minds to form a common intention"
(p-23)

Powell-Smith, (1981) and (Chappel and Cecil, 1989), both give a similar definition

when they see a contract as a 'binding agreement between two or more parties
which creates mutual rights and duties'. This means that a contract not just spells
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out the behaviour and responsibilities of the parties to the contract but also outlining

their rights. The essential features of a valid contract formation includes the
following (Atiyah, 1989, Powell-Smith, 1981):

a) there must be an offer by one party
b) there must be an acceptance 4 by the other party

c) the contract must be supported byconsideration 3

d) there must be an infention to create legal relations

e) there must be genuine consent ie. there must be no duress
f) the parties must have the capacity® to contract

g) the object of the contract must be possible

3.5.2 Contract Administration and the JCT 80

In the construction industry, there is a standard form of contract that is used by the
various parties invloved. This agreed standard form of contract is issued under the
sanction of the Joint Contract Tribunal (JCT). The JCT committee (tribunal) is
made up of twelve constituent members related with the building industry such as
the Royal Institute of British Architect, The Association of Consulting Engineers,
Association of Metropolitans Authorities, etc. The use of standard form contract is
encourage because it has been written and published with the involvement and
approval of representatives of all the main parties (consensus), and as such is
generally understood by all sides of the industry. Most importantly it is
comprehensive and deals fairly with the respective rights and duties, and reduces
the likelihood of conflict and misunderstanding, both at tender stage and during the
works themselves. As observed by Malone (1987), the best methods for ensuring
coordination in groups is by using standardisation.

An intention of the contract is normally communicated to the various parties in the
form of a contract document. Contract documents are used as an evidence of a
contract, agreed by the parties and signed as such. Contract documents normally
spells out the detail desciption and schedule of the task to be executed (printed

4 Acceptance of a contractor's offer creates a binding contract. The acceptance must be
unconditional and if it suggests new terms, it probably constitute a counter offer.

5 Consideration can be defined as anything given or promised by one party in exchange for
the promise or undertaking of another (Atiyah, 1989, p. 126). In our context, consideration
may consist of anything having legal value, such as payment of money, or the performance of
work or services (Fletcher, 1981, p. 28)

6 Thus certain categories of person or organisation have only limited capacity to contract.
These include minors and the insane.
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form, drawings, specifications, bill of quantities, etc). It also spells out the
condition of the contract.

Contract conditions is a term which is of fundamental importance to the contract as
a whole. It detailed provisions incorporated in the contract, laying down the rights
and duties of the parties, the functions of all the parties connected with the contract,
and the procedures of administering the contract. So if for example, a term is
broken by one party, the other party may repudiate the contract. He may even elect
for example, to treat the contract as at an end and sue for damages.

All aspects regarding a contract is administered and managed by a contract manager,
usually an architect or a project manager. The manager usually has responsibility
for seeing that work is carried out in conformity with the contract documents,
making sure that the project is on programme. He or she also deals with and
supervise other aspects of the contract such as liaison, valuation, delays, and
extension of time.

3.4 Project Planning - Timing, Schedule, and Control’

It has been argued that the main measure of the skill of a project manager, is in his
or her ability and success in ensuring that the project objectives are executed and
achieved on time (Allinson, 1993, Gaddis, 1959, Struckenbruck, 1988). Here, a
project can been defined, as 'a set of interrelated activities which utilise various
resources' and posesses the following characteristics: (after Reiss, 1992)
a) a project is finite (limited) and has a definite goal.
b) itis homogeneous, ie., the individual activities of the project can
be definately identified as belonging to it.
c) it is complex, involving a number of parallel activities with a
significant interplay of skills, materials, and facilities.

d) it is usually non-repetative. Each activity has a particular duration,
and uses a specific amount of resources.

Authors like Lock (1994, Walker (1984), and Young (1994a) observed that the
main component (ingredient) to a successful project, is planning. In fact Simms
(1987) went even further to suggest that the special thing that seperates project
management from plain management is the need and emphasis on planning.
Stressing on the importance of this task, Reiss (1992) has outlined three objectives
of project planning, firstly, to motivate the project team to think ahead, secondly, to
communicate bydistributing and getting agreement on the plan timing, methods, and

7 A full glossary of the project management terms used in the thesis, will be enclosed in Appendix
2-A.
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strategy to every team members, and thirdly, using the plan as a yardstick against

which to monitor and measure the progress of the project. As elaborated by Reiss
(1992).

“Planning is the driving force....behind every successful project,
there is a successful plan" (p.23)

The task of the project manager then is to design a schedule plan ie. an assignment

of a start time and the resource to each activity, so that scheduling objective such as

minimising the project duration is acheived.

Project planning is itself a part of a larger problem of project management, which is
usually divided into three phases, ie. planning, scheduling, and control
(Kerzner,1988 and Young, 1994)

Planning refers to the initial stage of a project during which a network is drawn to
show all the activities necessary for project completion. This includes identifying
the projects key stages by making a logical sequence showing the inter-relationships
between the key stages. A methods usually used to show this relationship is the
Work Breakdown Structure (WBS) (Lavold, 1988). WBS is used for the
decomposition of each of the key stages into their smaller elements.

Scheduling is the second stage during which estimates of the time, and resource
allocation are made for all activities. Timing will determine the likely project
duration and identify those activities which are likely to prove critical to the project.
Resources used in a project can include labour and materials, and its the
responsibility of the project manager to allocate appropriate resources to meet the
projects objectives. The project manager usually extracts the information from the
planning phase to produce a practical schedule of resources (Micro Planner, 1990).

During the control stages, project progress and performance is measured against the
plan and deviations from schedules are noted and used for corrective action. This is
achieved through the process of continuous co-ordination, replanning and
rescheduling. While initial planning and scheduling may take place over a long
period of time, it is obvious that coordination, replanning and rescheduling must be
done in real-time to meet deadlines (Young, 1994c). Moreover, the need to disrupt
the earlier schedule as little as possible becomes an important objective during

rescheduling.
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3.4.1 Methods and Concepts

All the development of the planning, scheduling, and control methods used in
project management are based upon the concept of a network representation of the
project plan. Here a plan can be defined as 'a formulated and detailed programme,
outlining the strategy ' by which the project is to be executed (Pollock, 1992). To
stress again, a plan in turn is used by the project manager as a yardstick against

which to monitor the project and as a basis against which to measure progress.

Two types of representation of the plan that is widely used today are the Bar or

Gantt Chart, and the Network or Arrow Diagram.

3.4.2 Bar Chart, Network Diagram and Project Timing

3.4.2.1 The Bar Chart

Developed by the Henry Gantt around 1990, the bar chart in project management,
is primarily designed to control the time element of a program, as depicted in
Figure: 3-2. Here, the bar chart lists the major activities comprising a hypothetical
project, their schedule start and finish times, and their current status. The primary
advantage of the bar chart is that plan, schedule, and progress of the project can all

be portrayed graphically together.
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Note: V¥ Denotes the status, eg. activity A is ahead of
schedule at current time, ie. end of week 4.

Figure 3-2 Gantt's Bar Chart

Inspite of this important advantage, bar charts have not been too successful on
large-scale projects (Moder, 1988). The reasons for this include the fact that the
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simplicity of the bar chart precludes showing sufficient detail to enable timely
detection of schedule slippages 8 on activities with relatively long duration times.
Also, the bar chart does not show explicitly the dependency relationships among the
activities. Hence, it is very difficult to impute the effects on project completion of
progress delays in individual activities. Finally, the bar chart is awkward to set up
and maintain for large projects, and it has a tendency to quickly become outdated
and lose its usefulness. With this disadvantages in mind, along with certain events
of the mid-fifties such as the emergence of large technical programs, large digital
computers, and general systems theory, the stage was set for the development of a
network-based project management methodology. Something like the critical path
method literally had to emerge.

3.4.2.2 Network Plan and the Critical Path Methods®

The network representation of the the project plan is essentially an outgrowth of
Gantt's bar chart. The objective of developing the network plan was to improve the
methods of planning, scheduling and controlling large and complicated projects
characterised by having complex interrelationships among project activities.

3.4.2.3 Building Networks Models

The first step in drawing a project network is to list all jobs, known as activities,
that have to be performed to complete a project. Here an activitiy can be defined as
'an operation or process consuming time and resources’ (Simms, 1987, p.359).
Each activity in the project is indicated by an arrow, with nodes, called events,

placed at each end of the arrow.

Symbolically, events acts as the 'bolts’ which hold the network model together
(Simms, 1994). An event is a state in project progress after the completion of all
preceeding activities, but before the start of any succeeding activity (Micro Planner,
1990) as shown in Figure 3-3. Drawn as a circle, each event has a unique label

8 An activity which falls behind or is delayed past an earlier completion date is said to have slipped
behind schedule. The amount by which it has slipped can be termed slippage.

9 The concepts used in this section are based on the works by Battersby (1978), Lock (1994b),
Simms (1994 a and b), Young (1994 a,b, and c) and the Micro Planner (1990) Manuals. Micro
Planner is a project management software marketed by Micro Planning International, and available
on the Mac, Windows, and a range of UNIX hardware.
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such as Begin Event, End Event and Key Event, and is usually represented by
numbers.

Type: Begin event Type: End event
Zone: Zone:
Resp: Resp:

Event , 1 Evaluate Proposal
duration 20

Figure: 3-3 An Activity with its Start and End Event
Note: The estimated duration of this activity, which is to evaluate proposals. is
two weeks. The start event has been numbered 1 for reference, and the end event
numbered 2. Event numbering becomes significant when a computer is used for
network analysis, and this activity would be known as activity 1.2

3.4.2.4 Relationships Between Activities

To summarise, there are only three kind of relationships that can be identitied.
namely independence, sequence, and dependence, and these suffice to encompass

completely the most complex of projects.

1. Independence. Two activities are not related to one another. For example, in
Figure 3-4, the activity 'make site visit ' is not directly related to the activity
'coordinate consultation '. Neither the start nor the end time of each job is affected

by what happens to the other.

Make site Vis}if
1,2

Coordinate Consultation

2,3

10

Figure 3-4 Two Independent Activities

2. Sequence. One job cannot start before another is finished. For example, as
shown in Figure 3-S5, a wall cannot be built until its foundation is finished. The end

event of the earlier activity is the start event of the later one.
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Make foundations

Bunld waII
1,0

Figure 3-5 Simple Sequence of Two Activities
Activity 6, 10 (build wall) cannot begin until activity 5, 6 (make foundation)
has finished or, in other words, until event 6 has been achieved

3. Dependence . It can be further divided into three categories namely. burst,
merge, and combined burst and merge.

a) Burst . As soon as one activity is finished, two or more others can start. In
Figure 3-6, for example, as soon as the project manager has evaluated the proposal,
the project team can check it against other commitments and identify the need for
cooperation.

Check against
Evaluate pr?posal other commitment

0,4 \ 1,0

?

Identify need for
cooperation

0,2

Figure 3-6 Dependent activities - 1 (burst)
Neither activity 4,15 nor activity 4,5 can begin until activity 2.4 has finished.

b) Merge. An activity cannot start until two or more immediately preceding activities
have been completed. This is illustrated in Figure 3-7. Here the activity ‘crit
session' cannot start until the feedback from the internal input and from the

consultant's are coordinated.

Coordinate feedback from

internal mput Crit session
14
1
Coordinate feedback ,
10 from consultants/
0,3

Figure 3-7 Dependent Activities - 2 (merge)
Activity 11, 12 cannot logically start until both preceding activities (14. 11 and
10, 11) have been finished.

¢) Combined burst and merge. Several activities cannot start until two or more

immediately preceding activities have been finished. For example, in Figure 3-8,
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the rules of the logic says that neither activity C nor D may start until both activities
A and B have been finished. If, however, activity D depends on the completion of
activity B only (and not A), but activity C must wait for the completion of of both
activities A and B, then the logic may be modified using dummy activities.

/ D‘,@

Figure 3-8 Dependent Activities - 3 (combined)
In this example, both activities 1,3 and 2,3 must be finished before either
activity 2,4 or activity 3.5 can start

O
o -

Dummy activities are activities which do not in themselves represent time or work.
They are put in the network to show logical links between other activities. Dummies
are shown as dotted lines, and do not have a timescale (ie. zero). Figure 3-9

illustrates the use of a dummy activity to show a logical link.

C

\
\
Figure 3-9 Use of a Dummy Activity as a Logical Link
The dummy activity does not represent any work and has no duration. but is used

to show a logical link. In this case the dummy denotes that activity 4.6 is
dependent not only on activity 3,4, but also on the completion of activity 1.2

3.4.2.5 Time Analysis

The timing phase of project planning produces the project programme, namely. start
times and end times for all activities. Its basis is the project plan, as pictured by the
network diagram, together with estimates of the duration of every activity. Two sets

of calculation are needed in order to determine the timing of all the network events
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(and consequently their associated events), namely the earliest possible date (time)
and the latest possible date (time) for each event.

3.4.2.5.1 Earliest Dates (or Foward Pass)

By working from left to right through a network, adding the durations of activities
leading to an event, will give the earliest possible date at which the event can be
achieved. When more than one path is possible through the event, then the longest
path, in duration terms, will provide the answer. In other words, an event does not
takes place until the last of the incoming arrows completes it. The earliest event date

therefore, is the last of the end dates of all activities going into the event.

Figure 3-10 Concept for Earliest Event Times

In Figure 3-10 for example, if the timing starts at zero and activity A takes 3 days.
then activities B and C can only start after day 3. Consequently, if activity C takes 2
days, then activity D can start after day 5. Therefore, if activity D takes 2 days and
activity B takes 6 days to complete, the earliest date to complete activity B (therefore

the whole project) is on day 9.
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3.4.2.5.2 Latest Dates (or Backward Pass)

The latest permissible date for each event is found using a process which is exactly
opposite to that use to find the earliest date. It is necessary to work back along each
path through the network, subtracting activity duration from the earliest time of the
final event - called the project deadline. The result for each event is the latest
permissible date for that event to be completed if the final event (project deadline) is
to be achieved at the earliest date possible.

A B
? ?

Figure 3-11 Concept of Latest Dates

This again, can be examined by looking at Figure 3-11. In this example, if activity
D's duration is subtracted from 9, we get 7. That means activity D could start as late

as day 7 without delaying the project and activity C could finish as late as day 7.

3.4.2.5.3 Float and Critical Path.

When the foward and backward passes have been carried out through the network
diagram, and the earliest and latest dates are known for all events and activites, then
the initial part of programming the project is complete. This process is called, for
obvious reason, fime analysis. The most important result is that the total project
duration becomes known, namely, the difference between the times for the project

start and finish events.



Refering again to Figure 3-11, we can see that the earliest and latest start dates for
activities C and D differ by 2 days, while those for activities A and B are the same.
This means that activities C and D may be delayed by 2 days before delaying the
project. This margin of spare time is referred to as float.

If however, activities A or B are delayed, then the project is delayed. These
activities have zero float and are refered to as critical activities. The sequence of
such activities, ie. the longest chain of activities through the network, is what is
termed as Critical Path.

3.4.3 Resource Scheduling

As discovered, when we analyse a project on timing alone, the results only show
when the project can be completed and what the deadlines are for each operation.
What analysis of time does not tell us however, is whether there are enough
resources ie. defined as people, accomodation, materials, machines, or cash (Lock,
1994), to meet this schedule. If Time Analysis is used by the project manager to
calculate when each operation could happen, Resource Analysis is important in
order to determine when each operation should happen. For the purpose of the
thesis, only resources related to people will be considered.

3.4.3.1 Objective of Resource Scheduling

Figure 3-12 (a) shows the type of resource usage pattern that might be expected if
no resource scheduling were to be attempted. Imagine, for example, that the
histogram represents the number of caseworkers needed each day to process the
applications for development control. The horizontal line indicates the number of
caseworkers actually available. Here we can see that the project manager has
unresonably expected every task to be performed at its earliest possible time, as
calculated from his project network diagram (Time-Analysis). Adding up the
number of caseworkers needed to do all the tasks in each day reveals the
unsatisfactory pattern of Figure 3-12(a), where there are overloads on some days
and people are idle on others.

56



-

4]
e
- |
(o]
[72]
()]
o available
©
L
=
=
.
Project Time
(a)
Figure 3-12
D
£
=}
®)
w
o)
o available
©
2
=
=
=
Project Time
(b)

Figure 3-12 Planned Resource Usage Patterns - before and after
resource allocation
The histogram in (a) is the sort of unacceptable resource usage that would be
needed if every activity were to be scheduled to start at its earliest possible time.
This purpose of resource allocation is to achieve a more practicable planned use
of resources, aiming for a usage pattern which approaches the ideal sort of

picture shown at (b).

Figure 3-12(b) shows the type of resource usage pattern that scheduling should
attempt to achieve. The principle of this schedulling, is to delay the start of non-
critical activities to help reduce the height of 'work peaks'. Sensible resource

scheduling will help remove the worst and most uneconomical fluctuation (Lock,

1994).

3.4.4 Project Control

Project control is the final sequence in project management. We have noted in
section 3.3, that the main task of the project manager using planning, is to ensure

that the project objectives are executed and achieved on time and using available
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resources. However, the ultimate objective of any project planning operation is not
planning for its own sake, but for effective project management. To achieve this
goal, the project manager also need tools for monitoring and controlling all aspects
of the project's progress.

Consequently, once the project has started, the role of the manager changes from
planner to manager. His main task now is to ensure that the project is on track for a
satisfactory completion. As shown in Figure 3-13, to manage the project
effectively, the project manager must update his plans regularly, and this usually
involves the operation of recording and managing progress, the management of

information, and control action.
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Figure 3-13 Project Monitoring Cycle
(after Micro Planner, 1990)

Project progress needs to be recorded, and this includes the actual start and finish
dates. Having done this, the network model needs to be updated and reanalysed.
The output from this analysis (progress report) is used for comparing performance
against the planned scheduled. This management action includes the identification

of the project's problems.

Armed with all this information, the project manager then can take management
decisions and actions if, for example, delays, and consequently the project
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deadline, can be rescheduled. Options can then be simulated to see if, for example,
the duration of the project can be shortened, or, if the deadlines set are really
attainable. This process may involve a number of simulation to establish the best
possible options and solutions. Once a revised plan of action has be established, all
that remains is to communicate the modified plan once again, to the project team and

the whole control process is continuously updated until the projects objectives are
achieved.

3.5 Project Organisation and Development Control

The organisation that manages applications for development control, typically
involve a combination of complex problem solving with the need for a certain
amount of innovation, yet adhering to routine procedure which calls for
dependable, predictable tactical performance. Moreover, because of the multi-
disciplinary nature of the tasks, innovation in the organisation, must include
support and provide a framework that allows creativity of the individual (or group)
problem solver to cooperate coherently, but independently with other authors (from
other groups) (Malone and Crowston, 1994). Yet routine operations require 'fixed
conditions' that are opposite to innovation and change (Gilbreath, 1988).

.3.5.1 Organisation Structure

One of the issues that we have not covered in this chapter, is that of design of the
organisation that will handle this dual problems. Infact some authors argue that
project objectives will only be achieved through the appropriate design of the
organisation itself (Kharbanda and Stallworthy, 1994). The main aim of
organisation in our context is to support the successful accomplishment of the
project. Here, an organisation has been defined by Drucker (1988) as:

"The structure of authority and responsibility relationships in a
cohesive social systems that is a seperate entity purposely set up to
achieve a specific objective (p.15)

In relating to project management Young (1994) provides us with two related
definitions; firstly, as:

"the systematic arrangement or division of work, activities or tasks
between individuals and groups with the necessary allocation of
duties and responsibilities among them to achieve common
objectives” (p.14)
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and secondly, as

" the total aggregation of human and material resources that can be
distinguished as a seperate entity, combined together to achieve
specific objectives, such as a construction project (p.19).

From the above observations, we can conclude therefore that, organisations have
specific objectives, a formal structure of authority with some person in leadership
roles, and others in subordinate roles. It has a division of work which entails
specialisation by members in various activities or functions. An organisation also
has a formal system of communications, and generally a set of formal procedures
and customs that distinguish them from other social entities.

Without proper and logical organisation, there would be inefficiency, waste, and
possibly chaos and ultimately delays on the project. Without effective organisation,
the efforts of personnes are duplicated and conflicts and frustration occur. In project
management, the purpose of organisation is clear; that is to achieve the project in the
most efficient, economical and effective manner. As two of the pioneers of
organisation theory observed:

"Organisation is but a means to an end; it provides a method"
(March and Simon, 1957, p. 36)

The end of course is the successful completion of the project.

3.5.2 Roles and Responsibilites of the Project Manager in
an Organisation

We have established that one of the main roles of a project manager in an
organisation that.is multi-disciplinary in nature, is to give the organisation a
common vision - ie. a view of the whole (Drucker, 1988). Organisations need this
vision so that there will be a focus that can be shared among the many and different
professional specialist. The ability of the project manager to have this wholistic
view and operate effectively therefore, must depend on the responsibility and
authority that he commands in the organisation. We will now look at the various
'positions’ of the project manager in relation to the organisation. Before that, the
roles and activities of those who are directly involved in the decision making
process will be examined. |



3.5.3 The Three Parties to a Project - The Client.
Managing and Operating System

In relating to the process of development control, the varying 'bodies' involved in
the undertaking of a typical project (submission), namely the Client System,

Managing System, and Operating System, can be depicted as in Figure 3-12.
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Figure: 3-12 - Distribution of Roles and Activities
(after Walker, 1984)

This proposal (for managing development control process), is based on the
traditional construction project involving the client, architect, and contractor
(Burgess, 1979). Here a client (who wants a building) will approach and appoint an
architect firstly, to design the building, and secondly, delegate the responsibility for
monitoring, co-ordinating, and managing the project from start to finish. In the
latter role, the architect also functions as a project manager. To help realise the

building, contractors which have technical expertise, will be appointed to construct
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the building, and the role of the project manager (architect) is to ensure that the
project objectives are achieved in cost and on time.

3.5.3.1 The Client System

Refering to the concepts of project management, here a client system can be defined
as the 'body of authority able to make decisions regarding the project's form,
expenditure, timing, and cost' (Allinson, 1993). The client for example can be an
individual client where he can be both the owner and occupier (a building he wants
built for himself, eg. a house), the corporate client (includes all companies and
firms controlled other than by a sole principle), or the public client (includes all
publically-owned organisations, eg. local authority, government agencies, etc).

In all the three cases described above, the client usually appoints a body of authority
to help realise the project. This is usually a specialist in the design and management
aspect of the project. In most cases this can either be a project architect or a project
co-ordinator . He will act as the client's agent and is responsible for making the
applications and seeking planning approvals on behalf of the client for development
to take place.

The project architect's role, identified as PM-A in Figure 3-12, would be more of a
monitor, progress chaser, reporter and expediter. PM-A's duty would be to keep
the management of the client system informed of progress, (expenditure), and likely
delays on the project. He is the key person to contact in the organisation on all
matters relating to the project. In our context, PM-A acts as the link or interface
mechanism between the client and the City Council.

3.5.3.2 The Operating System and Managing System

The operating system is the system of activity through which the project is
achieved. The operating system is managed by the managing system which carries
out the decision making, maintenance and regulatory activities that keeps the
operating system going (Cleland and King, 1972). It is differentiated on the basis
of skill from the operating system. The skill of the managing system is
management, and those of the operating system are professional and technical. The
person responsible for managing the managing system is the project manager,
represented as PM-B in Figure 3-12
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PM-B's role would be comprehensive since, he is responsible for receiving and
managing all applications made by the client's agent. As manager, PM-B will treat
all applications as a series of projects and its responsibilities include devising
methods of ensuring that all the projects are completed according to the client's and
organisation's (City Council) objectives. Since the managing system is the second
party involved in the whole process, there is a contractual relation between the client

system and managing system.

However, to process the application (ie execute the project), a third party, i.e. the
operating system represented by expert consultants (technical departments). in the
City Council must be involved. These operating agents or contractors will make up
the project team, and will have the necessary resources, experience and expertise, to
execute the project. Either by tendering or by negotiation, a contractual relation is

also established between the client system, and the contractor.

Since there will be a number of contractors (departments) involved, PM-B will be
responsible for distributing and integrating the contribution from the various
contractors in the operating system. As mentioned these responsibilities include
maintenence activities to keep the operating system going. The task involves
planning, preparation of contract documents, contract administration, coordinating
the quality and progress, and exercising the supervision of the project. PM-B will
act on behalf of the client system to supervise the project to be carried out by the
operating system. He may also be invove in the negotiation and supervision of sub-
contractors (other departments), whose cooperation is necessary in implementing

the project.

Having recognised that there could be a number of different responsibilities that a

project manager could assume, we can now identify five major classes of

responsibility, as follows:

project expediter, monitor, or reporter.
project planner
project co-ordinator

project supervisor or controller

A R B o

project manager, administrator, or director.



3.5.4 The Client System Relationship with the Managing
and Operating System

As much as the client system needing to understand the City Council's operation
and management objectives, using the principles of feedback, it is imperative that
the operating and managing system itself be designed to include the capability to

respond to the client system's environment during the approval process.

As noted, the managing systems (PM-B) does this by controlling and monitoring
the operation systems 'boundary’ and ensures that they are compatible with the
clients requirements. However, it will be easier to integrate with some clients than
with others. For example, clients who have submission experience (building
expertise), will be easier to integrate than clients without 1.e. submitting for the first

time.

As we have seen in Section 3.2.1 in terms of the relationship with client, there are
two ends of the spectrum, at the one end, all agents of the operating svstem have
direct access to the client. In this arrangement, the operating system'’s project
manager will coordinate the instruction and advice given, or at the other end, the
managing system as the only point of contact between the team and the client with
all instructions and advice being passed through this channel. We are now going to
look at the existing organisation structure that deals with development control and
analyse the two alternative relationship between the client system and the

organisation.

3.5.4.1 The Conventional Structure.

The conventional structure of development control in the City Council is of the
planning department responsible for managing the input and output of the agents
(departments) in the operating system, and also directly responsible to the client
system, is illustrated diagramatically in Figure 3-13 (McLoughlin, 1971, and
Walker, 1984). The various operating agents are organised along (independent)
departmental lines, yet the agents will act interdependently in the execution of the
project. The more complex the client system and/or the project, the more
interdependent will be the tasks to be carried out in achieving the project objectives,
and the more the contributors will rely upon each other to carry out the task

(decision) satisfactorily.
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Figure: 3-13 - Existing Conventional Structure at City Council

Such a structure produces a high level of differentiation between the operating
systems' agents, and therefore demands a higher level of integration. The problem
towards integration is compounded by the fact that the managing system is not
differentiated from the operating system. ie. the planner is attempting to fulfill dual
roles - one as a member of the operating systems, and the other in the management
of the project. There is therefore a high potential for a planner in this position not to

be able to exercise objectivity in decision making (Walker, 1984).

Also such a structure has the tendency to restrict access of the operating agents, to
the client system and vise versa, and hence reduces the clarity in the decision
making process. The perceived personal relationship between the client system and
the planning department, particularly with clients new in submission procedures,

can inhibit the client system from approaching the others for advice.

Integration within the operating systems can therefore be difficult to achieve in this
structure, as can the integration of the agents with the client system. However if the
client comes from within the oganisation itself (eg. from within the City Council
itself) then the problem of integration will be omitted, since the client system and
the operating agents will be under the same organisational umbrella. Consequently
different types of problem can arise, for example, control, motivation, and

eventually the conflict of interest.

65



3.5.4.2 Non-Executive Project Management (the co-
ordinator)

A structure often adopted by the interdisplinary practices in the construction
industry, is one that includes a non-executive project manager sometimes called an
integrator or a co-ordinator, who works in parallel with other agents as illustrated in
Figure 3-14. As we have seen in section 3.2.1, the role undertaken by the person in
this position is based upon ‘communication and coordination activities and not
concerned with decision making' (Galbraith, 1973). In this circumstance, there is

less pressure to identify the role of the project manager, and therefore his authority
within the team.

. Project Mana
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T (co-ordinator§ = = Client Body

e Planner ot - Planner . e ]
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Engineer |« »| Engineer <~

Figure 3-14 Two Examples of Non-Executive Project
Management Structure

Such a role is unlikely to have a significant effect upon the quality of integration of
the operating system with the client system. However if exercised with skill and
received positively by the various agents, it can assist in integrating the decision
making team (Morris, 1988). The authority of the non-executive project manager is
likely to be weak and hence his ability to contribute will determine the commitment

and attitude of the individual members of the decision making team to his role.
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3.5.4.3 Executive Project Management (full project
manager)

An executive project management role is undertaken by a person independent!0 of
the other agents, as illustrated in Figure 3-14. In such a structure. the project
management activity occupies a dominant role in relation to other agents. and
although they operate as a team, the project manager will make the decisions that are
within the range of the agents. He will be the sole formal point of reference to the
client system for the purpose of agreeing and transmitting the decisions that must be
made by the operating system. In addition of course, the project manager will be
concerned with controlling, monitoring, and maintaining the project team. as
discussed previously. These activities are far more dynamic and purposeful than the

co-ordination and communication activities of the non-executive project manager.

Client Body

\

Project Manager

Planners [**| Architects je»  Civil » Landscape Others
1 i T T

Figure 3-14 Executive Project Management Structure

It is necessary that the individual or body undertaking this role ensures that
responsibility and authority are clearly established with both the client system and
the operating system to the project. Although this might be difficult to achieve, the
benefits of producing a situation in which the roles of the contributors are clearly
established, are significant (Walker. 1984).

It is unrealistic of course, for the managing system to accept responsibility for the
technical work of the agents. However, it is the managers' responsibility to report

back to the client if the operating agents are not performing satisfactory. In practice,

10 |¢ is imperative here to point out that if the application is from within the City Council itself,
the suggestion is that the task of managing the application will be undertaken by an independent

member (or body).
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the project manager should work in a collaborative manner with the agents and his
major role should be one of facilitating the work of all the contributors (agents and
clients) so that the project is developed by a team approach (Miller, 1988). His

primary concern would be that appropriate decisons are taken by both the client and
the project team at the right time.

Needless to say, the major benefit of the executive project management structure is
that management becomes clearly separated from the operating system. This allows
concentration upon the management needs of the project and makes it possible for

conflicting professional advice to be considered more objectively in the best interest

of the project.

This structure facilitates integration with the client because the person responsible
for the submission on behalf of the client system (project architect), can readily
identify the management responsibility within the decision making team. As we
have seen, wrong integration can cause conflicts and consequently result in the
project being aborted (Allinson, 1993, Gilbreath, 1988, Kerzner, 1984).

3.6 Participation and Managing the Urban Systems

One of the issues that we have not covered so far, is that of the role and
contribution of the participants of the environment to provide feedbacks to the
systems. To recall, participants are identified as those who are directly or indirectly
affected by any changes that may happen to the system, due to the decisions by the
managers of the environment. Directly, these include the applicants (client system)
who interact and 'disturb' the system through development proposals; indirectly,
are those who live, work, invest, or just visitors to the city. We have also
confirmed that the urban system is everchanging and that the managers responsible
for the maintainenance of it must be able, not just to stabilise the environment by
using controls but also to be responsive to the environment in order to anticipate

and promote growth.

At the most basic level, this implies that there is a need for the organisation of this
nature to be knowledgeble about the environment or market for the services that
they are providing, in order to operate efficiently and effectively. In systems'
language, feedbacks (as a means of control) from participants are vital if the system
wants to continue to survive. This knowledge can be gain through, for example,
formal or informal consultation mechanism, or by conducting scientific market

research (Miner, 1973). Most private producers of goods or services for example,
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constantly monitor sales so as to refine products and service deliverv, hence

maximising profit potential (Drucker, 1988). Not to do so would simply be poor

management.

However, amongst the organisations concerned with urban development and
management, there seems to be a reluctance either to consult or research effective
clients needs before decisions are taken or to monitor their effects afterwards
(McLoughlin 1973, Couch, 1990).

In our analysis of the type of organisation that is needed to manage the urban
environment, it has been suggested that it has to be open to receive feedbacks from
the external environment. One way to achieving this is through consultation and
participation. This in turn implies that there will be substantial consultation within
the organisation with the participants from all parts and levels of the organisation in
decision making. In another argument drawn from organisation theory.
Tannenbaum (1966) observed that: |

" Participation reduces disaffection and increases the identification of
members with the organisation .... Paradoxically, through
participation, management increases control by giving up some of its
authority. (p.52)

Infact adapting Tannenbaums (1966) arguments, it could be suggested that control
over the urban development process might be increased through wider participation
in the decision made by all organisations concerned. It can also be suggested that
inter-organisation and client participation should lead to greater individual
identification with the aims and implementation of urban development and better

decisions between urban managers and the participants.

In a recent paper that seeks to apply lessons from good private sector management
practice to the British local government context, Donnelly (1987), while
acknowledging the difficulties and limitation of such transfer, develops a
comparison between the principles of good management practice identified by
Peters and Waterman (1982) and what Donnelly regards as 'the prevailing culture
of local authority'. Among the eight principles that Peters and Waterman outline
which characterise good management, includes an organisation that is bias towards
action and one that is close to the customer. By contrast, the organisation of City
Councils in Britain are characterised by Donnelly (1987), among others, as having
low corporate qualities, does not encourage innovation, authoritarian in its
management style. and does not sought feedback from their client (participants).

These findings are somewhat similar to the results of the surveys by McLoughlin

69



(1971) in looking at the ways decisions are made at City Council level with regards
to the process of Develeopment Control, more than twenty years earlier.

Organisation carrying out of the task and responsible for developing and managing

the urban fabric, need to interact and establish feedbacks with their external
environment. The next question is how far organisation should involve the client
(participation) of the external environment in decision making process; in what form
should the involvement be; and when in the decision making process should they
come in. We will again visit these issue in the next chapter when we elaborate on
the role and effectiveness of participation in relation to the issues faced by the Johor
Bahru City Council in Malaysia.

3.7 Summai‘y

The ability of the city to be responsive to the demands of the participants and the
flux in the changes in the environment has forced us to redefine the role of the
managers and the organisation within which they operates. This chapter has
outlined three approaches to deal with these demands, firstly, through organisation
design, secondly through the management of the cooperations among members that
operate within the organisation itself, and thirdly, thorough the use of the contract
to enfore the act cooperation.

i) In order for organisation to be responsive to the changes in demands, the
project structure has shown to be the best. Unlike the fixed hierarchical
nature of traditional organisation which are operation based, projects evolve
continuously.

ii) Since a project is a mutual team effort, its success therefore depends on
the ability of the various team members to cooperate coherently. More
importantly, the flexible and adaptive nature of projects can best support and
allow creativity of the individual problem solver to cooperate independently.
Indeed, it is essential that the roles of the various contributors to the system
are clearly defined and identified for the project to be successful. It is not
the system, but the people who operate within it, which produce result. For
the contribution to be successful none can work in isolation.

iii) To enforce the commitment of the various parties to cooperate and reach
a consensus within the time constraints, we proposed the idea of the
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contract. Here a contract is an agreement to ensure that things happen

according to plan and schedule.

Managing the various cooperation among the members of the organisation therefore
is paramount. Decisions are arrived at by a mixture of cooperation and leadership.
Cooperation is necessary because of the limitation of rationality, the neccessity to
meet constraints, and existence of interdependencies. It is the role of the project
manager to subsumes what is probably the most important role, that of integrator of

all contributors.

Successful integration can only be achieved through planning. The benefit of
project planning is that the manager will gain a wholistic understanding of the
projects objectives, tasks, resources, and schedules. Effective planning early in the
life cycle of the project can also assist in forecasting and perhaps minimise a
number of potential problem areas, such as conflicts, that are likely to affect the
project's performance. Accordingly, it is the role of the project manager to ensure
that the project objectives are executed on time (and within budget), using available
resources. Consequently, planning can also be used as a yardstick for which to

assess the project's performance and progress.

Finally, it is the role of the project manager to give the organisation its overall
vision, for without a focus, contributions will be at best ad-hoc, rather than
coordinated as a gestalt whole. Only through these approaches can the manager, not
only be able to maintain and enhance the organisations performance, but also

ensures 1ts survival.
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Chapter 4

Case Study - Development Control
in Malaysia

4.0 Introduction

It has been predicted that the 21st Century will belong to Asia (Dobb-Hoginson.
1994; Simone and Feraru, 1995; So and Chiu, 1995). The new cities of Asia,
particularly in the developing economies of East Asia, will be the urban centres of
the future, similar to those experienced by the post-industrial cities of Europe and
North American, which rose to greatness at the height of the industrial revolution.
Either in Europe or in Asia, the underlying trend, as we have seen in Chapter 2, is
that these cities are never static and constantly changing: either expanding,
contracting or undergoing internal restructuring in response to economic and social
pressures. If the problems of cities in Europe and America are due to lack of
investment, added by the decline of its heavy industries, those faced by the new
economies of Asia is opposite in nature. While the issues in European cities is
regeneration and redevlopment to overcome urban blight, those in Asia is often
related to uncontrolled growth due to over development. Moreover, behind the
facade of many booming developing metropolies, lies tell-tale evidence of urban
decadence, chronic traffic congestion spured by haphazard and often chaotic

development.

Even though the problems posed by both scenarios are of the opposite spectrum in
the evolution of modern cities as we know today, it is fair to conclude that the
common denominator in both cases is one of the same, i.e. related to the issue of
management and control . Firstly, how to make best use of existing structure to
manage and revive the past glory of these cities, and secondly, how to manage and

control the fast pace of intervention of new development.

4.0.1 Johor Bahru - The Southern Gateway City of
Malaysia.

In many ways, Malaysia's second largest city, Johor Bahru epitomises the new
Asian City, teeming with live changes and promises of a new age. Indeed to meet

these demands, it has to realign and transform its traditional role to fit into this new



internationalism. Johor Bahru is now being developed into, and promoted as an
'international city’, even capable of competing with neighbouring Singapore in the
future. With a contruction industry experiencing an impressive growth averaging
10% in the past five years or so, the target seems achievable.

However, there is a flip side to progress and prosperity in this southern gateway
city to Malaysia. While towering sky scarapers, mega shopping complexes, luxury
condominiums and posh hotels sprout everywhere, the fundamental problems of
traffic congestion, rising cost of living, added by the woes of squatters, hawkers
and petty traders, continue to plague the city.

Moreover as Malaysia targets to achieve a developed nation status by the year 2020,
additional goals and priorities are being included and set by the people. The country
hopes its society would be united and just, technologically advanced, with strong
and stable cultural values. It would be a moral and ethical society which promote
caring among the people, (Mohammed, 1991).

These aspirations present architects, planners developers, and City Councils,
responsible for designing, developing and managing the cities, with some of the
most significant and intractable problems and challanges, as Johor Bahru enters the
new millennium. The traditional functions of Johor Bahru, as an administrative
center and places for commuters to do business or shopping is changing. The
physical arrrangement of cities, must provide an avenue and encouragement for
social enrichment activities and expression of internal discipline, in line with the
country's ambitions. Current design practices and controlling methods used to
regulate the development of the cities are being scrutinised more than ever. This
places greater demand on those responsible for developing and managing Johor
Bahru to respond to society's needs and the nations vision to achieve these
objectives.

This chapter will look at the issues of development control as being practised in
Malaysia in general, and in Johor Bahru in particular. Related issues such as the
historical background, the country's policy to redistribute wealth, the political and
hierarchy in decision making and criticism of current system will be analysed. In
particular, the analysis will help the author to have a first hand understanding of the
problems faced by all the parties involved, and towards developing and proposing a
comprehensive and efficient system for managing development control in the Johor
Bahru City Council.
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4.1 Overview of Development Control

In Malaysia, the year 1921 was the turning point in the establishment of a formal
physical planning with the setting up of the Department of Town Planning initiated
by an Englishmen, C.C Reade (Goh, 1988). A staunch advocate of the garden city
movement! (Ebenezer, 1964), Reades was appointed as the government's first
town planner. His first task was to establish a system and machinery through which
urban planning could be implemented. More importantly, Reade promoted the idea
of the need for Malaya at that time, to have a comprehensive statutory town
planning blueprint for development. The earliest planning legislation was the Town
Planning and Develeopment of 1923, to be followed by the Town Planning Act
1927. The 1923 Act was a very comprehensive Urban Planning Act incorporating
provisions for planning, development control and powers to implement town
improvement schemes. It also has provisions to regulate buildings including the
extension of houses, and incorporating financial policy with regard to town
improvement or town development. The latter Act was however, watered down due
to political pressure and transformed town planning from a comprehensive exercise
of land management and planning into an exercise only of demarcation of
communication lines and land-use zones (Goh, 1988).

The Japanese occupation of Malaya again saw a shift in the thinking in planning,
whereby planning was for security reason, i.e efforts were directed towards anti-
guerilla warefare, contributed to the creation of resettlement 'new villages' (Siaw,
1983). These largely military imperative entailed massive displacement and
regroupment of scattered rural predominantly Chinese population into new
settlement areas.

After independence from the British in 1957, Malaysia began to establish her own
new town programmes, and national and regional planning assumed a high profile.
The enacting of the comprehensive National Land Code in 1965 has a significant
implication on land use control. McCoubrey (1988) regarded this as an innovative
form of planning control embracing both rural as well as urban land. The land use-
based planning system advocated by Reade, remained until the enactment of the
Town and Country Planning Act 1976. This Act was to provide a comprehensive
basis for planning and control for the country as we know today.

I Advocated in the early 1900 by the Englishman Howard Ebenezer, the garden city was promoted
as an alternative to the overgrown and over congested industrial city and the depressed depopulated
countryside. Ebenezers vision was the design of cities with limited area and population, and laid
out systematically with wide street, public parks and gardens, and in a rural setting (Ward, 1992).
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On the issues of developement control today, there has not been much debate,
empirical studies, or discussion done, hence the difficulty in documenting the
evolving issues and perceptions. Focus on the issues of control however, has
largely centred on the political side of it such as long delays in procedures, cost
implication, arbitrary conditions imposed, resource allocation and insufficient
policy guidelines (Bruton, 1982).

4.1.1 Sources of Policy for Control - The Country and
the New Economic Policy (NEP)

It can be concluded that the strategic policy of control for the past two decades or
so, was based on the New Economic Policy (NEP)2 , with a two pronged goal,
namely the restructuring of society and the eradication of poverty via the promotion
of economic growth. Launched in 1971, the NEP is a sensitive political agenda as it
tries to address the socio-economic imbalances of ethnic groups through positive
discrimination. There was and still is a marked difference between the ethnic

2 After independence from Britain in 1957, Malaysia's racial balance was poised on a knife-edge.
The Malays, who made up 51% of the population and lived mainly in the contryside feared
dominance by the economically powerful Chinese, who inhabited the towns. Those tensions
exploded on May 13, 1969, after a general election saw the Chinese-dominated opposition make
sizable gains at the expense of the Malay-dominated ruling coalition. The Malays, already mostly
living in poverty, seems to be losing their political power as well. The riots persuaded the
government that a heavy hand would not be enough to keep the lid on ethnic violence; the
underlying causes had to be tackled. The NEP, henced was launched. As one political writer
observed,

"If the goal was to prevent further bloodshed, the grand social experiment was

suceeding. Reducing poverty, giving the Malays a stake in the economy,

creating a large middle class - all these factors helped keep peace” (Jayasankaran,

1995, p.25).
Extending the ngument of the importance and contribution of social cohesion to the current
economic performance enjoyed by the country, the BBC reporter Stourton (1996) observed that the
NEP methods:

"..may be extreme, but then so was the challenge it faced....At the time of the

1969 raceriots, the Malays made up more than 50% of the population, but

owned only 2% of the counntry's wealth".
It is said that in terms of social engineering, the NEP has been on a scale unprecedented in the
world. Education was the main thrust of this policy and has created a large Malay middle class
which is crucial to social stability. Critics argue that the down side of this policy is to develop a
‘culture of mediocrity' and has actually hindered the economic development of the country.
Proponents however, argued that political stability is far more important for long term economic
prosperity of Malaysia. Again Sturton made these observation:

"These stabilty have made it possible to achieve the social cohesion they need to

keep growing. The Chinese ..seems to accept it partly because of the cultural

tradition that sees the nation as an extension of the family and partly because of

a pragmatic calculation about the consequences of racial rancour"

75



composition and their economic well-being between urban and rural areas. and

between states In a regional framework.

The objectives of the NEP are translated into hierarchical plans, programmes. and
projects. These will make up the strategies for both urban and regional
development, to direct and reshape the physical development with social and
economic change to areas where maximum benefit in terms of the NEP is likelv to
be achieved. On a wider perspectives, Bruton (1982), see the NEP as a set of

national policies essentially to:

"...a) define quite clearly the social and economic direction in which
the country is going; i1) establishes the longer term social. economic
and physical perspectives of the country within which the
implications of the day to day decisions can be considered; iii)
provide guidence for the coordination of the decisions and actions of
private agencies and iv) provide a control mechanism for the public
sector through the allocation of finance needed to implement
physical development proposals"” (p. 317)

4.2 Government and Development Control

To help us understand the way decisions are made with regards to development
control in Malaysia, it is imperative that we look briefly at the underlying political
thinking behind it. This section will analyse the ways the Federal government runs
the country as a whole, its influences on the State and finally. the impact of these

factors on decision making at the Local Authority level.

4.2.1 Hierarchy in Decision Making

Malaysia adopts a constitutional monarchial democratic system of elected
Parlimentary and State Assemblies. The head of country is rotated amongst the nine
hereditary rulers who will elect the Supreme Ruler. The governmental structure is a
hierarchical three-tiered system comprising of the Federal, State (both elected) and

appointed Local Governments, (Figure 4-1).
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stationed at the States, who act as the overseer of State projects on behalf of the
Federal Government.

In urban areas, a Federal government agency namely the Urban Development
Authority (UDA) concentrates on development and/or redevelopment schemes aim
at restructuring society in urban sector. Organisationally, UDA's are situated
outside the jurisdiction of local authority area. Their role can be seen as
complementing the ‘areal coverage of local authority establishments', (Goh, 1991).
The UDA's carries out their own planning and urban development in towns and
cities on a commercial basis. Their interaction in practice with the Local Authorities
is on a consultative basis.

At the State level, the State Economic Development Corporation (SEDC) is a close
resemblance in function of the UDA. Infact, these organisations are 'creatures' of
the respective States and function within a state. They act as States' enterprise
engaging in various physical and economic development ventures within a state.
The Johor SEDC for example, has ventured into the development and management
of a completely new town, i.e Pasir Gudang, and also act as the town's local
authority.

UDA's are like the new Urban Development Corporations (UDC) in England, set
up under the Thatcher government of the 1980's. The key concern of these
corporations, for example the Liverpool Dockland and the London Docklands, are
economic and physical regeneration of decayed areas (Ogden, 1992). This is
achieved by stimulating development by the private sectors through the provision of
land with enhanced infrastructure and services, environment conditions, and
economic initiatives including financial support. One distinct feature of the UDC's
which is relevant to our discussion, is that they become the local planning
authorities for development control in their assigned areas, superseeding the elected
local authority (Docklands Consulatative Committee, 1988). The argument is that
they need the executive powers and to be freed from the burueacratic style of
decision making being adopted by Local Authorities, if development were to be
done on a comprehensive and efficent manner. However, critics argue that
accountability to the system should be the paramount consideration of these

Corporations.
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4.2.2 Development Control and Local Authority.

Under the present three-tier system of government mentioned above, the
development control procedures regulates on the principles and scope of
administrative powers and control. The Federal Government is solely responsible
for such matters as foreign affairs, defence and education. The State Government,
on the other hand, is responsible for religion and land. Land includes the following:

" a) Land tenure; relation of landlord and tenent; registration of titles
and deeds relating to land; colonisation; land improvement and soil
conservation; rent restriction; b) Malay reservations....; ¢) Permits
and licenses for prospecting for mines; mining leases and
certificates; d) compulsory acquisition of land; e) transfer of land;
easement; f) Escheat; treasure trove excluding antiquities" - (The
Federal Constitution, (1976); 9th Schedule, List IT, Entry 2)

Matters related to local government and urban planning are in what is called the
‘concurrent list' (Goh, 1991), meaning that they are the concurrent responsibility of
both federal and state governments. In other words, in urban planning matters, the
federal government can pass legislation which would ensure uniformity in the
planning system in all the states. However, these legislations are in principle, not
operative until and unless they are adopted by the individual State Government. In
practice through, the Federal Government exerts a very strong influence over
running of the state governments and through them the local authorities. This is
done through the dispensing or witholding of Federal grants (Quazi, 1984).

The control of local authority by the state government is even stronger. Firstly, the
President or Chairman and members of the local councils are appointed on the
recomendations of the state government. As such, the views of the state
government are closely followed by the local authority. Secondly, the local
authority is the creation of the state government. Hence, the areas and powers of the
local authority are defined by the state government. Furthermore, powers of the
local authority are based on what is termed as the decentralised competence system,
which means that it can only do what is specifically empowered to do. Among the
powers given to local authority are that of preparing development plans, namely
structure plans and local plans, and controlling them.

Importing ideas from England, the statutory structure plans and local plans, form
the main instruments in planning (Bristow, 1988). These plans' are prepared by the
Local Authorities and is to be approved by the State Authority. To recall, the
function of the structure plan, as described in Chapter 2.2.4, is to outline the Local
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Authorities policies, strategies, and general proposals for the planning and
development of the designated areas. These must take into account the current
strategies and policies of the State and Federal Governments. The local plan which
is a more detailed plan and map can be adopted by the local planning authority for
development, and control purposes (Planning Advisory Group, 1956).

4.2.3 Organisation Structure and Decision Making

Development control administration at the State level is very elaborate in its
organisational structure but largely diffused in the hierarchy of authority and
division of functions. There is no need to elaborate on the function of each elements
of the hierarchy, except to point that they are machines of the political masters and
the organisation is structured to achieve the agenda of the day.
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