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Abstract 

Inspired by the 'turbo principle', this thesis deals with two iterative technologies in or- 

thogonal frequency division multiplexing (OFDM) systems: iterative interference cance- 
lation in space-frequency block coded OFDM (SFBC-OFDM) and iterative channel es- 

timation/tracking in OFDM Access (OFDMA) with particular application to Worldwide 

Inter-operability for Microwave Access (WiMAX) systems. 

The linear matched filter (MF) decoding in SFBC-OFDM is simple yet obtains maximum- 
likelihood (ML) performance based on the assumption that the channel frequency re- 

sponse remains constant within a block. However, frequency response variations gives 

rise to inter-channel interference (ICI). In this thesis, a parallel interference cancela- 

tion (PIC) approach with soft iterations will be proposed to iteratively eliminate ICI in 

G4 SFBC-OFDM. Furthermore, the information from outer convolutional decoder is ex- 

ploited and fed back to aid the inner PIC process to generate more accurate coded bits for 

the convolutional decoder. Therefore, inner and outer iterations work in a collaborative 

way to enhance the performance of interference cancelation. 

Code-aided iterative channel estimation/tracking has the ability of efficiently improving 

the quality of estimation/tracking without using additional pilots/training symbols. This 

technique is particularly applied to OFDMA physical layer of WiMAX systems according 

to the Institute of Electrical and Electronics Engineers (IEEE) 802.16 standard. It will be 

demonstrated that the performance of the pilot-based channel estimation in uplink (UL) 

transmission and the channel tracking based on the preamble symbol in downlink (DL) 

transmission can be improved by iterating between the estimator and the detector the 

useful information from the outer convolutional codes. 

The above two issues will be discussed in Chapter 5 and Chapter 6, and before this, Chap- 

ter 2 to Chapter 4 will introduce some background techniques that are used throughout 

the thesis. 
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Chapter I 

Introduction 

1.1 Motivations 

The motivations of this thesis are to find possible solutions to two existing problems in 

the decoding process of orthogonal frequency division multiplexing (OFDM) [6] systems: 

inter-channel interference (ICI) in space-frequency block coded OFDM (SFBC-OFDM) 

over frequency selective fading channels and channel estimation in OFDM with particular 

application to Worldwide Inter-operability for Microwave Access (WiMAX) system. It 

is realized that iterative decoding, the real 'turbo principle', is able to provide superb 

performance without introducing too much complexity. Therefore in this thesis, it will be 

applied to OFDM systems to solve the above two problems. 

1.1.1 Motivation I 

Orthogonal space-time block codes (STBC) [7] is one of the multiple-input multiple- 

output (MIMO) [81 techniques that is able to realize the full spatial diversity of the sys- 

Yu Zhang, Ph. D. Thesis, Department of Electronics, University of York (Jan. 2007) 

-900ý 



CHAPTER 1. INTRODUCTION 

tem. Based on the assumption of quasi-static flat fading channels, a simple linear block 

decoding algorithm can be achieved, which is able to give the maximum likelihood (ML) 

performance. 

It is well-known that OFDM is able to transfer a frequency selective fading channel into a 

number of flat fading sub-channels. Therefore, it has been suggested to combine OFDM 

with orthogonal STBC in the fon-n of SFBC-OFDM to allow STBC to perform well in 

multipath environment. The original simple linear decoding algorithm for STBC can be 

equivalently applied to SFBC-OFDM under the assumption that the channel frequency 

response remains approximately flat within a block. However, this assumption is not true 

in a severe multipath fading channel or OFDM with small number of sub-channels. In 

these two cases, frequency response variations between sub-channels will give rise to ICI 

during the conventional decoding process, resulting in a degradation in the performance. 

Our objective is to cancel the above ICI caused by channel frequency response variations 

in SFBC-OFDM over quasi-static frequency selective fading channels. A zero-forcing 

(ZF) [9] algorithm has been proposed for G2 (Almamouti codes) [10]] SFBC-OFDM to 

eliminate ICI in such a system, albeit with some sacrifice in the diversity. However, the 

ZF algorithm is too complicated for G4 [ 11 ] SFBC-OFDM. Therefore instead, a paral- 

lel interference cancelation (PIC) scheme with soft iterations based on the conventional 

linear decoder is proposed to mitigate the effect of ICI in G4SFBC-OFDM. When outer 

convolutional coding exists, the useful information from the decoder is further exploited 

and used to help improve the interference cancelation. 

Fig. 1.1 illustrates the generic receiver structure of code-aided iterative PIC. The inner 

soft PIC iterations extract useful data information from interfered soft output of the linear 

SFBC decoder. The performance of interference cancelation is improved after several 

iterations, but the improvement is limited due to the non-optimal initial values from the 

linear decoder. However, the initial values in inner PIC iterations can be largely corrected 

by feeding back the information from the outer soft-in-soft-out (SISO) convolutional de- 
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Figure 1.1: Generic receiver structure of code-aided iterative PIC in SFBC-OFDM 

coder, which makes the inner PIC iterations to work more efficiently and provide better 

coded information for the outer SISO decoder. In other words, the two iterations help each 

other in an iterative manner and the performance of interference cancelation is expected 

to be greatly improved from one iteration to the next. 

1.1.2 Motivation 11 

In wireless communications, channel estimation plays an important part in coherent re- 

ceiver design because the performance of the system depends critically on the quality of 

channel estimation. Compared to the perfectly known channel, a degradation in the bit 

error rate (BER) performance will be introduced by the estimation. Although occupying 

some extra bandwidth and reducing the system efficiency, pilot-based channel estimation 

can offer a satisfied performance at a moderate level of complexity. 

WiMAX technology has been rapidly developed and will play a key role in the fixed 

broadband wireless metropolitan area networks. In this thesis, the practical BER perfor- 

mance of channel estimation in physical layer of Institute of Electrical and Electronics 

Engineers (IEEE) 802.16 scalable OFDM Access (OFDMA) is investigated. The channel 

estimation schemes in uplink (UL) and downlink (DL) OFDMA are different depending 
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Figure 1.2: Generic receiver structure of code-aided iterative pilot-based channel estimation in 

OFDM/OFDMA 

on the distribution of pilot symbols. 

In UL OFDMA, pilots are scattered across subcarriers and symbols according to the stan- 
dard. Conventionally, channel estimation is implemented based on these original pilots. 

However, there is still room for improvement, which can again be realized by utilizing the 

iterative technique. In this thesis, code-aided iterative channel estimations are employed, 

where the output of convolutional decoder is fed back to improve the channel estima- 

tion. Fig. 1.2 shows the generic receiver structure of the coded-aided iterative pilot-based 

channel estimation in OFDM/OFDMA. Without iteration, the initial estimation is purely 

based on the originally known pilot symbols. The received signals are equalized using 

these initial estimates before sent to the SISO convolutional decoder. According to the 

'turbo principle', the outputs of the decoder, which contain both original pilot symbols 

and decoded soft data symbols (regarded as pilots), are sent back to help enhance chan- 

nel estimation in the next iteration. Since more 'pilot' information are exploited without 

adding extra pilots, the performance is expected to be improved after several iterations. 

Certainly, the complexity from iterations is increased because all the symbols are used for 

estimation. 

In DL OFDMA, a preamble symbol occupying all OFDM subcarriers is transmitted at the 

beginning of the frame, followed by regularly scattered pilots across subcarriers and sym- 

bols. Similarly to the iterative channel estimation, a code-aided iterative channel tracking 
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CHAPTER 1. INTRODUCTION 

can be implemented based on the preamble symbol. The receiver has similar structure as 
Fig. 1.2. Moreover, the channel estimates from each iteration of tracking can be further 

improved by channel estimation using scattered pilot symbols. This process is iterated 

between the decoder and estimators until the most estimation accuracy is obtained. 

1.2 Thesis Outline 

The rest of thesis is organized into the following chapters: 

* Chapter 2: Channel Modeling and Channel coding 

In this chapter, two fundamental technologies used throughout the thesis will be 

introduced. One is channel modeling, firstly two separate models for frequency 

selective fading channels and time-varying channels respectively, followed by a 

combined model for both time and frequency selective channels. The other one is 

channel coding, including convolutional coding and turbo coding, and their decod- 

ing techniques. The BER performance of these two codes over time-varying fading 

channels will be shown at the end of this chapter. 

o Chapter 3: OFDM 

This chapter will deal with three basic issues in OFDM: subcarriers, guard time and 

equalization. It will then give the BER performance of OFDM over multipath fad- 

ing channels and demonstrate that coding is a necessary part to realize the frequency 

diversity in OFDM systems. 

e Chapter 4: Orthogonal STBC 

In this chapter, the encoding structure for G2 and G4orthogonal STBC and their 

corresponding decoding algorithms over quasi-static flat fading channels will be 

introduced. The simulation results will show the BER performance of orthogonal 
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STBC with various numbers of transmit and receive antennas, and the correspond- 
ing spatial diversity obtained in such systems. 

* Chapter 5: Interference Cancelation in SFBC-OFDM over Quasi-static Fre- 

quency Selective Fading Channels 

Firstly, this chapter will describe two combined schemes for OFDM and orthogo- 

nal STBC: STBC-OFDM and SFBC-OFDM. Their different behavior in time and 
frequency selective fading channels, using the channel model given in Chapter 2, 

and their sensitivity and tolerance to channel time/frequency response variations 

will be investigated. Then, the chapter will concentrate on the interference cancela- 

tion schemes in the decoding process of SFBC-OFDM over quasi-static frequency 

selective fading channels. For G2 SFBC-OFDM, a ZF decoding method will be in- 

troduced; for G4 SFBC-OFDM, firstly, a PIC approach based on the conventional 
linear decoding will be proposed and its performance between using hard and soft 
iterations will be compared. Then, the outer convolutional coding will be added 

and both inner PIC and outer Log-MAP iterations will be implemented. Simulation 

results will show the performance under various number of inner/outer iterations. 

Specifically for outer iterations, comparisons between the performance of a SISO 

and a soft-in-hard-out (SIHO) decoder will be presented. 

e Chapter 6: Performance Evaluation of IEEE 802.16 VVNUN Physical Layer 

OFDMA 

This chapter will provide an overview of the physical layer of IEEE 802.16 scal- 

able OFDMA, and evaluate the practical performance of an OFDMA receiver in a 

typical mobile channel. Firstly, the performance deterioration due to channel esti- 

mations will be investigated. It will be demonstrated that the performance of con- 

ventional pilot/preamble based channel estimations can be improved by applying 

a code-aided iterative approach. Besides, the performance of mismatched channel 

estimation will be considered. Secondly, the chapter will measure the BER degra- 

dation due to timing errors and introduce a timing recovery scheme. Finally, the 

impact from the carrier frequency offsets will be measured and then the necessity 
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of implementing frequency synchronization in IEEE 802.16 OFDMA will be dis- 

cussed. 

9 Chapter 7: Conclusions and Future Work 

This chapter concludes the whole thesis by summarizing the work, highlighting the 

contributions of this thesis and presenting some possible future work based on the 

thesis. 
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Chapter 2 

Channel Modeling and Channel Coding 

Contents 
2.1 Multipath Channel Modeling ...................... 8 

2.2 Channel Coding ............................. 16 

2.3 Summary ................................. 28 

This chapter describes two fundamental techniques used in the thesis: multipath channel 

modeling and channel coding. 

2.1 Multipath Channel Modeling 

A typical characteristic of a wireless system is that transmissions between transmitter and 

receiver are not restricted to one single path. Due to the reflection and scattering from 

buildings, etc., transmitted signals are usually received with their replicas from different 

paths. Normally, signals on these paths are subject to different phase shifts, time delays, 

and Doppler shifts if there is relative motion between transmitter and receiver. Interfer- 
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ence between these signals gives rise to a series of harmful influences on the original 

signals. These effects are known as multipath, among which the most significant prob- 
lems are fading and dispersion. 

The main cause of fading is that multiple signals are received with random relative phases. 

These signals add either constructively or destructively resulting in random variations in 

the amplitude of the received signal. Dispersion in time is due to different time of arrival 

of various paths. If the delay spread is comparable with the symbol period, the delayed 

version of the symbol may interfere with the next transmitted symbol, giving rise to ISI. 

These channels are called frequency selective fading channels, since they exhibit attenu- 

ations in frequency response. On top of these, if there is motion between transmitter and 

receiver, multiple paths are subject to Doppler frequency shifts. This is because the phase 

shift of each path is changing with time, either slowly or rapidly. In fact, different paths 

have different Doppler shifts depending on their angles of arrival [12]. The collective 

effect at the receiver is a dispersion in the frequency band, called Doppler Spread. The 

corresponding channels are referred to as time-variant fading channels. 

To set up a computer simulation of a channel, it is helpful to build mathematical chan- 

nel models with consideration of multipath effects. This section will first of all intro- 

duce two existing and commonly used channel models describing time-dispersion and 

time-variant fading properties of the channel respectively, after which a single combined 

channel model is proposed and used in some parts of the thesis. 

2.1.1 Tapped Delay-line Model 

This section deals with the time dispersion characteristic of the channel. It will use the 

tapped delay-line model [13] to describe a frequency selective and time-invariant radio 

channel. 
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Fading 
envelopli 

Figure 2.1: Tapped delay-line model 

In general, the channel is modeled as a linear time-varying system [I], which can be de- 

scribed by its continuous time-varying impulse response, h(T, t). This shows how the 

channel impulse response h(T) varies with time t, whereTis the delay of the channel. If 

the time variation of the channel is relatively slow, e. g., the channel coherence time' is 

much longer than the symbol period or equivalently the Doppler bandwidth is much less 

than the signal bandwidth, the channel is regarded as quasi- stationary; in other words, 

channel varies with time, but are constant for periods of a few transmitted symbols. Fur- 

thermore, if the coherence time is much greater than the maximum delay, the channel is 

said to be separable, so that the delay parameterTand the time t can be treated sepa- 

rately [1]. If the signals on different paths are uncorrelated and have Gaussian distrib- 

utions, this leads to the familiar Gaussian wide-sense stationary uncorrelated scatterers 

(GWSSUS) model [13]. The channel impulse response is represented by a serious of im- 

pulses representing different paths with delaysTj and complex amplitudes (incorporating 

also the phase) hi, assuming invariant with time. The expression of this model is given in 

Eq. 2.1. 

h(T) = Ehi6(T - Ti) 

i=O 
where i is the index of multipath components. 

I The coherence time is for measuring the time over which the channel remains approximately constant. 
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For practical purposes, we are not interested in the response of the channel outside the 
bandwidth of the signal we intend to transmit over it [I]. Therefore, by lumping signals 

on different paths into delays of times of the symbol duration, the channel is sampled at 
the symbol rate to generate the tapped delay-line model (Fig. 2.1). 

Each tap has a delay of multiples of the symbol period T, and is weighted by a complex 
Gaussian coefficient aj taking into account the shape of the signalling pulse at the receiver 

and the component amplitudes [14]. A fading envelope is multiplied to each tap, indicat- 

ing the time-variant characteristics of the channel [1], which will be discussed in Section 

2.1.2. This is shown in Eq. 2.2, where L is the channel order. 
L-1 

h(T) aj6(T- jT, ) 
j=o 

(2.2) 

Another simplified channel model is established when the symbol period is much greater 

than the channel delay spread, or equally the signal bandwidth is much less than the 

channel coherence bandwidth. In these cases multiple paths are reduced to one path, and 

therefore the tapped delay-line channel model is simplified to the first tap: 

h(T) = ao6(T) (2.3) 

In this case, the channel is subject to frequency-flat fading, by contrast with the frequency 

selective one. 

2.1.2 Jake's Model 

Section 2.1.1 introduced a time-invariant frequency selective channel model: tapped 

delay-line model. In this section, the time-varying property the channel will be con- 

sidered and the well-known Jake's Model [15] will be introduced for the simulation of 

time-variant Rayleigh fading channels. Among various Jake's simulators, the one pro- 

posed by Patzold [16] is chosen. 
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A Rayleigh process ý(t) is the absolute value of a zero mean complex Gaussian process 

P(t): 

A (t) ::::::::: A1 (t) +i A2 (t) 

ýM=IA (t) I 

(2.4) 

(2.5) 

where /-ti (t) (i - 1,2) are uncoffelated real components with variance of 0,2 for each 0 
dimension. The analytical cross-correlation function (ccf) between p, (t) and A2 M is 

zero: 
/1142 (t) = 

E[pi(t)A2(t)] = (2.6) 

A typical shape for the Doppler power spectral density (psd) of the complex Gaussian 

process p(t) is given by the Jake's psd Sj, 1, (f) [15], the Inverse Fourier Transform (IFT) 

of which produces the corresponding autocorrelation function (acf) r,,,, (t) [ 16]: 

22 oro If I< fmax 
Sij, 

tl 
(f) 7rfmaxVll-(f/fmax)2 (2.7) 

0 If I> fmax 

E [p (t) p (t) 20r2 jo (27rf,,,, 
--t) 0 (2.8) 

E[pi(t)/-ti(t)] rtiti, (t) (i = 1,2) (2.9) 
2 

where Jo(. ) denotes the Oth-order Bessel function of the first kind; f,,,,, x is the maximum 

Doppler frequency that can be obtained by: 

v 
fmax 

- 
f, X- 

c 
(2.10) 

where f, is the carrier frequency; v and c are the relative velocity of the mobile object and 

the speed of light, respectively. For each dimension, Eq. 2.9 represents the analytical acf 

values of Mi(t) or/L2 (t) - 

The principle of Patzold's simulation model for Rayleigh processes is to use a sum of 

sinusoids to generate a complex Gaussian random process p(t) with Jake's psd Sl,,, (f). 

The two real functions p, (t) and/-12(t) are expressed as [ 16]: 

Ni 
E 

C-i, ncos(27rfi, nt 
+ Oi, 

n) (i = 11 2) 
n=l 
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cos(27rfl, lt +0 1,, 
) 

cos(27uf1,2t +0 
1,2) 

cos(27cf,, Nl 
t+01, 

Nj 
) 

cos(27cf2, lt 
+02,1 ) 

cos(27cf2,2 t+02,2 ) 

cos(27cf2, N, t 
+02, N2 

) 

4 (t) 

Figure 2.2: Patzold's simulation model for Rayleigh process with Jake's psd 

where Ni is the number of sinusoids. The quantities ci,,,, fi,,, and Oi,,, are simulation model 

parameters for Jake's Doppler psd function called Doppler coefficients, discrete Doppler 

frequencies and Doppler phases, respectively. Parameters ci,, and fi,,, are deterministic. 

They are computed during the simulation setup phase by [16]: 

Ci, n o, 0 Vf2-/ IN-i 

fi, 
n (n=1,2 

... Ni) 
2Nj 2 

(2.12) 

(2.13) 

The Doppler phases Oi,, are random variables uniformly distributed over the interval 

(0,27r] 
. 

Fig. 2.2 shows the general structure of Patzold's simulation model for a Rayleigh process 

with Jake's psd in its continuous-time form [16]. From that, the discrete-time representa- 

tion can be obtained by sampling at t=U, where k is an integer and T, is the symbol 

interval. 
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2.1.3 Time-variant Multipath Channel Model 

By adding Jake's time-variant fading characteristics (fading envelope in Fig. 2.1) onto 

each tap of the tapped delay-line model, a time-variant multipath independent fading 

channel model is generated. It is assumed that each fading tap varies from symbol to 

symbol and remains uncorrelated with other taps. 

According to Jake's model, independence between multiple fading taps is realized by ran- 

domly choosing Doppler phases Oi,,,, (i=1,2; n=1,2... Ni; 1=1,2 ... L), which are uniformly 

distributed over (0,27r], for each channel tap. As Oi,,,,, are mutually independent for dif- 

ferent fading paths, the multiple channels are expected to be uncoffelated in fading. 

The time-variant multipath channel model can be represented by a (N +L- 1) xN 

matrix fi: 

h(, ') 

h 
(2) 
2 h 

(2) 
1 

h 
(3) 
3 h 

(3) 
2 h 

(3) 
1 

h L h 3 h 2 h 1 

(N) 
hL ... 

(N) h3 (N) h2 (N) 
h1 

h 
(N+I) 

... h 
(N+' h 

(N+l) 
L 3 2 

(N+2) 
h ... 

(N+2) h 
L 3 

(N+L-1) 
IbL 

(2.14) 

where h (k) denotes the 1-th (1=1,2 ... L) channel tap at a given time slot k (k=1,2 ... N); N is 
1 

the number of symbols and L is the number of channel taps. 
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The transmitted symbols si (i = 17 2... N) are written into a matrix s: 

T 
S Sl S2 SN 

I 
(2.15) 

where T denotes the vector transpose. Neglecting the effect of noise during the transmis- 

sion, the received signal vector i can be obtained by 

hs (2.16) 

Assume a particular case when the the channel remains static during the transmission 

period of N symbols: 

h 
(2) 

h 
(N) 

=hl (1=1,2 L) 11 

The matrix fi can be simplified to: 

h'= 

hi 
h2 hi 
h3 h2 hi 

hL h3 h2 hi 

hL ... 
h3 h2 hi 

hL ... 
h3 h2 

hL ... 
h3 

0 

hL 

(2.17) 

(2.18) 

Therefore, Eq. 2.16 is equivalent to taking the convolution of the time-invariant multipath 

channel h and the transmitted signal s, where h is represented by 

hi h2 
-. - hL ] 
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2.2 Channel Coding 

During radio transmissions, the original signals are likely to be corrupted by the channel 

and the noise. The signals are usually received with errors, which increases the unrelia- 
bility of reconstructing the original information from the received data. The number of 

received bit errors divided by the total number of transmitted bits is defined as BER. BER 

performance is an effective way to evaluate the quality of a communication system. To 

reach a certain level of quality, various systems have different requirements on BER, e. g., 
10' for a high-rate speech transmission and 10-6 for a low-rate data transmission. It is 

commonsense that, in most cases, the BER of a system decreases as the signal-to-noise 

ratio (SNR) increases. Therefore, a simple and intuitive way to reduce BER is to increase 

the SNR at the input to the demodulator. However, this benefit is gained at the sacrifice 

of transmit power. 

Error-control coding (ECC) is a technique that has been widely used in digital commu- 

nication systems. By adding redundant information to the transmitted data, it helps to 

correct the received errors and reconstruct the original data. The advantage of ECC is that 

the same BER may be achieved for a lower SNR in a coded system than in a comparable 

uncoded system [1]. This allows the power budget to be lowered and brings some other 

system advantages, e. g., coding gain. 

Among all the powerful forward error-control (FEC) codes available, convolutional codes 

and turbo codes are deployed in this thesis. 

2.2.1 Convolutional Coding 

The convolutional encoder is composed of (v - 1) serially concatenated shift register el- 

ements (implemented by linear delay operations) and several weighted modulo-M com- 
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biners. v is known as the constraint length of the code and M is the code radix. In the 
case of binary codeS2, M=2. The weighting is simply a multiplication by 0 or 1, which is 

effectively realized by a disconnection (bit '0') or connection (bit 'F) to the relevant shift 
register element. The outputs are additive combinations of the states of the connected 
shift registers. 

A block of ko symbols is fed into the first shift register and moves along the rest at the 

speed of one block at a time. This indicates that the current output not only depends on 
the current block of ko symbols, but also on (v - 1) previous data blocks of ko symbols. 
For every ko input symbols, the output contains no coded symbols which are multiplexed 
to form a codeword. Note that the states of shift registers are set to be zeros after the 

useful data transmission by sending (v - 1)ko more zeros. This ensures that the initial 

states of registers are zeros before any data transmission begins. Supposing the length of 
the input data sequence is Nko, the rate of a convolutional code is obtained: 

R-- 
Nko Nko 

(2.20) Nko29- + I) koO Nno + (v - 1)no ko ko 

Usually, N>v,. Therefore, an approximate code rate is given by 

R r-,, 
ko 

(2.21) 
no 

Fig. 2.3 gives an example of a convolutional encoder. D represents a shift register ele- 

ment, therefore the constraint length v of the example convolutional encoder is 3. During 

each transmission, one data bit d is input (ko = 1). generating two coded bits cl andC2 

(no = 2). This gives a code rate R of 1/2. According to the connection status between 

the two outputs and the shift registers, a generator matrix G is defined for this example of 

convolutional code: 

G (2.22) 

where each row represents an output and each col indicates the connection status. 

2 Only the binary case is considered in this thesis. 
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10 

%. ýUutl /- 

Figure 2.3: Example of convolutional encoder 

Given the current states D of the shift registers: 

T 
D D' D-' D -2 (2.23) 

the output codes C are: 
T 

C Cl C2 = GD (2.24) 

A convolutional code can be uniquely described by three parameters: the generator poly- 

nomial G (octal notation of the generation matrix), the code rate R and the constraint 

length v. There are a number of useful tools for representing a convolutional encoder and 

its codes, e. g., the trellis diagram and the state diagram, the details of which can be found 

in [1]. 

Decoding is always the most difficult and computationally complex part of convolutional 

codes. The decoding algorithm used in this thesis is the famous Viterbi decoding [17]. 

Generally speaking, it is an algorithm for obtaining the decoded sequence by looking for 

a path, called the survivor path, through the code trellis diagram that most resembles the 

received code sequence. The corresponding input on the survivor path gives the decoded 

data sequence, while the outputs on the survivor path are parity codes form the code 

sequence. 
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There are two kinds of distances used for calculating the differences between the path and 

the received code sequence: Hamming distance and Euclidian distance, corresponding to 

the hard decision and soft decision, respectively. Soft decision decoding provides more 

coding gain than hard decision decoding in the equivalent case, and therefore is used in 

this thesis. The Viterbi decoder is usually referred to as a hard-output decoder since the 

decoded bits and parity bits are output in the form of zeros and ones. The parity bits from 

the Viterbi decoding can be used in the later iterations. The approach will be discussed 

in Chapter 5 and Chapter 6 of this thesis. For details of the Viterbi decoding, interested 

readers are referred to section 7.3.1 of [1]. 

As is known, convolutional coding can eliminate the deleterious effects of fading channels 

by providing a diversity gain potentially equal to the minimum Hamming distance of the 

code. In terms of the BER performance, the diversity gain behaves as an increase in the 

slope of the BER curve. However, the full diversity gain can only be obtained under the 

assumption that the bits of the code sequence fade independently. However in many cases, 

channels fade slowly and correlate within the coherence time. Hence the code sequence 

must be interleaved before transmitting. The aim of the interleaver is to separate the 

adjacent bits of the code sequence by at least the coherence time of the channel. Therefore 

after interleaving, the fading of code bits becomes independent and the full diversity gain 

can be obtained. 

Fig. 2.4 and Fig. 2.5 show the BER performances of convolutional codes versus 

bit-energy-to-noise-density ratio (EbNO) over symbol-by-symbol time-variant flat fading 

channels. The noise is assumed to be additive white Gaussian noise (AWGN). The con- 

volutional codes used in simulations have the same code rate of 1/2, but are different in 

strength: constraint lengths of 3,5,7 with generator polynomials (5,7), (23,35), (133,171) 

and minimum Hamming distances of 5,7,10, respectively. Both hard and soft decision de- 

coding are simulated for comparison. The length of the code sequence is 256. A 16 x 16 

block interleaver is chosen, which can separate the adjacent bits by a distance of 16 bits. 

Binary phase-shift keying (BPSK) modulation is used throughout the simulations. 
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Figure 2.4: BER performance of convolutional codes over independent time-variant flat fading 

channels 

Fig. 2.4 shows the performance of convolutional codes in independent' time-variant fad- 

ing channels. The performance of different code strengths and decision methods are com- 

pared. It is obvious that the diversity gain increases as the code minimum distance in- 

creases. At high EbNO regions, the diversity gain tends to reach the minimum Hamming 

distance of the corresponding code, at least for soft decision decoding. It is also observed 

that for the same code, soft decision can provide more gain over the hard decision, ap- 

proximately 4dB at the BER value of 10-2. 

Fig. 2.5 gives the performance of convolutional codes in correlated 4 time-variant fading 

channels, with comparison to that obtained under independent channels. The codes have 

3The channels at different symbol periods are randomly generated from a Gaussian distribution, there- 

fore they are independent with each other. 
4The channels at different symbol periods are sampled ftom a time-variant channel varying according 

to a fixed Doppler frequency, therefore they are correlated in time. 
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Figure 2.5: BER performance of convolutional codes over independent and correlated (fading 

rate 0.01) time-variant flat fading channels 

the same strength (a minimum Hamming distance of 3) and decision method (soft). The 

fading rate of the correlated time-varying channel is 0.01, which gives a coherence time 

of about 1/0.01 = 100 bit periods. Therefore, the interleaver would have to separate the 

adjacent bits by at least 100 bits away to create independent fading. This can hardly be 

achieved by a 16 x 16 block interleaver. Hence the available coding gain decreases in the 

correlated fading case. 

2.2.2 Turbo Coding 

As a new class of convolutional codes, turbo codes were first introduced by Berrou, 

Glavieux and Thitimajshima at International Conference on Communications in 1993 

[18]. They claimed that a rate 1/2 turbo code can achieve a capacity of 0.7 dB away from 
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Figure 2.6: Example of the structure of turbo encoder 

Code 

the Shannon capacity limit at the BER of 10' [ 181, which was a remarkable achievement 

in the existing coding world. The discovery of turbo codes puts an end to the thought that 

the Shannon limit can only be approached using extremely long codes with very complex 

decoding processes [19], but instead, by using a sub-optimal decoding method with a 

modest level of complexity. The powerful effor-correcting capability of turbo codes have 

made them so popular that since the late 90s, turbo codes have been developed rapidly in 

practical applications [20] and also received intensive interest in the academic area. 

Turbo codes are based on two fundamental concepts: concatenated coding and iterative 

decoding [2 1 ], the latter of which is the real 'turbo principle', since it is this method that 

provides remarkable performance of turbo codes. As turbo codes will be used in some 

parts of this thesis, this chapter will provide a brief introduction to the turbo encoding and 

decoding techniques in this section. For more extensive knowledge, readers are referred 

to [191 and [211. 
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Figure 2.7: Example of a RSC code 

2.2.2.1 Mirbo Encoder 

Fig. 2.6 gives an example of the structure of a turbo encoder. A turbo encoder is com- 

posed of two parallel concatenated recursive systematic convolutional (RSQ codes with 

an interleaver in between them. The turbo encoder works as follows. A length N data se- 

quence d= [dj, d21 
.... 

dk) 
... I 

dNj is encoded by the first RSC encoder, generating a code 

sequence (parity bits 1) xPI- = [x", x", ..., XP1 XP1 12k NI . Then, the original data sequence 

d is interleaved and sent to the second RSC encoder, the output of which is another code 
XP2 = 

[ýe2' XýP2' 
... ' 

XP2' 1_*, 4 ]. Finally, d (also x'), xP1 andXP2 sequence (parity bits 2) 1 02 k 

are multiplexed together and transmitted through the channel. Without puncturing, this 

results in a code rate of 1/3; if necessary, puncturing can be used to obtain a higher code 

rate. 

The component convolutional codes are RSC codes. Compared with non-recursive non- 

systematic convolutional (NSQ codes, RSC codes use a feedback loop (thus 'recursive') 

and set one of the outputs equal to the input data (thus (systematic'). Fig. 2.3 gives an 
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Figure 2.8: Structure of the turbo decoder for the example encoder 

example of an NSC code, and Fig. 2.7 is its corresponding RSC code. The code rate and 

constraint length of the RSC code are 1/2 and 3, and the generator polynomials of the 

RSC code are (5,7), corresponding to its output and feedback connection respectively. 

The interleaver between the two RSC encoders is a critical part in the turbo encoder lead- 

ing to a good performance of turbo codes. The interleaver is to ensure the data bits that are 

close together when entering one RSC encoder are separated far apart before entering the 

other RSC encoder. In the turbo decoder, a corresponding deinterleaver takes the inverse 

operation to take the data sequence back to the original ordering. There are a number 

of interleavers that can be used in turbo codes, e. g., block interleavers, pseudo-random 

interleavers and s-random interleavers. Here, the optimum s-random [22] interleaver is 

chosen for its superior performance. The output of such an interleaver is generated ran- 

domly, with the condition that any two bits originally having a distance less than S bits 

are separated by at least s bits after interleaving. 
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2.2.2.2 Turbo Decoder 

Fig. 2.8 illustrates the turbo decoder corresponding to the example encoder in Fig. 2-6. 

The decoder is composed of two serially concatenated RSC decoders that are linked by 

the same interleaver/deinterleaver used in the turbo encoder. 

The turbo decoder works in an iterative manner and in each iteration, the two component 
decoders generate from the received sequence the estimates of the original uncoded data, 

and exchange the decoded information to help each other. Before iterations, the received 
" y") from the demodulator are multiplexed to the corresponding signals A W9 

7 Yk Ik 

RSC decoder: y' and y" to the first RSC decoder and y' and y" to the second. When the kkkk 

parity bits of a given RSC encoder are punctured before transmission, the corresponding 

decoder inputs are set to zero at the punctured positions. In the first iteration, the first 

component decoder takes as its input the received systematic codes y' and the received k 

parity codes y", and yields the estimate of the data bits L,.,,. Then the second component k 

decoder uses its received systematic codes y' and received parity codes yk', as well as k 

the interleaved soft information of L, j, Lap23, provided by the first component decoder, 

to obtain another estimate of the data bits Lex2- In the subsequent iterations, besides 

the received signals, the first decoder also uses the additional de-interleaved information 

of Lex2, Laplý from the second decoder in the previous iteration to generate L, xl. The 

process is repeated iteratively until the two component decoders' estimates of the original 

data bits converge. Finally, another soft output Lp,, delivered from the second decoder is 

de-interleaved and used for the final hard decision. 

In general, each component decoder performs decoding by using its input received signals 

(y' and y'i (Z' - 1,2)) and the a priori information (L,, pi (i = 1,2)) from the other kk 

decoder, and produces the extrinsic information (L,, i (i = 1,2)) for the other decoder. 

The final hard decision is made on the a posteriori information (Lp.. ), while the extrinsic 

information is only used for the exchange uses between decoders during the decoding 

process. 
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An important characteristic of the turbo component decoder is that it is a so called 'soft- 

in-soft-out (SISO)' decoder, which accepts soft a priori information L"pi (i 1,2) at its 

input from previous decoding (in addition to the input signal y' and yP' (i 1,2)), and kk 

generates soft information L,, ýj (i = 1,2) and Lpos at its output. Soft information means 

that in addition to the decoded bits, the reliability of decoding (the associated probabilities 

of decoded bits) is also provided, usually in the form of log-likelihood ratio (LLR). As 

its name implies, the LLR is the logarithm of the ratio of two probabilities in the case of 
binary transmission, e. g., the output a posteriori information (Lpos) is given by 

Lpos= log 
P(dk 
P(dk 

(2.25) 

where the numerator and denominator are probabilities of the transmitted bit dk= +1 and 

dk =- 1, provided the received sequence is y. According to Eq. 2.25, the more positive 

the value of LpO, is, the more likely the transmitted bit was 'I'; on the other hand, a more 

negative value of Lpos indicates a greater possibility that the transmitted bit was '0'. 

The component SISO decoders are built based on the maximum a posteriori (MAP) algo- 

rithm, which was originally proposed by Bahl, Cocke, Jelinek and Raviv [231 and mod- 

ified by Berrou et al [ 18]. Max-Log-MAP algorithm is a simplified version of the MAP 

algorithm. It drastically reduces the complexity of the MAP algorithm, but produces less 

accurate soft output. For computational simplicity and without losing of optimality, the 

Log-MAP algorithm, proposed by Robertson et al [24], is usually employed instead of the 

MAP and Max-Log-MAP algorithm. For more details about the MAP, Max-Log-MAP 

and Log-MAP algorithm, interested readers are referred to [I]. 

Fig. 2.9 is the BER performance of the turbo codes over the AWGN channel. The code 

employed in the simulation is a rate 1/3,8 state turbo code. The generator polynomials 

of the component RSC encoders are (13,15) in octal for their feedback and output con- 

nections respectively. The length of the frame is 1024, giving a sufficient s-parameter 

of 20 for the s-random interleaver. The log-MAP algorithm is used for the decoders and 

the number of iteration trials are 1,2,3,5,8 and 10. Simulation results show that the 

BER performance of turbo codes improves as the number of iterations increases. The im- 
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provement is great for small number of iterations, but becomes smaller as the number of 
iterations increases. Ten iterations is sufficient to obtain a good performance while main- 

taining a reasonable complexity. The BER performance of turbo codes over independent 

symbol-by- symbol time-variant fading channels are also given in Fig. 2.10. It is obvious 

that channel fading is a source of degradation in the performance of turbo codes. How- 

ever, turbo codes are still able to provide a much better performance than the equivalent 

convolutional codes. 

2.3 Summary 

This chapter described the channel models and channel coding techniques that are used 

throughout the thesis. The tapped delay-line channel model will be applied in Chapter 3, 

Chapter 4 and Chapter 5 to investigate the BER performance of OFDM, orthogonal STBC 

and SFBC-OFDM, respectively, over quasi-static multipath (or flat) fading channels. The 

Jake's time-variant channel model has been used in this chapter to show the BER perfor- 

mance of convolutional codes over such channels. The frequency selective fading channel 

model will be utilized in the BER performance comparisons between space-time block 

coded OFDM (STBC-OFDM) and SFBC-OFDM in Chapter 5, and will appear later in 

simulating the performance of IEEE 802.16 OFDMA physical layer. 

Convolutional codes and turbo codes are used to evaluate the BER performance of OFDM 

in coded systems, which will be discussed in Chapter 3. Besides, combined convolutional 

encoding and SISO Log-MAP decoding will be employed to provide improvement in the 

performance of relevant systems described in Chapter 5 and Chapter 6. 
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OFDM [6] is an old technique that can be dated back to as early as the 1950s. Despite 

that, it has attracted a lot of attention during the past a few years and been chosen for 

various systems such as digital audio broadcasting (DAB) [25], digital video broadcasting 

(DVB) [26], upstream on cable TV [27] and digital subscriber line (DSL) [28]. It has 

also been adopted in some of the Institute of Electrical and Electronics Engineers (IEEE) 

standards for wireless networks, e. g., 802.11a [29] and 802. llg [30] for wireless local 

area network (WLAN), and 802-16 [31] series for wireless metropolitan area network 

(WMAN). It was also proposed for the third-generation (3G) digital mobile radio, but 
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was not implemented in any of the main systems [1]. It is being regarded as a promising 

candidate for the fourth-generation (4G) mobile wireless systems [32] 

This chapter will give a brief introduction to the basic structure of an OFDM system. 
The benefit of OFDM is that it eliminates the ISI introduced by the time dispersion of a 

multipath channel. By inserting a cyclic extension, ISI is further reduced. Equalization 

is required at the receiver, but the unique structure of OFDM makes it easier to imple- 

ment than the conventional form. With the help of coding, the technique can also provide 

additional robustness due to diversity in the presence of narrow-band fading. The perfor- 

mances of uncoded and coded OFDM over multipath channels are investigated. 

Timing and frequency synchronization in OFDM are also very important in the signal 

processing of an OFDM system, which will be discussed in more detail in Chapter 6. 

3.1 OFDM Subcarriers 

The maximum data rate on a multipath channel is limited for conventional modulation 

schemes due to ISI caused by the multipath dispersion [33]. ISI exists when the symbol 

period is less than the delay spread of the channel, when the channel is subject to fre- 

quency selective fading (Fig. 3.1). In this case, the received symbol contains delayed 

versions of previous symbols (Fig. 3.1). Without equalization, the highest data rate is 

given by the channel delay spread. On the channels frequently encountered in personal 

communication systems, this may limit the data rate to a few tens of k bits/s [34]. Time- 

domain equalization [35] is a way to eliminate the ISI so as to increase the data rate. 

However, the receiver complexity may increase rapidly with the product of data rate and 

delay spread [341. 

Multi-carrier modulation is another effective way to solve the ISI problem. It was pro 
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Figure 3.1: The generation of ISI on a multipath channel 

posed at the early stage by Mosier and Clabaugh in 1958 [6]. In contrast to the con- 

ventional single-carrier modulation, multi-carrier modulation (Fig. 3.2 [11) operates by 

dividing the available bandwidth into a number of spaced sub-channels, where the split 

data streams are modulated onto the corresponding carriers. 

Although the total symbol rate equals that of a single-carrier system with the same band- 

width, the rate on each sub-channel is reduced relative to the delay spread of the channel, 

by N, times (N, is the number of sub-channels). Therefore, each channel is more tol- 

erable to the time dispersion of the multipath channel. At the receiver, data on different 

sub-channels are separately demodulated by filters to remove side lobes. Between sub- 

channels, a guard band is required, so that sub-channels will not overlap significantly (Fig. 

3.3(a)). 
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Figure 3.2: Structure of multi-carrier modulation [1] 

The idea of OFDM appeared when Chang [36] and Saltzberg [37] realized that if the 

sub-channel spacing was equal to the OFDM symbol rate on each, the modulated signals 

would be orthogonal to each other, and could be simply separated by a matched filter 

(MF) or a correlator at the receiver [21]. In other words, each subcarrier has exactly 

an integer number of cycles in the OFDM symbol period, and the number of cycles of 

adjacent subcarriers differs exactly by one (Eq. 3.1). 

Af = fi+l - fi =N- 
N+l 

-1 (i = 1,2 N, ) 
TTT 

(3.1) 

where fi and fj+j are subcarrier frequencies of the i-th and (i+l)-th sub-channel and Af 

is the frequency spacing between them; T is the OFDM symbol period; N, and N are the 

number of sub-channels and the number of cycles of the i-th carrier within the symbol 

period T, respectively. Fig. 3.4 shows an example of three subcarriers of one OFDM 

signal, supposing all subcarriers have the same phase and amplitude (may be different in 

practice according to the modulation scheme). 

The orthogonality of OFDM subcarriers increases the bandwidth efficiency of the system 

significantly, since the originally spaced sub-channels in a conventional multi-carrier sys- 

tem can be overlapped without interference from each other by using OFDM. Fig. 3.3(b) 

illustrates the spectrum of individual OFDM subcarriers, with comparison to that in a 

conventional multi-carrier system. 
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(a) Conventional multi-carrier modulation 
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Figure 3.3: subcarrier spectrum of (a) multi-canier modulation (b) OFDM 

The final OFDM signal is the summation of the modulated signals on each subcarrier: 
N, 9 _, 2 

Rel Z diexp(j27r(f, + t)1 t EE (0, T] (3.2) 
T 

i=_ Ns 
2 

where di are the complex symbols modulated by phase-shift keying (PSK) or quadra- 

ture amplitude modulation (QAM) etc., and f, is the carrier frequency. The equivalent 

complex baseband expression is written as 
Ns 

2 

Z diexp(j27r-Lt) tG (0, T] (3.3) 
i=_ N., T 

After sampling, the time-discrete baseband OFDM symbols are obtained: 
Ns 

_1 2 
ik 

(3.4) s(k) =E diexp(127-) (k = 1,2 ... 
N, ) 

i=_ Ns N, 
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time 

Figure 3.4: Example of three subcarriers in one OFDM symbol 

Figure 3.5: Inserting CP in an OFDM symbol 

where k is the sampling index. Eq. 3.4 can be effectively realized by performing an 

inverse discrete Fourier transform (IDFT). Correspondingly, a discrete Fourier transform 

(DF. F) is applied to demodulate at the receiver. Usually, the inverse fast Fourier transform 

and fast Fourier transform (IFFT/FFT) are used instead to reach a drastically reduced 

computational complexity. Thanks to the development in digital signal processing (DSP) 

devices, these transformations can be rapidly and readily implemented in practice [38]. 

In fact, this is the main reason that triggers the renewed popularity of OFDM. 
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Figure 3.6: Elimination of ISI by adding CP to the OFDM symbol 

3.2 Insertion of CP 

The most attractive property of OFDM is its high resistance to the multipath delay spread. 

However, with the scheme so far described there is still some residual ISI existing be- 

tween OFDM symbols. As shown in Fig. 3.6 (a) and (c) (assuming one sub-channel and 

representing the OFDM symbol by a sine wave), the end of the delayed version of the 

last symbol introduces interference to the current symbol when integrating over the FFF 

period, producing the ISI. In addition, the dispersion also destroys the orthogonality be- 

tween subcarriers and gives rise to the interference between sub-channels, named ICI, the 

effect of which is illustrated in Fig. 3.7 (al) and (a2). 

In this example, 'ubcaffier F and delayed 'subcarrier 2' are shown separately during one 

OFDM symbol interval (an OFDM symbol is the sum of several subcarriers). Assume 
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Figure 3.7: Elimination of ICI by adding CP to the OFDM symbol 

each subcarrier is BPSK modulated, which means there may be a 27r-degree phase change 

at the OFDM symbol boundaries (Fig. 3.7 (a2)). If delay exists, the phase 'switching 

point' of the delayed subcarrier will fall within the FFT window. In this case, the differ- 

ence in the number of cycles of subcarriers is not an integer number; therefore subcarriers 

are no longer orthogonal to each other. When de-modulating (FFT), the phase jump in 

some subcarriers produces a certain level of interference to other subcarriers. 

The effect of ISI and ICI can be eliminated by introducing a time-domain cyclic prefix 

(CP) (Fig. 3.5) after the modulation (EFFT), and discarding it before the de-modulation 

(FFT). Fig. 3.6 (b) and (c) show how the introduction of CP eliminates ISI. As long as the 
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length of CP is longer than the multipath delay spread, the delayed part of the previous 
OFDM symbol will fall within the CP period and be deleted when the CP is removed. 
The previous OFDM symbol dies away before the current symbol arrives, therefore the 

current OFDM symbol will not be affected when integrating over the FFT interval. To 

remove ICI, CP cannot be any other value but the exact duplicate of the last samples' 

of the data portion of a OFDM symbol. This is to ensures that the delayed signals on 

subcarriers have an integer number of cycles within the FFT interval (Fig. 3.7 (bl) and 
(b2)). Again, provided the delay is smaller than the length of CP, the phase 'switching 

point' disappears after the CP is deleted. As a result, ICI is eliminated. 

The insertion of CP certainly introduces overhead, which costs a reduction in bandwidth 

efficiency depending on how long the CP is relative to the symbol period. A typical 

overhead of CP is 25% of the OFDM symbol period, e. g., for a FFT size of 64, the CP 

length will be 16. The impact of CP is similar to the 'roll-off factor' in raised-cosine 

filtered single-carrier systems. Since OFDM has a wide spectrum, a large fraction of the 

allocated bandwidth can be utilized for data transmission, which helps to moderate the 

loss in efficiency due to CP. 

3.3 Equalization 

Although OFDM is robust to multipath dispersion, it still encounters different amplitude 

attenuations and phase shifts between sub-channels, due to the unevenness of the channel 

frequency responses. This can be corrected by means of equalization, which performs 

the inverse filtering effect of the channel. In particular, equalization can be simply per- 

formed in OFDM by multiplying the received signal on each sub-channel by the complex 

conjugate of the sub-channel frequency response separately, so that the original signal is 

re-created before demodulation. In fact, the simple equalization in frequency domain is 

I One OFDM symbol contains N, samples, where N, is the number of OFDM subcarriers 
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Figure 3.8: Frequency-domain equalization in OFDM 

one of the advantages of OFDM. Fig. 3.8 describes the rationale behind the frequency- 

domain equalization in OFDM. For an individual sub-channel, the equalization is more 

or less a single-tap filter. 

For coherent modulation, it is necessary to know the frequency responses of sub-channels 

at the receiver in order to equalize. This is normally provided by channel estimation using 

the pilot symbols inserted on some sub-channels at the beginning of the transmission. 

Fig. 3.9 (without equalization) and Fig. 3.10 (with equalization) show how the multipath 

channel changes the amplitude and phase of the original signal and how the equalization 

works to correct it. To show the effect of equalization more clearly, receiver noise is set 

to be zero in the simulations. The number of subcarriers is 64 and for a channel order of 

3, the length of CP is chosen to be 4. The modulation scheme used is BPSK. It is obvious 

from the results that equalization is an effective and simple way to correct the amplitude 

variations and phase shift in OFDM caused by the multipath channel. 
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Figure 3.11: Block diagram of basic OFDM structure 

3.4 Performance of OFDM over Multipath Channels 

With all the schemes described above, the basic structure of OFDM is illustrated in Fig. 

3.11. 

Since the most attractive advantage of using OFDM is its resistance to the multipath 

effect of the channel, in this section, its performance over a multipath channel will be 

discussed. An OFDM system can be considered as a block or vector transmission system. 

consideration is restricted to one symbol, since the transmission in other blocks can be 

readily analyzed by the same process. Also assume that perfect channel information is 

known at the receiver. 

It is assumed that the channel remains static during an OFDM symbol period and varies 

from one symbol to another. The tapped delay-line channel model described in Section 

2.1.1 is used, where the symbol duration T, refers to the OFDM sampling period T, - The 

channel taps are equally spaced by one sample and have a maximum delay of (L - 1) 
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samples. The vector form of the channel impulse response is given by 

h= [ hi h2 
... hL ] (3.5) 

where hi (i = 1) 2 ... L) represents the value of the i-th channel tap. The vector of input 

data symbols is written as S= [Si S2 
... 

SN']T 
. These symbols are to be mapped in 

parallel on to N, sub-channels, and Sk(k = 1,2 ... N, ) denotes the data symbol on the 
k-th sub-channel. After the N, -point IFFT, the symbol is extended by a length-Np CP 

(N, p > (L - 1) to avoid ISI/ICI), creating a transmission vector 

T 
s SNs-Ncp+l SNý, 

-Np+2 ... SNý, Sl 52 ... SN, 
1 

(3.6) 

which is then transmitted serially through the channel. The received signal is simply the 

convolution of the transmitted symbol and the channel impulse response: 

hn (3.7) 

where n is a zero-mean AWGN vector. The received signal is then CP removed and FFIF 

demodulated. Note that with the CP extension, the convolution in Eq. 3.7 is a cyclic 

convolution. A well-known property of FFT is that cyclic convolution in the time domain 

results in multiplication in the frequency domain. Therefore, it is easy to rewrite Eq. 3.7 

in its equivalent frequency-domain expression: 

R=HS+N (3.8) 

where R, S and N are N, x1 vectors whose elements are N, -point FFr of r, s and 

n, respectively; H is a diagonal matrix whose diagonal elements are the N, -point FFIF 

of h and non-diagonal elements are zeros. Hkk is the complex channel gain (frequency 

response) of the k-th (k = 1,2 ... N, ) sub-channel. R is then equalized using the estimated 

channel frequency responses. From Eq. 3.8, it is obvious to see that OFDM is able to 

convert a frequency selective fading channel into N, perfectly flat fading sub-channels. 

This provides another way to understand why OFDM eliminates ISI/ICI. 

Fig. 3.12 gives the performance of OFDM with 256 sub-channels over multipath chan- 

nels. The power delay profile of the channel is uniformly distributed and the channel 
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Figure 3.12: Performance of OFDM in multipath channels 

orders are 3 and 10 respectively. The figure demonstrates that as long as the delay spread 

of the channel is shorter than the CP, OFDM offers an efficient way to overcome the dele- 

terious effect of multipath. Otherwise, the existing ISIACI introduces an irreducible error 

floor in the high EblNo region, as in the case when the CP is shorter than the channel 

delay ('L = 10, CP = T). However, it is also noticed that the diversity does not in- 

crease as the number of channel paths increases, which indicates that OFDM cannot offer 

frequency diversity alone. 

3.5 Diversity Realization by FEC Coding 

As is known, the use of OFDM does not increase the total bandwidth of a system, and 

therefore the bandwidth efficiency is not reduced. The bandwidth of an OFDM system is 
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close t02 that of a single-carrier system carrying the same data rate. The overall bandwidth 

is just divided between sub-channels. However on the other side, this indicates that no 

additional diversity advantage is available on fading channels through the use of OFDM 

alone [1]. This can be understood in another way that OFDM transfers a frequency selec- 
tive fading channel into a number of flat fading channels, therefore the diversity offered 
by the channel is lost in sub-channels. 

Since the overall BER of the system is dominated by that of the most severely faded 

sub-channels [1], the performance of such a system could be rather poor on a fading 

channel. This is because in non-adaptive OFDM, the power and bit rate of each sub- 

channel are fixed, and some of sub-channels might be severely faded by the frequency- 

selective fading channels. Fortunately, this problem can be solved by employing FEC 

coding, which is famously known as coded orthogonal frequency division multiplexing 

(COFDM). Coding and interleaving are essential for OFDM to compensate for fading 

sub-channels and yields a significant diversity improvement. Note that FEC coding must 

be powerful enough to correct the sampled errors lying in the frequency selectivity null 

regions. Also, the interleaver should be able to distribute the coded bits across all the 

sub-channels and separate the adjacent bits by more than the coherence bandwidth of the 

channel. To realize this, the total bandwidth should be much greater than the coherence 

bandwidth. 

Similar to the convolutional diversity gain over the time-variant fading channel, the max- 

imum diversity gain provided by COMM over a frequency selective fading channel is 

determined by the minimum Hamming distance d,,, i,, of the code, provided the interleaver 

is effective enough. It is also true that the channel response depends on L independently 

fading taps of the multipath channel, which shows that the maximum diversity order is 

also given by L. Limited by each other, the maximum diversity is the minimum of the 

2jt is not identical because OFDM efficiency is reduced by the CP and the side lobes at the edge of the 

multiplex, while the single carrier efficiency is reduced by the roll-off factor of the Nyquist filtering. 
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Figure 3.13: Perfon-nance of convolutional coded OFDM over multipath channels 

two. 

diversity = min(d,, i,,, L) (3.9) 

Nevertheless, even with interleaving, the full extent of the diversity advantage indicated 

above may not be achieved in practice. The resulting correlations between coded symbols 

will affect the performance of coded modulation schemes in the form of a decrease in 

diversity gain. 

To verify this, Fig. 3.13 gives the performance of convolutional coded OFDM with dif- 

ferent code strengths and channel orders. The codes used here has a minimum Hamming 

distance of 5 and 7, obtained from rate 1/2, constraint length 3 and 5 codes respectively. 

The number of OFDM sub-channels is 256, and a 16 x 16 block interleaver3 is chosen. 

3 For an optimum block interleaver (read in rows and read out in columns), the length of the row should 

be longer than three times constraint length of convolutional codes, while that of the column should be 

longer than the channel coherence bandwidth 
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The taps of multipath channel have an uniform distributed power delay profile, and are 

assumed to be sample-spaced with an order of L. The length of CP is chosen to be the 

same as the channel order L, in order to minimize the overhead due to CP. Suppose the 

OFDM symbol period is T, therefore the sub-channel spacing is 11T. The delay spread of 

the channel can be roughly calculated by The coherence bandwidth is approxi- 256 
mately the inverse of the delay spread, resulting in ýý5-62. Hence, the coherence bandwidth TL 

equals to the bandwidth of (ýý-56) ýý-56 
sub-channels. The 16 x 16 interleaver is able TL TL 

to spread the adjacent bits to be more than 16 sub-channels apart. Therefore, to ensure 

that the interleaver works most effectively, 256 should be less than 16, giving in a channel L 
order L> 16. 

It is observed from Fig. 3.13 that in the case L<d, j, (d,,, j,, =5, L=1,3,5 in the figure), 

the diversity is determined by L and increases as L gets longer. Even if d"'j" increases, 

the available diversity still remains the same, as long as L is less than d"'j, Examples of 

d,,, i,, =5 and d,,, i,, =7 are compared in the figure, where in both cases L=3. It is seen that 

the performances of the two are nearly identical. However, the diversity will be limited by 

d,,, i,, when L>d,,, i,, (d,,, j,, =5, L= 10,16,20 in the figure). It is true that there is an diversity 

increase from L=10 to L=16. This is because when L< 16, the interleaver is not totally 

effective. There are still some remanent correlations between coded bits. Any increase in 

L will make the interleaver perform better and result in a diversity improvement. How- 

ever, this improvement disappears when the interleaver reaches its highest performance 

(L > 16), since in this case the coherence bandwidth (26) is less than the interleaving L 
depth (16). The maximum diversity will be truly dominated by the minimum Hamming 

distance of the code. 

Fig. 3.14 also gives the performance of turbo coded OFDM over multipath channels. The 

turbo encoder used in the simulation includes two 8-state RSC encoders, hence has a rate 

of 1/3. The generator polynomials are (13,15) for its feedback and output connections 

respectively. The length of the frame is 640, and an s-parameter of 16 is chosen for the 

s-random interleaver. The OFDM symbol has 1932 bits (46 x 42 block interleaver), which 
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Figure 3.14: Performance of turbo coded OFDM over multipath channels 

results in an OFDM with 966 sub-channels by QPSK modulation. The decoder uses the 

log-MAP algorithm and the number of iterations is 10. Again, the multipath channel has 

an uniformly distributed power delay profile and the channel orders are chosen to be 3,5 

and 10 for comparisons. From the results it is clear that since turbo codes are strong, the 

diversity is mainly determined by the number of taps of the channel and increases as the 

number of taps increases. 

3.6 Summary 

This chapter has given some background information about OFDM, including the appli- 

cation of OFDM, the generation of OFDM subcarriers, the importance of adding CP and 

the frequency-domain equalization. Famous for its resistance to the multipath effect, the 
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performance OFDM over multipath channels has been evaluated. It has been concluded 
that as long as the length of CP is longer than the delay spread of the channel, the BER 

performance degradation due to multiple channel delays can be eliminated, although at 
the cost of the overhead in CP. Furthermore, since coding is necessary for OFDM systems 
to realize the frequency diversity, the BER performance of FEC coded OFDM systems 
has also been investigated. It has been clear that with convolutional coding, the maximum 
diversity that can be realized in such systems is the minimum between the channel de- 

lay spread and the minimum Hamming distance of the code, provided that the interleaver 

is absolutely efficient. However, because turbo codes are much more powerful than the 

convolutional codes, the diversity provided by turbo coded OFDM mainly depends on the 

delay spread of the channel. 
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This chapter gives a short introduction to orthogonal STBC [71, with emphasis on its 

decoding techniques. 

4.1 MIMO Techniques 

The ma . or challenges in future wireless communication systems are the increasing re- j 

quirements on data rate and quality of service [8]. Since wireless transmissions are im- 

paired by fading and interference, new techniques are called for to increase the spectral 
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Figure 4.1: Structure of NIIMO 
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efficiency and improve the link reliability. MIMO [81, which uses multiple antennas at 

both ends of a wireless link (Fig. 4.1), is regarded as one of such techniques. 

Diversity in wireless systems is an effective way to combat fading caused by multipath 

effects. The rationale behind this is to receive several replicas of the information signal 

through independent fading channels, with the hope that at least one of these links will not 

fade, so that the original signal can be recovered successfully. There are three main forms 

of diversity: time diversity, frequency diversity and spatial diversity. Among these, spatial 

diversity has attracted a great deal of attention in recent years, and it can be realized by 

using one of the MIN40 techniques: space-time coding [39]. The basic idea here is to send 

the information signal with different processing (coding) before transmitted from different 

antennas at different time slots, so that the receiver can combine these signals to obtain 

diversity. Channel information is not provided at the transmitter, but need to be estimated 

at the receiver in order to decode. Assuming the number of transmit and receive antennas 

are nT and nR respectively, the maximum diversity obtained by the MIMO system is 

nTx nR, provided that nTx nR links fade independently (by separating the antennas 

more than the coherence distance [81). 

Theoretically, both ends can use multiple antennas to gain transmit diversity as well as 
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receive diversity. However in the downlink transmission, receive diversity is not preferred, 
due to the size, weight and battery power consumption of the handset. Therefore, transmit 
diversity at the base station has become an active area of research in the last few years 
[7,10,11,39-411. 

In general, space-time codes are classified into space-time trellis codes (STTQ [39] and 
STBC, while STBC includes orthogonal STBC and quasi-orthogonal STBC [42]. In par- 
ticular, orthogonal STBC are attractive for practical application, since they provide full 

transmit diversity (due to the block-constant flat fading channel assumption) while ML 

decoding can be replaced by low-complexity processing (due to the orthogonality of the 

codes) at the receiver. Therefore, this thesis is mostly concerned with the orthogonal 
STBC transmit diversity scheme. 

4.2 Encoding Structure of Orthogonal STBC 

Eq. 4.1 gives the coding matrix of the famous Alamouti scheme for a 2-transmit-antenna 

(2Tx) MIMO system [10] (* is the conjugate). 

G2 
Sl 82 

-S* S* 21 

At a given symbol period, two PSK or QAM modulated symbols are simultaneously trans- 

mitted from two antennas. The signals transmitted from one antenna at the first time in- 

* in the next instant. Meanwhile, 2 is transmitted from the stant is s, , followed by -s2 S 

other antenna firstly, after which s*1 is sent out. This can be regarded as a block transmis- 

sion, during which two symbols are transmitted in two time slots, giving a coding rate of 

unity. 

Alamouti's simple 2-Tx coding scheme has been extended by Tarokh [III to higher-order 

transmit antenna schemes. The used in this thesis is the half rate orthogonal STBC for 
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four transnýt antennas. The coding structure is given by 

G4 

Sl S2 S3 84 

-82 Sl -84 S3 

S3 S4 Sl -S2 

-8 
* 

3 S4 s* 
1 S2 

-S * 
4 -* S3 S2 si 

-84 -S3 S2 Sl 

s s* 2 s* 3 s* 4 

-8 2 s* 1 -S 4 s* 3 

(4.2) 

During this block transmission, four symbols are sent out from four transmit antennas 

within a total of eight time instants, giving a code rate of 1/2. 

The orthogonal property of STBC refers to the relationship between the columns of the 

code matrix Gi, where i are the numbers of transmit antennas, which satisfies 
nT 

GH Gi Si 121 
i (4.3) 

Here, I denotes an identity matrix. This indicates that signal transmitted from different 

antennas are designed orthogonal to each other. The column-orthogonality of STBC code 

matrix allows a simple linear decoding scheme at the receiver. 

4.3 Decoding Algorithm for Orthogonal STBC over 

Block-constant Flat Fading Channels 

Assume that the channel impulse response is constant during the block period, and there 

is no time dispersion (i. e the impulse response contains one component). The decoding 

process of the Alamouti scheme shall be described, which can be readily extended to that 

ofthe G4code. 
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Considering one receive antenna, the received signal r, at the first time interval and r2 at 
the second time interval are given by Eq. 4.4. 

ri = hils, + h2lS2+ ni 
r2 - 

hl2S2*+ h22S*J+ n2 
(4.4) 

where hit (i == 1) 2; t= 11 2) are the impulse responses of the flat fading channel from 

the i-th transmit antenna to the receive antenna at the t-th time instant; ni (i = 1,2) are 
AWGN noise samples. 

The received signal in Eq. 4.4 can be written in a vector-matrix form as 

r= Hs +n (4.5) 

where r= [r, r*]T, S= [S1 S2 ]T and n= [n, n* ]T are the received signal vector, transmit- 22 

ted signal vector and noise vector respectively (note thatr2 and n2 are conjugated). The 

equivalent channel matrix is 

H 
hil h2l 

h* 22 -h* 12 

(4.6) 

Assuming the perfect channel knowledge (PCK) can be acquired at the receiver, ML 

decoding is performed to detect symbols s, andS2: 

s= arg min fI Ir - Hs,,, I I'l 
SmEM 

(4.7) 

where s,,, are vectors containing all the possible combination constellation values of s, 

andS2- If the constellation size is IMI (e. g., IMI =4 for QPSK and IMI = 16 for 16- 

QAM), the ML decoder will perform IMInT enumerations before finding the minimum. 

The computational complexity of ML decoder is high (growing exponentially with the 

number of transmit antennas), sometimes prohibitive in practice, although the ML de- 

coder yields the best performance in terms of error rate. 

Because of the orthogonality of the codes, the above ML decoding is equivalent to a 

simple MF decoding and a least square (LS) detection. First of all, the receive vector is 
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left-multiplied by the conjugate transpose of the channel matrix (MF decoding): 

S 

where the matrix T is defined as 

HHH 

HHr= xFs+H Hn (4.8) 

Ihill'+ jh22 12 h*, lh2l- 
h22h *1 1 

12 + 12 

12 
(4.9) 

h* hil -h Ih Ih 21 12h22 21 12 

Then, decomposing Eq. 4.8, the estimates of symbols s, andS2are separately given by 

ý, = (1hill' + lh22 12)Sl + (h*, lh2l- 
h22h*12)52 + ý'Il 

(4.10) 
ý2 

=(h*lhll - 
hl2h*2)Sl + (1h 12 + lhl2 12) 

22 21 S2 + f12 

where hi = h*llnl + h22n* andfl2= h*lnl - hl2n* 22 2* 

It is also assumed that channel impulse responses are constant over one block period 

(e. g., 2 symbol periods for Alamouti scheme) and may vary from one block to another. 

Therefore, h1l = hl2and h2l= h22. Eq. 4.10 can be simplified to 

91 
= (1h, ll'+ 

jh22 12)Sl + ii, 

92= (jh2l 12 + Jh12 12) 82 + f12 
(4.11) 

Note that the subtractions in non-diagonal elements of T result in zeros (Eq. 4.12), which 

indicates that under the assumption of a block-constant channel, no ISI exists during the 

decoding process. 
lhill' + lh22 12 

0 jh2l 12 + Jh12 12 
1 (4.12) 

Finally, the symbols 91 and§2 are detected independently by a LS approach: 

si =: arg minfig, - 
0,,. SM121 (Z == 112) (4.13) 

SmEM 

where Oii (i - 1,2) are the diagonal elements of T. The complexity of the above MF 

decoding includes a matrix multiplication and two separate LS detections with nTIMI 

enumerations. Compared to that of ML decoding, the complexity of MF decoding is 

drastically reduced, because under the assumption of block-constant flat fading channels, 
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the vector detection problems (Eq. 4-7) is decomposed into independent scalar detection 

problems (Eq. 4.13). 

It is clear from Eq. 4.12 that if the fading between different antenna pairs are independent 

and neither h1j(h12) nor h2A22) is faded, a second order diversity is obtained. This 

process performs similarly to the maximum-ratio combining (MRC) at the transmitter, 

except that STBC does not need to know the channel information before transmitting. 

Note that the diagonal elements of T indicate the diversity gain provided, while the non- 
diagonal elements of xF gives the information of interference from other symbols in the 

same decoding block. 

The decoding process for the half-rateG4 codes can be similarly obtained. Here, the 

channel matrix H in Eq. 4.5 can be expressed as 

H= 

hil h2l h3l h4l 

h22 
-h12 

h42 
-h32 

h33 
-h43 -h13 

h23 

h44 h34 
-h24 -h14 

hT 15 
h*5 

2 h* 35 h* 45 

h* 26 16 
h*6 

4 36 

h* 37 -h* 47 -h* 17 h* 27 

h* 48 
h*8 

3 -h*8 2 -h* 18 

(4.14) 

while the corresponding receive vector, transmitted signal vector and noise vector are 

r= [7'1 7-2 7'3 N r* r* r* r*]', s= [Sl S2 83 S4 IT and n= [n, n2n3n4n* n* n* n *IT 
56785678 

Again, assuming the flat fading channel remains constant during one block period, which 

includes eight symbol penods for G4 codes (hil = 
hi2 hi8 (i = 1,2 ... 4)), the 
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matrix * can be simplified to 

c000 

0c00 

00c0 

000c 

Here, c= I/RG4(lhlll' + jh2l 12 +I h3l 12 +I h4l 12) is a constant value (RG4=1/2 is the 

rate of G4 codes). It is clear from the non-diagonal elements of IF that no ISI is generated 
during the decoding process. Finally, Sl,, 82-) S3 and S4 can be detected separately by a 

simple LS approach. 

Note that if more than one receive antenna is employed, the MF decoding is carried out 
individually on each receive antenna, and a LS detection for each symbol based on re- 

ceived signals from all receive antennas is performed, realizing a full spatial diversity of 

nTx nR(Eq. 4.16). 

nR nR 

SM121 Si arg min (i = 1,2 ... 
nT) 

C7 SMEM 
(4.16) 

j=l j=l 

where are the receive antenna indices 1,2 ... nR). This process is similar to the 

MRC of the outputs of the detectors for each receive antenna. 

Fig. 4.2 shows the BER performance versus EbINO of orthogonal STBC over block- 

constant flat Rayleigh fading channels. A full-rate Alamouti code and a half-rate G4 code 

are employed for the 2Tx system and the 4Tx system respectively. The corresponding 

modulation schemes are BPSK and QPSK, reaching a total rate of unity (I bit/s/Hz). The 

MIA40 channels are assumed to be independent flat fading and remain static during one 

block period. The average energy of each channel is normalized according to 

2 121 =I O'h= Ellhij 
nR 

(4.17) 

where hij. are channel impulse responses from the z-th transmit antenna to the j-th receive 

antenna. The normalization is to ensure that the receive power is equal to the transmit 
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Figure 4.2: BER performance of orthogonal STBC over block-constant flat fading channels 

power, so that the receive power does not increase as the number of receive antennas in- 

creases. It is assumed that PCK is known at the receiver. The results demonstrate that 

compared to the 'uncoded' case, where no diversity gain is provided, STBC can offer a 

diversity order equal to the multiplication of the number of transmit antennas and the num- 

ber of receive antennas. Note that when there are multiple receive antennas ('Tx2Rx2' 

and 'Tx4Rx4'), an additional array gain is obtained due to the coherent combination of 

the signals on multiple receive antennas. The EbINO improvement by this array gain is in 

proportion to the number of receive antennas, e. g., 3dB for 2-Rx case and 6dB for 4-Rx 

case at the BER of 10-4 . Note that the array gain is not provided by multiple transmit 

antennas, since the channel information is unknown at the transmitter. 
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4.4 Summary 

In this chapter, one of the MIMO techniques, orthogonal STBC, has been introduced. The 

encoding structure, in particular, in cases of 2 and 4 transmit antennas has been described. 

The focus has been put on the corresponding decoding algorithm over block-constant flat 

fading channels, and the BER performance evaluation of orthogonal STBC coded systems 

with various numbers of transmit and receive antennas over such channels. It has been 

concluded that because of the orthogonality of the codes, the decoding procedure can be 

simplified to a MF decoding and a LS detection. Furthermore, under the assumption of 
block-constant flat fading channels, the full transmit and receive diversity of orthogonal 
STBC can be realized. 
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As discussed in Chapter 4, orthogonal STBC at the transmitter side of a MfMO system 

is able to increase the link reliability by providing a transmit diversity equal to the num- 

ber of transmit antennas. However, flat fading channels are only true for a narrowband 

wireless system. Frequency selective fading channels are more common in a wideband 

system. Since OFDM is resistant to the multipath effect, it has been suggested to com- 
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bine the orthogonal STBC with OFDM, so that the orthogonal STBC can perform well 
in a frequency selective fading environment. There are two combining schemes depend- 

ing on how space-time coded signals are mapped onto OFDM subcarriers and symbols: 
STBC-OFDM and SFBC-OFDM. 

In Chapter 4, a simple MF decoder for orthogonal STBC over flat fading channels has 

been introduced, which yields the ML performance under the assumption that channels 

remain static during a block period. Similarly, the MF decoding approach can be readily 

applied to the equivalent SFBC-OFDM over frequency selective fading channels. As 

long as the channel frequency response is approximately constant within a block, the 

ML performance can be reached. Meanwhile, spatial diversity can be obtained, which is 

identical to the one offered by STBC over block-static flat fading channels. However, if 

the channel frequency response varies rapidly within a block, which usually happens in a 

severe multipath environment, extra detection errors will occur in addition to those caused 
by the noise, giving rise to the ICI. In such a case, the BER performance will degrade at 
high EbINO regions, where an irreducible error floor exists. The amount of degradation 

depends on the channel delay spread as well as the number of subcarriers. 

A zero-forcing (ZF) decoder has been proposed to eliminate the ICI in a 2-antenna SFBC- 

OFDM system using Alamouti codes [9]. Simulation results will show that the ZF de- 

coder is capable of eliminating the ICI in such a system. However, the ZF decoding 

algorithm for the 4-Tx SFBC-OFDM system using G4codes is too complicated to real- 

ize. Therefore instead, an iterative PIC scheme, which is originally used in the multi-user 

detection for code division multiple access (CDMA) system [43], is applied based on the 

MF decoding to mitigate the effect of ICI. 

Inspired by the iterative principle of turbo decoding [181, soft bits from the log-MAP 

decoder are fed back as the input to the inner PIC processor to enhance its performance 

of interference cancelation. The outer iterations, working together with the inner MF- 

based PIC iterations, form an effective way of reducing ICI in the G4 SFBC-OrDM 
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over multipath channels, and can be readily applied to other SFBC-OFDM systems with 
higher-order antennas. 

Finally, in all simulations in this chapter, it is assumed that fading between two antenna 

pairs is uncoffelated and PCK can be obtained at the receiver. 

5.1 STBC-OFDM and SFBC-OFDM 

By inserting a CP, OFDM transfers a frequency selective fading channel into a number 

of flat fading channels for its subcarriers. Therefore orthogonal STBC, which performs 
ideally on flat fading channels, are well suited to be applied to OFDM. At each trans- 

mit antenna, the symbols in a STBC code matrix can either be mapped onto one of the 

OFDM subcarriers in successive OFDM symbols (STBC-OFDM), or onto several adja- 

cent OFDM sub-channels in parallel within a symbol. The latter is called sPace-frequency 

block coded OFDM (SFBC-OFDM). Fig. 5.1 (a) and Fig. 5.1 (b) illustrate the structure of 

2-antenna STBC-OFDM and SFBC-OFDM systems using Alamouti codes. 

The MF decoder for orthogonal STBC, introduced in Chapter 4, can be easily applied 

to the decoding procedure of STBC-OFDM and SFBC-OFDM. To obtain independent 

detections for each symbol without ICI, a similar assumption needs to be made in order to 

make the non-diagonal elements of matrix T zeros. The assumptions for STBC-OFDM 

and SFBC-OFDM are different due to their different mapping manners: 

* STBC-OFDM: Channel impulse responses are assumed to be constant within a 

block period of two OFDM symbol periods for Alamouti codes or eight OFDM 

symbol penods for G4codes. 

SFBC-OFDM: Channel impulse responses are assumed to remain static during 

one OFDM symbol period and channel frequency response needs to be flat within 
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a block, which is two adjacent subcarriers for Alamouti codes or eight adjacent 

subcarriers for G4codes- 

It is obvious that STBC-OFDM is more sensitive to channel time variations between 

OFDM symbols but may have a good tolerance to frequency response variations between 

subcarriers, while SFBC-OFDM is vulnerable by both time variations between OFDM 

samples and frequency response fluctuations between subcarriers. The performance of 
Alamouti coded STBC-OFDM and SFBC-OFDM will be compared in various channel 

scenarios in the following paragraphs. 

Suppose the number of OFDM subcarriers is N, Firstly, the performance of STBC- 

OFDM over frequency selective fading channels that remain static during one OFDM 

symbol period is investigated. According to Fig. 5.1 (a), 2N, symbols are transmitted on 

N, subcarriers in two successive OFDM symbols. The frequency-domain received signals 

on the k-th subcarrier (k = 1,2 ... N, ) are 

Ri(k) Hil(k)S2k-l+ H21 (k)S2k+ N, (k) 

R2(k) -Hl2(k)S2k 
+ H22(k)S2*k 

- 1+ N2(k) 

whereS2k-, andS2k are symbols transmitted on the k-th (k = 1,2 ... N, ) subcarrier; 

Hit (k) are frequency responses of the k-th (k = 1,2 ... N, ) sub-channel during the t-th 

(t = 1,2) OFDM symbol period from the i-th (i = 1,2) transmit antenna to the receive 

antenna; Rt(k) and Nt(k) are frequency-domain received signals and receiver noise on 

the k-th (k = 1,2 ... 
N, ) sub-channel during the t-th (t = 1,2) OFDM symbol period. The 

equivalent vector-matrix form can be expressed as 

R=HS+N (5.2) 

where R- [Ri (k) R* (k)]T, S= [S2k-1 S2k] T 
and N- [Ni(k) N2* (k)]T. The channel 2 

matrix H is 

H 
H1, (k) H21(k) 

(5.3) 

L 
H2*2(k) - HI*2(k) 

J 
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The output of the MF decoder can be obtained by 

S=TS+H HN (5.4) 

where the matrix T is 

IH11(k) 12 +I H22(k) 12 H; (k) H21(k) - H22(k)H, *2(k) T=HHH= 11 
H2*1(k)Hll(k) - H12(k)H2*2(k) I H21 (k) 12 +I H12(k) 12 

Finally, a LS detection approach is implemented: 

Si == argf Min IS i_ Oii. SM 121 (i == 1,2) (5.6) 
S"'Gm 

where Si are the i-th (i = 1,2 ... 4) elements of S in Eq. 5.4; Oij are the i-th (i = 1,2 ... 4) 

diagonal elements of IF and S,,, are constellation values. Under the assumption of 
H, I (k) = H12(k) and H21 (k) = H22(k), the non-diagonal elements of IQ add up zeros, 

and hence no ISI exists in the decoding process. In addition, spatial diversity is obtained 

given the diagonal elements of T. Note that since symbols in one block are transmitted 

over one subcarrier from two transmit antennas, the variations in the channel frequency 

response will not affect the decoding process of STBC-OFDM. 

Fig. 5.2 gives the BER performance of Alamouti coded STBC-OFDM over frequency 

selective fading channels that are varying from symbol to symbol. The number of sub- 

carriers is 256 and the channel order is 3. The channel is generated by the time-varying 

multipath channel model described in Chapter 2. The channel impulse response is vary- 

ing from one OFDM symbol to another at a fading rate of fdT,, where fdis the Doppler 

frequency and T, is the OFDM symbol period. It is clear from the results that diversity de- 

creases due to ISI caused by channel time variations between two symbols. An irreducible 

error floor occurs at high EblNo regions and tends to get higher in a faster time-varying 

channel. 

Then, the performance of SFBC-OFDM over frequency selective fading channels that 

are varying between symbols is considered. Fig. 5.1 (b) shows that in SFBC-OFDM, Ns 
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Figure 5.2: BER performance of Alamouti coded STBC-OFDM over frequency selective fading 

channels varying between two OFDM symbols 

STBC coded symbols are mapped onto N, subcarriers within one OFDM symbol. The 

received signal is given by 

R2k-1 ý Hl(2k-l)s2k-1 +H2(2k-l)s2k +N2k-1 
(5.7) 

-H, (2k) S2k +H2(2k)S2 R2k *k-1 +N2k 

where the subscripts '2k-l' and '2k' represent the (2k-1)-th and (2k)-th (k = 1) 2 ... N, 12) 

subcarriers; Hi(2k-1) and Hi(2k) are channel frequency responses from the i-th (i=1,2) 

transmit antenna to the receive antenna; S2k-I andS2k are transmitted symbols; R2k-1., 

R2kand N2k-lý N2kare received symbols and receiver noise in the frequency domain. 

Similarly, Eq. 5.7 can be written in a vector-matrix form as in Eq. 5.2. Omitting the 

derivative process, the matrix T can be obtained: 

IH, (2k-1) 
12 + IH2(2k) 12 

Hl(2k-1) - 
HI(2k)H2 *(2k) H2(2k-1) 

I 
fdTs=O 
fdTs=0.005 
fdTs=0.01 
fdTs=0.02 

H* 1(2k-l)H2(2k-1) -H2(2k)H, *(2k) 

IH2(2k-1) 12 + IH, 
(2k) 12 

(5.8) 
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Figure 5.3: BER performance of Alamouti coded SFBC-OFDM over quasi-static (within I 

OFDM symbol) frequency selective fading channels 

If channel frequency response is approximately constant within a block, which means 

HI(2k-1) - HI(2k) and H2(2k-1) r-- H2(2k)q ICI can be eliminated without reducing the 

diversity order. 

Fig. 5.3 shows the BER performance of Alamouti coded SFBC-OFDM over frequency 

selective fading channels that are static during one OFDM symbol. Channels are created 

by using the tapped delay-line model described in Chapter 2. The number of subcarriers 

is also 256. The performance of the system in flat fading channels ('ChannelOrder--I') 

and multipath channels ('ChannelOrder> P) are compared. It is observed that frequency 

response variations between subcarriers give rise to ICI and introduce an irreducible error 

floor at high EbINO regions. The error floor appears higher if channel frequency response 

varies more rapidly between subcarriers. That is, for a fixed bandwidth, the channel delay 

spread increases or the number of subcarriers decreases. For the latter case, it is shown 
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that with the same channel order ('ChannelOrder--16'), the system with 512 subcarriers 

presents lower error floor than the one with 256 subcarriers. The time variations between 

OFDM symbols does not affect the decoding process of SFBC-OFDM. 

The performance of STBC-OFDM and SFBC-OFDM are also compared in frequency 

selective fading channels that are varying sample by sample, as given by Eq. 2.14. The 

problem is that in this case, channel frequency responses are also changing with time 

(sample by sample), which makes it hard to find the matrix H in the MF decoding process. 
A sub-optimal approximation is that, for each channel tap, take the average value over all 

time slots (samples) in an OFDM symbol. In this way, a 'quasi-static' channel whose 

channel taps are presented by these average values can be generated. The decoding can 

be processed based on its frequency-domain representation. 

The time-domain received signals from the i-th (i = 1,2) transmit antenna are 

h' St N1+1 11 N1+1 

h' ht 0 22 21 

S 
r 

N, N,, 
(5.9) 

hLL ... hz h' S L2 Ll I 

t0 ht ... W hýv Ij S' rN, j N2L N2 2 N2 N, 

where s" and r' are respectively the t-th sample (t = N, - Np +I... N, I ... Ns) of tt 
the (N., + Np) transmitted samples from the CP extended signal and the corresponding 

received samples (N, are the number of subcarriers and Np are the length of CP); hti ti 

represent the 1-th (1 = 1,2 ... L) channel tap at the t-th sampling time, which compose an 

(Ný, + NP) x (N,, + Np) channel matrix. For notational simplicity, denote N, = (N, - Np) 

and N2= (Nq + Ncp). The received signal can be expressed as 
2 

r r' +n (5.10) 

where r and n are vectors containing (N,, + Np) received samples and AWGN noise 

samples. 
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The channel impulse response after averaging over all samples in a OFDM symbol from 

the i-th (i = 1) 2) transmit antenna is 

hz h' L2 

Therefore, Eq. 5.9 is equivalent to 

z rNl+l 

r Ný, 

ri 

r 

h' 

h'2 h', 

hs h' h' L21 

hi --- hi L 

a 

s SN1+1 

SNs 

si 

SNý, 

(5.11) 

(5.12) 

Eq. 5.12 is exactly the cyclic convolution of the averaged channel impulse response h' 

(i = 1,2) and the transmitted samples, therefore, 

st (5.13) 

Therefore, the frequency-domain received signal can be written in the same form as in 

Eq. 5.2, where the frequency responses of sub-channels are obtained from the N, point 

FFF of h' (i = 1,2). 

Note that although averaging the values of channel taps over time greatly reduces the 

decoding complexity, sample-by- sample channel time variations do introduce ICI in the 

decoding process. The coexistence of time variations and frequency response fluctuations 

may make the BER performance of SFBC-OFDM or STBC-OFDM even worse. 

Fig. 5.4 and Fig. 5.5 shows the BER performance of STBC-OFDM and SFBC-OFDM 

over sample-by- sample time variant and frequency selective fading channels. The fading 

rate of the channel is fdt,, where fd is the Doppler frequency and t, is the OFDM sampling 

period. Again, the number of subcarriers is 256. The performance under different channel 

orders ('ChannelOrder=3' and 'ChannelOrder= 16') and fading rates ('fdt, =0-01 %' and 

, fdtý, = 0.02%') are compared. It is shown that under the same channel conditions, SFBC- 

OFDM performs better than STBC-OFDM in general. The error floor in STBC-OFDM 
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Figure 5.4: BER performance of Alamouti coded STBC-OFDM over sample-by-sample time- 

varying and frequency selective fading channels 

only results from the time variation between OFDM samples, while both frequency re- 

sponse and time variations between samples affect the performance of SFBC-OFDM. It 

is obvious that the error floors in both systems will become higher when the channels are 

subject to a higher fading rate or longer delay spread. 

5.2 ZF Decoding for Alamouti SFBC-OFDM 

This section will discuss the interference cancelation schemes in Alamouti (GO and G4 

SFBC-OFDM based on the MF decoding. Assume that the channel impulse response 

remains static during one OFDM symbol period, so that the ICI only results from fre- 

quency response fluctuations between subcarriers within a block. Since the decoding is 

performed within one block, for simplicity while without losing generality, our consider- 

ation is restricted in the first block. 
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Figure 5.5: BER perfonnance of Alamouti coded SFBC-OFDM over sample-by-sample time- 

varying and frequency selective fading channels 

In this section, a ZF decoder [9] that is able to eliminate ICI in the Alamouti SFBC- 

OFDM system will be introduced. From Eq. 5.7, the frequency-domain received signal in 

the vector-matrix form can be written as 

R, 
H 

S, 
+ 

N, 

R* N* 2 
S2 

2 

where 

H 
HII H21 

(5.15) 
H * -H* 22 12 

After the MF decoding, detections are taken separately for different symbols: 

S, S, 
+ 

N, 
(5.16) 

ý2 S2 1ý2 

where Iýi and 1ý2are still Gaussian values: N1 - H1*1 N1 + H22N2*i, N2- H2*lNl-Hl2N2* 

and 

HHH 
IH 1112 + IH22 12 H1*1H21 - 

H22H, *2 

(5.17) 
H2*1 H, I- H1 2 H2*2 IH 21 12 +I H12 12 
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It is clear from the diagonal elements of IV that the MF decoding is able to achieve the 

maximum spatial diversity. However, in case Hil :ý H12 and H21 :ý H229 ICI will be 

introduced in the decoding process, as shown by the non-diagonal elements of T. 

Intuitively, eliminating ICI equals to find a diagonal matrix T where non-diagonal ele- 

ments are zeros, and diagonal elements are maximized to reach the most of the available 
diversity, which can be simply represented by 

fiH di 0 

0 d2 

The following shows the derivation of ICI in the ZF decoding. Firstly, denote Ift as 

all a12 
H= (5.19) 

a21 a22 

The equations for the interference cancelation are 

(5.20) al, H2, - a12H1*2= 0, a21H11 + a22H22 =0 

and the diversity gain is expressed as 

di = aliHil + al2H2*2, d2= a2lH21- a22Hl*2 (5.21) 

By using Eq. 5.20, al2and a2l can be expressed in terms of all and a22: 

al2= alIH2i/Hl , a2l= -a22 
H22 IH11 (5.22) 12 

Substituting Eq. 5.22 into Eq. 5.21, the diversity equations can be written as 

di = all (Hil + H2*2H2, /H, *2), d2= a22(-Hl2 - H2IH22/Hjj) (5.23) 

Let all = H, *, and a22 = -Hl2,, to reach the maximum diversity from the two signals 

transmitted on the first antenna. Then substitute them into the diversity equations. The 

diversity equation can be expressed as: 

12 + 12 H1*1 H21 
di = lHil IH22 

H1*2H22 

(5.24) 
12 + IH, 12 

H2*2 Hl 2 d2= IH12 
2 H2*IH, l 
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H H21 H2*2H12 
where and .* are the amplitude and phase differences between channel fre- Hlr2H22 H2*1 Hi 1 

quency responses of adjacent subcarriers. In the extreme cases, 
H1*1 H21 

or 
H2*2H12 

can ei- H1*2H22 H2*1 Hi 1 

ther be zero or infinite, which means d, or d2will be dominated either by I H11 12 (IH12 12) 

or I H22 12 (1 H 2112). This indicates that the diversity gain can decrease to 'slope F in the 

worst cases. In other words, the advantage of interference cancelation by ZF decoding is 

obtained in the sacrifice of the diversity. 

Finally, H takes place of HH in the MF decoding: 

and the matrix T becomes 

HH 

Hj*l H, *IH2, IHI*2 
H12H2*2/Hil 

-H12 

112 + 12 11 21 IH 1 IH22 
Hi*2H22 

0 

0 

12 + IH H12 
1 

12 H22 IH12 
2 H2*, Hll 

(5.25) 

(5.26) 

The 'ZF' decoder is named since it eliminates ICI by forcing the non-diagonal elements 

of T to zeros. It is clear from Eq. 5.25 and Eq. 5.26 that the complexity of ZF decoder 

is higher than that of the conventional MF decoder. However, given the advantage of 

interference cancelation, the extra computations in the ZF decoder is tolerable, compared 

with the full ML search over all two symbols in the G2 case, whose complexity is IM12 

(IMI is the signalling constellation size, e. g., IMI =4 for QPSK). 

The performance of the ZF decoder, compared with that of the MF decoder, in Alamouti 

coded SFBC-OFDM over frequency selective fading channels is demonstrated in Fig. 5.6. 

In the 'ChannelOrder= 16' case, the ZF decoder is able to eliminate the error floor caused 

by the frequency response variations between adjacent subcarriers. However, this benefit 

is gained at the cost of a decrease in the spatial diversity gain, which can be fully achieved 

by the MF decoding in a frequency flat case ('ChannelOrder-- F). 
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Figure 5.6: BER performance of MF and ZF decoding in Alamouti coded SFBC-OFDM over 
frequency selective fading channels 

5.3 MF-based PIC Detection for G4SFBC-OFDM 

It is clear that G4 SFBC-OFDM presents more sensitivity to variations of channel fre- 

quency responses than G2 SFBC-OFDM, since the block length is four times as long. 

The ZF decoding has been shown to be able to eliminate the ICI effect in G2 SFBC- 

OFDM. It is straightforward to find a ZF algorithm for the G4 system. 

Again, take the example of the first transmission block for notational simplicity. In the 
G4 case, one block contains eight adjacent subcarriers. The frequency-domain received 

signals and its conjugates in a vector-matrix form can be written as Eq. 5.2. Here, R =: 

[R1 R2R3R4R* R* R* R* ]T' S= [S1 S2S3S4S5S6S7S8 ]T are received and transmitted 5678 

signals and N= [N1 N2N3N4N5* N6* N7* N8* ]T are AWGN samples in the frequency 
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domain. The 8x4 channel matrix H is expressed as 

H' H' 12 34 

H3 -H 
3 

34 12 

H5H5 12 34 

H7 
_H 

7 

L- 
34 12 

_j 

,k 
where Hý and H are matrixes representing 7,1 i2 ili2 

k 
Hil k Hi2k 

k 
Hil k -Hi2k 

il %2 
Hi2(k+l) -Hi, (k+l) 

Hil %2 
Hi2(k+l) Hil(k+l) 

(5.27) 

(5.28) 

Hi 
1k -) 

Hi 
1 (k+ 1) ý 

Hi2 k and Hi2 (k+ 1) are channel frequency responses on the k-th or (k + 1) -th 
1,3,5,7) subcarriers from the il-th ori2-th(il , i2 =1,2 ... 4) transmit antennas. 

The ZF decoding is to find a matrix fl, which can force the non-diagonal elements of IftH 

zeros. In the G4 case, ICI is a4x8 matrix, which means 32 unknown parameters need 

to be obtained from 12 interference cancelation equations and 4 diversity maximization 

polynomials. The computational complexity of ZF algorithm for G4SFBC-OFDM is too 

high. 

As is well known, PIC is an effective yet simple way for multi-user detection in CDMA 

[43] systems. In SFBC-OFDM, symbols in one block are detected in parallel in the MF 

decoding, which makes PIC approach suited to mitigate the ICI in parallel in such sys- 

tems. This approach is called 'MF-based PIC detection'. 

First of all, the received signals are decoded by the conventional MF decoder, as expressed 

in Eq. 5.4-5.5. Here, the channel transmission matrix H is given by Eq. 5.27-5.28 and the 

output vector ý is composed of ýj (i = 1,2 ... 4). PIC works in an iterative manner by 

feeding back the refreshed data from the previous iteration to the current one, while the 

PIC algorithm remains the same. The refreshed data from each iteration can be 'hard' or 

(soft', depending on whether a LS decision is applied or not. They are called 'hard/soft 

PIC' respectively. 
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The 'hard PIC' is processed in the following steps. 

1. Define a matrix*Dwith only the diagonal elements of T on its diagonal positions. 
Hence, a matrix 'IýNDcontaining the non-diagonal elements of T can be obtained 
by 

14ýND:::::::::::: *- 14ýD (5.29) 

2. Carry out the LS decision on the MF decoded symbols ýj (i = 1,2 ... 4) according to 

Eq. 5.6. The LS detected symbols are denoted as Si (i - 1,2 ... 4). Set the iteration 

number iter = 0. The initial values ý(O) for the iteration are obtained by 

S(O) ý [SI S2 
1ý3 

S4 ]T (5.30) 

Repeat for iter = 1,2 ... I in the following two steps. 

3. For the iter-th iteration (iter > 0), subtract interference from the initial value using 

the estimated data from the (iter-1)-th iteration. 

(iter) 41NDS (iter-1) 
(5.31) 

4. Again, apply the LS detection to the interference-canceled data from Eq. 5.31 for 

the current iteration. 

S- (iter) - (iter) 

j, argf min JSj' -, Ojj - S,,, 121 (i = 1,2,3,4) (5.32) 
SMEM 

where Ojj (i = 1,2... 4) are diagonal elements of the matrix T; M denotes the 
- (iter) 

signalling constellation and Si is the i-th (i = 1,2 ... 4) element of the vector 
ý(") in Eq. 5.31. If the iteration ends (iter = 1), Eq. 5.32 gives the output, which 

will then be de-modulated (effectively by separating the real and imaginary parts in 

the case of QPSK) and interleavered before fed to a soft decision decoder for the 

outer FEC code. If not (iter < I), let 

§(iter) 
= [ý(iter) ^(iter) ý(iter) ý(iter)]T 

(5.33) I 
S2 

34 

and substitute 
ý (iter) into Eq. 5.31 for the next iteration. 
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It is Eq. 5.31 that counts for the actual interference subtraction. As iterations proceed, the 

ICI in general decreases, and hence the symbol estimation in Eq. 5.32 becomes more and 

more accurate. Once the ICI related errors in the non-diagonal positions of ý have been 

eliminated, §("") becomes a pure diagonal matrix. The decoding process gives results 

equivalent to the MF decoding procedure which can provide the ML performance. This 

explains why PIC detection can potentially offer better performance than the conventional 
decoding in the SFBC-OFDM over a frequency selective channel. 

However, there is a trade-off between the performance and the complexity. It is obvious 

that compared with MF decoding, the computational complexity increases. Nevertheless, 

the extra complexity is still moderate compared with true ML decoding for the frequency- 

variant channel, which would find the minimum square error over all four symbols in the 

G4case, and hence have a complexity proportional to JM14. 

Note that the initial pattern of the signal in Eq. 5.30 may contain errors since it is obtained 

by the conventional linear MF decoding. The interference subtraction in Eq. 5.31 is per- 

formed over all the symbols in one block together. This means that for certain patterns 

of data symbol errors or a particular noise vector, error propagation may occur. The error 

in one data symbol may introduce errors to other data symbols in the same block for the 

next iteration. It has been shown that this can cause the PIC detection to get 'stuck' in 

an oscillatory mode in some blocks. Hence an irreducible error floor may still remain in 

high EbINO regions of the BER curve, oscillating with the number of iterations, although 

usually at a lower level. 

Another way to do PIC detection is to omit the LS decisions in the initial MF decoding 

and during the following iterations: the LS decision is only carried out once at the end. 

The performance is expected to be improved, since 'soft' symbols take into account both 

data information and information of ICI, instead of only the decided data symbols in 'hard 

PIC' iterations. 
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The 'soft PIC' is carried out in the following steps. 

1. Obtain*NDaccording to 'step F in the 'hard PIC' approach. 

2. Set the iteration number iter == 0. The initial values ý(O) for the iteration are 

obtained directly from the output of the MF decoding Si (i = 1,2 4). 

S(O) [1ý1/011 ý2/022 93/033 94/0441 (5.34) 

3. For the iter-th iteration (iter > 0), subtract interference from the initial value using 

the refreshed data from the (iter-1)-th iteration. Repeat 'step 3' for iter = 1,2... 1. 

(iter) *NDS (iter-1)). /Oii (5.35) 

4. When iter = I, the decoding output is given by applying the LS detection to the 

data symbols from the ultimate iteration of Eq. 5.35. 

- (I) - (1) 121 Sj' = argf min I Sil -S,, (i = 1,2 ... 4) (5.36) 
SmEM 

Again, ýj(, ) will be de-modulated and may be de-interleavered before decoded by a 

soft-decision FEC decoder. 

As discussed, an error floor oscillating with the number of iterations will occur in the 

BER performance of 'hard PIC' because of the non-optimum initial values from the LS 

detection in the conventional decoding. Although the LS detection is avoided in the 'soft 

PIC', the interference elements included in the initial values may also cause such a prob- 

lem. Therefore, oscillating error floors will again exist at high EblNo regions of the BER 

performance of the 'soft PIC', although lower than that of the 'hard PIC'. 

Fig. 5.7 gives the BER performance of MF decoding inCx4 coded SFBC-OFDM over 

quasi-static frequency selective fading channels. The number of subcarriers is 256. The 

channel order is taken from the lowest '1' to the highest '16' for comparisons. The pres- 

ence of error floors at high EbINO regions demonstrates that the diversity is reduced by 
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Figure 5.7: BER performance of MF decoding in G4 coded SFBC-OFDM over quasi-static 

frequency selective fading channels 

the ICI due to frequency response variations between sub-channels. It is also seen that 

under the same channel environment, the degradation of the BER performance in the G4 

case is much more than that in the G2case (Fig. 5.3), although the maximum spatial di- 

versity provided by G4codes is theoretically twice as large. Therefore, G4SFBC-OFDM 

is more sensitive to frequency response variations of the channel and requires a more 

powerful way to mitigate the effect of ICI. 

Fig. 5.8 and Fig. 5.9 show the performance improvements obtained by using MF-based 

PIC approach. In all simulations, the channel order is 12. It is clear that in both 'hard 

PIC' and 'soft PIC', most gain comes from the first iteration ('I=I'): 6 dB for 'soft 

PIC' and 4 dB for 'hard PIC' at the BERof 10-3 , and the returns from increasing the 

number above 'I= 1' are relatively small. As the iterations proceed, more gain is achieved. 

In 'soft PIC', the gain increase becomes negligible after four iterations ('1=4'), while 
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in 'hard PIC', the decoder almost reaches its best performance at the second iteration 

('1=2'). Also, 'soft PIC' presents much lower error floor than 'hard PIC' and obtains 

more improvement with an increasing number of the iterations. As discussed, in both 

cases, there still exists an error floor at high EbINO regions due to error propagation in 

some blocks of the symbol. The error oscillation mode causes the BER performance to 

'oscillate' with different number of iterations. For example, the 'I=3' curve, which is 

expected to be better, is actually worse than the 'I=2' curve, while the 'I=4' curve is 

again better than 'I=2' curve, demonstrating the oscillatory behavior. 

5.4 Code-aided Outer Iterative PIC Decoding for G4 

SFBC-OFDM 

In order to improve the performance of the PIC detector, it is possible to exploit the 

additional information available from an outer FEC decoder in addition to the SFBC inner 

code. At the output of the outer FEC decoder, more reliable information is available 

from the whole outer codeword, and this can be used to further improve the interference 

cancelation in the PIC detector. The detection and outer decoding may then be iteratively 

repeated, in the manner of the 'turbo-principle' [21]. Relative to inner iterations, these 

are termed 'outer iterations'. In this thesis, an outer convolutional code is used. 

An interleaver is used at the transmitter between the outer encoder and the SFBC encoder, 

and correspondingly a de-interleaver at the receiver between the PIC detector and the outer 

decoder. This enables frequency diversity to be exploited on long-delay channels. 

Firstly, a SIHO Viterbi decoding is considered. The Viterbi decoder outputs code parity 

bits as well as data bits (both are hard information) so as to regenerate the coded data. This 

is then passed through the block interleaver and the modulator, and fed back to provide 

the initial values of the inner iteration in the next iteration. Therefore, the initial values 
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Figure 5.10: System structure of code-aided outer iterative PIC decoding for G4 SFBC-OFDM 

§(') originally obtained from the conventional MF decoding (Eq. 5.34) are corrected by 

the convolutional outer code before the next inner iteration, which makes the inner PIC 

iterations more efficient. 

The Viterbi decoding algorithm provides a maximum likelihood 'hard' decision on the 

transmitted data sequence. However, making hard decisions represents a loss of valuable 

information: it is advantageous to retain 'soft' decisions on the probability of the coded 

symbols until all possible information has been extracted from the received signal values. 

Therefore, an algorithm is required that can output soft-decision maximum likelihood 

estimates as well as accept soft-decision inputs from the previous iteration of the decoding 

process. The decoder using this algorithm is termed a 'SISO' decoder. 

Inspired by the turbo decoding, the MAP algorithm [18] can be used for this purpose. 

Specifically the Log-MAP version of this algorithm [241 is suggested. The difference is 

that the feedback information for the initial values of PIC iterations ý(O) in Eq. 5.34 is 

soft, being obtained from the LLR of the parity bits, when the Log-MAP algorithm is 
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used, as opposed to hard when using Viterbi algorithm. The soft decision of coded bits is 

given by 

S- tanh(SLLR/2) (5.37) 

whereSLLRrepresent the LLR of parity bits from the Log-MAP decoder. After interleav- 

ing and modulation, which are the same as in the coding process at the beginning, the 

'soft symbols' are sent back as the initial values of PIC iterations. The system structure is 

illustrated in Fig. 5.10. 

Note that the decoder in this case provides the LLR for both the information and par- 

ity bits. Also note that the Log-MAP algorithm used for a single convolutional code is 

different from that for a turbo code, where two RSC codes are included in the encoding 

structure. Instead of two RSC decoders helping each other in an iterative manner, only 

one decoder is concerned with the decoding process. No additional information can be 

obtained from the other decoder and it is useless to feedback the soft information to the 

decoder itself. Therefore, from the decoder point of view, the SISO Log-MAP decoder 

and SIHO Viterbi decoder have pretty much the same performance. It is the soft output 

from the Log-MAP decoder that benefits the inner PIC iterations, which can then provides 

better interference canceled data for the outer Log-MAP decoding iterations. Therefore, 

the overall performance is improved by both iterations helping with each other. 

Fig. 5.11,5.12 and 5.13 illustrate the performance of the code-aided outer iterative PIC 

with different numbers of outer iterations (J). V= 0' means no outer iterations: that is, 

the outer decoder is applied only once, and there is no feedback of its output. For inner 

iterations, the 'soft PIC' is chosen, as it performs much better than the 'hard PIC'. From 

the results in Fig. 5.9, although most gain comes from the first iteration, 'I = 4' provides 

the best performance, while the improvement seems to cease at 'I = 6'. Therefore, 

to minimize the complexity without degradation in the performance, the inner iteration 

is implemented 4 times (I = 4). Note that however, much more improvement can be 

obtained from the code-aided outer iterations than from the inner alone. The FFT size is 

256 and the channel order is 12 in all cases. 
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Figure 5.11: BER performance of code-aided outer iterative (Viterbi) PIC in G4 SFBC-OFDM 

over quasi-static frequency selective fading channels 
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Figure 5.12: BER performance of code-aided outer iterative (Log-MAP) PIC in G4 SFBC- 

OFDM over quasi-static frequency selective fading channels 
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Figure 5.13: BER performance comparisons between code-aided outer iterative (Log-MAP) PIC 

in G4 SFBC-OFDM over quasi-static frequency selective fading channels 

Fig. 5.11 and Fig. 5.12 give the performance of outer iterations by using SIHO Viterbi 

decoding and SISO Log-MAP decoding, respectively. Again, most improvement comes 

from the first iteration ('J = I'). With the increased number of outer iterations ('J > I') 

the performance is more improved, especially at higher EbINO (about 0.5 dB for Viterbi 

deocding and 0.7 dB for Log-MAP decoding at the BER of 10' after 3 outer itertions), 

although the returns from increasing the number above V=V are relatively small. 

In Fig. 5.13, the performance comparisons between outer iterations by using Log-MAP 

decoding and that by using Viterbi decoding are illustrated. In the outer-iteration process, 

Log-MAP decoder feed back soft information, while Viterbi decoder feeds back hard 

information. Without outer iterations (J = 0), Log-MAP decoding and Viterbi decoding 

have nearly identical performance. With I iteration (J = 1), Log-MAP decoder works 

slightly better than Viterbi decoder: about 0.1 dB gain at BER rateof 10-6. After 3 
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iterations (J = 3), Log-MAP decoder gives a 0.2 dB gain over Viterbi decoder at BER 

rate of 10-1. It seems likely that at higher EbINO and with more iterations, the gain of 
Log-MAP decoder over Viterbi decoder will become larger. Note that although small 
improvements can be provided by outer iterations, but it is mainly the coding itself that 

makes difference, compared with the uncoded cases (Fig. 5.8 and Fig. 5.9). 

5.5 Summary 

This chapter has mainly discussed two issues in the application of orthogonal STBC to 

OFDM systems. One is about the BER performance comparisons between STBC-OFDM 

and SFBC-OFDM over time and frequency selective fading channels. It has been con- 

cluded that STBC-OFDM is sensitive to channel time variations, but its decoding process 

is not easily affected by the multipath fading environment; SFBC-OFDM is vulnerable 

to both channel time variations between samples and channel frequency response varia- 

tions between subcarriers. The other issue is about canceling ICI in G2 and G4 coded 

SFBC-OFDM systems, due to the channel frequency response variations between OFDM 

subcarriers, assuming the multipath channel remains constant during one OFDM sym- 

bol period. ZF Algorithm has been proved to be able to eliminate the ICI effect in G2 

SFBC-OFDM, albeit at the cost of the diversity gain. However, due to its high complex- 

ity, ZF algorithm is not suggested in G4 SFBC-OFDM. In our solution, a PIC approach 

with soft iterations has been applied to subtract the ICI existing in the output of the MF 

decoder. Furthermore, to refine the output of the MF decoder, which is also the initial 

input of the inner PIC iterations, the outer convolutional coding has been added and the 

soft information provided by the SISO Log-MAP decoder has been fed back to the inner 

PIC iterations. By this means, the coded data bits are better detected, which can help the 

Log-MAP decoder provide more accurate feedback information in the outer iteration. It 

has been shown from the simulation results that the system benefits from both inner PIC 

and outer Log-MAP iterations. 

Yu Zhang, Ph. D. Thesis, Department of Electronics, University of York (Jan. 2007) 84 



Chapter 6 
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Recently, WiMAX technology, developed by the IEEE 802.16 task group (TG), has at- 

tracted a great deal of attention in the wireless communications world. It has been re- 

garded as a strong competitor to the 3G system. Hundreds of companies have contributed 

to the development of the technology and many companies have announced product plans 

for this technology [441. 

This chapter will provide an overview of the scalable OFDNM physical layer in the IEEE 

802.16 standard, and access the practical performance of an OFDMA receiver in a typical 

mobile channel with the basic physical-layer configurations. This includes to implement 
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channel estimations from preambles and pilots as specified in the standard and measure 
how much deterioration in the estimation affects the BER; to incorporate practical tim- 

ing recovery modeling and test the BER degradation caused by imperfect timing; to in- 

vestigate the impact from frequency offset and the necessity of implementing frequency 

synchronization. 

We will show that the degradation from channel estimation is less than I dB both in DL 

and UL, and moreover, the degradation can be further reduced by applying a code-aided 

iterative channel estimation approach. Also, to solve the problem of mismatched estima- 

tors, the estimator is optimized for the worst channel conditions so that the performance 

will at least be the same as the matched cases in these channels. Imperfect timing will 

affect the BER performance of OFDMA, and hence a timing recovery scheme is intro- 

duced. Frequency offset degrades the performance as well, however, within the tolerance 

specified in the standard, the correction is not necessary. 

The work in this chapter is funded by British Telecommunications (BT). 

6.1 Scalable OFDMA Physical Layer in IEEE 802.16 

A basic description of the physical layer OFDMA of IEEE 802.16 standard is given in 

this section. 

6.1.1 WiMAX Basics 

The WiMAX technology has been playing a key role in fixed, portable and mobile broad- 

band WMAN. The technology is based on the EEEE 802.16-2004 Air Interface Stan- 

dard [21, which is proven to be an effective fixed wireless alternative to conventional 
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cable and DSL services [441. The IEEE 802.16e Amendment [45] has been able to 

support the mobility of WiMAX system with added features and attributes to the IEEE 

802-16-2004 standard. At present, the system performance is being evaluated based on the 

IEEE 802.16e Mobile Amendment and a network architecture for an end-to-end Mobile 

WiMAX network is being defined [44]. 

WMAN based on the WiMAX air interface standard is configured in much the same 

way as a traditional cellular network. It has base stations and uses a point-to-multipoint 

architecture to deliver services within a radius of several kilometers. The physical layer 

of the WiMAX system has a wide range of frequency from 2 up to 66 GHz. The sub- 

range 10-66 GHz is for Line of Sight (LOS) operation in fixed wireless networks, and 

single carrier (SQ modulation is chosen because of the low complexity of the system. 

The sub-range 2-11 GHz, including licensed (2-6 GHz) and licensed-exempt (7-11 GHz) 

bands, is for Non Line of Sight (NLOS) fixed, portable and mobile networks. Owing to 

its superior performance in multipath fading wireless channels, OFDM and OFDMA is 

recommended for the physical layer of the standard for NLOS applications. 

6.1.2 OFDMA Symbol Description and Sub-channelization 

The time domain description of an OFDM/OFDMA symbol is identical to that of a regular 

OFDM described in Chapter 3. The duration of CP should be selected by the base station 

(BS) for DL transmission and kept the same value by subscriber station (SS) on UL. 

In the frequency domain, an OFDM/OFDMA symbol is composed of three types of sub- 

carriers: data subcarriers, pilot subcarriers and null subcarriers. Data subcarriers are used 

for data transmission, while pilot subcarriers are for various estimation purpose. As they 

both contain useful information, data and pilot subcarriers are denoted as active subcar- 

riers. Null subcarriers transmit nothing at all, which usually include guard bands at both 

ends of the symbol and DC subcarriers, in the middle. Guard bands are to enable the signal 
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Figure 6.1: Diversity pennutated OFDMA subcarriers 

to naturally decay and create the FFT 'brick wall' shaping [2]. 

Different from OFDM, OFDMA is a multiple access scheme that allows subcarriers to 

be assigned to different users. Active subcarriers are grouped into subsets of subcarriers 

called sub-channels. The WiMAX OFDMA physical layer supports sub-channelization 

in both DL and UL [2]. Usually, more demands are placed on the DL transmission than 

UL, hence a sub-channel may be intended for several users in DL, while in UL, an user 

can be assigned one or more sub-channels and several users may transmit simultaneously. 

Sub-channelization is compulsory in both DL and UL. To do this, two types of subcarriers 

permutation mechanisms have been proposed in the standard: contiguous permutation and 

diversity permutation. Just as their names imply, the contiguous permutation groups con- 

tiguous subcarriers to form a sub-channel, while the diversity permutation spread the sub- 

carriers along the channel spectrum in order to obtain the full frequency diversity offered 

by the multipath channel; hence the subcarriers forming one sub-channel do not need 

to be consecutive. A schematic example of the OFDMA subcarriers (diversity permuta- 

tion) of one symbol is depicted in Fig. 6.1. The standards provided some diversity per- 

mutation schemes, e. g., DL Fully Used Sub-Channelization (FUSQ, DL Partially Used 

Sub-Channelization (PUSQ, UL PUSC and additional UL optional PUSC (OPUSQ. 

Subchanne12 
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Parameters Values 

System bandwidth (B, MHz) 1.25 2.5 5 10 20 

Sampling frequency (F,, MHz) 1.429 2.857 5.714 11.429 22.857 

Sampling time (11F, ns) 700 350 175 88 44 

FFIF Size (N, ) 128 256 512 1024 2048 

Subcarrier frequency spacing (f, kHz) 11.16 

Useful symbol time (Tb= 11f, ps) 89.6 

Guard time (Tg = Tb18, [is) 11.2 

OFDMA symbol time (T, = Tb+ Tg, ps) 100.8 

Table 6.1: OFDMA scalability parameters [4] 

6.1.3 Scalable OFDMA 

The concept of scalable OFDMA (S-OFDMA) was introduced to IEEE 802.16 WMAN 

OFDMA mode by the IEEE 802.16 TG e (TGe) [4]. S-OFDMA supports a wide range of 

bandwidths from 1.25 MHz to 20 MHz to flexibly address the need for various spectrum 

allocations required by different fixed, portable and mobile usage models. The scalability 

means that the FFT size can be adjusted according to the channel bandwidth required, 

while the subcarrier spacing is fixed at 11.16 kHz'. S-OFDMA is able to deliver the op- 

timum performance since it keeps cost low for requirements on less FFT size and small 

bandwidth, while allows larger FFT size for increased performance with wider chan- 

nels. The constant subcarrier frequency spacing and symbol duration reduce the impact 

to higher layers to the minimum when scaling the bandwidth [44]. S-OFDMA is espe- 

cially indispensable to WiMAX in guaranteeing the performance in vehicular mobility 

multipath environments [4]. Table 6.12 gives a list of S-OFDMA parameters. The table 

'This is obtained to support a delay spread of up to 20 ps, where the channel model is given by the 

International Telecommunications Union - Radiocommunications (ITU-R) Vehicular Channel Model B. 

For delay spread values of up to 20 /-is), multipath fading can be considered as flat fading over 11.16 kHz 

subcarrier width [41- 
2FS =f loor(8/7B/0.008) x 0.008, as specified in the standard. 
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indicates that the scalability is able to ensure a minimum number of OFDMA symbols 
in a frame, which avoids the problem of high overhead in a small frame size. For exam- 

ple, for a short frame size of 2 ms, the number of OFDMA symbols is a moderate 19. 

However without scalability, for an OFDMA symbol with 1.25 MHz bandwidth and a 
FFT size of 2048, the symbol time will be 1612.8 ps, which means there are less than 2 

OFDMA symbols if the frame duration is 2 ms. This may make the frame unusable due 

to the relatively high overhead in such a short frame. 

6.1.4 TDD Frame Structure 

The IEEE 802.16-2004 standard [2] supports Time Division Duplexing (TDD), Frequency 

Division Duplexing (FDD) and Half-FDD (H-FDD) modes. In TDD, DL and UL share a 

single channel but operate in different time slots. The channel bandwidth for DL and UL 

can be asymmetric and adjustable to adapt to varied spectrum allocations. Unlike TDD, 

FDD requires a pair of channels for DL and UL separately, but it allows simultaneous 

transmission in both directions. The channel bandwidth are fixed and generally equal for 

DL and UL. 

TDD is the duplex mode adopted. Fig. 6.2 illustrates an OFDMA frame structure in TDID 

mode. Each frame is divided into DL and UL sub-frames separated by gaps to avoid DL 

and UL collisions. The DL sub-frame stars with a preamble symbol for synchronization 

and estimation purposes. The preamble symbol is followed by a Frame Control Header 

(FCH) that provides the frame configuration information such as coding scheme and us- 

able sub-channels, and DLAJL-MAP messages giving information about sub-channel al- 

location etc.. The DL and UL bursts are for data transmissions. The data are mapped 

from the lowest numbered sub-channel and OFDMA symbol in a data region, and contin- 

ued with an increased OFDMA symbol index in the same sub-channel. When the symbol 

edge of the date region is reached, the mapping is turned around to the next available 

sub-channel and starts again from the lowest numbered OFDMA symbol. The UL sub- 
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Figure 6.2: OFDMA frame stiucture (TDD) [2] 

channels are also used for ranging (RNG) as well as bandwidth request (BW-REQ). 

6.2 Channel Estimation in OFDMA 

As discussed in Chapter 3, data detection in an OFDM based system is performed coher- 

ently by using a 'single-tap' frequency-domain equalization at the receiver, thus requiring 

knowledge regarding the channel frequency response. In our pervious work, it is assumed 

that PCK is known at the receiver. However in practice, it is necessary to obtain the chan- 

nel state information by certain means of channel estimations. The channel estimation in 

IEEE 802.16 OFDMA physical layer can be done either in DL or UL. 
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In UL PUSC and OPUSC, a sub-channel is constructed from a certain number of 'tiles', 

across both subcarriers and symbols, with pilots scattered at appointed positions. A pilot- 
based channel estimation scheme is suited to this kind of structure. Here, a linear min- 
imum mean square error (LMMSE) estimation approach by using Wiener filter [46] is 

employed. Given the frame structure of OFDMA, Wiener filtering can either perform a 

two-dimensional (2D) estimation or two cascaded one-dimensional (2 x1 D) estimations. 

Inspired by the principle of 'iterative decoding', the additional benefit from outer coding 

and the iterative property of Log-MAP decoders an be exploited. There will be a poten- 

tial gain from feeding back soft bit estimates from the Log-MAP decoder and use them 

together with the known pilot symbols for next-iteration estimation. Hence the quality of 

channel estimation is enhanced without adding extra pilots. 

Unlike UL, DL transmission starts with a preamble, which can be effectively used as 

a training symbol for the channel tracking purpose. To do this, a code-aided channel 

tracking approach based on the Expectation Maximization (EM) algorithm [47] is applied. 

Besides the preamble symbol, scattered pilot subcarriers across both time and frequency 

also exist in DL FUSC and PUSC, although in a different way from UL. To make use of 

these pilots, the LMMSE channel estimation can be applied immediately after the channel 

tracking to further refine the estimates. The estimates from channel tracking, as well as 

the original pilots, are treated together as known pilots in the next-step LMMSE channel 

estimation. Note that in DL FUSC, sufficient pilots are provided for each user; hence a 

single LMMSE estimator is good enough to provide a satisfied performance. Whereas in 

DL PUSC, the pilots for each user is much less; therefore channel tracking and estimation 

are suggested to work collaboratively to create the best performance. 
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Figure 6.3: Wiener filtering 

6.2.1 Channel Estimation by Wiener Filtering 

The basic principle of pilot-assisted channel estimation is to insert pilot symbols known 

by the receiver into transmitted data at different time or frequency, and at the receiver, 

estimate the channel values at any time or frequency given the observations of the pilots. 

Wiener filtering is a LMMSE estimation approach that is capable of achieving a low 

accuracy bound [48]. The problem of this estimator is to find the channel estimates as a 

linear combination of the pilot estimates and provide noise suppression as well. 

Provided channel information at pilot symbol positions, channel estimates on data symbol 

positions can be obtained by interpolation, if the channel correlations are known before- 

hand. Fig. 6.3 illustrates an interpolation by using a Np-tap Wiener filter (Np is the 

number of pilot symbols). An optimal interpolation is different for different data posi- 

tions. Theoretically, an infinite length Wiener filter is optimal in the sense of minimum 

mean square error (MMSE). However, a finite length has to be used in practice to save 

complexity. Apparently, more estimation accuracy is obtained from a Wiener filter with 
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larger number of taps. 

Denote the channel estimate vector as ý (Nd X 1, Nd is the number of data symbols) and 

the LS channel estimates vector at pilot positions as hp (Np x 1). h can be obtained by 

applying Np-tap Wiener filters to hp: 

h= Whp (6.1) 

where W is the Ndx Np Wiener filter interpolation matrix. In OFDM, given Np received 

pilot symbols Y and transmitted pilot symbols X, fiPare given by 

yl Y2 
hp 

XI X2 

YNP 
T 

XNp 
I (6.2) 

where both X and Y are Np xI vectors. Note that hp are rough estimates including the 

effect of noise. The variance of estimation errors is equal to that of the noise. 

Define the channel coffelation as Rhh: 

Rhh = Elh(-fl)h*(-y2)1 (6.3) 

where 71 and -ý2denote either time or frequency. The aim of a MMSE estimator is to min- 

imize the mean square error (MSE) between actual channel values and channel estimates. 

According to [49], this is satisfied by letting 

W=RdpR--! 
pp 

(6.4) 

where RdpisaNdx Np matrix containing cross correlations between data symbol posi- 

tions and pilot symbols positions; Rff, is a Np x Np matrix containing auto-correlations 

between pilot symbol positions including noise smoothing. Given the noise power o, 2 
n3, 

Rf, f, is obtained by 
Rf, f, = Rpp 2 (xxH) -I + O'n (6.5) 

where Rpp is a Np x Np matrix containing auto-coffelations between pilot symbol posi- 

tions. The elements in Rdp and Rpp are all obtained from the channel coffelation Rhh, 

Yu Zhang, Ph. D. Thesis, Department of Electronics, University of York (Jan. 2007) 94 



CHAPTER 6. PERFORMANCE EVALUATION OF IEEE 802.16 WMAN PHYSICAL LAYER 
OFDMA 

Eq. 6.5 can be simplified to [46]3 

Rpf, = Rpp + 
13 

INp (6.6) 
SNRp 

whereINp is a Np x Np identity matrix and 0 is a constant depending on the signal con- 

stellation, e. g., ý3 - 17/9 for 16-QAM and ý3 =1 for QPSK; SNRp denotes the pilot 

symbol power E, versus the noise power 072: n 

SNRp = 
E, 

2 Un 

Note that if the powers of pilots are not equal, SNRp shall be written into the matrixINp 

individually on the corresponding diagonal positions. 

Substituting Eq. 6.6 into Eq. 6.4, the interpolation matrix w is expressed as 

w=Rdp (Rpp +0 INp)-l 
SNRp 

(6.7) 

(6.8) 

Finally, the channel estimates can be obtained by 

h=Rdp(Rpp -1hp INp) 
SNRp (6.9) 

Eq. 6.9 basically gives the desired channel estimates as the multiplication of an interpo- 

lation matrix with the LS channel estimates at pilot positions. Notice that the interpola- 

tion matrix W is independent of the received symbols; it only depends on the positions 

and numbers of the pilot and data symbols. Furthermore, if the channel model or cer- 

tain property of the fading channel (e. g., power delay profile, delay spread, normalized 

Doppler frequency and so on) is given, Rdp and Rpp are known beforehand. Therefore 

during simulations, the inversion of (Rpp +0 1) does not need to be calculated each SNRp 

time the transmitted pilots X change, but only when EblNo changes, which saves a lot of 

complexity in matrix inversions. 

In OFDM system, estimations are obtained across time or frequency by using channel 

time or frequency correlations respectively. A2xID estimation first interpolates in fre- 

quency (or time) to obtain the estimates at data symbol positions (may including the pilot 
3Here we don't show the derivative process from Eq. 6.5 to Eq. 6.6. Interested readers are referred to 

reference [46]. 
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symbol positions as well) in that direction, and then turns to the other direction for esti- 

mates at the remaining data symbol positions. Instead, it is also possible to implement 

a 2D interpolation by performing estimations across two directions simultaneously. The 

only difference is that the channel frequency and time auto-correlations are used individ- 

ually in 2xID estimations, while in 2D estimations, they are the products of the two. 

Define the channel time and frequency correlations as M and Rf respectively: hh hh 

R'h 
h= Ef h(tl)h(t2) I 

Rfhh:,,:::::::: Elh(fl)h(f2)1 

(6.10) 

(6.11) 

The discrete (sampled at OFDM symbol intervals or OFDM subcarrier spacings) form 

of R' and Rf are written in matrices Rt and Rf hh hh hh hh. The mapping of discrete channel 

time and frequency correlations onto matrices W and Rf are described as follows. hh hh 

(m, n) stands for the element at m-th row and n-th columnof 
Whhand Rf hh. 

For Rdpi, Tn 

(1<, m<Nd) are the order numbers in the data symbol sequence or subcarrier sequence, 

and n (I<n<Np) are those in the pilot symbol sequence or subcarrier sequence. For 

Rpp,, both m and n (I<m, n<Np) denote order numbers in the pilot symbol sequence 

or subcarrier sequence. mP and np represent the the m-th and n-th symbol position or 

subcarrier position in all OFDM symbols or OFDM subcarriers, e. g., assuming in Fig. 

6.3, data and pilots are allocated across OFDM symbols, the second pilot (n = 2) is 

located in the fifth OFDM symbol (np = 5). 

1. Channel time correlation 

For a time-fading signal with a maximum Doppler frequency fdand a Jakes spec- 

trum, the time correlation matrix Rthh is given by [3] 

Rt hh(m, n) = Jo(27rfdT, (mp - np)) (6.12) 

where JO is the 0-th order Bessel function of the first kind and T. is the OFDM 

symbol period including the guard time 4; mp and np are data or pilot positions over 
4 Although due to Jake's model, channel varies over OFDM samples, but to simplify the simulation, we 

keep the channel constant over the OFDM symbol period, therefore ICI is ignored. 
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all transmitted OFDM symbols. 

2. Channel frequency correlation 

Channel frequency correlations are obtained differently depending on the power- 

delay profile of the multipath channel. For a uniformly distributed power-delay 

profile, Rf, is calculated by [461 hh 

Rfh 
h(m, n) = 27]L(m P- np) IN, (6.13) 

where L is the order of the multipath channel; N, is the number of subcarriers 
(or FFIF size); mp and np are data or pilot subcarriers positions over all OFDM 

subcarriers. If the channel has an exponentially decaying power-delay profile, Rf hh 

is expressed as [3] 

Rfh 
h(m, n) = 

I 

1+ 27rjT,,,, (mp 
- np)f, 

(6.14) 

where f, is subcarrier spacing, taken from the inverse of the useful OFDM symbol 

time Tb (excluding the guard time); T,,,,, is the root-mean-square (rms) delay spread 

of the multipath channel. 

The MSE of the above LMMSE channel estimation is calculated by 

MSE = Ellh - 
h121 (6.15) 

where h and h contains the actual and estimated channel values respectively. In simula- 

tions, MýE is usually compared with the MSE reference to examine the accuracy of the 

estimation. The MSE reference matrix ý2MSE(Nd x Nd) is given by [501 

- wR 
H 9-9MSE INh 
dp (6.16) 

Then the reference MSE value is obtained by taking the average of the diagonal elements 

Of nMSE- 
Nd 

MSE = 
1INd ý2MSE(Zi Z) (6.17) 

i=1 

The actual MSE will overlap with the estimated MSE in perfect Wiener filter channel 

estimation. 

I- exp(-27jL(mp - np)/N, ) 

Yu Zhang, Ph. D. Thesis, Department of Electronics, University of York (Jan. 2007) 97 



CHAPTER 6. PERFORMANCE EVALUATION OF IEEE 802.16 WMAN PHYSICAL LAYER 
OFDMA 

Output Log-NLAT De- De- Channel Receive 

Decoding . 4- interleaving modulaiton 
Equalization -*- Estimation 144 

Extract Pilots 

LLR iiýfo. 
Insert Pilots 

Interleaving, Modulaiton 

Figure 6.4: Receiver structure of code-aided iterative channel estimation and signal detection 

6.2.2 Code-aided Iterative Channel Estimation by Wiener Filtering 

Having looked at the pilot-based channel estimation by Wiener filtering, this section con- 

siders adding outer coding and exploring the benefit from the iterative channel estimation. 

The use of the Wiener filter for iterative channel estimation over flat fading channels was 

proposed in [5 1 ]. Here, this approach is applied to IEEE 802.16 OFDMA systems. Fig. 

6.4 illustrates a siTplified code-aided iterative receiver structure cooperated by the chan- 

nel estimation and signal detection (Log-MAP decoder). The iterative process is described 

as follows. 

Firstly, the channel estimates are obtained from Wiener filtering, either 2D or 2xID, 

based on the pre-arranged pilots. Then the equalized data pass through the reverse 

processes of those at the transmitter end. In the case of QPSK, demodulation is sim- 

ply done by separating the real and imaginary parts. The demodulated signals are then 

sent to the SISO Log-MAP decoder, the output of which contains the LLR of data bits as 

well as coded parity bits, so as to regenerate the coded data. Finally, a hard decision is 

made on the soft data bits. Such non-iterative estimations are not able to achieve enough 

accuracy when the number of pilots is limited. 

However, it is possible to improve the estimator by exploring the useful information from 

the estimates. In this approach, the soft infon-nation of coded parity bits (taking tanh 

function over the half of the LLR of the parity bits) are fed back and passed through the 
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interleaver and modulator (same as those at the transmitter), and allocated in the original 

positions. These soft data symbols from the decoder, together with the original pilots, 

are all regarded as the 'known' pilot symbols in the next iteration. The benefit is that 

the performance can be enhanced without adding additional pilots. This estimation and 
decoding process are repeated for several iterations. After each iteration, the estimator 

uses the improved soft data bits as pilots to obtain more accurate estimates. 

The Wiener filter interpolation equation and the MSE reference matrix for the iterative 

case becomes 

h=R :1 -lh (6.18) pp (I pp + SNR 
I(Np+Nd)) 

P 

MSE:::::::::::: I(Nd+Np)- 
wR 

H 
pp (6.19) 

where hp are the channel LS estimates at all positions and Rpp are channel auto- 

correlations between all pilot and data symbols or subcarriers. 

Although a price has to be put on the receive complexity, it is still worth to carry out 

iterative estimation, since it can achieve a significant gain over the non-iterative case, 

provided the Wiener filter has a large number of taps in iterative steps. 

6.2.3 Code-aided Channel Mracking Based on EM Algorithm 

The above channel estimation is designed to estimate a channel varying both in time and 

frequency with pilots scattered in OFDM symbols and subcarriers. It is noticed that in 

OFDMA DL sub-frame (Fig. 6.2), a preamble symbol, designed for various estimation 

purposes, is transmitted. It is advantageous to make use of the preamble symbol in the 

DL channel estimation. 

The channel tracking based on the preamble is especially suitable for estimating a chan- 

nel that remains constant or varies very slowly between OFDM symbols. In other words, 
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the time fading of the channel is negligible, which greatly simplifies the channel esti- 

mation problem. Moreover, the latency caused by channel estimation is reduced, from 

several OFDM symbols in the pilots-based scheme to one OFDM symbol (if the length 

of preamble is one symbol). This is particularly attractive for a packet-type transmission 

system, where data is preferred to be recovered in real time before the entire burst has 

been received [3]. 

In this section, a code-aided channel tracking scheme based on the EM algorithm [521 

is applied, which iterates between the channel tracker and data decoder [47]. Different 

from Winer filtering, channel tracking is based solely on the initial estimates; therefore 

no pre-knowledge of channel statistic information is needed. 

6.2.3.1 EM algorithm 

EM algorithm is an iterative technique to find the ML estimates of parameters 0 from an 

observation y [52]. The model depends on the unobserved variables x: parameters 0 can 

be estimated if the unobserved data x is known. The observed data y and the unobserved 

data x are jointly called the complete data. EM algorithm performs alternately between 

an expectation (E) step and a maximization (M) step. 

The T step' computes an expectation (with regard to the unobserved data x) of the joint 

conditional log-likelihood 5 of the complete data x and y under parameter 0, given the 

observed variables y and the parameter estimates from the current iteration Pte, ) 
. The 

expectation is denoted as Q(01P'er)). 

Q(O#iter)) =E x 
[Iogp (y, X 10) 1 Y, ý (iter) ] (6.20) 

Note that 0(iter is the current estimates used to calculate the expectation, while 0 is an 

variable ultimately optimized to maximize Q in the next step. x is a variable, the prob- 
5log-likelihood is often used instead of the true likelihood because it leads to easier formulas, while still 

attains its maximum at the same point as the likelihood 
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11 1ý 
ability of which is given by p(xly, P"')). Therefore, the right part of Eq. 6.20 can be 

written in the continuous case as 

E., [logp (y, x 10) 1 y, Ö (iter) logp(y, x 10) - P(X 1 Y, b(iter»d� (6.21) 

where p(xly, P111)) is the marginal probability of unobserved data x depending on the 

observed data y and the parameter estimates from the current iteration ý (iter); -y is the 

range of x. For the first iteration, the initial estimate P) is decided independent of the 

algorithm. 

Now consider more about the right part of Eq. 6.21. According to the Bayer's formula, 

P(Y, Xlo) =P(Ylx, o)-P(Xlo) (6.22) 

Since the distribution of x does not depend on the parameters 0 to be estimated, Eq. 6.22 

can be simplified to 

P(Y, Xlo) =P(Ylx, o). P(X) (6.23) 

Substitute Eq. 6.23 to Eq. 6.21: 

Q(OIÖ(iter» = 
ix logp(ylx, 0) - p(xly, b('t"»d� 

G-y 

+ 
lxc-y 

logp(x) . p(Xly, ö(iter»dx (6.24) 

Again, the second tenn of the right part of Eq. 6.24 does not depend on 0. As far as the 

next 'M step' is concerned, this term can be dropped. Therefore, the the 'E step' can be 

finally written as 
^ (iter 

Q(010' logp(Ylx, 0) - P(Xly, 
Ö(iter) dý, (6.25) 

The 'M step' computes the ML estimates of the parameters 0 by maximizing the expected 

likelihood found on the T step'. 

0(iter+l) - arg max wiPter)) 
0 

(6.26) 

This step iteratively improves the previous estimate 0 (iter) and constructs new estimates 
Pter+l) 

9 which are used to begin another T step'. The process are repeated until the 

estimate has converged or met a certain stopping criterion. 

Yu Zhang, Ph. D. Thesis, Department of Electronics, University of York (Jan. 2007) 101 



CHAPTER 6. PERFORMANCE EVALUATION OF IEEE 802.16 WMAN PHYSICAL LAYER 
OFDMA 

6.2.3.2 Channel Frequency Response Mracking in OFDM System 

Apply the EM algorithm in its discrete expression to an OFDM system for estimating the 

frequency response of the multipath channel [47]. The channel is assumed to be constant 

during one OFDM symbol and vary slowly from one symbol to another. 

Suppose the size of an OFDM symbol is N, Denote the transmitted symbols as S and 

write them orderly onto the diagonal positions of a matrix S (N, x N, ). The received sym- 

bols and the channel frequency responses are written in the vector form as R (N, x 1) and 

H (N, x 1). S, R and H respectively correspond to the unobserved data x, the observed 

data y and the parameter 0 in the EM algorithm. 

Therefore, the 'E step' becomes 

(H I H(iter)) logp(RI S, H) -p(S I R, ft(iter)) (6.27) 
s 

The noise samples N (N, x 1), which are the only unknown parameter at the receiver, is 

assumed to be zero-mean AWGN with a variance of a'. Given that R= SH + N, n 

logp(RIS, H) oc - JJR - SH 112 

= -(R-SH)H (R - SH) 

oc -H 
HSH SH+H HSH R+R H SH (6.28) 

Substituting Eq. 6.28 into Eq. 6.27, the T step' is expressed as 

Q(HIH (iter)) 
CX j: (-H HSH SH + HH SH R+R H SH). p(SIR, 

fl(iter)) (6.29) 
s 

Denote Sk (k = 1,2 ... 
N, ) as the hard decisions of symbols on N, subcarriers. The 

k-th diagonal element of S or S'S depends only on Sk and its posteriori probabilities 

p(SkIR, 
fj(iter)). Moreover, the soft information of S, S' and S'S are obtained from the 

posteriori probabilities: 

S-p(SIR 
, H(iter)) (6.30) 
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H=E SH. P(S JR, 14(iter)) 

s 

§-HS 
=E SHS. P(S JR, ft(iter)) 

s 

Therefore, the 'E step' can be written as 

Q(HI H^('t")) oc -H 
H§ýHiSH +H HýHR + ytH ýH 

(6.31) 

(6.32) 

(6.33) 

Note that ýH and SHS are NxN, diagonal matrices with real numbers of 
ESk Sk 

-p(Sk I R, H (iter) )9 r'Sk Sk'. p(SkIR H (iter) ) and 
r'Sk I Sk 12. p (Sk JR, 

fl (iter) ) (k 

17 2 ... NJ on their diagonal elements,, respectively. 

To obtain the estimate of H, Q(H IH (iter) ) is maximized by firstly taking the derivative 

of Q(HIH (iter) ) 
with regarding to H and then set the results to zeros. The derivative step 

6 
requires some vector/matrix calculations , and the results are given by 

HH a(-H ýHSH) 

- -[SHS + (SHS) ]H (6.34) 
OH 

a(H HAH R+R H SH) 
= 

ýH R+ ýH R (6.35) 
OH 

Since 
SHS = (SHS)H (6.36) 

the derivative of Q(Hlfl(i'eT)) is obtained: 

OQ 
(x -2ý-llSH + 2AHR (6.37) 

(9H 

Then, let the right part of Eq. 6.37 equal zeros. The expression for the estimates of H in 

the (iter+l)-th iteration can be obtained: 

[(§-HS)-lýH I 
(iter) 

R (6.38) 

For a constellation with constant modulus C, e. g., QPSK, §HS becomes CI, where I is 

the identity matrix. Therefore, Eq. 6.38 can be effectively simplified to 

fl(iter+l) 
-1 [ýH](iter 

c 
(6.39) 

a(xHBx) 6 Here, the following two matrix derivatives in Eq. 6.34 and Eq. 6.35 are used respectively: ax 
(B +B H)X, where x is a vector and B is a matrix; O(xH a) a(a HX) 

= a, where both x and a are vectors. ')X ax C 
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From the above algorithms, it is clear that with the help from each other, the decoder and 

estimator iteratively improve their soft coded symbols and estimates- The process of the 

code-aided channel tracking is described as follows. 

1. At first, the LS channel estimates of the preamble symbol are regarded as the initial 

channel estimates AM. 

2. The received symbols R are then equalized using these initial estimates and de- 

coded by the SISO Log-MAP decoder, where the soft coded symbols ý(O) are gen- 

erated. 

3. Finally, substituting ý(O) into Eq. 6.39, a new set of channel estimates fl(') are 

obtained. 

This process are repeated until the iteration ends assuming the number of iterations I is 

set at the beginning, or if denote the final channel estimates as H ('), when I H(I) - ]ft(0) 12 

reaches a negligible amount. ICIM are regarded as the initial channel estimates for the 

channel tracking of the next OFDM symbol. 

Note that the optimum of the proposed channel tracking are strongly decided by the ini- 

tial estimates fl(O). Since it is assumed that the channel varies slowly between OFDM 

symbols, it is reasonable to set fl(O) = ff((,, ) 
1), where 1 are the OFDM symbol indices. 

In case scattered pilot symbols present within the OFDM symbol, they will be perfectly 

included in the soft coded symbols at their positions (the probability of decoding at these 

positions will be I). Moreover, within each iteration, it is possible to apply Wiener filter- 

ing using these pilots to further refine the estimates from channel tracking. 
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6.2.4 Performance of Channel Estimation in OFDMA 

This section provides simulation results of the performance of non-iterative and iterative 

channel estimation in IEEE 802.16 OFDMA UL pUSC/OPUSC and DL FUSC/PUSC 

modes. Also, the performance degradation due to channel estimation is compared with 

the one with perfectly known channels. Depending on the sub-frame structure and pilot 

allocation, an appropriate and efficient channel estimation scheme is chosen for DL and 
UL separately. 

The system works at a carrier frequency of 3 GHz, selected as the middle point in the 2-6 

GHz licensed frequency range. The OFDMA symbol has 1024 subcarriers with a total 

bandwidth of 10 MHz. The channel models used in the simulation are recommended 
by International Telecommunications Union - Radiocommunications (ITU-R) for typical 

test environment. Coding and interleaving are specified in the IEEE 802.16 physical layer 

standard [2]. QPSK modulation scheme are used for both data and pilots throughout the 

simulations. Note that in UL OPUSC and DL transmission, each pilot shall be transmitted 

with a boosting of 2.5 dB over the average power of each data tone. 

6.2.4.1 ITU Channel Modeling and Standard Coding 

Channel models recommended by ITU-R [51 are adopted for simulations of IEEE 802.16 

physical layer OFDMA. The ITU-R reference channel models are intended for various 

test environment in International Mobile Telecommunications-2000 (IMT-2000), a global 

standard defined by ITU for 3G wireless communications. Here, this section will give 

a brief description of its channel impulse response model and time-varying property at 

various moving speed. 

Table 6.2 gives the tapped delay-line parameters for three typical types of the ITU-R 

terrestrial test environments: T model' for indoor use (ITU-IB) at a moving speed of I 
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Indoor-B Pedestrian-B Vehicular-A 

Delay (ns) Power (dB) Delay (ns) Power (dB) Delay (ns) Power (dB) 

0 0 0 0 0 0 

100 -3.6 200 -0.9 310 -1.0 
200 -7.2 800 -4.9 710 -9.0 
300 -10.8 1200 -8.0 1090 -10.0 
500 -18.0 2300 -7.8 1730 -15.0 
700 -25.2 3700 -23.9 2510 -20.0 

Moving Speed (km/h) Moving Speed (km/h) Moving Speed (km/h) 

1 3 60 

Table 6.2: ITU-R reference channel model tapped delay-line parameters [5] 

km/h, T model' for pedestrian use (ITU-PB) at 3 km/h and 'A model' for vehicular use 

(ITUNA) at 60 km/h. For each tap of the channel, two parameters are given: the time 

delay relative to the first tap and the average power relative to the strongest tap. Each 

tap has a Jake's Doppler spectrum, the Doppler shift can be calculated according to the 

carrier frequency and the relative moving speed between BS and SS. 

For the FFT-1024 OFDMA with a bandwidth of 10 MHz, the sampling interval is 87.56 

ns, which is the inverse of the sampling frequency of 11.429 MHz given in Table 6.1. Fig. 

6.5,6.6 and 6.7 present the power delay profile, the rms delay spread, the relative delay 

of each tap ('o' marked on the power delay profile) and the OFDMA sampling points of 

ITU-IB, ITU-PB and ITUNA channel models respectively. 

The figures show that ITU-E13, ITU-PB and ITUNA have an approximately exponential 

decaying power delay profile. In all three channel models, the relative time delay of 

each channel tap do not exactly match the multiple of the OFDM sampling intervals. 

These non-sample- spaced channel models will increase the complexity in simulations. It 

is noticed that the ITU-PB and ITUNA channels have extremely long maximum delays, 

compared to the OFDMA sampling interval; hence it is reasonable to find a sampling time 
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Figure 6.5: Power delay profile of ITU-IB channel model 
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Figure 6.6: Power delay profile of ITU-PB channel model 
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Figure 6.7: Power delay profile of ITUNA channel model 

closest to the time delay of each tap and use this sampling time as the new tap delay. This 

approximation will not cause much difference in the performance, but will simplify the 

simulation process greatly. 

However, unlike ITU-PB and ITUNA, ITU-IB channel has a maximum delay that is 

comparable to the OFDMA sampling interval. If similarly, the tap is moved to the nearest 

sample points, it may cause inaccuracy in the simulation results, especially for those taps 

fall in the middle of two sampling points. For this particular case, it is considered to 

double the OFDM sampling rate so that the new sampling points are twice closer to each 

other. Then the nearest sampling points are chosen as the new tap delays. Doubling 

sampling rate is realized by inserting zeros, the number of which equals the FFT size, in 

the middle of the IFFT block. The size of IFFT is doubled and the outputs are samples 

sampled at twice the original rate. 

A rate 1/2, constraint length 7 convolutional code is specified in the IEEE 802.16 physical 

layer standard [2]. The generator polynomial is (171,133). The interleaver after coding 
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Figure 6.8: UL PUSC and OPUSC tile structure 

and the de-interleaver before decoding are also described in the standard [2]. Besides, 

before interleaving, an optional N-time repetition coding is applied to the code bits to 

gain more frequency diversity. The repetition coding is simply done by repeating each 

code bit N, times. For example, code sequence '1 0 l... ' becomes 'I 10 011... ' after 

twice repetition coding. In our simulations, N, =2 in all cases to obtain the benefit of 

diversity. 

6.2.4.2 UL PUSC and OPUSC 

The UL PUSC and OPUSC sub-frames are inserted with scattered pilot symbols across 

OFDMA symbols and subcarriers. The pilot subcarrier allocations in both modes use 

a tile structure, but with different pilot positions and number of pilots in a tile. Fig. 

6.8 illustrates the tile structures of UL PUSC and OPUSC. In PUSC, a tile spans three 

symbols and four subcarriers with four pilots standing in four comers of the tile, while 

in OPUSC, a tile has a dimension of three symbols and three subcarriers with one pilot 

inserted in the middle of the tile. For this type of pilot allocations, a Wiener filter based 

channel estimation will be appropriate. Note that the size of the UL PUSC and OPUSC 

sub-frame must be a multiple of three symbols across time. 
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Figure 6.9: Schematics of two sub-channels for one user in UL PUSC 

In a total of 1024 subcarriers, the uplink PUSC/OPUSC mode supports 35/48 sub- 

channels where each transmission uses 48 data subcarriers as the minimal block of 

processing. A burst in the uplink is composed of three symbols and one sub-channel 

containing six tiles. Within each burst, there are 48/48 data subcarriers and 24/6 fixed 

location pilot subcarriers in the PUSC/OPUSC mode. Therefore the used frequency band 

shall be partitioned into 210/288 tiles. After data and pilots are allocated within the tiles, 

a tile permutation mechanism across frequency is applied to tiles in a sub-channel. This 

is to provide frequency diversity by distributing tiles over all frequency bands, such that 

the performance degradation due to fading infrequency of mobile environments is mini- 

mized [4]. 

It is assumed that for both UL PUSC and OPUSC, each user is assigned two sub-channels 

that are composed of six distributed tiles across frequency and six continuous symbols 

in time (Fig. 6.9). Note that the tile permutation scheme only distributes tiles across 

frequency subcarriers, but not between two tiles adjacent in time. Within each tile, data 

and pilot subcarriers still remain continuous. In this case, the largest number of available 

pilots for channel estimation is limited. This is because the pilots are far apart across 

the whole bandwidth and the correlations between them are negligible. Moreover, pilots 

in frequency-adjacent tiles are related to different users, and hence will correspond to a 

different channel in the UL transmission. Therefore, the channel estimation can only be 

performed within two adjacent tiles across OFDMA symbols. 
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Figure 6.10: Channel estimation block in UL PUSC and OPUSC 

The largest estimation blocks of UL PUSC and OPUSC are shown in Fig. 6.10. In 

PUSC, the channel estimation can be applied by either 2xID or 2D approach. For 2xID 

estimation, a 4-tap Wiener filter is first interpolated using time correlations to obtain time 

estimates ('x's), including the estimates at pilot positions; then a 2-tap Wiener filter is 

applied across frequency to get frequency estimates ('o's). Alternatively, it is possible 

to obtain all the estimates (including those at pilot positions) at once using an 8-tap 2D 

channel estimator. Similarly for OPUSC, a ID estimation across time with a 2-tap Wiener 

filter ('x's) is applied. However, the estimation across frequency are not necessary, since 

there is only one pilot available for estimation across frequency, which is not helpful. 

Therefore, the estimates of the two side rows of subcarriers ('o's) are just replicas of the 

time estimates in the middle Cx's). 

Next part will present simulation results regarding the BER and MSE performance of 

channel estimation in OFDMA UL PUSC and OPUSC, both in non-iterative and iterative 

cases, in various channel environments. 

Fig. 6.11,6.12 and 6.13 show the BER and MSE performance of 2D estimation in UL 

PUSC in ITU-IB, ITU-PB and ITU-VA channel respectively. It is seen from the BER 
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Figure 6.11: BER and MSE performance of 2D channel estimation in UL PUSC (ITU-IB) 
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Figure 6.13: BER and MSE performance of 2D channel estimation in UIL PUSC (ITUNA) 

performance that there is around 1.2 dB degradation (may vary according to different 

channels) from channel estimation compared with 'PCK'. Moreover, the performance of 

estimation will degrade as the channel environment gets worse, e. g., from ITU-IB to ITU- 

VA. This is demonstrated by both the MSE and BER curves: the MSE curve is higher, 

and also the gap between the two BER curves becomes greater. 

The MSE and BER performance of non-iterative and iterative channel estimations in both 

UL PUSC and OPUSC are illustrated. Particularly for PUSC, 2D and 2x ID channel 

estimations are compared, without and with iterations. The ITU-PB channel model is 

taken as an example to show these comparisons. 

The MSE performance performance of PUSC 2xID and 2D channel estimation are pre- 

sented in Fig. 6.14 and Fig. 6.15 respectively, while in each case, channel estimation 

with different iterations are compared. It is shown that iterations can improve the perfor- 

mance of channel estimation, and most of gain comes from the first iteration ('iter= I ý). 

Without iterations ('iter--O'), 2D estimation perfon-ns better than 2xID estimation, while 
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Figure 6.14: MSE performance of 2xID iterative channel estimation in UL PUSC (ITU-PB) 
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Figure 6.15: MSE performance of 2D iterative channel estimation in UL PUSC (ITU-PB) 
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Figure 6.17: BER performance of 2D iterative channel estimation in UL PUSC (ITU-PB) 
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Figure 6.18: MSE performance of iterative channel estimation in UL OPUSC (ITU-PB) 
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with increased iteration numbers, the performance of the two tend to converge ('iter--4'). 

In other words, 2xID estimation is able to exploit more benefit from iterations than 2D 

estimation. The corresponding BER performance are shown in Fig. 6.16 and Fig. 6.17. 

It is noticed that 2x ID estimation with 4 iterations can bring a gain of about I dB at 

the BER of 10-', but in 2D estimation, the benefit from iterations is not as significant. 

Nevertheless it is still possible to obtain a gain of about 0.4 dB at the BER of 10-4. It is 

also noticed that from the MSE performance, although not reflected from the BER perfor- 

mance, the actual MSE does not match the reference MSE at low EbINO regions. This is 

a common behavior in the iterative method, since at low EbINO regions, more errors are 

fed back through iterations. In this particular case, 2x1D estimation performs better than 

2D estimation from this point view. 

Now the computational complexity of 2xID and 2D channel estimation in PUSC are 

considered. According to Eq. 6.9 and Eq. 6.18, the complexity of Wiener filtering mostly 

comes from the matrix multiplication, whose complexity is proportional to the square of 

the number of Wiener filter taps. In the non-iterative 2xID estimation, this will be a 

4-tap Wiener filter across time and a 2-tap Wiener filter across frequency, while in the 

iterative case, the numbers increase to 6 and 4 respectively. Similarly, for 2D estimation, 

this will be a 8-tap Wiener filter in the non-iterative case and then a full 24-tap Wiener 

filter in the iterative case. Therefore, the complexity of 2xID estimation is proportional 

to [(2 2 +4 2) +(4 2 +6 2)(1 _ 1)], if I is the maximum iteration number. This is much less 

than that of 2D estimation, the complexity of which is 82 in the first and [24 2(1 _ 1)] in 

the subsequent iterations. 

The MSE and BER performance of iterative 2x ID channel estimation in OPUSC are 

given by Fig. 6.18 and Fig. 6.19. Again, the first iteration provides most of the gain, 

while the improvement after that is small. At the BER of nearly 10-4 ,a gain of about 

1.3 dB can be provided by 4 iterations. Compared with PUSC 2xID estimation, OPUSC 

can obtain more gain from iterations, since the number of pilots in the estimation block 

is much less than that in PUSC, hence more additional pilots are available in the iterative 
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Figure 6.20: Pilot distribution for DL FUSC 

6.2.4.3 DL FUSC and PUSC 

According to the standard [21, pilots allocation in DL is totally different from that in UL. 

Most distinctively, a preamble symbol, with a symbol power boost of 9 dB, is located 

at the beginning of each DL sub-frame, and can be used for estimation purpose. This 

section discusses the performance of channel estimation in DL FUSC and PUSC. Note 

that the channel information of FCH/MAP symbol next to the preamble also needs to be 

estimated. 

Unlike UL tile structure, where pilots are fixed in certain positions before the tile per- 

mutation, the DL symbol is first allocated with scattered pilot subcarriers in appropriate 
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positions, and also zero subcarriers in the middle and at both ends. Then all the remaining 

subcarriers are used as data subcarriers, which will be divided into sub-channels according 

to the DL data subcarriers partitioning (permutation) scheme. 

1. FUSC 

As illustrated in the standard [2], the DL sub-frame contains 16 OFDM symbols, includ- 

ing a preamble symbol. All the 16 symbols and subcarriers are assigned for one user. 

There are two types of pilots: variable and fixed pilots, with two sets of each. The fixed 

sets are used in all OFDMA symbols, while the variable sets are divided into subsets that 

are used in odd and even symbols alternatively. This is to provide an appropriate tradeoff 

between allocated power and frequency diversity on pilots for channel estimation [4]. Fig. 

6.20 shows the distribution of variable and fixed sets of pilots in the case of 1024 FFT. To 

distinguish them, different sets of pilots are marked with different levels. 

Fig. 6.21 illustrates the block diagram of DL FUSC sub-frame. Since all the pilots are 

intended for one user, all pilots can be used in 2xID Wiener filtering. Across OFDM 

symbols, an 8-tap Wiener filter can be applied to obtain time estimates in the data posi- 

tions as well as the pilot positions ('x's); then the remaining subcarriers can be estimated 

by Wiener filtering across frequency. Observing the pilots spacing in frequency, 4 pilots 

that are nearest to the estimates are chosen to do Wiener filtering ('o's). More pilots will 

not be very helpful but only increase the complexity, since they are far away from the 

estimates and hence have less correlations. Note that fixed pilots sets are not meant for 

channel estimation, since they are rare and not well-regulated. However, they can be used 

for any other estimation purposes, e. g., tracking the remaining frequency offset after the 

initial training (preamble) symbol [3]. 

The BER and MSE performance of 2D estimation in UL PUSC in ITU-IB, ITU-PB and 

ITUNA channel are given in Fig. 6.22,6.23 and 6.24 respectively. Compared with that 

of UL PUSC in corresponding channel conditions, the BER performance of DL FUSC 
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Figure 6.21: DL FUSC sub-frame 

has much less degradation, 0.5 dB at the most ('ITU-VA: ). This is because more pilots 

are provided for DL FUSC than that for UL PUSC. Again, both MSE and BER perfor- 

mance of channel estimation depend on the channel environment: the better the channel 

conditions, the better the performance is. 

11. PUSC 

DL PUSC uses a cluster structure, as illustrated in Fig. 6.25, which spans over two OFDM 

symbols of fourteen subcarriers, each with a total of four pilot subcarriers scattered within 

it. The symbol is divided into basic clusters after zero guard band and DC subcarriers are 

allocated. A DL PUSC sub-channel is composed of two clusters. Allocating subcarriers 

to sub-channel is performed by first allocating the pilot subcarriers within each cluster, 

and then taking all the remaining data subcarriers within the symbol and applying a per- 
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Figure 6.22: BER and MSE performance of 2x ID channel estimation in DL FUSC (ITU-IB) 
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Figure 6.24: BER and MSE performance of 2xID channel estimation in DL FUSC (ITUNA) 

mutation scheme to partition the data subcarriers into sub-channels containing 24 data 

subcarriers per symbol. 

Assume in DL PUSC, each user occupies two sub-channels spanning across frequency. 

After permutation, data subcarriers of the user are separated across all the available active 

subcarriers, while the pilot subcarriers remain in the same positions. Fig. 6.26 illustrates 

a cluster following the preamble and FCH/MAP symbol. Other subcarriers will expand in 

frequency, and each user has four clusters for transmission its data, which are distributed 

across frequency. 

Since data subcarriers for each user is scarcely scattered, it is not efficient to first locate 

the positions of data subcarriers, and then find several nearest pilots near them before 

applying Wiener filter interpolation. Moreover, the preamble is not used in this method, 

which is a waste. To make full use of the preamble symbol as well as the scattered 

pilots, a combined coded-aided iterative channel tracking (EM algorithm) and channel 

estimation (Wiener filtering) approach is employed. Note that the FCH/MAP symbol 
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Figure 6.26: DL PUSC Channel estimation 

uses all the active subcarriers and has no pilots within them, while one user has much 
fewer subcarriers but with pilots regularly assigned. Hence there is a slight difference 

between the estimation in FCH/MAP symbol and user's data symbols. 

The process is described as follows. First of all, PCK is assumed at the preamble sym- 

bol and is regarded as the initial channel values in the channel tracking for FCHIMAP 

symbol. This initials at some positions can be refined by a 2-tap Wiener filter using the 

pilots across time ('xl's). Then a 840-tap Wiener filter across all the active subcarriers is 

applied to improve the initial estimates. Equalization of the received FCHIMAP symbol 

are performed using the improved estimates before decoding. Soft coded bits from the 

Log-MAP decoder are then repeated, interleaved and modulated into soft coded symbols. 

Finally, the new channel estimates can be obtained by Eq. 6.39. This process can be 
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Figure 6.27: MSE performance of combined channel tracking and estimation in FCH/MAP sym- 
bol (DL PUSC) 

repeated until the improvement from the iterations becomes limited. 

The final channel estimates of FCH/MAP symbol are viewed as the initial estimates for 

the next two symbols for users. Similarly, the initials can be improved by applying a 

3-tap Wiener filter across time using the original pilots as well as the estimates from 

the FCHIMAP symbol at pilot positions. A 276-tap (each symbol has 240 pilots and 48 

data symbols for estimation, while 12 of them overlap) Wiener filter across frequency 

is interpolated to further improve the estimates. Then, taking out the obtained channel 

estimates at user's data positions, the equalization and Log-MAP decoding are performed. 

Finally, an EM algorithm is applied to obtain new estimates at user's data positions. After 

replacing the initial estimates at user's data subcarrier positions with the new estimates, 

the Wiener filtering can again be implemented, and the iteration goes on. 

Simulation results of combined channel tracking and estimation are given. ITUNA is 

adopted as the channel model in the simulations, and repetition coding is not implemented 
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Figure 6.28: BER performance of combined channel tracking and estimation in FCHIMAP sym- 

bol (DL PUSC) 
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Figure 6.29: MSE performance of combined channel tracking and estimation in user's data sym- 

bols (DL PUSC) 
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Figure 6.30: BER performance of combined channel tracking and estimation in user's data sym- 
bols (DL PUSC) 

(N, =1). Fig. 6.27 and Fig. 6.28 give the MSE and BER performance of tracking and esti- 

mation in FCHIMAP symbol. The results demonstrate that the performance is improved 

by iterations, and most gain comes from the first iteration. After three iterations, a gain of 

4 dB is obtained at the BER of 10-3 and the degradation from channel estimation is less 

than I dB. Fig. 6.29 and Fig. 6.30 present the MSE and BER performance of tracking and 

estimation for user's data symbols. Again, most gain comes from the first iteration, which 

is 2 dB at the BER of 10-4 , while almost no improvement is obtained after that. With 

iterations, the degradation from channel estimation is as small as less than 0.5 dB. It is 

noticed that in the MSE and BER performance of FCHIMAP symbol, error floors exist in 

the high EbINO regions. This is due to the time-variant property of the channel between 

OFDM symbols. The same phenomenon appear in the MSE and BER performance of 

user's data symbol, but the user's data symbol is shorter than the FCHIMAP symbol, the 

error floor is therefore lower. 
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6.2.4.4 Mismatched Channel Estimation by Wiener Filtering 

In previous Wiener filter based channel estimations, it is assumed that the delay spread 
in the channel power delay profile and Doppler frequency of the multipath channel are 
known when calculating the time and frequency correlations. However in practice, these 
information may not be able to be obtained, and a performance degradation may oc- 
cur due to mismatched estimations using incorrect Doppler frequency and delay spread. 
Therefore, it is necessary to investigate how the Wiener filter performs in mismatched 

estimations. The BER performance will be compared with the one obtained by PCK, and 
the MSE performance will be compared between the one matched for the actual channel 

and the mismatched. The simulations results are obtained without coding. 

1. Mismatched in Doppler Frequency 

First, the estimation mismatched in Doppler frequency is discussed. ITU-IB and IUT-VA 

have the lowest and the highest vehicular speed in three ITU-R channel models used in 

the thesis. First, the case when user is stationary (ITU-IB), but Wiener filter is optimized 
for moving users (ITUNA) is considered, the results of which are shown in Fig. 6.31 

(UL PUSC) and Fig. 6.32 (DL FUSC). It is observed that although some degradation 

appears in MSE, the BER is not affected. The other way round, users are actually moving 
(ITU-VA), but estimator is optimized for stationary users (ITU-IB), the results of which 

are shown in Fig. 6.33 (UL PUSC) and Fig. 6.34 (DL FUSQ. It is clear that both MSE 

and BER have unbearable degradations in this case. 

11. Mismatched in delay spread 

Now the mismatched estimation in delay spread is considered, where ITU-113 and ITU- 

PB are two extreme cases: ITU-IB has the shortest delay while ITU-PB has the longest. 

First, the channel has a shorter delay spread (ITU-IB), but the estimator is optimized for 

a channel with longer delay (ITU-PB). The results for UL and DL are shown in Fig. 6.35 

Yu Zhang, Ph. D. Thesis, Department of Electronics, University of York (Jan. 2007) 127 



CHAPTER 6. PERFORMANCE EVALUATION OF IEEE 802.16 WMAN PHYSICAL LAYER 
OFDMA 

1 

10-1 

LU 
U) 

10-2 

LU 
m 

lo 

BER (PCK) 
BER (Mismatched) 
MSE (Matched for IB) 
MSE (Mismatched) 

10-4 L 

0 5 10 15 20 25 30 
Eb/NO(dB) 

Figure 6.3 1: MSE and BER performance of mismatched channel estimation: users stationary 
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Figure 6.32: MSE and BER perfon-nance of mismatched channel estimation: users stationary 
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Figure 6.33: MSE and BER performance of mismatched channel estimation: users moving (ITU- 

VA); estimator optimized for stationary users (ITU-IB) (UL PUSC, uncoded) 
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Figure 6.35: MSE and BER performance of mismatched channel estimation: users short delay 

(ITU-IB); estimator optimized for long delays (ITU-PB) (UL PUSC, uncoded) 

(UL PUSC) and Fig. 6.36 (DL FUSC) respectively. It is shown that BER is not affected 

although there is a small degradation in MSE. The performance in the opposite situation 
is shown in Fig. 6.37 (UL PUSC) and Fig. 6.38 (DL FUSQ, where both MSE and BER 

suffer from a large degradation, especially in DL. 

111. Conclusion 

Therefore, it is believed that if the delay spread or fading rate of the channel are unknown, 

the estimator should be optimized for the worst case that are likely to occur: fast fading 

rate (e. g., ITUNA) or longest delay (e. g., ITU-PB). The performance in these cases will 

at least be as good as that of a matched estimator on a channel having the fastest fading 

rate or highest delay spread. 
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6.3 Timing Errors and Frequency Offset in OFDMA 

Before an OFDM receiver demodulates the subcarriers, it needs to complete at least two 

synchronization tasks. One is timing, which is to find out where the symbol boundaries. 

Optimal timing instants are to minimize the effects of ICI and ISI. The other is the carrier 

frequency offset of the received signal, which has to be estimated and corrected because it 

will introduce ICL This section will investigate the performance of OFDMA with timing 

errors and frequency offsets. A timing recovery technique for DL OFDMA will also be 

introduced. 
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Figure 6.39: Timing offsets in DL OFDMA 

6.3.1 Performance of OFDNU with Timing Errors 

Generally speaking, OFDM is robust to timing errors, as long as the symbol timing offset 

varies within an interval equal to the guard time without causing ICI and ISI. 

The timing of the OFDMA frame can be obtained by taking the advantage of the DL 

preamble symbol. There are two types of timing errors depending on the arriving time of 

the received symbol, which may either be earlier or later than the FFT window starting 

point (Fig. 6.39). If the preamble is delayed, timing will be earlier than the actual frame 

start, and hence the FFT window will move forward, either within the CP interval or 

further into the previous symbol. The other way round, if the preamble arrives earlier, the 

FFT window will definitely move backwards into the next symbol. ICI and ISI occur only 

when the FFT interval extends over the symbol boundary. Therefore, it is expected that 

timing would be worse in the earlier case than the delayed case. This is because even if 

the received symbols are delayed, as long as the delay is less than the length of CP, FFT is 

still integrated within a symbol period, but in the earlier case, the FFT will integrate over 

a period extended to the next symbol, where ICI and ISI may exist. 

Fig. 6.40 and Fig. 6.41 show the BER performance of UL PUSC and DL FUSC with 
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Figure 6.42: Matched filter [3] 

various levels of timing errors in ITU-PB. '-' denotes the delayed case, while '+' refers 

to the earlier case. Timing errors are calculated as the number of samples. It is clear that 

in UL, the BER performance is not affected by a symbol delayed by within 10 samples, 

but is sensitive to an earlier arrival of 10 samples. DL is much more vulnerable to timing 

errors than UL, especially in the earlier case, where a high error floor occurs when the 

symbol arrives 10 samples in advance. 

6.3.2 Timing Recovery with Preamble in DL 

As mentioned above, timing recovery of an OFDMA frame can be obtained by using the 

preamble symbol in DL which is known to the receiver. Fig. 6.42 shows a block diagram 

of a matched filter for correlating the received OFDMA signal with the known preamble 

symbol [3]. Note that the matched filter correlates with the OFDM time domain signal, 

before removing CP and performing FFT at the receiver. The known preamble symbol 

used for obtaining correlations is also in its time-domain expression, which is after IFFT 

and adding CP. Here, T, is the OFDM sampling interval and Ci are the matched filter 

coefficients, which are the complex conjugates of the known preamble symbol; N is the 

number of samples in an CP extended OFDMA symbol. 

In an AWGN channel, the correlation peak in the output of the matched filter is unique and 
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Figure 6.44: Timing in DL FUSC OFDMA at EbINO=O dB (ITU-PB) 

hence indicates the estimated timing point, while other correlation outputs are like noise. 

However in a fading channel, more than one correlation peaks will appear in the output of 

the matched filter, the number of which depends on the number of multipaths. Therefore, 

instead of finding the maximum correlation output only, it is to find the maximum power 

in the whole guard interval. The process is illustrated in Fig. 6.43 and described as 

follows. 

First of all, take the square magnitude of the output of the matched filter correlations. 

Then filter them by a window, the width of which is the same as CP duration. The peak 

position in the filter output is where the FFT window starts. Timing is obtained by left 

shifting from the peak position a number of samples that is equal to the length of CP. 

Note that a gap symbol exists between OFDMA frames, which means no information is 

transmitted before the preamble symbol and only noise at the receiver. 

Fig. 6.44,6.45 and 6.46 show the results of timing recovery in DL OFDMA over ITU-PB 

channel at different noise values (EbINO=O dB, 10 dB and 20 dB), from a random trial 
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for one frame. According to the standard frame structure, the length of CP is 128 for a 

FFT- 1024 OFDMA symbol. The simulation starts with the received gap symbol (1152 

samples), the received preamble symbol (1152 samples) and then received data symbols. 

To make the results more clearly, the results only show 200 samples from 'sample 1120' to 

6sample 1320'. The top sub-figures are the correlations between the transmitted preamble 

symbol and the received signal. The middle sub-figures are the square magnitudes of 

the above correlations. The bottom sub-figures are the output of the windowing over the 

power of correlations, the maximum values of which are marked with a circle. In practice, 

it is impossible to know beforehand where the timing point is, but the simulation is set 

up and the estimated maximum value is expected to appear at 'sample 1280' (1152+128), 

which is the same as seen from Fig. 6.44 and 6.46. Therefore, subtracting the length of 

CP, the FFT window starts from 'sample 1152'. 

The above results are obtained from one random run. The statistical probabilities can 

be used to measure the accuracy of the introduced timing recovery scheme at the lowest 
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requirement that it does not affect the performance of UL PUSC or DL FUSC systems. 

Here, at each noise level, the probability of each symbol being the maximum is calculated 

over 1000 trials. The results are shown in Fig. 6.47 (EbINO=O dB), 6.48 (EbINO=10 dB) 

and 6.49 (EbINO=20 dB). The figures illustrate that at EbINO = OdB, the probability of 

the peak appearing at sample index 1280 is 6.4%, and increases to 13.1% at EbINO = 
IOdB and 32.3% at EbINO = 20dB. Note that in most cases, the maximum values 

appear no later than 'sample 1280' (the expected timing point). This means by using 

the above timing approach, errors occur mainly due to an early timing. According to 

the delayed cases in Fig. 6.40 and Fig. 6.41, errors within 30 samples will not affect 

the performance in both UL PUSC and DL FUSC. The probabilities of samples 1250- 

1280 being the maximum add up to 43.3%, 68.1%, 91.9% at EbINO = OdB, EblNo = 
1OdB and EbINO = 20dB, respectively. Therefore, this timing recovery scheme is more 

effective at higher EbINO values, and at around 20 dB, timing can be obtained, without 
degradation in the performance of DL FUSC and UL PUSC, at an accuracy of 91.9%. 

6.3.3 Performance of OFDNU with Frequency Offset 

In an OFDM link, the subcarriers are perfectly orthogonal only if the frequency remains 

the same at the transmitter and receiver. The OFDM system is sensitive to frequency 

offset, since the frequency offset will give rise to a degradation in the received SNR as well 

as ICL) which is one of the disadvantages of OFDM compared to single-carrier systems. 

Supposing the original sample value is a, the sample value with a frequency offset of f" 

will be 

a exp(j27rfkT, ) =a exp(jWkT, ) (6.40) 

where U, (k = 0,1,... N, + Np - 1) are the sampling intervals and W is the common 

phase error. 

The tolerance of carrier frequency offset specified in the IEEE 802.16 standard [2] is 2% 
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of the subcarrier spacing, which is 

11.16(kHz) x 2% = 233Hz (6.41) 

Fig. 6.50 and Fig. 6.51 show the results of OFDMA UL PUSC and DL FUSC in ITU- 

PB with various carrier frequency offset including the specified value of 233 Hz- The 

results show that carrier frequency offset within the specified 233Hz does not cause any 

additional degradation, but an error floor will occur when the frequency offset is over 
1500 Hz in UL PUSC and 500 Hz in DL FUSC. Therefore, frequency synchronization is 

not necessary within the standard defined tolerance value. 

6.4 Summary 

This chapter has provided the practical performance of channel estimation in IEEE 802.16 

scalable OFDMA physical layer over typical ITU-R channels. To improve the perfor- 

mance of channel estimation in OFDMA, the code-aided iterative channel estimation 

technique has been applied. In both UL and DL, the soft information from the Log- 

MAP decoder is exploited and used for the channel estimation or channel tracking in the 

next iteration. Then the renewed channel estimates are sent back for the decoder to obtain 

more accurate output. In this way, the decoder and the estimator can help each other in an 
iterative manner. Besides, the BER degradation due to timing errors and frequency offsets 

are measured. Since timing error is a source of BER deterioration, a timing approach is 

described and its accuracy at different noise levels are shown. 
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7.1 Summary of Work 

This thesis discussed two issues regarding the application of code-aided iterative tech- 

niques to OFDM systems. 

One issue is about canceling the ICI existing in the decoding process of G4SFBC-OrDM 

due to channel frequency variations within a block. Our solution applies a soft PIC ap- 

proach based on the conventional MF decoding to iteratively subtract the interference 

from the initial output of the MF decoder. The EbINO gain from the first iteration is 

about 5 dB at the BER of 10-3 over an uniformly distributed multipath channel with a 
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channel order of 12, compared to the conventional decoding. Noticing that an error floor 

still exists at the high EbINO region due to the non-optimal initial output of the MF de- 

coder, an outer convolutional code is added and the soft information from the Log-MAP 

decoder is fed back to improve the initial values, so as to make the inner soft PIC work 

more efficiently. The inner and outer iterations are repeated as many times as needed un- 

til improvement from previous iteration is negligible. Considering the tradeoff between 

the performance and the complexity, 4 inner iterations and 3 outer iterations are chosen. 

Although most gain comes from the outer coding, with 4 inner iterations, 3 outer soft 

iterations can still provide about 0.7 dB gain at the BER of 10-6 compared to the case 

without outer iterations. 

The other issue is to investigate the practical performance of channel estimation in IEEE 

802.16 scalable OFDMA physical layer in various typical ITU channels, which also in- 

volves measuring the BER deterioration due to timing errors and frequency offsets. For 

conventional pilot based channel estimations, the degradation in BER is around 1.9 dB 

in UL PUSC (2 xI D), 1.2 dB in UL PUSC (21)), 2.1 dB in OPUSC (21)), and 0.5 dB 

in DL FUSC (2 xI D) at the BER of 10-4 . The code-aided iterative estimation approach 

can provide about I dB, 0.4 dB and 1.3 dB gain at the BER of 10-4 after 4 iterations for 

UL PUSC (2x 11)), UL PUSC (21)) and OPUSC (213) respectively. As the non-iterative 

estimation in DL FUSC can already provide enough accuracy, it is not necessary to apply 

iterations with extra complexity. In DL PUSC, a combined code-aided iterative channel 

tracking and estimation scheme is applied according to its special pilot structure. For the 

FCH/MAP symbol, the improvement from 3 iterations is more than 4 dB at the BER of 

lo-3, giving an estimation degradation less than 1 dB compared to PCK. For user data 

symbols, a gain of about 2 dB is obtained at the BER of 10' after just one iteration, and 

the BER performance of estimation is less than 0.5 dB away from that of PCK. In the 

cases of mismatched channel estimations, the conclusion is that as long as the estimator is 

optimized for the worst cases that are likely to occur, the performance is at least as good 

as that of the matched estimator for those worst cases. 
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Regarding timing errors, it is demonstrated that DL FUSC is in general more vulnerable 

than UL PUSC. In the worst case for DL FUSC, a high error floor occurs even with an 

timing error of less than 10 samples. A timing recovery scheme using preamble symbol in 

DL is approved to be effective, and it is possible to obtain timing at an accuracy of 91.9% 

at Eb/No = 20dB, without degradation in the BER performance of both DL and UL. As 

for frequency offsets, the BER performance is sensitive to frequency offset over 1500 Hz 

in UL PUSC and over 500 Hz in DL FUSC, but does not degrade within an offset of 233 

Hz, which is specified in the standard. 

7.2 Summary of Contributions 

This section lists the original work contributed by this thesis. 

1. In Chapter 5, the performance of STBC-OFDM and SFBC-OFDM over sample- 

by-sample time variant and frequency selective fading channels is compared. It 

is concluded that STBC-OFDM is relatively sensitive to channel time variations 

between OFDM symbols, but it is resistant to the frequency response variations 

between OFDM sub-channels. On the other hand, SFBC-OFDM is easily affected 

by both time and frequency response variations. However, the total influence to 

SFBC-OFDM by both variations is less than that to STBC-OFDM by a single time 

variations under the same fading rate of the channel. 

2. In Chapter 5, a MF based 'soft PIC' approach is proposed for ICI cancelation in 

G4SFBC-OFDM over quasi-static frequency selective fading channels. The inter- 

ference existing in the output of the MF decoder is stepwise removed by iterations. 

In our simulations, 'soft PIC' obtains 2 dB more gain than that from 'hard PIC' at 

the BER of 10-3. In addition, 'Soft PIC' shows much lower error floors than 'hard 

PIC' at high EblNo regions. 
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3. The performance of 'soft PIC' is affected by the sub-optimal initial output of the MF 

decoder, which explains why error floors still exist after several iterations. There- 

fore Chapter 5 proposes a code-aided outer iterative PIC for G4 SFBC_OFDM. In 

this way, the inner PIC works more efficiently based on the corrected initial values 

from the outer coding. In the process of outer iterations, the SISO Log-MAP de- 

coder is deployed to provide soft information, which can obtain 0.2 dB more gain 

after 3 iterations at the BER of 10-1, compared to that from the conventional SIHO 

Viterbi decoding. 

4. Chpater 6 investigates the practical performance of the the physical layer of 

WiMAX technology, according to the IEEE 802.16 OFDMA standard with scal- 

ability. specifically, the degradation from channel estimation that affects BER is 

measured, and code-aided iterative channel estimations and tracking is proposed 

for UL and DL receivers. Also, the estimators should be optimized for the worst 

cases if the channel property is unknown. Finally, the performance of the system 

with timing errors and frequency offsets is tested. For imperfect timing, an optimal 

timing recovery technique is described. 

7.3 Future Work 

Some suggestions on possible future work based on this thesis are given below: 

1. Chapter 5 proposes an interference cancelation scheme for SFBC-OFDM over fre- 

quency selective channels that remain static during one OFDM symbol period. 

Channel estimation can be considered in such systems. Moreover, channels may 

also vary fast even within a symbol, i. e., samples by samples, which is called a 
double-selective fading channel. Not only interference cancelation in such channels 

is more difficult, but the channel estimation also becomes much more challenging. 
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2. The iterative PIC in Chapter 5 may not be efficient enough by fixing the number 

of iterations. The convergence behavior of PIC needs to be investigated, by which 

means, an optimum number of iterations can be chosen. 

3. The simulation of WiMAX in our thesis does not include standard MIMO antenna 

configurations. It is worthwhile to further investigate the practical performance of 

the standard scalable OFDMA over MIMO channels, e. g., channel estimation in 

SFBC-OFDMA. Of course, ICI will again exist and interference cancelation based 

on channel estimates in such systems will become a complex issue. Using the 

iterative approach proposed in this thesis, there could be three types of iterations 

around the SFBC-OFDMA detector: inner PIC iterations, outer PIC iterations and 

channel estimation iterations. It may arouse some interest to find out which type of 

iteration affects the performance the most, and a tradeoff between the performance 

and the complexity needs to be determined. 
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