Code-aided Iterative Techniques in

OFDM Systems

This thesis 1s submitted in partial fulfilment of the requirements for

Doctor of Philosophy (Ph.D.)

Yu Zhang

Communications Research Group
Department of Electronics

University of York

January 2007



Abstract

Inspired by the ‘turbo principle’, this thesis deals with two iterative technologies in or-
thogonal frequency division multiplexing (OFDM) systems: iterative interference cance-
lation in space-frequency block coded OFDM (SFBC-OFDM) and iterative channel es-
timation/tracking in OFDM Access (OFDMA) with particular application to Worldwide

Inter-operability for Microwave Access (WiMAX) systems.

The linear matched filter (MF) decoding in SFBC-OFDM is simple yet obtains maximum-
likelihood (ML) performance based on the assumption that the channel frequency re-
sponse remains constant within a block. However, frequency response variations gives
rise to inter-channel interference (ICI). In this thesis, a parallel interference cancela-

tion (PIC) approach with soft iterations will be proposed to iteratively eliminate ICI in

G4 SFBC-OFDM. Furthermore, the information from outer convolutional decoder is ex-

ploited and ted back to aid the inner PIC process to generate more accurate coded bits for
the convolutional decoder. Therefore, inner and outer iterations work in a collaborative

way to enhance the performance of interterence cancelation.

Code-aided iterative channel estimation/tracking has the ability of efficiently improving
the quality of estimation/tracking without using additional pilots/training symbols. This
technique is particularly applied to OFDMA physical layer of WiMAX systems according
to the Institute of Electrical and Electronics Engineers (IEEE) 802.16 standard. It will be
demonstrated that the performance of the pilot-based channel estimation in uplink (UL)
transmission and the channel tracking based on the preamble symbol in downlink (DL)

transmission can be improved by iterating between the estimator and the detector the

useful information from the outer convolutional codes.

The above two issues will be discussed in Chapter 5 and Chapter 6, and before this, Chap-
ter 2 to Chapter 4 will introduce some background techniques that are used throughout

the thesis.
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Chapter 1

Introduction

1.1 Motivations

The motivations of this thesis are to find possible solutions to two existing problems in
the decoding process of orthogonal frequency division multiplexing (OFDM) [6] systems:
inter-channel interference (ICI) in space-frequency block coded OFDM (SFBC-OFDM)
over frequency selective fading channels and channel estimation in OFDM with particular
application to Worldwide Inter-operability for Microwave Access (WIMAX) system. It
is realized that iterative decoding, the real ‘turbo principle’, i1s able to provide superb
performance without introducing too much complexity. Therefore in this thesis, it will be

applied to OFDM systems to solve the above two problems.

1.1.1 Motivation 1

Orthogonal space-time block codes (STBC) [7] is one of the multiple-input multiple-

output (MIMO) [8] techniques that is able to realize the full spatial diversity of the sys-

A N R
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CHAPTER 1. INTRODUCTION

tem. Based on the assumption of quasi-static flat fading channels, a simple linear block

decoding algorithm can be achieved, which is able to give the maximum likelihood (ML)

performance.

It 1s well-known that OFDM is able to transfer a frequency selective fading channel into a
number of flat fading sub-channels. Therefore, it has been suggested to combine OFDM
with orthogonal STBC in the form of SFBC-OFDM to allow STBC to perform well in
multipath environment. The original simple linear decoding algorithm for STBC can be
equivalently applied to SFBC-OFDM under the assumption that the channel frequency
response remains approximately flat within a block. However, this assumption is not true
in a severe multipath fading channel or OFDM with small number of sub-channels. In
these two cases, frequency response variations between sub-channels will give rise to ICI

during the conventional decoding process, resulting 1in a degradation in the performance.

Our objective is to cancel the above ICI caused by channel frequency response variations
in SFBC-OFDM over quasi-static frequency selective fading channels. A zero-forcing
(ZF) [9] algorithm has been proposed for G, (Almamouti codes) [10]] SFBC-OFDM to
eliminate ICI in such a system, albeit with some sacrifice in the diversity. However, the
ZF algorithm is too complicated for G4 [11] SFBC-OFDM. Therefore instead, a paral-
lel interference cancelation (PIC) scheme with soft iterations based on the conventional
linear decoder is proposed to mitigate the effect of ICI in G4 SFBC-OFDM. When outer
convolutional coding exists, the useful information from the decoder is further exploited

and used to help improve the interference cancelation.

Fig. 1.1 illustrates the generic receiver structure of code-aided iterative PIC. The inner
soft PIC iterations extract useful data information from interfered soft output of the linear
SFBC decoder. The performance of interference cancelation 1s improved after several
iterations, but the improvement is limited due to the non-optimal 1nitial values from the
linear decoder. However, the initial values in inner PIC iterations can be largely corrected

by feeding back the information from the outer soft-in-soft-out (SISO) convolutional de-

Yu Zhang, Ph.D. Thesis, Department of Electronics, University of York (Jan. 2007) 2
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Figure 1.1: Generic receiver structure of code-aided iterative PIC in SFBC-OFDM

coder, which makes the inner PIC iterations to work more efficiently and provide better
coded information for the outer SISO decoder. In other words, the two iterations help each
other 1n an iterative manner and the performance of interference cancelation is expected

to be greatly improved from one iteration to the next.

1.1.2 Motivation II

In wireless communications, channel estimation plays an important part in coherent re-
cerver design because the performance of the system depends critically on the quality of
channel estimation. Compared to the pertectly known channel, a degradation in the bit
error rate (BER) pertormance will be introduced by the estimation. Although occupying
some extra bandwidth and reducing the system efficiency, ptlot-based channel estimation

can offer a satisfied performance at a moderate level of complexity.

WiMAX technology has been rapidly developed and will play a key role in the fixed
broadband wireless metropolitan area networks. In this thesis, the practical BER perfor-
mance of channel estimation 1n physical layer of Institute of Electrical and Electronics
Engineers (IEEE) 802.16 scalable OFDM Access (OFDMA) is investigated. The channel
estimation schemes in uplink (UL) and downlink (DL) OFDMA are different depending

Yu Zhang, Ph.D. Thesis, Department of Electronics, University of York (Jan. 2007) 3
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Figure 1.2: Generic receiver structure of code-aided iterative pilot-based channel estimation in

OFDM/OFDMA

on the distribution of pilot symbols.

In UL OFDMA, pilots are scattered across subcarriers and symbols according to the stan-
dard. Conventionally, channel estimation is implemented based on these original pilots.
However, there 1s still room for improvement, which can again be realized by utilizing the
iterative technique. In this thesis, code-aided iterative channel estimations are employed,
where the output of convolutional decoder 1s fed back to improve the channel estima-
tion. Fig. 1.2 shows the generic receiver structure of the coded-aided iterative pilot-based
channel estimation in OFDM/OFDMA. Without iteration, the initial estimation 1s purely
based on the originally known pilot symbols. The received signals are equalized using
these initial estimates before sent to the SISO convolutional decoder. According to the
‘turbo principle’, the outputs of the decoder, which contain both original pilot symbols
and decoded soft data symbols (regarded as pilots), are sent back to help enhance chan-
nel estimation in the next iteration. Since more ‘pilot’ information are exploited without
adding extra pilots, the performance is expected to be improved after several iterations.

Certainly, the complexity from iterations is increased because all the symbols are used for

estimation.

In DL OFDMA, a preamble symbol occupying all OFDM subcarriers 1s transmitted at the
beginning of the frame, followed by regularly scattered pilots across subcarriers and sym-

bols. Similarly to the iterative channel estimation, a code-aided iterative channel tracking
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can be implemented based on the preamble symbol. The receiver has similar structure as
Fig. 1.2. Moreover, the channel estimates from each iteration of tracking can be further
improved by channel estimation using scattered pilot symbols. This process 1s iterated

between the decoder and estimators until the most estimation accuracy 1s obtained.

1.2 Thesis Outline

The rest of thesis is organized into the following chapters:

e Chapter 2: Channel Modeling and Channel coding

In this chapter, two fundamental technologies used throughout the thesis will be
introduced. One is channel modeling, firstly two separate models for frequency
selective fading channels and time-varying channels respectively, followed by a
combined model for both time and frequency selective channels. The other one is
channel coding, including convolutional coding and turbo coding, and their decod-
ing techniques. The BER performance of these two codes over time-varying fading

channels will be shown at the end of this chapter.

e Chapter 3: OFDM

This chapter will deal with three basic 1ssues in OFDM.: subcarriers, guard time and
equalization. It will then give the BER performance of OFDM over multipath fad-

ing channels and demonstrate that coding is a necessary part to realize the frequency

diversity in OFDM systems.

e Chapter 4: Orthogonal STBC

In this chapter, the encoding structure for G4 and G4 orthogonal STBC and their
corresponding decoding algorithms over quasi-static flat fading channels will be

introduced. The simulation results will show the BER performance of orthogonal
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STBC with various numbers of transmit and receive antennas, and the correspond-

ing spatial diversity obtained in such systems.

o Chapter 5: Interference Cancelation in SFBC-OFDM over Quasi-static Fre-

quency Selective Fading Channels

Firstly, this chapter will describe two combined schemes for OFDM and orthogo-
nal STBC: STBC-OFDM and SFBC-OFDM. Their different behavior in time and
frequency selective fading channels, using the channel model given in Chapter 2,
and their sensitivity and tolerance to channel time/frequency response variations
will be investigated. Then, the chapter will concentrate on the interference cancela-
tion schemes in the decoding process of SFBC-OFDM over quasi-static frequency
selective fading channels. For Gy SFBC-OFDM, a ZF decoding method will be in-
troduced; for G4 SFBC-OFDM, firstly, a PIC approach based on the conventional
linear decoding will be proposed and its performance between using hard and soft
iterations will be compared. Then, the outer convolutional coding will be added
and both inner PIC and outer Log-MAP iterations will be implemented. Simulation
results will show the performance under various number of inner/outer iterations.
Specifically for outer iterations, comparisons between the pertormance of a SISO

and a soft-in-hard-out (SIHO) decoder will be presented.

e Chapter 6: Performance Evaluation of IEEE 802.16 WMAN Physical Layer
OFDMA

This chapter will provide an overview of the physical layer of IEEE 802.16 scal-
able OFDMA, and evaluate the practical performance of an OFDMA receiver in a
typical mobile channel. Firstly, the performance deterioration due to channel esti-
mations will be investigated. It will be demonstrated that the performance of con-
ventional pilot/preamble based channel estimations can be improved by applying
a code-aided iterative approach. Besides, the performance of mismatched channel
estimation will be considered. Secondly, the chapter will measure the BER degra-
dation due to timing errors and introduce a timing recovery scheme. Finally, the

impact from the carrier frequency offsets will be measured and then the necessity

Yu Zhang, Ph.D. Thesis, Department of Electronics, University of York (Jan. 2007) 6




CHAPTER 1. INTRODUCTION

of implementing frequency synchronization in IEEE 802.16 OFDMA will be dis-

cussed.

e Chapter 7: Conclusions and Future Work

This chapter concludes the whole thesis by summarizing the work, highlighting the

contributions of this thesis and presenting some possible future work based on the

thesis.

S —
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Chapter 2

Channel Modeling and Channel Coding
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This chapter describes two fundamental techniques used in the thesis: multipath channel

modeling and channel coding.

2.1 Multipath Channel Modeling

A typical characteristic of a wireless system is that transmissions between transmitter and
receiver are not restricted to one single path. Due to the reflection and scattering from
buildings, etc., transmitted signals are usually received with their replicas from different
paths. Normally, signals on these paths are subject to different phase shifts, time delays,

and Doppler shifts if there 1s relative motion between transmutter and receiver. Interfer-

— A A P —— T e
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ence between these signals gives rise to a series of harmful influences on the original

signals. These effects are known as multipath, among which the most significant prob-

lems are fading and dispersion.

The main cause of fading is that multiple signals are received with random relative phases.
These signals add either constructively or destructively resulting in random variations in
the amplitude of the received signal. Dispersion in time is due to different time of arrival

of various paths. If the delay spread is comparable with the symbol period, the delayed
version of the symbol may interfere with the next transmitted symbol, giving rise to ISI.
These channels are called frequency selective fading channels, since they exhibit attenu-
ations in frequency response. On top of these, if there is motion between transmitter and
receiver, multiple paths are subject to Doppler frequency shifts. This is because the phase
shift of each path is changing with time, either slowly or rapidly. In fact, different paths
have different Doppler shifts depending on their angles of arrival [12]. The collective
effect at the receiver is a dispersion in the frequency band, called Doppler Spread. The

corresponding channels are referred to as time-varnant fading channels.

To set up a computer simulation of a channel, it is helpful to build mathematical chan-
nel models with consideration of multipath effects. This section will first of all intro-
duce two existing and commonly used channel models describing time-dispersion and
time-variant fading properties of the channel respectively, after which a single combined

channel model is proposed and used in some parts of the thesis.

2.1.1 Tapped Delay-line Model

This section deals with the time dispersion characteristic of the channel. It will use the

tapped delay-line model [13] to describe a frequency selective and time-invariant radio

channel.

e
p— — - ——

en————
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Figure 2.1: Tapped delay-line model

In general, the channel 1s modeled as a linear time-varying system [1], which can be de-
scribed by its continuous time-varying impulse response, h(7,t). This shows how the
channel impulse response h(7) varies with time £, where T is the delay of the channel. If
the time variation of the channel is relatively slow, e.g., the channel coherence time' is
much longer than the symbol period or equivalently the depler bandwidth is much less
than the signal bandwidth, the channel is regarded as quasi-stationary; in other words,
channel varies with time, but are constant for periods of a few transmitted symbols. Fur-
thermore, if the coherence time is much greater than the maximum delay, the channel 1s
said to be separable, so that the delay parameter 7 and the time ¢ can be treated sepa-
rately [1]. If the signals on different paths are uncorrelated and have Gaussian distrib-
utions, this leads to the familiar Gaussian wide-sense stationary uncorrelated scatterers
(GWSSUS) model [13]. The channel impulse response is represented by a serious of im-
pulses representing different paths with delays 7; and complex amplitudes (incorporating

also the phase) h;, assuming invariant with time. The expression of this model is given in
Eq. 2.1.
h(T) = Z hid(T — 73) (2.1)
i=0

where ¢ is the index of multipath components.

The coherence time is for measuring the time over which the channel remains approximately constant.

Ie———— -
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For practical purposes, we are not interested in the response of the channel outside the

bandwidth of the signal we intend to transmit over it [1]. Therefore, by lumping signals

on different paths into delays of times of the symbol duration, the channel is sampled at

the symbol rate to generate the tapped delay-line model (Fig. 2.1).

Each tap has a delay of multiples of the symbol period 7, and is weighted by a complex
Gaussian coefficient a; taking into account the shape of the signalling pulse at the receiver
and the component amplitudes [14]. A fading envelope is multiplied to each tap, indicat-
ing the time-variant characteristics of the channel [1], which will be discussed in Section
2.1.2. This 1s shown in Eq. 2.2, where L is the channel order.

L—1

h(T) =) a;6(t — jT) (2.2)

J=0

Another simplified channel model is established when the symbol period is much greater
than the channel delay spread, or equally the signal bandwidth is much less than the
channel coherence bandwidth. In these cases multiple paths are reduced to one path, and

therefore the tapped delay-line channel model 1s simplified to the first tap:
h(T) = apd(7) (2.3)

In this case, the channel is subject to frequency-flat fading, by contrast with the frequency

selective one.

2.1.2 Jake’s Model

Section 2.1.1 introduced a time-invariant frequency selective channel model: tapped
delay-line model. In this section, the time-varying property the channel will be con-
sidered and the well-known Jake’s Model [15] will be introduced for the simulation of

time-variant Rayleigh fading channels. Among various Jake’s simulators, the one pro-

posed by Patzold [16] 1s chosen.

See———

Yu Zhang, Ph.D. Thesis, Department of Electronics, University of York (Jan. 2007) 11




CHAPTER 2. CHANNEL MODELING AND CHANNEL CODING

A Rayleigh process £(t) is the absolute value of a zero mean complex Gaussian process
p(t):
p(t) = pa(t) + jpa(t) (2.4)

(L) = |u(t)] (2.5)

where p;(t) (i = 1,2) are uncorrelated real components with variance of o for each

dimension. The analytical cross-correlation function (ccf) between p;(t) and po(t) is

ZCTO.

Puipe () = Elp1 () pua(t)] = 0 (2.6)

A typical shape for the Doppler power spectral density (psd) of the complex Gaussian
process ((t) is given by the Jake’s psd S,,(f) [15], the Inverse Fourier Transform (IFT)

of which produces the corresponding autocorrelation function (acf) r,,,(¢) [16]:

203_ < max
Sﬂﬂ(f) — T fmax A/ 1—(f/fmaz)? Ifl - f (27)
0 f1> finaa
ruu(t) = E[u(®)u(t)] = 205 Jo(27 frmast) (2.8)
1
e 8) = Bl (O] = 5rut) (i =1,2) 2.9)

where Jy(.) denotes the Oth-order Bessel function of the first kind; fy,,4, 18 the maximum

Doppler frequency that can be obtained by:

fma:c:fcx % (210)

where f. is the carrier frequency; v and c are the relative velocity of the mobile object and

the speed of light, respectively. For each dimension, Eq. 2.9 represents the analytical act

values of 1 (t) or pua(?).

The principle of Patzold’s simulation model for Rayleigh processes 1s to use a sum of

sinusoids to generate a complex Gaussian random process u(t) with Jake’s psd S, (f)-

The two real functions p;(t) and po(t) are expressed as [16]:

N;
wit) =) cincosufint +6in) (i=1,2) (2.11)
n=1

A
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Figure 2.2: Patzold’s simulation model for Rayleigh process with Jake’s psd

where NV; is the number of sinusoids. The quantities c; ,,, f; , and 6; ,, are simulation model
parameters for Jake’s Doppler psd function called Doppler coefficients, discrete Doppler

frequencies and Doppler phases, respectively. Parameters c; , and f; ,, are deterministic.

They are computed during the simulation setup phase by [16]:

Cin = UO\/Q/Ni (2.12)
fi,n — fmaw SiIl[Q?;[i ('n, — %)] (n — 1:. 2N@) (213)

The Doppler phases 6; , are random variables uniformly distributed over the interval

(0, 27].

Fig. 2.2 shows the general structure of Patzold’s simulation model for a Rayleigh process
with Jake’s psd in its continuous-time form [16]. From that, the discrete-time representa-

tion can be obtained by sampling at ¢ = k7, where £ 1s an integer and 1 1s the symbol

interval.

—————
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2.1.3 Time-variant Multipath Channel Model

By adding Jake’s time-variant fading characteristics (fading envelope in Fig. 2.1) onto

each tap of the tapped delay-line model, a time-variant multipath independent fading

channel model 1s generated. It is assumed that each fading tap varies from symbol to

symbol and remains uncorrelated with other taps.

According to Jake’s model, independence between multiple fading taps is realized by ran-

domly choosing Doppler phases 0, ,,; (2=1,2; n=1,2...N;; [=1,2...L), which are uniformly

distributed over (0, 27|, for each channel tap. As 6; ,; are mutually independent for dif-

ferent fading paths, the multiple channels are expected to be uncorrelated 1in fading.

The time-variant multipath channel model can be represented by a (N + L — 1) x N

matrix h:
by
p R 0
hé3) th) hg?,)
pD R R o
h = .
Ry DAL S AU o
hg\m) th+1) th+1)
thH) th+2)
0
h(LN+L—1)

(2.14)

where hl(k) denotes the [-th (I=1,2...L) channel tap at a given time slot k (k=1,2... N); IV 1s

the number of symbols and L is the number of channel taps.
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The transmitted symbols s; (z = 1, 2...N) are written into a matrix s:

s=[sl So -+ SN ]T (2.135)

where ~ denotes the vector transpose. Neglecting the effect of noise during the transmis-

sion, the received signal vector r can be obtained by

T .
r = [’Fi Fo +++ TN+L—1 ] — hs (2.16)

Assume a particular case when the the channel remains static during the transmission

period of N symbols:
Y =hP =... =M =h (=1,2..L) (2.17)

The matrix h can be simplified to:

h
ho By 0
hy hy h
hr, hs ho My
h! = (2.18)
hr, hs hy hg
hr, hy ho
hi, h3
0
L

Therefore, Eq. 2.16 is equivalent to taking the convolution of the time-invariant multipath

channel h and the transmitted signal s, where h is represented by

h=[h1 ho - hL] (2.19)

ke ——
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2.2 Channel Coding

During radio transmissions, the original signals are likely to be corrupted by the channel
and the noise. The signals are usually received with errors, which increases the unrelia-
bility of reconstructing the original information from the received data. The number of
received bit errors divided by the total number of transmitted bits is defined as BER. BER
performance is an effective way to evaluate the quality of a communication system. To
reach a certain level of quality, various systems have different requirements on BER, e.g.,
107° for a high-rate speech transmission and 10~° for a low-rate data transmission. It is
commonsense that, in most cases, the BER of a system decreases as the signal-to-noise
ratio (SNR) increases. Therefore, a simple and intuitive way to reduce BER is to increase

the SNR at the input to the demodulator. However, this benefit is gained at the sacrifice

of transmit power.

Error-control coding (ECC) 1s a technique that has been widely used in digital commu-
nication systems. By adding redundant information to the transmitted data, it helps to
correct the received errors and reconstruct the original data. The advantage of ECC is that
the same BER may be achieved for a lower SNR 1n a coded system than in a comparable
uncoded system [1]. This allows the power budget to be lowered and brings some other

system advantages, e.g., coding gain.

Among all the powerful forward error-control (FEC) codes available, convolutional codes

and turbo codes are deployed in this thesis.

2.2.1 Convolutional Coding

The convolutional encoder is composed of (v — 1) serially concatenated shift register el-

ements (implemented by linear delay operations) and several weighted modulo-M com-

— — i— T P T ST T
e
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biners. v is known as the constraint length of the code and M is the code radix. In the
case of binary codes®, M=2. The weighting is simply a multiplication by 0 or 1, which is
etfectively realized by a disconnection (bit '0”) or connection (bit ‘1’) to the relevant shift

register element. The outputs are additive combinations of the states of the connected

shift registers.

A block of ky symbols is fed into the first shift register and moves along the rest at the
speed of one block at a time. This indicates that the current output not only depends on
the current block of &y symbols, but also on (v — 1) previous data blocks of kg symbols.
For every kg input symbols, the output contains 1 coded symbols which are multiplexed
to form a codeword. Note that the states of shift registers are set to be zeros after the
useful data transmission by sending (v — 1)k, more zeros. This ensures that the initial
states of registers are zeros before any data transmission begins. Supposing the length of

the input data sequence is Nk, the rate of a convolutional code is obtained:

Nk Nk
R = _..5___0_____n - N (2.20)
Nkok—g + (v — 1)/6075? Nng + (v — 1)ng
Usually, /V > v,. Therefore, an approximate code rate is given by
R~ @ (2.21)
Y

Fig. 2.3 gives an example of a convolutional encoder. D represents a shift register ele-
ment, theretore the constraint length v of the example convolutional encoder is 3. During
each transmission, one data bit d is input (k; = 1). generating two coded bits ¢; and ¢,
(ng = 2). This gives a code rate R of 1/2. According to the connection status between

the two outputs and the shift registers, a generator matrix G 1s defined for this example of

convolutional code:

1 0 1
G = (2.22)

1 1 1

where each row represents an output and each column indicates the connection status.

2Onl; the biI;ary cage 1S consi&;ed in this thesis.

L o .
————
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P—

Code 2

>

Figure 2.3: Example of convolutional encoder

Given the current states D of the shift registers:
T
D=|D° D' D (2.23)

the output codes C are:

C = [ - ]T — GD (2.24)

A convolutional code can be uniquely described by three parameters: the generator poly-
nomial G (octal notation of the generation matrix), the code rate R and the constraint
length v. There are a number of useful tools for representing a convolutional encoder and

its codes, e.g., the trellis diagram and the state diagram, the details of which can be found

in|[1].

Decoding is always the most difficult and computationally complex part ot convolutional
codes. The decoding algorithm used in this thesis is the famous Viterbi decoding [17].
Generally speaking, it is an algorithm for obtaining the decoded sequence by looking for
a path, called the survivor path, through the code trellis diagram that most resembles the
received code sequence. The corresponding input on the survivor path gives the decoded

data sequence, while the outputs on the survivor path are parity codes form the code

sequence.

—
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There are two kinds of distances used for calculating the differences between the path and
the received code sequence: Hamming distance and Euclidian distance, corresponding to
the hard decision and soft decision, respectively. Soft decision decoding provides more
coding gain than hard decision decoding in the equivalent case, and therefore is used in
this thesis. The Viterbi decoder is usually referred to as a hard-output decoder since the
decoded bits and parity bits are output in the form of zeros and ones. The parity bits from
the Viterbi decoding can be used in the later iterations. The approach will be discussed

1in Chapter 5 and Chapter 6 of this thesis. For details of the Viterbi decoding, interested

readers are referred to section 7.3.1 of [1].

As 1s known, convolutional coding can eliminate the deleterious effects of fading channels
by providing a diversity gain potentially equal to the minimum Hamming distance of the
code. In terms of the BER performance, the diversity gain behaves as an increase 1n the
slope of the BER curve. However, the full diversity gain can only be obtained under the
assumption that the bits of the code sequence fade independently. However in many cases,
channels fade slowly and correlate within the coherence time. Hence the code sequence
must be interleaved before transmitting. The aim of the interleaver 1s to separate the
adjacent bits of the code sequence by at least the coherence time of the channel. Theretore
after interleaving, the fading of code bits becomes independent and the full diversity gain

can be obtained.

Fig. 2.4 and Fig. 2.5 show the BER performances of convolutional codes versus
bit-energy-to-noise-density ratio (F,Ny) over symbol-by-symbol time-variant flat fading
channels. The noise is assumed to be additive white Gaussian noise (AWGN). The con-
volutional codes used in simulations have the same code rate of 1/2, but are different in
strength: constraint lengths of 3,5,7 with generator polynomials (5,7), (23,35), (133,171)
and minimum Hamming distances of 5,7,10, respectively. Both hard and soft decision de-
coding are simulated for comparison. The length of the code sequence 1s 256. A 16 X 16
block interleaver is chosen, which can separate the adjacent bits by a distance of 16 bits.

Binary phase-shift keying (BPSK) modulation is used throughout the simulations.

————
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Figure 2.4: BER performance of convolutional codes over independent time-variant flat fading

channels

Fig. 2.4 shows the performance of convolutional codes in independent’ time-variant fad-
ing channels. The performance of different code strengths and decision methods are com-
pared. It is obvious that the diversity gain increases as the code minimum distance 1n-
creases. At high E, N, regions, the diversity gain tends to reach the minimum Hamming
distance of the corresponding code, at least for soft decision decoding. It is also observed
that for the same code, soft decision can provide more gain over the hard decision, ap-

proximately 4dB at the BER value of 107,

Fig. 2.5 gives the performance of convolutional codes in correlated* time-variant fading

channels, with comparison to that obtained under independent channels. The codes have

L

3The channels at different symbol periods are randomly generated from a Gaussian distribution, there-

fore they are independent with each other.
4The channels at different symbol periods are sampled from a time-variant channel varying according

to a fixed Doppler frequency, therefore they are correlated in time.

v e i R — -
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Figure 2.5: BER performance of convolutional codes over independent and correlated (fading

rate 0.01) ttme-vanant flat fading channels

the same strength (a munimum Hamming distance of 3) and decision method (soft). The
fading rate of the correlated time-varying channel 1s 0.01, which gives a coherence time
of about 1/0.01 = 100 bit periods. Therefore, the interleaver would have to separate the
adjacent bits by at least 100 bits away to create independent fading. This can hardly be

achieved by a 16 x 16 block interleaver. Hence the available coding gain decreases in the

correlated fading case.

2.2.2 Turbo Coding

As a new class of convolutional codes, turbo codes were first introduced by Berrou,
Glavieux and Thitimajshima at International Conference on Communications in 1993

[18]. They claimed that a rate 1/2 turbo code can achieve a capacity of 0.7 dB away from
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Figure 2.6: Example of the structure of turbo encoder

the Shannon capacity limit at the BER of 107° [18], which was a remarkable achievement
in the existing coding world. The discovery ot turbo codes puts an end to the thought that
the Shannon limit can only be approached using extremely long codes with very complex
decoding processes [19], but instead, by using a sub-optimal decoding method with a
modest level of complexity. The powerful error-correcting capability of turbo codes have
made them so popular that since the late 90s, turbo codes have been developed rapidly in

practical applications [20] and also received intensive interest in the academic area.

Turbo codes are based on two fundamental concepts: conc<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>