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Abstract

Recent developments in learner corpora have highlighted the growing role they play
in some linguistic and computational research areas such as language teaching and
natural language processing. However, there is a lack of a well-designed Arabic
learner corpus that can be used for studies in the aforementioned research areas.

This thesis aims to introduce a detailed and original methodology for developing a
new learner corpus. This methodology which represents the major contribution of
the thesis includes a combination of resources, proposed standards and tools
developed for the Arabic Learner Corpus project. The resources include the Arabic
Learner Corpus, which is the largest learner corpus for Arabic based on systematic
design criteria. The resources also include the Error Tagset of Arabic that was
designed for annotating errors in Arabic covering 29 types of errors under five broad
categories.

The Guide on Design Criteria for Learner Corpus is an example of the proposed
standards which was created based on a review of previous work. It focuses on 11
aspects of corpus design criteria. The tools include the Computer-aided Error
Annotation Tool for Arabic that provides some functions facilitating error annotation
such as the smart-selection function and the auto-tagging function. Additionally, the
tools include the ALC Search Tool that is developed to enable searching the ALC
and downloading the source files based on a number of determinants.

The project was successfully able to recruit 992 people including language learners,
data collectors, evaluators, annotators and collaborators from more than 30
educational institutions in Saudi Arabia and the UK. The data of the Arabic Learner
Corpus was used in a number of projects for different purposes including error
detection and correction, native language identification, Arabic analysers evaluation,
applied linguistics studies and data-driven Arabic learning. The use of the ALC
highlights the extent to which it is important to develop this project.
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Part |
Introduction and Literature Review

Summary of Part I

This part presents in Chapter 1 the theoretical framework of the research. It begins
with definition of the terms corpus and learner corpora, an introduction to the
importance of learner corpora, their uses in some relevant linguistic domains and
computational applications, the motivation behind this thesis and its objective
toward the development of the Arabic Learner Corpus. Chapter 1 concludes with the
presentation of the study’s novel contributions and description of the project
participants and the thesis outline. Chapter 2 consists of a comprehensive review of
the learner corpora domain and recommended guidelines for creating a new learner
corpus on which the Arabic Learner Corpus was developed. The chapter also
reviews related works, Arabic learner corpora, to justify the need for creating a new

Arabic learner corpus.




1 Introduction

Chapter Summary

This chapter starts with defining the terms corpus and learner corpora. The chapter
proceeds by highlighting the importance of learner corpora and summarising their
uses in some relevant linguistic domains such as contrastive interlanguage analysis,
error analysis, and teaching materials development, as well as in computational
applications such as error correction systems, native language identification
models, and optical character recognition applications. The chapter describes the
motivation behind this thesis and its objective toward the development of the Arabic
learner corpus. The chapter then provides details about the study’s novel
contributions including resources, proposed standards, and tools. The concluding
sections present an overview of the structure and scope of the Arabic Learner
Corpus (ALC) project, which is distributed in three main phases, before providing a

description of the project participants and the thesis outline.
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1.1 Corpus and Learner Corpora

This section presents the definition of the term corpus in general and some further
definitions that focus on particular aspects. Then it defines learner corpora as a
specialised type.

1.1.1 The Term Corpus

The term corpus (singular form of corporal) refers to an electronic collection of
authentic texts or speeches produced by language speakers and stored in a machine-
readable format (Jurafsky and Martin, 2009; Kennedy, 1998; McEnery, 2003;
Nesselhauf, 2004; Nugues, 2006; Sinclair, 1996; Wynne, 2005). Researchers have
made attempts to provide more specific definitions of corpus. Nesselhauf (2004), for
example, argues that the corpus should be intended for general use, not merely for
one specific study or even a limited number of studies. Sinclair (2005) demonstrates
more concern for the design criteria, issues of representativeness, and the main role
that a corpus plays. He defines a corpus as “a collection of pieces of language text in
electronic form, selected according to external criteria to represent, as far as
possible, a language or language variety as a source of data for linguistic research”
(p 16). McEnery et al. (2006) point out that a corpus should be a principled
collection of texts, which differs from a random collection of texts. Thus, a
principled corpus can be defined as “a collection of (1) machine-readable (2)
authentic texts (including transcripts of spoken data) which is (3) sampled to be (4)

representative of a particular language or language variety” (p 5).

1.1.2 Learner Corpora

“Granger (2008) explains that “[I]earner corpus research is a fairly young but highly
dynamic branch of corpus linguistics, which began to emerge as a discipline in its
own right in the late 1980’s/early 1990’s” (p 259). Learner corpus is a specialised
type of corpora, and Granger (2002) defines learner corpora as “electronic
collections of authentic FL/SL [Foreign Language/Second Language (L2)] textual
data assembled according to explicit design criteria for a particular SLA/FLT

1 McEnery (2003) pointed out that corpuses is perfectly acceptable as a plural form of corpus.
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[Second Language Acquisition/Foreign Language Teaching] purpose. They are
encoded in a standardised and homogeneous way and documented as to their origin
and provenance” (p 7).

Given the fact that 20% of learner corpora reviewed in this study includes data from
both native speakers (NS) and non-native speakers (NNS), it can be noticed that
Granger's definition emphasises the importance of data collected from FL/SL
learners, and ignores data produced by native speakers in language learning
contexts. Therefore, we can define learner corpora as electronic collections of
authentic data (e.g. texts, speeches or videos) produced in a language learning
context by NS and/or NNS according to explicit design criteria and stored in a
machine-readable format.

The contribution of learner corpora — since their appearance a few decades ago — has
focussed on second language acquisition in particular. However, researchers in other
domains have started exploiting this valuable resource due to its potential uses. The
next section highlights the importance of learner corpora by presenting an overview
of their uses.

1.2 Importance of Learner Corpora

The number of learner corpora has noticeably grown in the last decade, which
highlights the role they play in linguistic and computational research and the
valuable data resource they can provide.

Researchers in the field of linguistic research frequently use learner corpora for
Contrastive Interlanguage Analysis, which enables researchers to observe a wide
range of instances of underuse, overuse, and misuse of various aspects of the learner
language at different levels: lexis, discourse, and syntax (Granger, 2003b).
Analysing errors also enables researchers and educators to understand the
interlanguage errors caused by First Language (L1) transfer, learning strategies, and
overgeneralization of L1 rules. Learner corpora were — and still are — used to
compile or improve learner dictionary contents, particularly by identifying the most
common errors learners make, and then providing dictionary users with more details
at the end of relevant entries. These errors may take place in words, phrases, or
language structures, along with the ways in which a word or an expression can be
used correctly and incorrectly (Granger, 2003b; Nesselhauf, 2004). Also, error-
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tagged learner corpora are useful resources to measure the extent to which learners
can improve their performance in various aspects of the target language (Buttery and
Caines, 2012; Nesselhauf, 2004). Analysing learners’ errors may function as a
beneficial basis for pedagogical purposes such as creating instructional teaching
materials. It can, for instance, help in developing materials that are more appropriate
to learners’ proficiency levels and in line with their linguistic strengths and

weaknesses.

With respect to computational applications, learner corpora can be utilised for
different purposes. Developers of error correction systems, for example, use learner
corpora, which include error annotation, to train their systems to detect and correct
errors. They also perform experiments to test their models on raw data from learner
corpora, as this approach gives authentic evaluation of such applications. Language
identification systems are another example of applications that benefit from learner
corpora. The aim of such applications is to infer the native language of an author
based on texts written in a second language (Malmasi and Dras, 2014). Finally,
learner corpora that contain original hand-written texts with their transcription in a
computerised format can be used as a training dataset in the research and
development of Optical Character Recognition (OCR) systems.

1.3 Motivation and Aim

Recent research developments in, and uses of, learner corpora were the main
inspiration behind this research. These uses have allowed this type of corpora to play
a growing role in some linguistic and computational research areas such as language
teaching and learning and Natural Language Processing (NLP). Additionally, the
lack of a well-designed Arabic learner corpus increases the importance of creating
such a resource, which may encourage researchers to conduct more studies in the
aforementioned research areas.

The aim of the project is to develop an open-source Arabic learner corpus and a
system for Arabic error annotation to be used as a valuable resource for research on
language teaching and learning as well as NLP. Using original scientific research,
we focus on the question of how to create a methodology for developing a learner
corpus based on the best practice in the field.
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1.4 Objectives

In order to achieve the study aim, the researcher defined a number of objectives as
following:

1.

To review the learner corpora existing under specific criteria

This comprehensive review under 11 categories (corpus purpose, size, target
language, availability, learners’ nativeness, learners’ proficiency level, learners’
first language, materials mode, materials genre, task type, and data annotation)
will allow us to have an idea about the best practice in this field and to shape our
design criteria of the ALC project.

. To create a guide for developing a new learner corpus

This guidance is based on the review of previous work. It focuses on the eleven
aspects of corpus design criteria in order to serve as open-source standards for
developing new learner corpora and also to improve and/or expand the current
corpora.

. To collect data for the Arabic Learner Corpus based on its design criteria

The ALC is developed to be a resource for research on Arabic teaching and
learning as well as Arabic NLP. Based on the guidance for developing a new
learner corpus, the target size is 200,000 words (written and spoken), to be
produced by learners of Arabic (native and non-native speakers) from various
first language backgrounds and nationalities.

. To develop an error tagset for Arabic

This includes developing error taxonomy for the most frequent errors in Arabic
learners’ production. It also includes a tagset designed for annotating those errors.
Iterated evaluations will be performed on this tagset by a number of Arabic
experts and annotators in order to provide the target users with easy-to-
understand categories and types of errors. Additionally, a manual will be
developed describing how to annotate Arabic texts for errors using the error
tagset.

. To develop a computer-aided error annotation tool for Arabic

This computer-aided error annotation tool is intended to be developed based on
the error tagset of Arabic as a part of the ALC project. It will include some
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automated features that can facilitate the annotation process and increase the
consistency of error annotation more than purely manual annotation.

6. To develop a search tool based on the ALC metadata

This tool will be developed to enable users to search the ALC data based on a
number of determinants (the ALC metadata). The corpus design criteria include
metadata elements such as “Age”, “Gender”, “Mother tongue”, “Text mode”,
“Place of writing”, etc. Those metadata elements will be utilised as determinants
to search any sub-corpus of the ALC, or download the source files in different
formats (TXT, XML, PDF, and MP3).

1.5 Thesis Contributions

The study presents a novel set of resources, proposed standards, and tools that
contribute to Arabic NLP as well as Arabic linguistics. The following list classifies
the contributions into the three dimensions.

A. Resources
1. Arabic Learner Corpus (ALC)

The ALC is a standard resource for research on Arabic teaching and learning as
well as Arabic NLP. It includes 282,732 words and 1585 materials (written and
spoken) produced by 942 students from 67 nationalities and 66 different L1
backgrounds. Based on our examination of the literature, we are confident that
the ALC is the largest learner corpus for Arabic, the first Arabic learner corpus
that comprises data from both native Arabic speakers and non-native Arabic
speakers, and the first Arabic learner corpus for Arabic as a Second Language
(ASL?) collected from the Arab world.

2. Error Tagset of Arabic (ETATr)

The Error Tagset of Arabic is a part of the ALC project. It includes an error
taxonomy which is designed based on a number of studies that investigated the
most frequent errors in Arabic learners’ production. Additionally, it includes a

1 The term Second Language (SL) usually refers in Applied Linguistics to the situation where
learners can be exposed to the target language outside of the classroom, learning English in the
UK for instance, while Foreign Language (FL) means that learners have less chance to be
exposed to the target language (e.g. learning French in Saudi Arabia) (see for example
Littlewood, 1984).
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tagset designed for annotating errors in Arabic covering 29 types of errors under
five broad categories. Seven annotators and two evaluators performed — in groups
— iterated evaluations on this tagset, the ETAr was improved after each
evaluation. The aim of the ETAr is to annotate errors in the ALC as well as for
further Arabic learner corpora, particularly those for Arabic language teaching
and learning purposes. It is available to researchers as an open sourcel. It
provides the target users with easy-to-understand categories and types of errors.

3. Review of the learner corpora domain

B.

We published onlinez a summary review of 159 previous works (learner corpora)
in order to create an easy-access and open source for the best practice in this
field. Developers of new similar projects and learner corpora users can benefit
from this source in their research.

Proposed standards

4. Guidance on design criteria for learner corpus

We created a guide for developing a new learner corpus based on a review of
previous work. It focuses on 11 aspects of corpus design criteria, such as purpose,
size, target language, availability, learners’ nativeness, materials mode, data
annotation, etc. Our aim is that these criteria will serve as open-source standards
for developing new learner corpora. The guide can also be utilised to improve
and/or expand the current corpora.

5. Proposed standards for transcribing Arabic hand-written texts

Given that the Arabic language has its own writing system, which includes for
example different types of Hamza (s)3, diacritics (short vowels), and characters
with dots above or below, and that most of the ALC data are hand-written texts,
we created specific standards for converting those texts into a computerised
format in order to achieve the highest possible level of consistency in the
transcription process. These standards cover cases such as when there is an

1 This source can be accessed from:

http://www.comp.leeds.ac.uk/scayga/Error_Tagset for_Arabic_Learner_Corpora.html

2 This source can be accessed from:

http://www.comp.leeds.ac.uk/scayga/learner_corpora_summary.html

3 Hamza is consonant, glottal stop, it has specific rules for spelling that depend on its vocalic context.

Hamza is written above or below specific letter forms (is « <« 5« ! <), and it has a stand-alone
form as well (=), see Habash, 2010; Samy and Samy, 2014.
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overlap between two hand-written characters that cannot be transcribed together,
when the writer used an unclear form of a character, or when a writer forgot a
character’s dots.

6. Error Tagging Manual for Arabic (ETMATr)

We developed this manual to describe how to annotate Arabic texts for errors. It
is based on the final revised version of the ETAr. The ETMAr contains two main
parts: The first defines each error type in the Arabic Error Tagset with examples
of those errors and how they can be corrected. The second shows how annotators
can deal with ambiguous instances and select the most appropriate tags.

C. Tools
7. Computer-aided Error Annotation Tool for Arabic (CETAr)

We developed a new tool for computer-aided error annotation in the ALC. It is
based on the ETAr and includes some automated features such as the Smart-
Selection function and the Auto-Tagging function. The Smart-Selection function
finds similar errors and annotates them in a single step with no need to repeat the
annotation process with each error. The Auto-Tagging function is similar to
translation memories as it recognises the tokens that have been manually
annotated and stores them into a database; subsequently, similar errors in other
texts can be detected and annotated automatically. Using this tool increases the
consistency of error annotation more than purely manual annotation.

8. ALC Search Tool

We established the ALC Search Tool! to enable users to search the ALC based on
a number of determinants. The corpus design criteria include 26 metadata
elements such as “Age”, “Gender”, “Mother tongue”, “Text mode”, “Place of
writing”, etc. We structured the tool so that users can utilise those metadata
elements as determinants to search any sub-corpus or download the source files in
different formats (TXT, XML, PDF, and MP3).

To sum up, the thesis presents a number of resources, proposed standards, and tools
developed for the ALC project. However, the main contribution of the thesis is not
only the description of these components but also the detailed and original
methodology that this thesis presents for developing a new learner corpus. The

1 This tool can be accessed from: http://www.alcsearch.com
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combination of the aforementioned resources, standards, and tools represents this
new methodology.

1.6 Structure and Scope of the ALC Project

As decribed in the project aim, it is to develop an open-source Arabic learner corpus
and a system for Arabic error annotation as valuable resources for research on
Arabic NLP and Arabic teaching. The project includes some fundamental
components such as the corpus data, the guidance on criteria for designing a learner
corpus, and the ALC Search Tool. The system of Arabic error annotation consists of
an error taxonomy, error tagset, error tagging manual, and computer-aided error
annotation tool. We developed these resources, standards, and tools through three
main phases which will be described in this section.

Design criteria are important for building a corpus. In order to follow the best
practices, the first phase of the ALC was to review the literature which includes 159
learner corpora around the world. The review covered 11 aspects: corpus purpose,
size, target language, availability, learners’ nativeness, learners’ proficiency level,
learners’ first language, materials mode, materials genre, task type, and data
annotation. The review provided us with a comprehensive view of the domain and
helped us to create a review-based guide on design criteria for a new learner corpus.
The design criteria of the ALC corpus were selected based on this guide and the
ALC objectives. At this stage, we formed the theoretical basis of the project, and
then we began to work on the practical phases.

The second stage was devoted to building the corpus and developing the required
tools and standards. This step included creating tools for data collection, standards
for converting the data into a computerised format, and a database for managing the
corpus data. In this phase, we used the tools and standards to build the corpus.

During the third phase, we developed subsequent tools. These tools include a
function to generate the corpus files automatically from the database in different
formats, an error annotation tool with a tagset and manual for tagging Arabic errors,
and a website for searching the ALC using the corpus metadata as determinants.
Table 1.1 summarises these three main phases of developing the ALC and links each
phase to the thesis chapters.
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Table 1.1: Phases of Developing the ALC with links to the thesis chapters

Phase Thesis chapter

1 Forming the theoretical basis of the project

e Reviewing the literature (159 previous learner corpora) and 2
related work (Arabic learner corpora)
o Developing guidance on design criteria of new learner )
corpora
o Defining the design criteria of the ALC 3

2 Developing tools and standards for building the corpus

¢ Tools for data collection 4
o Standards for converting the data into a computerised format 4
o Database for managing the corpus data 4

3 Developing the subsequent tools

e Function for generating the corpus files from the database in 4
different formats

o Error annotation tool with a tagset and manual for tagging 5
Arabic errors

o Website for searching the ALC using the corpus metadata as 6
determinants

As seen from Table 1.1, the scope of the ALC project covers three pre-determined
phases, (i) designing the corpus based on standard criteria which were derived from
reviewing a large number of previous works, (ii) collecting the corpus materials
using well-designed tools and developing a suitable database to manage these
materials after they had been converted into an electronic format, and (iii) enabling
users to benefit from the corpus data by generating the corpus files in different final
formats and allowing users to search the corpus online.

The project scope does not include conducting a corpus-based study to exemplify
the ALC use for three reasons. First, the benefits and value of using learner corpora
in research are already proved through the studies conducted in this field. (Katja
Markert, personal communication, 15 May 2014). Second, we designed the corpus
to be an open source for relevant research areas; however, providing an example of
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corpus use may lead researchers to conclude that its use is restricted, or at least more
suitable, to a single research area. Finally, focussing on the three phases
aforementioned allowed us to work further on the ALC tools such as the error
annotation tool and the ALC Search Tool.

During these three phases of developing the ALC, around 1000 people contributed
to the project. The following section describes those participants.

1.7 ALC Participants

The project was able to recruit 998 participants including language learners, data
collectors, evaluators, annotators, and collaborators from more than 30 educational
institutions in Saudi Arabia and the UK. Apart from the language learners, the other
participants (i.e. data collectors, evaluators, annotators, and collaborators) included
teachers of Arabic as a second language, secondary school teachers, university
faculty (e.g. deans, vice deans, departments heads, and academic staff) and others.
Table 1.2 illustrates the number of people based on their contribution to the project?.

Table 1.2: The ALC participants

Number Participation type

942 Arabic language learners (699 males and 243 females)
19 Data collectors (11 males and 8 females)

12 Evaluators (12 males)

7 Annotators (7 males)

Collaborators who facilitate the data collection from the learners (16

18
males and 2 females)

Each of the language learners signed a consent form which stated that the data
collected would be published and used in relevant future research. The education in
Saudi Arabia is made to single gender classes; that is, males and females do not mix.
Therefore, it would have been impossible for a male researcher to enter a female
school or university during their operational hours, making it necessary to recruit a

1 More details about the ALC participants are available on the project website:
http://www.arabiclearnercorpus.com/#!corpus-team-en/c13uv
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number of female representatives to collect the required data. All representatives,
male (N = 11) and female (N = 8), signed consent forms to confirm that all materials
they collected would be kept securely until they were submitted to the researcher
after the collection process. The form specified that the representatives would not
keep any part of the data in any medium, and would not share any information they
might know about the learners or their materials with any third party. The researcher
also obtained permission from the institution from which the corpus data was
collected to meet students and collect the corpus materials. Regarding the evaluators
and annotators, their work was done either on anonymous data or different parts of
the project, such as the error tagset and its manual, that did not contain any private
information; thus, no consent forms were needed for them.

Most of the participants were interested in the Arabic language (i.e. researcher,
teachers or specialists in Arabic). This was a significantly helpful factor, as they
were all motivated to contribute to this project due to its importance to the research
on Arabic. As a result, they were not paid for their participation, with the exception
of some gifts (usually books) that were given to those learners who participated in
all written and spoken tasks required for the project.

1.8 Thesis Outline

This thesis is divided into eight chapters under four parts as shown in Figure 1.1.

Part I: Introduction and Literature Review

Chapter 1: Introduction

Chapter 2: Literature Review and Related Work
Part I1: Arabic Learner Corpus

Chapter 3: Design and Content

Chapter 4: Collecting and Managing the ALC Data
Part I11: ALC Tools

Chapter 5: Computer-Aided Error Annotation Tool for Arabic
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Part IV: ALC Uses and Future Work

Chapter 6: Web-Based Tool to Search and Download the ALC

Chapter 7: Uses of the Arabic Learner Corpus

Chapter 8: Future Work and Conclusion

Figure 1.1: Structure of the thesis

Part | includes the introductory information in Chapter 1 and the literature

review with a focus on related work in Chapter 2.

o

Chapter 1 provides an introduction and defines the terms corpus and learner
corpora. It highlights the importance of learner corpora and summarises their
uses in some relevant linguistic and computational domains. The chapter
describes the motivation behind this thesis and its objective with details
about the novel contributions including resources, proposed standards, and
tools. It also gives an overview of the structure and scope of the ALC project
and concludes by presenting the thesis outline.

Chapter 2 provides a review of 159 learner corpora under 11 categories to
derive design criteria for developing new learner corpora. It provides a
quantitative view of the domain and concludes by recommending guidelines
for creating a new learner corpus based on the analysis results. Additionally,
this chapter reviews existing Arabic learner corpora and illustrates the

contribution of the ALC project compared to those related corpora.

Part Il focuses on two aspects of the ALC: its design and content in Chapter 3

and how the corpus data was collected and managed using the ALC database in
Chapter 4.

©)

Chapter 3 describes in detail the design and content of the ALC. It discusses
the 11 design criteria on which the corpus development was based. The
discussion of each criterion starts with an overview of relevant literature
followed by the target design for the ALC and the final results achieved. The

chapter also describes the corpus metadata, as the ALC has 26 elements of
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metadata related to learners and their texts. The ALC content is described
regarding each of those elements.

Chapter 4 describes how the ALC data and metadata were collected using a
questionnaire and guideline designed for this purpose. It describes also how
the hand-written and spoken data was converted into an electronic form and
how the consistency between transcribers was measured. The description in
this chapter covers the design of a database to manage the ALC data and to

automate generating the corpus files in different formats.

Part 111 describes two tools created as a part of the ALC project: the Computer-
aided Error Annotation Tool for Arabic in Chapter 5 and the ALC Search Tool
in Chapter 6.

(@]

Chapter 5 describes the Computer-aided Error Annotation Tool for Arabic
that we developed mainly to assist in annotating Arabic errors consistently in
learner corpora. This chapter also describes the Error Tagset of Arabic with
details on how it was evaluated by seven annotators and two evaluators to
refine it from the first version to the third one. The chapter concludes with a
discussion of the Error Tagging Manual for Arabic.

Chapter 6 introduces the ALC Search Tool, a free-access, web-based
concordancing tool. The chapter describes how the corpus metadata was
used as determinants in order to enable users to search the ALC or a subset
of its data or to download the source files of any sub-corpus based on those

determinants. It also shows different types of evaluations for this tool.

Part 1V highlights the uses of the ALC in various research areas in Chapter 7. It

describes some plans that have been made for future work and discusses the

conclusions drawn from this experimental work in Chapter 8.

©)

Chapter 7 describes examples of those projects that have used the ALC for
different purposes, such as error detection and correction, error annotation
guidelines, native language identification, applied linguistics research, and
Arabic teaching and learning activities. The chapter also explores potential

uses of the ALC in further research areas such as automatic Arabic
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readability assessment, OCR, teaching materials development, and Arabic
learner dictionaries.

o Chapter 8 This chapter summarises the contributions of the thesis including
a number of resources, proposed standards, and tools that contribute to
Arabic NLP and Arabic Linguistics. It also describes some plans that have
been made for future work on each component of the ALC project. The
chapter discusses the challenges we faced and limitations still requiring more

work before it discusses the conclusions drawn from this experimental work.
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Chapter Summary

This chapter provides a comprehensive review of 159 learner corpora under 11
categories (corpus purpose, size, target language, availability, learners’ nativeness,
learners’ proficiency level, learners’ first language, materials mode, materials
genre, task type, and data annotation). This review provides a quantitative view of
the domain and concludes by recommending guidelines for creating a new learner
corpus based on the analysis results. We used these guidelines as a basis to create
the ALC. Additionally, the chapter presents a review of related work in the form of a
number of existing Arabic learner corpora. The chapter discusses the rationale for
creating the ALC, followed by a comparison of the existing Arabic learner corpora
and the current project, ALC, in order to highlight the contribution of the latter. The

comparison is based on the 11 design criteria discussed in the literature review.
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2.1 Introduction

This chapter provides a review of the learner corpora domain by covering 11 aspects
in a list of 159 corpora. Based on this review, recommended design criteria to
develop a new learner corpus are presented. The chapter also reviews related work
which include existing Arabic learner corpora.

2.2 Literature Review of Learner Corpora

At the first stage of developing the ALC, we collected data about existing learner
corpora to get an idea about best practice in this kind of project. The review covered
159 learner corpora, which gives a picture about the general trend of research in the
area and leads to a data-based prediction about the future. This review may not
cover the whole research field of learner corpora; there may be corpora of which we
are unaware and which are not covered in this review. However, the included
corpora (N = 159) may represent the majority or at least a representative sample that
enables us to generalise the results on the learner corpora field.

Since the appearance of learner corpora a few decades ago, a number of studies and
surveys have investigated the state of the art of this field such as those by Pravec
(2002), Granger (2004), Nesselhauf (2004), Wen (2006), Granger et al. (2013),
Diaz-Negrillo and Thompson (2013), and Granger and Dumont (2014). However,
this review is intended to include all current corpora in order to provide a
quantitative view of the domain, which might be helpful in visualising the state of
art of this domain. This approach may enable us to benefit from the best practice in
our current project; furthermore, other researchers in learner corpora may benefit
from this review in their current or planned projects.

In terms of the analysis approach, the current review presents a quantitative analysis
of several aspects using the data available about those corpora. Further qualitative
information is added when possible, but with an attempt not to restrict the findings
of either type of analysis to specific interpretations. Such an approach may provide a
different view on the data we know about learner corpora and help in monitoring the
whole picture of this field. The review aims to cover 11 aspects: corpus purpose,
size, target language, availability, learners’ nativeness, learners’ proficiency level,
learners’ first language, materials mode, materials genre, task type, and data
annotation.
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In 2014, Granger and Dumont (2014) produced the Centre for English Corpus
Linguistics (CECL) list of learner corpora around the world. We used the CECL list
as our primary source of learner corpora due to the large number of corpora it
contains; however, the list contains incomplete information for some corpora.
Therefore, we searched for the original resource for each corpus to be used as a main
reference. The original resources also provided further details about the corpora,
such as the purpose of building each corpus and the types of annotation if the corpus
includes one or more. If no reference was found, we referred to the CECL list as the
only reference we had. One advantage of this list is that it contains links to a large
number of references. Nevertheless, we faced challenges in finding all the references
needed and finding the details required for each corpus. As a result, we found
references for 137 corpora and had to rely on the CECL list for the other 22. Despite
those references, information about some corpora was still not available, as
illustrated in Table 2.1.

Table 2.1: Aspects covered in the review with percentage of the data not available

Aspect Data not available
1. Corpus purpose 33%
2. Corpus size 33%
3. Target language 0%
4. Auvailability 32%
5. Learners’ nativeness 0%
6. Learners’ proficiency level 33%
7. Learners’ first language 0%
8. Materials mode 0%
9. Materials genre 69%
10. Task type 3%
11. Data annotation 49%

Under each section, those corpora with unavailable data were excluded, so the
analysis covers only corpora for which we were able to access information. For
instance, the analysis of data annotation reflects 51% of the 159 learner corpora we
reviewed. Table 2.2 includes a list of the 159 learner corpora and references from
which we were able to obtain the information.
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Table 2.2: Learner corpora reviewed with their references

No Corpus Reference

1. Arabic Learner Corpus

2. Arabic Learners Written Corpus Farwaneh and Tamimi
(2012)

3. Malaysian Corpus of Arabic Learners Hassan and Daud (2011)

4. The Pilot Arabic Learner Corpus Abuhakema et al. (2008)

5. The Learner Corpus of Arabic Spelling Correction Alkanhal et al. (2012)

6. The Czech as a Second/Foreign Language Corpus Hana et al. (2010)

7. The Learner Corpus Dutch as a Foreign Language Granger and Dumont (2014)

8. The ANGLISH Corpus Hirst and Tortel (2010)
Tortel (2008)
Tortel and Hirst (2008)

9. Asao Kojiro’s Learner Corpus Data Granger and Dumont (2014)

10.  The Barcelona English Language Corpus Diez-Bedmar (2009)

11.  The Bilingual Corpus of Chinese English Learners Wen (2006)

12. " The Br-ICLE corpus Berber Sardinha (2002)

13.  The British Academic Written English Corpus Heuboeck et al. (2008)

14.  The BUID Arab Learner Corpus Randall and Groom (2009)

15.  The Cambridge Learner Corpus Cambridge University
(2012)

16.  The Corpus of Academic Learner English Callies and Zaytseva
(2011a)
Callies and Zaytseva
(2011b)
Callies et al. (2012)

17. The Corpus of English Essays Written by Asian Ishikawa (2010)

University Students

18.  The Chinese Academic Written English Corpus Lee and Chen (2009)

19.  The Chinese Learner English Corpus Shichun and Huizhong
(2012)
Wen (2006)

20.  The City University Corpus of Academic Spoken Lee and Flowerdew (2012)

English
21.  The Cologne-Hanover Advanced Learner Corpus Rdmer (2007)
22.  The College Learners’ Spoken English Corpus Wen (2006)
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23.

24,

25.

26.

27.

28.

29.

30.
31.

32.

33.

34.

35.

36.
37.
38.
39.

40.
41.

The Corpus Archive of Learner English in
Sabah/Sarawak

The Corpus of Young Learner Interlanguage

The Eastern European English learner corpus
The English of Malaysian School Students corpus

The English Speech Corpus of Chinese Learners
The EVA Corpus of Norwegian School English

The GICLE corpus

The Giessen-Long Beach Chaplin Corpus

The Hong Kong University of Science and Technology
Learner Corpus

The Indianapolis Business Learner Corpus

The International Corpus of Crosslinguistic
Interlanguage

The International Corpus Network of Asian Learners of
English

The International Corpus of Learner English

The International Teaching Assistants corpus
The ISLE Speech Corpus
The Israeli Learner Corpus of Written English

The Japanese English as a Foreign Language Learner
Corpus

The Janus Pannonius University Corpus
Lancaster Corpus of Academic Written English
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Arshad (2004)
Botley (2012)
Botley and Dillah (2007)

Housen (2002)
Leacock et al. (2010)

Granger and Dumont (2014)

Arshad (2004)
Botley (2012)
Botley and Dillah (2007)

Hua et al. (2008)

Hasselgren (1997)
Hasselgren (2007)

Axelsson and Hahn (2001)
Granger and Dumont (2014)

Jucker et al. (2005)

Milton and Nandini (1994)
Pravec (2002)

Connor (2012)
Connor et al. (1995)

Tono (2012b)
Tono (2012a)

Granger and Dumont (2014)
Ishikawa (2010)

Paulasto and Merildinen
(2012)

Granger (1993)
Granger (2003Db)
Granger et al. (2010)

Thorne et al. (2008)
Menzel et al. (2000)
Waldman (2005)
Tono (2011)

Pravec (2002)

Banerjee and Franceschina
(2012)
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42.

43.

44,
45.
46.

47.

48.

49.
50.
51.

52.

53.
54.

55.

56.
57.
58.
59.
60.
61.

The LeaP Corpus: Learning Prosody in a Foreign
Language

The Learner Corpus of English for Business
Communication

The Learner Corpus of Essays and Reports
The Learners’ Corpus of Reading Texts

The LONGDALE: LONGitudinal DAtabase of Learner
English

The Longman Learner Corpus

The Louvain International Database of Spoken English
Interlanguage

The Malaysian Corpus of Learner English
The Michigan Corpus of Academic Spoken English
The Michigan Corpus of Upper-level Student Papers

The Montclair Electronic Language Database

The Multimedia Adult ESL Learner Corpus

The Neungyule Interlanguage Corpus of Korean
Learners of English

The Japanese Learner of English Corpus

The NUS Corpus of Learner English

The PELCRA Learner English Corpus
The PICLE corpus

The Qatar Learner Corpus

The Québec Learner Corpus

The Romanian Corpus of Learner English

_22 —

Nesi (2008)
Gut (2012)

Lan (2002)

Sengupta (2002)
Herment et al. (2010)
Meunier et al. (2010)

Longman Corpus Network
(2012)

Granger et al. (2012)
Kilimci (2014)
Botley (2012)
Simpson et al. (2002)

O’Donnell and Romer
(2009a)

O’Donnell and Romer

(2009b)

Fitzpatrick and Seegmiller
(2001)

Fitzpatrick and Seegmiller
(2004)

Fitzpatrick and Milton
(2012)

Pravec (2002)
Stephen et al. (2012)

Granger and Dumont (2014)
Kwon (2009)

Izumi et al. (2004)
Tono (2008)

Dahlmeier et al. (2013)
Pezik (2012)
Kprzemek (2007)
Granger and Dumont (2014)
Cobb (2003)
Granger and Dumont (2014)
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62.
63.
64.
65.

66.

67.
68.

69.
70.
71.
72.

73.
74.

75.
76.

77.

78.

79.
80.
81.

82.
83.
84.

85.
86.

The Russian Learner Translator Corpus
The Santiago University Learner of English Corpus
The Scientext English Learner Corpus

The Seoul National University Korean-speaking
English Learner Corpus

The SILS Learner Corpus of English

The Soochow Colber Student Corpus

The Spoken and Written English Corpus of Chinese
Learners

The Taiwanese Corpus of Learner English
The Taiwanese learner academic writing corpus
The TELEC Secondary Learner Corpus

The Telecollaborative Learner Corpus of English and
German

The Tswana Learner English Corpus
The Uppsala Student English Corpus

The UPF Learner Translation Corpus
The UPV Learner Corpus

The Varieties of English for Specific Purposes
Database Learner Corpus

The Written Corpus of Learner English

The Yonsei English Learner Corpus
The Korean Learner Corpus

The Estonian Interlanguage Corpus of Tallinn
University

The International Corpus of Learner Finnish
The Cypriot Learner Corpus of French
The COREIL Corpus

The Dire Autrement Corpus
The French Interlanguage Database
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Sosnina (2014)
Diez-Bedmar (2009)
Osborne et al. (2012)
Kwon (2009)

Granger and Dumont (2014)
Muehleisen (2007)

Chen (2000)
Wen (2006)

Shih (2000)

Granger and Dumont (2014)
Pravec (2002)

Belz and Vyatkina (2005)

Van Rooy (2009)

Axelsson and Berglund
(2002)

Granger and Dumont (2014)

Granger and Dumont (2014)
O’Donnell (2010)

Paquot et al. (2009)

Mendikoetxea et al. (2008)

Rollinson and
Mendikoetxea (2008)

Granger and Dumont (2014)
Lee (2007)
Eslon et al. (2012)

Jantunen (2010)
Granger and Dumont (2014)

Delais-Roussarie and Yoo
(2010)

Hamel and Milicevic (2007)
Granger (2003a)
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87.

88.

89.

90.

91.

92.

93.

94.
95.

96.
97.
98.
99.

100.

101.

102.
103.

104.
105.
106.
107.
108.

109.
110.

The French Learner Language Oral Corpora: Linguistic

Development Corpus

The French Learner Language Oral Corpora:
Progression in Foreign Language Learning

The French Learner Language Oral Corpora: Young
Learners Corpus

The French Learner Language Oral Corpora:
Newcastle Corpus

The French Learner Language Oral Corpora: Brussels
Corpus

The French Learner Language Oral Corpora: Reading
Corpus

The French Learner Language Oral Corpora:
LANGSNAP

The InterFra Corpus

The “Interphonologie du Frangais Contemporain”
Corpus

The Learner Corpus French

The Lund CEFLE Corpus

The University of the West Indies Learner Corpus
The Lexicon of Spoken Italian by Foreigners Corpus
The AleSKO corpus

Analyzing Discourse Strategies: A Computer Learner
Corpus

The Corpus of Learner German
The FALKO Corpus

The KOLIPSI Corpus
The LeaP Corpus
The LeKo Corpus
The LINCS Corpus

The Telecollaborative Learner Corpus of English and
German

The Langman Corpus

Corpus parlato di italiano L2
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Myles and Mitchell (2012)
Myles and Mitchell (2012)
Myles and Mitchell (2012)
Myles and Mitchell (2012)
Myles and Mitchell (2012)

Chambers and Richards
(1995)

Myles and Mitchell (2012)

Bartning (2011)

Detey and Kawaguchi
(2008)

Granger and Dumont (2014)
Agren (2009)

Peters (2009)

Gallina (2010)

Zinsmeister and Breckle
(2012)

Granger and Dumont (2014)

Maden-Weinberger (2013)

Granger and Dumont (2014)
Reznicek et al. (2012)

Granger and Dumont (2014)
Gut (2012)

Lideling et al. (2009)
Granger and Dumont (2014)
Granger and Dumont (2014)

Granger and Dumont (2014)
Spina et al. (2012)
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111.
112.
113.
114.
115.
116.

117.
118.
119.

120.
121.
122.

123.
124,

125.
126.
127.

128.
129.
130.
131.
132.
133.

134.
135.
136.

137.

The KOLIPSI Corpus

The VALICO ltalian Learner Corpus
The Korean Learner Corpus

The Norwegian Second Language Corpus
The PIKUST pilot Learner Corpus

The Anglia Polytechnic University Learner Spanish
Corpus

The Aprescrilov Corpus
The Corpus Escrito del Espafiol L2
The Corpus of Taiwanese Learners of Spanish

The DIAZ Corpus
The Japanese Learner Corpus of Spanish
Spanish Learner Language Oral Corpus

The ASU Corpus

The European Science Foundation Second Language
Database

The Foreign Language Examination Corpus
The MeLLANGE Learner Translator Corpus
The MILC Corpus

The USP Multilingual Learner Corpus

The Padova Learner Corpus

The PAROLE Corpus

The PolyU Learner English Corpus

The Learner Journals corpus

The corpus of English Written Interlanguage

The Barcelona Age Factor Corpus
The MADRID Corpus
The ENO International Corpus of Student English

The Louvain International Database of Spoken English

Interlanguage
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Granger and Dumont (2014)
Barbera and Corino (2003)
Lee et al. (2009)

Tenfjord et al. (2006)
Stritar (2009)

Granger and Dumont (2014)
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2.2.1 Purpose

Specifying the corpus purpose is usually the first step in its building process, as the
design criteria should be based on and compatible with the corpus purpose.
Therefore, purposes of learner corpora investigated in this section may explain some
of the findings mentioned in the later sections.

2.2.1.1 Purposes Classification

Of the 159 corpora reviewed, a sizeable number (52) did not explicitly state the
purpose for which they had been compiled. Purposes of the other corpora (107) were
classified into two main categories: public purposes (for those corpora intended to
be used under broad aspects of research or by a wide audience of users) and specific
purposes (for those corpora intended to be used for investigating specific aspects or
by a particular group of users).

Some stated purposes were difficult to assign to either category; however, we
classified each one into the category that most closely matched our understanding of
the purpose of the corpus.

Deciding whether a corpus is for public or specific purposes may affect its design
criteria and content as well. The classification shows that 81 corpora (76%) were
developed to be used for public purposes and 26 corpora (24%) were designed for
specific purposes (Figure 2.1). This finding suggests a high interest in developing
learner corpora that serve a large audience and can be used for various purposes, in
addition to a longer lifetime of usability. This understanding does not negate the
significant role of those corpora designed for specific purposes that have special
characteristics in their design and content such as “business” or “translation” in data

type and “professionals” or “immigrants” in terms of learners.
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Learner corpora purposes

B Public purposes

Specific purposes

Figure 2.1: Purposes of compiling the learner corpora

We examined the corpora developed for public purposes in more detail and found
that they were created for these purposes:

e Language learning/teaching,
e Interlanguage analysis,

e Materials development,

e Comparative analysis,

e Error analysis,

e Progress monitoring,

e Computer-Assisted Language Learning,
° NLP,

e Descriptive analysis,

e Translation, and

e Commercial use.

A corpus may include one or more of those purposes. For instance, the purpose of
the International Corpus of Learner English is “to make use of advances in applied
linguistics and computer technology to effect a thorough investigation of the
interlanguage of the foreign language learner” (Granger, 1993: 57). The Japanese
Learner of English Corpus (Izumi et al., 2004; Tono, 2008) was designed to enable
teachers and researchers to use the data for “second language acquisition research,
syllabus and material design, or the development of computerized pedagogical tools,
by combining it with NLP (Natural Language Processing) technology” (Izumi et al.,
2004: 120). Hammarberg (2010) developed the ASU Corpus to document “the
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language of individual learners longitudinally at set intervals along a common time
scale, so that it is possible to trace and compare stages of development within and
between individuals” (p 3); it is also intended for comparisons of learner and native
language production.

Figure 2.2 illustrates that “language learning and teaching” was included in 34
learner corpora. This finding is highly consistent with the definition of learner
corpora mentioned previously: “[c]Jomputer learner corpora are electronic
collections of authentic FL/SL textual data assembled according to explicit design
criteria for a particular SLA/FLT purpose” (Granger, 2002: 7). The next five
purposes were mentioned in a number of corpora ranging between 9 and 14, while
the remaining purposes were included in 4 corpora or less.

Sub-categories of the public purpose

Number of corpora

Figure 2.2: Percentages of corpora created for public purposes

In terms of the corpora with specific purposes, examples of these purposes include
to examine the role of age and hours of learning, to train and test the spoken
language education system, to understand the lexico-grammatical, phraseological
and phonetic competence, to record lexical uses/acquisition, to improve classroom
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management of content, and to describe the characteristics of contemporary
academic speech. Most of these purposes were identified by 1% or 2% of the learner
corpora, such as the LeaP Corpus: Learning Prosody in a Foreign Language (Gut,
2012) for description of non-native prosody, the Bilingual Speech Corpus for French
and German Language Learners (Fauth et al., 2014) for segmental and prosodic
aspects, and the ISLE Speech Corpus (Menzel et al., 2000) for training and testing
the spoken language education system.

2.2.1.2 Longitudinal Learner Corpora

More than a decade ago, Granger (2002) stated that “[t]here are very few
longitudinal corpora, i.e. corpora which cover the evolution of learner use. The
reason is simple: such corpora are very difficult to compile as they require a learner
population to be followed for months or, preferably, years” (p 11). At present, only
17 learner corpora among those 159 corpora reviewed utilised longitudinal data.
Nine out of those 17 corpora were designed for public purposes, “progress
monitoring” in particular. An example of a learner corpus with longitudinal data is
the LONGDALE: LONGitudinal DAtabase of Learner English (Meunier et al.,
2010) which was designed “to build a large longitudinal database of learner English
containing data from learners from a wide range of mother tongue backgrounds and
thereby contribute to filling a major gap in corpus-based SLA studies” (Meunier et
al., 2010). Another example is the InterFra Corpus (Bartning, 2011) that was
designed “to promote research in the field of French L2 second language acquisition
in a developmental, interactional and variationist perspective” (Bartning, 2011).
Among those longitudinal corpora, we found one which was for a specific purpose,
to investigate “the role played by the age at which bilingual students begin their
instruction in English as well as the hours of English classes received” (Diez-
Bedmar, 2009: 922). For those corpora where purpose was not explicitly stated,
“progress monitoring” seemed to be the most likely purpose.

2.2.2 Sizes

It seems that learner corpora sizes were adequate a decade ago. Granger (2003b), for
example, argues that “[a] corpus of 200,000 words is big in the SLA field where
researchers usually rely on much smaller samples but minute in the corpus
linguistics field at large, where recourse to mega-corpora of several hundred million
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words has become the norm rather than the exception” (p 465). She also notes that
“learner corpora tend to be rather large, which is a major asset in terms of
representativeness of the data and generalizability of the results” (Granger, 2004:
125). Sinclair (2005) believes that size is not a significant factor, so there is no
maximum corpus size, and the minimum size of a corpus relies on two factors: “(a)
the kind of query that is anticipated from users and (b) the methodology they use to
study the data” (p 10). In addition, Granger (2003b) argues that learner corpora
cannot be simply assessed by the number of words compared with large general
corpora, but the factor equally important is the number of learners contributing.
Pravec (2002) states that corpora have no uniform size because each corpus was
built to address the needs of its developers. However, he emphasises the need to
adequately represent the learner’s language in a corpus, though this meticulous
process of compiling a learner corpus is very time-consuming.

The size of written corpora is usually measured by the number of words/tokens
(w/t), whereas spoken corpora are measured by either the number of hours in the
case of audio recordings or the number of w/t in the case of transcription. The
current review of corpora sizes considers written data and transcripts of spoken
corpora as one textual type (analysed based on the w/t number), while audio data is
analysed separately (based on number of hours). We included only those corpora
with known sizes; specifically, we evaluated 96 corpora with a w/t size and 16
corpora with a duration size, 112 in total. The total size of these 96 corpora with
textual data is 134,547,037 w/t with an average of 1,401,532 w/t. The total size of
the 16 oral corpora is 4,695 hours with an average of 293 hours. We used these
numbers to estimate the total size of the entire 131 textual corpora and 34 oral
corpora as following:

134,547,037

Learner corpora with textual data = 9%

x 131 = 183,600,644 w/t

)

5
Learner corpora with oral data = x 34 = 9,976 hours

It should be taken into account how valid the estimation can be, as the missing sizes
in oral corpora represent 53%, while they represent only 27% in the textual type (see
Table 2.3 for more detail). Therefore, it is important to emphasise that the actual
sizes may differ largely from these estimated totals, which only give an estimate of
statistics in existing corpora.
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Table 2.3: Calculations of corpora sizes

Textual data (w/t) Oral data (hours)

No of corpora with known sizes 96 16
Total length 134,547,037 4695
Highest length 25,000,000 3600
Lowest length 9000 3
Average length 1,401,532 293
No of corpora with unknown sizes 35 18
Estimated length of corpora with unknown 49,053,607 5281
size

Total no of corpora 131 34
Estimated length of all corpora 183,600,644 9976

A closer look at the sizes of learner corpora is given in the following two sections,
which include only those corpora with known sizes (96 textual and 16 oral) in order
to have a more accurate analysis about the sizes.

2.2.2.1 Textual Data

Textual data is predominant in learner corpora. Table 2.3 shows 131 corpora with
textual data and 34 with oral data. The analyses of textual corpora data sizes reveal
that the majority are concentrated in the smaller size groups. For instance, Figure 2.3
shows that most textual corpora tend to be 4 million w/t or less. Examples include
the International Corpus of Learner English (Granger, 1993, 2003b; Granger et al.,
2010) with 3,700,000 w/t, the Michigan Corpus of Upper-level Student Papers
(O’Donnell and Romer, 2009a, 2009b) with 2,600,000 wi/t, and the ENO
International Corpus of Student English (Paulasto and Merildinen, 2012) with
2,250,000 wit.
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Figure 2.3: Sizes of all textual corpora based on w/t sizes

Figure 2.4 presents a closer look at this group (4 million w/t or less). The figure
reveals that the majority lie at the bottom (1 million w/t or less). For example, the
Seoul National University Korean-speaking English Learner Corpus (Kwon, 2009)
contains 899,505 wi/t, the Written Corpus of Learner English (Rollinson and
Mendikoetxea, 2008) consists of 750,000 w/t, and the Taiwanese Corpus of Learner

English (Shih, 2000) includes 730,000 wi/t.
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Figure 2.4: Sizes of textual corpora with 4 million w/t or less
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Figure 2.5 gives a further focus on this specific group of 1 million or less. The figure
shows that the highest number of corpora is again concentrated in the bottom group
(200,000 wit or less). Examples of this group include the Corpus of English Essays
Written by Asian University Students (Ishikawa, 2010) with 200,000 w/t, the EVA
Corpus of Norwegian School English (Hasselgren, 1997, 2007) with 102,343 wit,
and the Learner Corpus of English for Business Communication (Lan, 2002) with
117,500 wit.

Corpora 1 Million or less

W 200,000 or less

H 200,001 - 400,000

m 400,001 - 600,000
600,001 - 800,000
800,001 - 1M

Figure 2.5: Number of textual corpora with 1 million wi/t or less

2.2.2.2 Oral Data

A number of researchers (Branbrook 1996, Kennedy 1998, Thompson 2005)
highlight the difficulties in compiling spoken corpora. Learner corpora are not
unique in terms of these difficulties, as the proportion of spoken data is still much
less than written data (see Section 2.2.8 for more details about materials mode, both
written and spoken). Upon reviewing the sizes of 16 out of the 34 learner corpora,
we found that 9 corpora (56%) are 50 hours or less (Figure 2.6), and 7 out of those 9
contain between 3 and 20 hours. For example, the ISLE Speech Corpus (Menzel et
al., 2000) contains 18 hours, the Spanish Learner Oral Corpus (Maolalaigh and
Carty, 2014b) contains 14 hours, and the LeaP Corpus: Learning Prosody in a
Foreign Language (Gut, 2012) contains 12 hours.

The number of learner corpora that include oral data was not large enough to gain a
deeper insight into their clusters as we did with the textual corpora. Sizes may
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increase when the need for transcription is minimised or even dispensable by using
new techniques of processing, analysing, and probably searching audio files directly.

Spoken corpora

m1-50

m51-100

m 101-150
151-200
200+

Hours

Figure 2.6: Number of spoken corpora based on length (hours)

The difficulty in collecting data from specific people (language learners) may lead
the corpus developer to minimise the size of his corpus especially in the first
versions. However, it can be expected that the continuous improvement in the
techniques of collecting, computerising, and annotating corpora as well as the
growing interest in using larger learner corpora may lead some existing corpora to
expand as well as new large ones to emerge, particularly for general research
purposes.

2.2.3 Target Language

The target language refers to the language used to produce the corpus materials,
which is the language to be investigated. Some corpora include more than one
language; however, the majority (90%) contain data of a single language
(Figure 2.7). This finding may indicate that studies tend to be within one language
rather than across languages. Several corpora can be used to undertake interlanguage
studies, but it is important to ensure they include comparable materials. One of the
options that developers use is to create a comparable learner corpus that includes
similar materials of multiple target languages. This type represents 6% of the
existing learner corpora. Corpora involving multiple languages are beneficial when
researchers need to investigate the effect of learners L1 on second or foreign
language acquisition, particularly if the corpus contributors share the same L1. Some
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corpora of this type exist, such as the Foreign Language Examination Corpus
(Banski and Gozdawa-Gotebiowski, 2010) which includes data of three target
languages, English, German, and French, produced by students sharing one L1,
Polish. The creators anticipate that this corpora “will allow for measuring the
influence of the Polish language on the acquisition of target-language structures”
(Banski and Gozdawa-Gotebiowski, 2010: 56).

Mono-, bi- and multilingual learner corpora

B Monolingual
M Bilingual

Multilingual

Figure 2.7: Learner corpora distribution based on target languages included

Figure 2.8 shows that 20 languages were targeted by the 159 learner corpora
reviewed. The figure also shows how many times each language was targeted
(without distinguishing between monolingual, bilingual, and multilingual corpora).
The remarkable point we can see in Figure 2.8 is that “English clearly dominates the
learner corpus scene” (Granger, 2008: 262) with more than 90 corpora. In fact, the
significance of the discrepancy is clear when comparing English with French, the
second most prevalent language, which is included in only 21 corpora. Among the
20 languages identified, 11 were targeted only once. This distribution of targeted
languages may suggest the extent of the spread of teaching each language around the
world and, consequently, the amount of research being conducted on them. In
theory, languages being taught more may have more research in different aspects of
learning and teaching, and thus have more learner corpora.

We expect that English, as an international language, may continue to dominate the
field of learner corpora. However, many more languages might be targeted in the
future to develop necessary resources that would allow researchers to conduct
corpus-based studies in language learning and teaching as well as some other
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relevant domains such as NLP, computer-assisted language learning, and automatic
language correction. Additionally, the rapid progress in the tools used to collect,
digitise, organise, annotate, distribute, and analyse the data may help researchers to
develop language resources for their own languages with less effort than in the past.

Target language
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Figure 2.8: Target languages in learner corpora

2.2.4 Data Availability

We classified learner corpora into three main types. The first category contains those
corpora that are freely available online for search or download, including those that
are ready and intended to be publicly available. This category includes 66 corpora,
representing the highest percentage (61%). For example, the Michigan Corpus of
Upper-level Student Papers (O’Donnell and Romer, 2009a, 2009b) is searchable
online, the data of the Arabic Learners Written Corpus (Farwaneh and Tamimi,
2012) is available for download, and the Spanish Learner Language Oral Corpus
(Dominguez et al., 2010; Mitchell et al., 2008) is both searchable online and has
data available for download.

The second category includes 29 learner corpora (27%) that are restricted to a
specific research community whose members must input a username and password
to receive access, such as the Chinese Learner English Corpus (Shichun and
Huizhong, 2012; Wen, 2006), or that have paid access. The International Corpus of
Learner English (Granger, 1993, 2003b; Granger et al., 2010) is an example of a
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corpus with paid access, as it is distributed on CD-ROM via an online purchase
order.

The third category includes 13 corpora (12%) still under development at the time of
preparing the final updated version of this review (Figure 2.9). The Pilot Arabic
Learner Corpus (Abuhakema et al., 2008) is an example of this type. We do not
know whether access to a given corpus in the third category will be free or
restricted, making these corpora unsuitable for the present analysis.

Excluding the third category, we can see that the number of freely available learner
corpora is more than double those restricted even though access to the largest two
learner corpora is restricted. These two corpora are the Hong Kong University of
Science and Technology Learner Corpus (Milton and Nandini, 1994; Pravec, 2002)
and the Cambridge Learner Corpus (Cambridge University, 2012) with 25 million
wi/t in each. The tendency to make learner corpora freely available is consistent with
that tendency (mentioned in Section 2.2.1) to develop corpora for public purposes to
allow a wider audience of researchers to re-use the data for their own purposes.

Different file formats, such as TXT and XML, are used for written learner corpora
available for download, while MP3 and WAV are the most commonly used file
formats for spoken corpora. Typically, each corpus file contains a single written or
spoken text either with or without its metadata and annotation.

Learner corpora availability

M Available
M Restricted or paid access

Under development

Figure 2.9: Availability of learner corpora
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2.2.5 Learners’ Nativeness

Based on Granger’s (2002) definition of learner corpora, those corpora are usually
designed for SLA/FLT purpose. As a result, we expected to see that most of them
contain data from NNS of the target language with much less focus on those
including NS data. Figure 2.10 illustrates that 124 learner corpora (78%) include
data from only NNS such as the Uppsala Student English Corpus (Berglund and
Axelsson, 2012), the NUS Corpus of Learner English (Dahlmeier et al., 2013), and
the Learner Corpus of Essays and Reports (Sengupta, 2002). We found 32 corpora
(20%) with data from both NS and NNS, which is mostly for comparative purposes.
Examples of this type include the ASU Corpus (Hammarberg, 2010), the Corpus of
English Essays Written by Asian University Students (Ishikawa, 2010) and the
ANGLISH Corpus (Hirst and Tortel, 2010; Tortel, 2008; Tortel and Hirst, 2008).

A few corpora (2%) contain data from only NS, such as the Learner Corpus of
Arabic Spelling Correction (Alkanhal et al., 2012) and the KoKo L1 Learner Corpus
(Abel et al., 2014). Presumably, this type includes L1 learners while they were
learning more about their first language. The purposes of such corpora may include
investigating language use, errors, and monitoring progress of the native speakers
while learning. The reason behind this very small number of NS learner corpora may
lie in the belief that learner corpora are based on the nativeness factor regardless of
the context of data production; as a result, when corpus content is produced by
native speakers in a language learning context, it is considered as a “general corpus
of NS” and not a “learner corpus of NS”. Thoday (2007), for example, believes that
“learner corpora focus specifically on language produced by L2 learners” (p 146);
this belief is based on the aforementioned learner corpora (Granger, 2002). Another
possibility appears in relying on a general corpus of native speakers (as a native
comparable corpus) when undertaking comparisons between the language of native
and non-native speakers, even though it is clear that the data was not produced in a
learning context. Such comparisons may simply mean that researchers see no need
to build a particular learner corpus of NS while many easy, accessible, and free
general corpora of NS exist.

In terms of those existing learner corpora that combine NS and NNS data, it is not
clear whether the NS part was produced in a learning context, as obtaining this
information would require more investigation into those parts.
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Figure 2.10: Data of native and non-native speakers

2.2.6 Learners’ Proficiency Level

Proficiency levels in most learner corpora are described as ‘“Beginning”,
“Intermediate”, and “Advanced”. Some corpora, however, prefer to use the
Common European Framework of Reference (Council of Europe, 2001), which
includes three equivalent levels: A, B, and C. In this section, we excluded 52
corpora which use different level indicators that are not comparable with the three
levels aforementioned (e.g. they indicate learner proficiency based on education
level, degree, etc.) or for which we were unable to access information about
learners’ proficiency level.

Of the remaining 107 learner corpora, 58 corpora (54%) include all three levels
(Beginning, Intermediate, and Advanced) as illustrated in Figure 2.11. This type
includes, for example, the Spanish Learner Language Oral Corpus (Dominguez et
al., 2010; Mitchell et al., 2008), the LeaP Corpus: Learning Prosody in a Foreign
Language (Gut, 2012), and the Estonian Interlanguage Corpus of Tallinn University
(Eslon et al., 2012). This finding may indicate an interest in the kind of studies that
include comparative analysis between learners from different levels.

We also identified a second category of corpora that include Intermediate and
Advanced levels, such as the International Corpus of Learner English (Granger,
1993, 2003b; Granger et al., 2010), followed by those that identify Advanced alone,
e.g. the Learner Corpus of English for Business Communication (Lan, 2002). This
finding reveals the importance of the Advanced level in learner corpora. The
Intermediate level also has some importance, particularly when it appears alongside
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other levels. The Beginning level received the least attention among those three
levels of proficiency.
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Figure 2.11: Number of corpora based on proficiency levels included

Considering these levels separately (i.e. by calculating how many times each level is
included in a learner corpus regardless of whether it appears with other levels)
reveals a relative balance, but the Advanced and Intermediate levels are still more
prevalent (Figure 2.12).

Proficiency levels

B Beginning
B Intermediate

Advanced

Figure 2.12: Proficiency levels distribution
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2.2.7 Learners’ First Language

It was not possible to show a comprehensive distribution of the first languages of the
existing corpora. Many of them declare that they include students from various L1s
but do not list those languages. Thus, we had to classify the corpora into two main
categories. The first category includes those that have various L1s (89 corpora,
56%), and the second includes those with a single L1 (70 corpora, 44%) as seen in
Figure 2.13. In Learners’ Proficiency Level section, we noted an indication of
interest in comparative studies; thus, it is not surprising in the current section to see
that 89 learner corpora include various first languages, which highlights a similar
interest in comparisons but between learners from different L1s in this case.

Examples of those corpora that have various L1s include the Corpus of Academic
Learner English (Callies and Zaytseva, 2011a, 2011b; Callies et al., 2012), the
Giessen-Long Beach Chaplin Corpus (Jucker et al., 2005), and the Indianapolis
Business Learner Corpus (Connor, 2012; Connor et al., 1995). In contrast, examples
of those corpora that contain data from a sole L1 include the Japanese English as a
Foreign Language Learner Corpus (Tono, 2011) with Japanese L1 learners, the
Learners’ Corpus of Reading Texts (Herment et al., 2010) with French L1 learners,
and the Learner Corpus of Essays and Reports (Sengupta, 2002) with Chinese L1
learners.

Various L1s vs. Sole L1

M Various L1s

Sole L1

Figure 2.13: Corpora with various L1s vs. sole L1

In terms of those corpora focussing on a sole first language, Chinese-speaking
students received the highest attention with 14 corpora including the Hong Kong
University of Science and Technology Learner Corpus (Milton and Nandini, 1994;
Pravec, 2002) which contains 25 million w/t of written data, the Spoken and Written
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English Corpus of Chinese Learners (Wen, 2006) which contains 4 million w/t of
written and spoken materials, and the NUS Corpus of Learner English (Dahlmeier et
al., 2013) which includes 1M wi/t of written data. Aside from those concerning
Chinese, the number of corpora focussing on a single first language ranges between
1 and 5 per language (Figure 2.14).
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Figure 2.14: First languages in learner corpora

2.2.8 Material Mode

The term materials mode refers to whether the language originates in speech or
writing (Sinclair, 2005). Compiling a corpus of hand-written texts is somewhat
similar to compiling an oral corpus as both may need equivalent processes,
particularly the step of converting data into a textual computerised format. Using
tools for processing spoken data such as ELAN (Hellwig, 2014), Praat (Boersma and
Weenink, 2014), Anvil (Kipp, 2001), EXMARaLDA (Schmidt and Wdrner, 2009),
and others? allows annotation to be added to the audio files directly with no essential
need for the transcription process. However, McEnery (2003) highlights the benefits
of building a spoken corpus that combines sound recordings and orthographic
transcription; specifically, doing so enables the retrieval of words from the
transcription and inspection of the original acoustic context in which the word was
produced.

1 See a list of this kind of processing software in Pustejovsky and Stubbs (2013).
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Figure 2.15 reveals that two-thirds (66%) of the learner corpora include solely
written data. This category includes the largest two learner corpora, the Longman
Learner Corpus (Longman Corpus Network, 2012) and the Hong Kong University
of Science and Technology Learner Corpus (Milton and Nandini, 1994; Pravec,
2002), each of which contains 25 million words. The learner corpora include solely
spoken data represent 26%. Examples of this type are the COREIL Corpus (Delais-
Roussarie and Yoo, 2010) and the French Learner Language Oral Corpora (Myles
and Mitchell, 2012). Only 7% of learner corpora contain both modes, written and
spoken, e.g. the ASU Corpus (Hammarberg, 2010) and the Santiago University
Learner of English Corpus (Diez-Bedmar, 2009). Our findings revealed one
remarkable multimodal corpus that includes written, spoken, and video data, the
Multimedia Adult ESL Learner Corpus (Stephen et al., 2012). The multimodal type
could be able to provide more details about the learner language.

In line with our findings, Kennedy (1998) observes that most corpus-based
grammatical and lexical studies of English have so far been based on written-
corpora analysis but notes that spoken language represents the most common mode
of language. Expressing the same concern about the dominance of written corpora
Leech (1997) suggests that a corpus should “contain at least as many spoken
materials as written materials” (p 17). Mauranen (2007) also suggests that "“[w]hen
we seek to capture language patterns in the process of ongoing change, the best data
can be expected from spoken corpora rather than written, because speech is more
sensitive to new trends" (p 41).

Compared with their written language counterparts, researchers creating spoken
language corpora may encounter some difficulties, for example dealing with extra
processes such as audio recording, converting these recordings into a written form,
and sometimes annotating this written form for phonetic and prosodic features.
These additional processes are laborious, time-consuming, and expensive to
undertake (Branbrook, 1996; Kennedy, 1998; Thompson, 2005), which may help
explain the lack of spoken corpora. However, some relatively new insights into the
essential nature of language use can be explored only through spoken language
corpora (Kennedy, 1998).
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Figure 2.15: Materials modes in learner corpora

2.2.9 Material Genre

When building a corpus, “the question of what genres to include is not
straightforward. There is, for example, no comprehensive taxonomy of genres from
which to select” (Kennedy, 1998). However, some insights can be derived from
reviewing existing corpora. We encountered some difficulties in ensuring that all
genres used in learner corpora were distinguished properly, but our findings
suggested 14 genres (see Table 2.4), of which Argumentative, Narrative, and
Descriptive materials were the most used respectively. For instance, the Scientext
English Learner Corpus (Osborne et al., 2012) includes Argumentative materials;
the Multilingual Learner Corpus (Tagnin, 2006) contains Argumentative and
Narrative Essays; the French Interlanguage Database (Granger, 2003a) comprises
Argumentative, Descriptive, and Narrative data; the Lund CEFLE Corpus (Agren,
2009) includes Descriptive and Narrative materials; and the Taiwanese Corpus of
Learner English (Shih, 2000) contains four genres: Argumentative, Narrative,
Descriptive, and Expositive.
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Table 2.4: Genres used in learner corpora

Genre No of corpora
1. Argumentative 30
2. Narrative 23
3. Descriptive 21
4. Discussion 5
5. Expositive 3
6. Journalistic 3
7. Informative 2
8. Administrative 1
9. Explanation 1
10. Injunctive 1
11. Legal 1
12. Persuasive 1
13. Reflective 1
14. Technical 1

The number of genres ranges from one to four in each corpus, as Figure 2.16
illustrates, with most learner corpora including one or two genres.

Number of genres used in learner corproa

W 1genre
B 2 genres
W 3 genres

4 genres

Figure 2.16: Number of genres included in learner corpora
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2.2.10 Task Type

With respect to task types, we counted and listed (see Table 2.5) all labels used to
indicate task type in learner corpora on the assumption that the corpus developers
had their own specifications for using each of these labels, even though some may
indicate similar types (e.g. Speech, Oral task, and Talk). The task types list suggests
that Essays are the most preferable in written tasks, and Interviews in those spoken.
The next most common types are Test and Exam, which can be either written or
spoken, followed by Letter and then the other less common types.

For example, the Cologne-Hanover Advanced Learner Corpus (Rémer, 2007) is a
written corpus that used essays as the sole task type. In contrast, the Corpus of
Young Learner Interlanguage (Housen, 2002; Leacock et al., 2010) is a spoken
corpus that used only interviews to collect its data. Three task types (i.e. Essays,
Interviews, and Tests) were used to collect the data in the Czech as a
Second/Foreign Language Corpus (Hana et al., 2010), which is a written and spoken
corpus.

Table 2.5: Task types used in learner corpora

1. Essays 77 18. Interaction 3 35. Application letter 1
2. Interview 24 19. Mail/Email 3 36. Curriculum Vitae 1
3. Test 17 20. Role-play 3 37. Debate 1
4. Exam 16 21. Presentation 3 38. Fax 1
5. Letter 11 22. Questions and answers 3 39. Imitation 1
6. Conversation 8 23. Sentences 3 40. Instruction 1
7. Reading 8 24. Speech 3 41. Language class 1
8. Story 8 25. Telling 3 42. Lecture 1
9. Report 7 26. Word list 3 43. Memo 1
10. Composition 6 27. Dialogue 2 44. Newspaper 1
11. Summary 6 28. Diaries 2 45. Recount 1
12. Assignment 5 29. Exercises 2 46. Repeat 1
13. Dissertation 4 30. Monologue 2 47. Review 1
14. Paper 4 31. Oral task 2 48. Social networking 1
15. Thesis 4 32. Proposal 2 49. Talk 1
16. Translation 4 33. Resume 2 50. Teaching 1
17. Abstract 3 34. Communication 2 51. Tutorial 1
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Of the learner corpora examined, 58% included a sole task type. For example, the
Corpus Escrito del Espafiol L2 (Lozano, 2009) includes Compositions, the Korean
Learner Corpus (Lee et al., 2009) contains Assignments, and the Russian Learner
Translator Corpus (Sosnina, 2014) consists of Translations. Using a single type to
collect the data enables researchers to avoid any distortion in the results of their
studies, though doing so prevents any comparative analysis in terms of task type. In
contrast to those corpora which rely on a single task type, some corpora used four,
five, or seven types to collect their data. For example, the MiLC Corpus (Andreu et
al., 2010; O’Donnell et al., 2009) used seven task types: Letters, Summaries,
Curriculum Vitae, Essays, Reports, Translations, and Communication.

Number of task types used in learner corpora

2% 1%

H 1 type
| 2 types
M 3 types
4 types
5 types
7 types

Figure 2.17: Number of task types included in learner corpora

2.2.11 Data Annotation

For around half of those learner corpora we reviewed, we were not able to determine
whether they include any type of annotation. However, of the corpora that did
address annotation, 82% were tagged with one or more types of annotation, and 18%
included raw data only (Figure 2.18).
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Tagging learner corpora

B Tagged with one or more
types of annotation

Not tagged

Figure 2.18: Learner corpora tagging

Table 2.6 shows examples of learner corpora and the annotations they include.

Table 2.6: Examples of learner corpora annotation

Corpus

Type of annotation

The Japanese Learner of English Corpus (lzumi et
al., 2004; Tono, 2008)

Spoken phenomena (see example in
Figure 2.19)

The Norwegian Second Language Corpus (Tenfjord
et al., 2006)

Part-of-Speech (PoS), morpho-
syntactic features, and errors

The KoKo L1 Learner Corpus (Abel et al., 2014)

Lemma, graphical arrangement, PoS,
and error

The Czech as a Second/Foreign Language Corpus
(Hana et al., 2010)

Errors and structural features (see
example in Figure 2.20)

The Foreign Language Examination Corpus (Banski
and Gozdawa-Gotebiowski, 2010)

Grammatical and error tagging (see
example in Figure 2.21)

<head version="1.3">
<date>1999-12-16</date>
<sex>female</sex>
<age></age>
<country>Japan</country>
<overseas></overseas>
<category></category>
<step>1.5</step>
<TOEIC>765</TOEIC>
<TOEFL></TOEFL>
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<other tests></other tests>

<SST level>6</SST level>

<SST_ task2>restaurant</SST task2>

<SST_task3>train_advanced</SST_task3>

<SST task4>department store</SST taské4>
</head>

<stage2>
<task>
<A>I see. O K. Now, let me show you the first picture. Please describe this
picture.</A>
<B>0 K. <F>Er</F> <R>this is a</R> this is a <.></.> room in a hotel. And
<.></.> <F>0oh</F> sorry, it's not. Yeah, I think it's a restaurant. And there are
three tables, <R>and</R> and there are three couples and <SC>two server</SC> two
<R>waiter</R> waiter are serving. And <R>in the</R> in the middle of the restaurant,
the couple is <F>er</F> drinking wine. And <F>err</F> the man is <.></.> testing the
wine and saying something to the waiter. Maybe he is sommelier. And <R>he</R> he show
the bottle to the man. I guess he is explaining something. And <F>er</F> the couple,
<F>er</F> they dressed very nicely. <CO><R>And</R> <.></.> <F>mhmm</F> <R>and</R>
<.></.> <R>and</R> <F>well</F> and</CO>. <.></.></B>
</task>
<followup>
<A>0 K.</A>
<B>0 K?</B>
<A>0 K. Thank you very much. <F>Er</F> how do you spend time with vyour
husband?</A>
<B><.></.> You mean, in our free time?</B>
<A><F>Mhmm</F>.</A>
<B><F>Er</F> 1like this? <.></.> <F>Well</F> <F>er</F> <R>I</R> I sometimes
eating out with my husband. But we don't get dressed like this. <nvs>laughter</nvs>
<L L></L0></B>
<A>Can you compare the restaurant you often go to to this picture?</A>
<B><nvs>laughter</nvs> It's very different from restaurant to we often go. We
often go to a kind of family style restaurant <.></.> such as Denny's or Skylark. So
I wish I could <SC>go like</SC> go to a nice restaurant like this.</B>
<A><F>Er</F> what is good about family-type restaurant?</A>
<B><F>Well</F> <SC>fir</SC> at first, it's very cheap and they served very
quickly. And, <F>er</F> most of the cases, <F>er</F> that kind of restaurant is in
suburb, so <SC>people are very</SC> <F>er</F> people can go there very easily. I
think they are good point of family-type restaurant.</B>
</followup>
</stage2>

Figure 2.19: Example of annotation from the Japanese Learner of English Corpus

<?xml version="1.0" encoding="UTF-8"?>
<adata xmlns="http://utkl.cuni.cz/czesl/">
<head>
<schema href="adata schema.xml" />
<references>
<reffile id="w" name="wdata" href="r049.w.xml" />
</references>
</head>
<doc id="a-r049-dl1" lowerdoc.rf="w#w-r049-d1">

<para id="a-r049-dlp2" lowerpara.rf="w#w-r049-dlp2">
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<s 1d="a-r049-dlp2s5">

<w 1d="a-r049-dlp2w50">
<token>B&al</token>

</w>

<w id="a-r049-dlp2w51">
<token>jsem</token>

</w>

<w id="a-r049-dlp2w52">
<token>se</token>

</w>

</s>

<edge id="a-r049-dlp2e54">
<from>w#w-r049-dlp2wd 6</from>
<to>a-r049-dlp2w50</to>
<error>

<tag>unk</tag>

</error>

</edge>

<edge id="a-r049-dlp2e55">
<from>w#w-r049-dlp2wd7</from>
<to>a-r049-dlp2w51</to>

</edge>

</para>
</doc>
</adata>

Figure 2.20: Example of annotation from the Czech as a Second/Foreign Language
Corpus

Grammatical layer
a. CLAWS c5

<s xml:id="morph 1.1-s">
<seg ana="PNP"
corresp="segm.xml# 1.15.1-seg"/>
<seg ana="VM0O"
corresp="segm.xml# 1.15.2.2.1-seg"/>
<seg ana="VVI"
corresp="segm.xml# 1.15.3-seg"/>
<seg ana="PNP"
corresp="segm.xml# 1.15.4-seg"/>
<seg ana="?"
corresp="segm.xml# 1.15.5-seg"/>
</s>

b. CLAWS c7
<s xml:id="morph 1.1-s">
<seg ana="PPISL"
corresp="segm.xml# 1.15.1-seg"/>
<seg ana="VM"
corresp="#segm.xml 1.15.2.2.1-seg"/>
<seg ana="VVI"
corresp="#segm.xml 1.15.3-seg"/>
<seg ana="PPHO1"
corresp="segm.xml# 1.15.4-seg"/>
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<seg ana="?"
corresp="#segm.xml 1.15.5-seg"/>
</s>

Error-identification layer
<spanGrp resp="#bansp"
type="gram" n="art">
<span from="#segm.xml 1.1.l-seg"
to="segm.xml# 1.1.l-seg"
cert="high"
rend="add">the $1</span>
<span from="segm.xml# 1.5.7-seg"
to="segm.xml# 1.5.7-seg"
cert="high" rend="del"/>
</spanGrp>
<spanGrp resp="#bansp"
type="gram" n="w/o">
<span from="segm.xml# 1.15.1-seg"
to="segm.xml# 1.15.2-seg"
cert="high"
rend="change">$2 $1</span>
</spanGrp>

Figure 2.21: Example of annotation from the Foreign Language Examination Corpus

A deeper look at the tagged corpora shows a high interest in three types of
annotations, starting with error annotation which assists in achieving one of the main
corpora purposes, error analysis (Figure 2.22). The second is PoS, which is
commonly used in corpora in general. The remarkable development in PoS tagging
tool facilitates this type of annotation particularly for the most widely spoken
languages. The developers of the corpora used a number of tools to add the PoS
annotation to the texts, such as CLAWS (Garside, 1987, 1996; Garside and Smith,
1997; Leech et al., 1994) in the International Corpus of Learner English (Granger,
1993, 2003b; Granger et al., 2010), or to speech, such as Praat (Boersma and
Weenink, 2014) in the ANGLISH Corpus (Hirst and Tortel, 2010; Tortel, 2008;
Tortel and Hirst, 2008). The third type of annotation is used to tag the structural
features (e.g., titles, sections, headings, paragraphs, questions, examples, etc.). This
type of tagging helps researchers for different functions, such as analysing specific
parts/styles of the target language. One of the widely used markup languages for
annotating the structural features is XML. It was used, for example, in the British
Academic Written English Corpus (Heuboeck et al., 2008), the ASU Corpus
(Hammarberg, 2010), and the Michigan Corpus of Upper-level Student Papers
(O’Donnell and Rémer, 2009a, 2009b).
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Figure 2.22: Types of annotation used in learner corpora

To sum up, the review covered 11 aspects: corpus purpose, size, target language,
availability, learners’ nativeness, learners’ proficiency level, learners’ first language,
materials mode, materials genre, task type, and data annotation. The review
provided us with a comprehensive view of the general trends in the domain and
helped us to create review-based guidance on design criteria for a new learner
corpus which is presented in the following section.

2.3 Recommended Design Criteria to Develop a New
Learner Corpus

This section highlights the choices available to learner corpora developers to use in
the design criteria of their new corpora. We based our recommendations on the
options that received more attention in our review of 159 existing corpora.

2.3.1 Corpus Purpose

Our review of learner corpora literature showed that 76% of learner corpora were
created for public purposes while 24% were designed for specific purposes. We
recommend to consider a public purpose when developing a new learner corpus, as
it (i) serves a large audience, (ii) can be used for various studies, and (iii) may have
a longer lifetime of usability. Developing a longitudinal corpus is also worth
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considering, particularly when “monitoring learners’ progress” is one of the corpus

purposes.

2.3.2 Corpus Size

Corpus size is a controversial issue in corpus development. However, our review
revealed that a large number of the learner corpora have a small amount of data
(200,000 wt/t or less). This size can be utilised as a minimum level when developing
a new learner corpus, though a larger corpus size is preferable.

In terms of oral data, our review revealed that 9 out of 16 spoken corpora include 50
hours or less, and 7 of those 9 contain between 3 and 20 hours in length. This
finding indicates that up to 20 hours can be considered a starting level, while closer
to 50 is a good level to achieve.

2.3.3 Target Language

In general, the language a corpus targets does not rely on what is predominant in the
field; rather, the decision is based on the needs of the corpus developers. However,
in terms of the number of languages, our findings showed that the standard practice
is to develop a corpus with a sole target language; specifically, 90% of the learner
corpora examined are monolingual.

Although developing a multilingual corpus with similar materials for each language
might take a longer time and present some difficulties, this type is highly useful for
some research areas, such as measuring the influence of L1 on the acquisition of
target languages. Our findings indicated that it is important for the learners involved
in such a project to share the same L1, especially if the corpus is not large enough to
represent several L1s alongside the several target languages.

2.3.4 Availability

The number of freely available learner corpora (66 corpora, 61%) is more than
double those restricted (29 corpora, 27%). This interest in making the data of learner
corpora publicly available is consistent with the tendency to develop corpora for
public purposes, as it allows a wider audience of researchers to re-use the data for
further research, which serves the target language ultimately.

_54_



2 — Literature Review and Related Work

It is recommended for those corpora that are intended to be freely available and
include multimodal data to offer the same free access to the data modes, e.g. hand-
written texts and audio and video recording along with their transcriptions. This free
access allows users to examine the primary sources instead of relying on the
transcriptions, which may be significant due to the different natures of these modes.
File formats such as .txt and .xml are recommended for those written learner corpora
which tend to be available for download, and .mp3 and .wav for those spoken.
Additionally, devoting a single file for each written or spoken text is most common
either with or without its metadata and annotation.

With respect to user accessibility to free corpora, the user might be allowed to
search the corpus data online with no access to its source files. The corpus in this
case needs to be uploaded to one of the corpora search tools existing online. In some
cases, one option is to create a search website to suit the properties of the corpus.
Another option is to give the user access to the source files of the corpus to be
downloaded; this can be under a particular license such as the GNU General Public
License! or the Creative Commons copyright licenses2. Registration might be
required for any of these types of access to free corpora.

2.3.5 Learners’ Nativeness

The majority of learner corpora (78%) contain data from non-native speakers of the
target language, which may be the standard for developing a new learner corpus.
However, if one purpose for the corpus is to allow users to conduct comparative
analysis between NS and NNS, it is recommended to consider collecting data from
NS as well. This approach allows the development of a corpus with similar and
comparable materials. Additionally, it is recommended for the NS to be in a
language learning context in order to unify the contexts of production of both
learners. If this approach is not possible, relying on a general corpus of NS might be
the alternative option for such comparative studies.

1 The General Public License can be accessed from: https://www.gnu.org/copyleft/gpl.html
2 The Creative Commons copyright licenses can be accessed from: http://creativecommons.org
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2.3.6 Learners’ Proficiency Level

If conducting comparative analysis between learners from different levels is one of
the aims of building the corpus, it is recommended to collect data from all levels
(e.g. Beginning, Intermediate, and Advanced). Our review revealed that this
arrangement is present in 54% of learner corpora, making it arguably a standard
practice compared to the other approaches. If analysing the language of beginners
might be difficult, then intermediate and advanced levels, or even advanced level
only, may be sufficient.

2.3.7 Learners’ First Language

The literature review revealed that 56% of learner corpora include data of learners
from various L1 backgrounds, whereas learners represent a single mother tongue in
each corpus of the other corpora (44%). This relatively even division between the
two approaches suggests that selecting either various L1s or a sole L1 in a corpus
can be based on whether the designers are interested in conducting comparative
analysis between learners from different L1s. The decision to use a single or various
L1 backgrounds may be based on whether a corpus is designed with a target
language group in mind or if the designers have access to particular language
learners.

2.3.8 Material Mode

Written mode exists purely in 66% of learner corpora, while the spoken mode
represents 26% and they are combined in 7%. This indicates that compiling a corpus
with a single mode is the standard in 92% of learner corpora, and then the corpus
aim plays the most significant role in selecting the materials mode, written or
spoken. Given that speech is more sensitive to new language changes, as Mauranen
(2007) indicates, combining spoken and written materials in a learner corpus could
provide valuable opportunities for performing comparative analyses between those
two data modes. As another choice, building a multimodal corpus with sound and
video recordings, and orthographic transcriptions can be beneficial for depth
analysis as McEnery (2003) suggests. A combination of multimodal materials in a
learner corpus provides insights into learner needs in different contexts.
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2.3.9 Material Genre

Most learner corpora tend to include one or two genres. The literature reviewed
revealed that argumentative, narrative, and descriptive materials are the most used.
The findings indicated that designing a corpus that focuses on a single genre is
preferable, as 48% of learner corpora fall under this type unless there is a need to
compare the learners’ production of different genres. In terms of which genre to
include, we recommend considering the familiarity of the learners in their learning
environment; specifically, choosing a genre with which they are familiar may help
them to produce more natural data.

2.3.10 Task Type

Essays dominate the task types used to collect written data of learner corpora,
followed by interviews which are usually used for spoken corpora. The frequency of
using those two types gives developers of learner corpora standard tools for both
written and spoken data. Tests and exams are also commonly used and can be a
good option for those who want to collect written and spoken data using a single
task type.

2.3.11 Data Annotation

Most learner corpora that addressed annotation (82%) are tagged with one or more
types of annotation. This practice reflects the importance of annotating data, which
adds more value to the corpus data and consequently enables researchers to perform
in-depth analysis. Errors, part-of-speech, and structural features are respectively the
most popular types of annotation in learner corpora. The corpus aim may help in
determining the types of annotation required; however, adding further types of
annotation to the corpus will increase the value of corpus data (e.g., lemmas,
syntactic and grammatical features, spoken phenomenon, etc.).

2.4 Related Work: Arabic Learner Corpora

The field of learner corpora is about 25 years old, with Arabic learner corpora
emerge up more recently. This section presents a review of the small number of
existing Arabic learner corpora. It is followed by a comparison between them and
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the ALC in order to highlight the ALC’s contributions. The comparison is based on
the 11 design criteria discussed in the previous section.

2.4.1 Pilot Arabic Learner Corpus (Abuhakema et al., 2009)

In developing the Pilot Arabic Learner Corpus, Abuhakema et al. (2009) aimed to
collect a small learner corpus of Arabic, to develop a tagset for error annotation of
Arabic learner data, to tag the data for errors, and to perform simple computer-aided
error analysis. According to Abuhakema et al. (2009), the Pilot Arabic Learner
Corpus includes about 9000 words of written Arabic materials produced by
American native speakers of English who learn Arabic as a Foreign Language. Two
levels were included, Intermediate (3818 tokens) and Advanced (4741 tokens).
Abuhakema et al. (2009) used the guidelines of the American Council on the
Teaching of Foreign Languages (ACFTL, 2012) to classify written texts into the
Intermediate and Advanced levels. The texts of some of the learners were written
while the learners were studying Arabic in the United States, while others were
produced when the learners went to study abroad in Arab countries.

Abuhakema et al. (2009) stated that the data was available onlinel, but at the time of
writing it was not possible to access the website, suggesting a broken or out-of-date
link. The errors of learners were tagged using a tagset for error annotation developed
by adopting the French Interlanguage Database tagset (Granger, 2003a). It was not
clear from the paper whether the error tagging was conducted manually,
automatically, or semi-automatically (computer-assisted error annotation). However,
Abuhakema et al. (2008) described a plan to include a pull-down menu of tags at
each level to speed the annotation. This note indicates a semi-automatic process to
mark up the errors of the learners. Further, they discussed a plan to reconstruct the
texts by correcting all the mistakes and tagging the corpus for parts of speech, which
will enable researchers to perform further morphological and syntactic analyses.

2.4.2 Malaysian Corpus of Arabic Learners (Hassan and Daud,
2011)

Hassan and Daud (2011) designed the Malaysian Corpus of Arabic Learners
primarily to give accurate descriptions of Arabic conjunctions used among learners

1 From: http://chss.montclair.edu/~feldmana/publications/flairs21-data/
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of Arabic, to investigate the misuse of Arabic conjunctions among learners, and to
see how certain combinations of words were preferred by learners. The corpus
includes approximately 87,500 words, produced by Malaysian advanced learners of
Arabic during the first and second years of their Arabic major degree programme,
Department of Arabic Language and Literature at International Islamic University
Malaysia. The corpus materials include around 250 descriptive and comparative
essays produced on computers using Microsoft Word without any help from native
speakers. The corpus is not accessible online, but there is a plan to upload the entire
corpus into the Arabic Concordancer, which can be accessed online! (Haslina,
personal communication, 15 September 2014; Hassan and Ghalib, 2013). The
corpus consists of raw data without any type of annotation.

2.4.3 Arabic Learners Written Corpus (Farwaneh and Tamimi,
2012)

Farwaneh and Tamimi (2012) designed the Arabic Learners Written Corpus to serve
as a source of empirical data for hypothesis testing, as well as a resource for
developing materials for teaching Arabic. Materials used by the Arabic Learners
Written Corpus were produced by non-native Arabic speakers from the United
States and were collected over a period of 15 years. This corpus includes around
35,000 words covering three levels (Beginner, Intermediate, And Advanced), and
three text genres (Descriptive, Narrative, and Instructional). It was developed over
two phases. The aim of the first phase was to offer a source of raw data, and the aim
of the second phase was for the corpus to be tagged. The raw data of the Arabic
Learners Written Corpus is available for download in PDF files2. The future work
includes annotating the corpus for the errors and features of each level.

2.4.4 Learner Corpus of Arabic Spelling Correction (Alkanhal
etal., 2012)
Alkanhal et al. (2012) stated that the aim of compiling the Learner Corpus of Arabic

Spelling Correction was to build and test a system developed to automatically
correct misspelled words in Arabic texts. The corpus consists of 65,000 words that

1 The Arabic Concordancer is accessed from: http://efolio.iium.edu.my/arabicconcordancer
2 The files can be downloaded from: http://12arabiccorpus.cercll.arizona.edu/?g=allFiles
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were manually revised for spelling to annotate all misspelled words. This data
covers diverse essays written by students studying at two universities.

“These essays were handwritten, and were manually converted to an electronic
copy by data entry persons. The test data has two sources of errors; the actual
misspelled words by the students and the generated mistakes during the data
entry process” (Alkanhal et al., 2012: 2118).

The corpus available for download contains two versions!. The first, which is in
plain text files, is not tagged. The second, in which errors are manually corrected, is
available as a Microsoft Access database in MDB file format.

2.5 Rationale for Developing the Arabic Learner
Corpus

The examination of the Arabic learner corpora details reveals that their sizes are
small in comparison to those of some other widely spoken languages, such as
English or French. The Pilot Arabic Learner Corpus, for example, covers 9000
words, and the other corpora are less than 100,000 words. Although size is a
controversial issue in corpus development, the corpus size plays a significant role in
terms of representativeness. In addition, size is important in some cases, for example
when generalising the results of a corpus-based study on the population of language
learners.

Availability is another important point, as two of the Arabic learner corpora are not
available for search or download; additionally, the Arabic Learners Written Corpus
is available only in PDF format, whereas the plain text format (TXT) is preferable
for corpus data more than binary encoding formats such as PDF (Wynne, 2005).
Only the Learner Corpus of Arabic Spelling Correction provides its data in plain text
and a database. However, as its purpose is for Arabic NLP, the data covers only
native speakers of Arabic, which may not be appropriate data to use when
researching Arabic learning and teaching as a second language.

1 The files can be downloaded from: http://cri.kacst.edu.sa/Resources/TST_DB.rar
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The third point is the materials mode, as the existing Arabic learner corpora cover

only written materials, with no spoken data counterpart. A number of researchers
(e.g. Leech, 1997; Kennedy, 1998) note the significance of including spoken
language even in a small percentage of the corpus because spoken language

represents the most common mode of language.

These points highlight the need for creating an Arabic learner corpus that takes

research needs into consideration during its design. Table 2.7 presents a summary

for the existing Arabic learner corpora based on the 11 design criteria discussed in
the literature review. The next section will highlight the contributions of the ALC in

comparison to the reviewed Arabic learner corpora.

Table 2.7: Summary of the existing Arabic learner corpora

Design criterion  Pilot Arabic Malaysian Arabic Learners Learner Corpus
Learner Corpus  Corpus of Written Corpus  of Arabic
Arabic Learners Spelling
Correction
Purpose Computer-aided Interlanguage Arabic language ~ To develop a
Error Analysis analysis teaching spell-checker
system for Arabic
language
Size 9000 words 87,500 words approximately 65,000 words
35,000 wit
Target language  Arabic Arabic Arabic Arabic
Availability Not available, the  Not available, but  Available to Available to
link is out of date  intended to be download in PDF  download
or broken searchable online  file format
Learners’ Non-native Non-native Non-native Native speakers
nativeness speakers of speakers of speakers of of Arabic
Arabic Arabic Arabic
Learners’ Intermediate and ~ Advanced Beginner, N/A
proficiency level  advanced intermediate, and
advanced
Learners’ first English Malaysian Not specified Arabic
language
Material mode Written Written Written Written
Material genre Not specified descriptive and Descriptive, Various

comparative

narrative, and
instructional
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Task type Essay Essay Essay Essay

Data annotation  Tagged for errors ~ Not tagged Not tagged Errors are
manually
corrected

2.6 The ALC’s Contribution Compared to the Existing
Arabic Learner Corpora

The ALC’s contribution compared to the existing Arabic learner corpora can be
highlighted through the following points:

Purpose: The purposes of these corpora show that they are designed for public use,
either Arabic language teaching or Arabic NLP. The ALC is to be used for both
purposes: Arabic language teaching and Arabic NLP.

Size: The sizes of the Arabic learner corpora are relatively small, ranging between
9000 and 87,500 words. The ALC is designed to include at least 200,000 words. The
current version (v2) includes 282,732 words (386,583 tokens/lexical items and
29,625 types).

Target language: Arabic is the target language in the data of the existing Arabic
learner corpora, which is the case of the ALC as well.

Availability: Two of the existing Arabic learner corpora are available for download,
one in PDF format and the other in plain text files and as a Microsoft Access
database. The ALC data is available in four formats (PDF, MP3, TXT, and XML)
based on the nature of the data. Specifically, users can download a PDF for the
hand-written texts, an MP3 for the audio recordings, and plain text and XML for the
electronic texts and transcriptions of the hand-written texts and audio recordings.

Learners’ nativeness: Three corpora, which were developed for Arabic language
teaching, include data produced by non-native speakers of Arabic, while the corpus
that was designed for Arabic NLP purposes includes data by native speakers of
Arabic. The ALC is designed to include a balance between the data of native and
non-native speakers of Arabic. Speakers of both types are learning or specialising in
the Arabic language.

Learners’ proficiency level: The corpora differ in this criterion. Specifically, the
Arabic Learners Written Corpus covers three levels (Beginner, Intermediate, and
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Advanced), the Pilot Arabic Learner Corpus covers two levels (Intermediate and
Advanced), and the Malaysian Corpus of Arabic Learners covers only Advanced
learners. The proficiency level criterion is not applicable to the Learner Corpus of
Arabic Spelling Correction, as its data is produced by native speakers of Arabic. The
ALC is developed to cover two levels of Arabic learners in the current version:
Intermediate and Advanced. In future versions, data from the Beginner level will be
included as well.

Learners’ first language: Each existing Arabic corpus includes learners from one
first language, e.g. English in the Pilot Arabic Learner Corpus, Malaysian in the
Malaysian Corpus of Arabic Learners, and Arabic in the Learner Corpus of Arabic
Spelling Correction. It seems that the Arabic Learners Written Corpus includes
learners from various first languages. The ALC is designed to include learners from
various first languages. The current version includes writings from learners with 66
different mother tongues, which allows users to conduct comparative studies on
those groups.

Material mode: Each existing Arabic learner corpus covers only written data, while
the ALC is developed to include two materials modes: written and spoken.

Material genre: Existing Arabic learner corpora include different materials genres
such as Descriptive, Comparative, Narrative, and Instructional. The ALC will focus
on two genres which are commonly used in learner corpora: Narrative and
Discussion.

Task type: As all Arabic learner corpora include written data, the essay is used to
collect their data. The ALC is designed to use the essay for written data and the
interview for spoken data, which are the most commonly used task types in learner
corpora.

Data annotation: The Pilot Arabic Learner Corpus is tagged for errors but is not
available, while errors in the Learner Corpus of Arabic Spelling Correction are
corrected without tagging them for the error type. Data of the other corpora is not
tagged. The ALC is designed to include error tags using a novel error tagset created
for the ALC. The error tagging will also include suggested corrections for those
errors in order to reconstruct the corpus data.

The design of the ALC with its contents are discussed in detail in the next chapter.
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2.7 Conclusion

This chapter presented a review of 159 learner corpora to derive design criteria for
developing new learner corpora or expanding corpora already in existence. A
number of previous studies and surveys have investigated this field; however, this
review was intended to include all current corpora in order to provide a quantitative
view of the domain. We investigated the corpora in 11 categories: corpus purpose,
size, target language, availability, learners’ nativeness, learners’ proficiency level,
learners’ first language, materials mode, materials genre, task type, and data
annotation.

This analysis revealed several trends in existing learner corpora. For instance, a third
of learner corpora were developed to be used for language learning and teaching.
The investigated corpora target 20 languages, and English is included in more than
90 of them. Fifty-six percent of language corpora include data of learners from
various L1s. For those that focus on a single L1, Chinese speaking learners receive
the highest attention. In terms of materials, most learner corpora tend to include one
or two genres. Argumentative, narrative, and descriptive prose are the most-used
genres. More than half of learner corpora include a sole task type; specifically,
essays are preferred for written tasks and interviews for spoken. The findings
illustrate that 82% of the learner corpora that addressed annotation are tagged with
one or more types of annotation, and error tagging is the most popular.

Following the review, we offered recommended guidelines for creating a new
learner corpus based on the analysis of the learner corpora field. These guidelines
were the basis of building the ALC, and also can be utilised to improve and/or
expand the current corpora or even when undertaking a study in this field.

Additionally, the chapter presented a review of related work in the form of the
existing Arabic learner corpora. We discussed the rationale of creating the ALC,
followed by a comparison between the existing Arabic learner corpora and the
current project, the Arabic Learner Corpus, in order to highlight the contribution of
the latter. Our comparison was based on the 11 design criteria discussed in the
literature review.

The ALC was developed based on the guidelines we derived from reviewing the
literature in this chapter. The existing Arabic learner corpora were also considered in
order to justify the creation of the ALC. The following part of the thesis (Part I1)

— 64—



2 — Literature Review and Related Work

describes the design and content of the ALC in Chapter 3, and the methodology of
data collection and management in Chapter 4.
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Part ||
Arabic Learner Corpus

Summary of Part 11

This part discusses in Chapter 3 the design criteria and content of the ALC followed
by the design and content of the ALC metadata elements. It also presents an
overview of projects that have used the ALC. Chapter 4 describes the methodology
for collecting and managing the ALC data. The description covers the questionnaire
and guidelines for data collection, the standards for converting the hand-written
texts and spoken materials into an electronic form, the method followed to measure
the consistency between transcribers, the ALC database, the function of files

generation, and the method for naming the ALC files.
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Chapter Summary

This chapter describes the 11 design criteria on which the ALC was developed. For
each criterion, the description starts by referring to the relevant literature review,
and then discussing the targeted ALC design and the content that was achieved. In
addition to the design criteria, the ALC was developed with 26 variables of
metadata. The chapter describes those metadata elements in terms of the target
design and the content achieved for each element. The last section of this chapter
highlights the increasing interest in using the ALC data by discussing the projects
that have used the corpus, the comments that have been received from a number of

specialists, and the downloads from the ALC website.
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3.1 Introduction

It is believed that a smaller homogeneous corpus that features a high quality design
is far more valuable than a larger corpus (Granger, 1993). Therefore, specific design
criteria had to be defined for the ALC based on the recommended guidelines
described in Section 2.3. In addition, the design of the ALC includes 26 variables as
metadata elements, 12 for the learner and 14 for the text. The following sections
describe the design and content of the ALC and its metadata.

3.2 ALC: Design Criteria and Content

The ALC data was collected during two stages: pilot (version 1 [v1]) and main
(version 2 [v2]). The content of the second version absorbed v1. The design criteria
of the corpus were defined to be achieved at the end of the second stage. This
section will discuss the 11 design criteria: the corpus purpose, size, target language,
availability, learners’ nativeness, learners’ proficiency level, learners’ first language,
materials mode, materials genre, task type, and data annotation. Each of those
criteria will be linked to the previous work discussed in the literature review, and the
target design and achieved content will be described.

3.2.1 Purpose

The purposes of learner corpora were classified in the literature review under two
main categories: public and specific purposes. The majority of corpora (81 out of
107) have public purposes, which suggests a high interest in developing learner
corpora that serve a large audience and can be used for various purposes. Thus, the
ALC follows the general trend and is meant for public use; specifically, it falls into
the category of those corpora intended to be used under broad aspects of research or
by a wide audience of users. The main goal of the ALC is to create a dataset to serve
as a resource for research in Arabic NLP and Arabic language teaching. From its
first version, the ALC has achieved this goal, as researchers have used it for both
Arabic NLP (e.g. error detection and correction tools, evaluating the existing Arabic
analysers, and native language identification systems) and Arabic language teaching
(e.g. applied linguistics studies and data-driven Arabic learning activities). Examples
of the works that have used the corpus are summarised in the corpus evaluation
Section 3.4 and described in detail in Chapter 7.
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3.2.2 Size

Learner corpora projects typically comprise less than one million w/t with the
majority centring on the size of 200,000 w/t or less, as seen in the literature review.
Additionally, Granger (2003a) argues that “[a] corpus of 200,000 words is big in the
SLA field where researchers usually rely on much smaller samples but minute in the
corpus linguistics field at large, where recourse to mega-corpora of several hundred
million words has become the norm rather than the exception” (p 465). With respect
to the ALC as a PhD project, the intended size at this stage (v2) was 200,000 words.

The ALC data was collected and entered into a database in which the corpus size
was counted automatically by a short programming code the researcher added. The
code calculated words on the basis that any set of characters between spaces was
considered one word. Spaces in this sense included normal spaces, tabulator spaces,
or new-line breaks. Based on this definition, the total amount of words the corpus
includes is 282,732 in v2 (31,272 words in v1). After separating off all clitics —
including clitic pronouns, prepositions, and conjunctions — using the Stanford Word
Segmenter (Monroe et al., 2014), the corpus data consists of 386,583 tokens (lexical
items) and 29,625 types!. The final number of words exceeded the target because
only 17% of the corpus data was collected in an electronic format, while 83% had to
be entered into the computer after the collection process (76% hand-written texts
and 7% spoken data). The researcher had three months to collect the data of the
second version of the ALC in Saudi Arabia, but this period did not include entering
the data into the computer. As a result, the researcher did not know what the final
size would be. This uncertainty in the total size led the researcher to collect more
data to ensure that the target size was reached.

3.2.3 Target Language

Although bilingual and multilingual corpora can be used for comparative studies, the
literature review showed that 90% of learner corpora are monolingual. The current
corpus project was designed to be monolingual following the norm in the learner
corpora domain. In terms of the target language, this element usually does not rely
on what is predominant in the field; instead, the language is determined by the needs
of the corpus developers. There were two essential reasons behind choosing Arabic

1 A token is “an occurrence in text of a word from a language vocabulary”, while a type is “a word in
a language vocabulary, as opposed to its specific occurrence in text” (Mitkov, 2003).
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as a target language for the learner corpus. Firstly, the researcher teaches Arabic and
works in the field of Arabic computational linguistics. The second reason is due to
the absence of such a project; that is, no such compilation of an Arabic learner
corpus exists with the specified design criteria.

The researcher’s experience of teaching Arabic has shown that the field of teaching
the Arabic language in Saudi Arabia is dominated by Modern Standard Arabic
(MSA). However, this form is sometimes combined with other forms (classical
Arabic or colloquial Arabic) in a small percentage. Thus, the class of the Arabic
language targeted to be included in the ALC is the same as that which is taught to
the corpus contributors with no concentration on a particular form. As for the
context of learning Arabic, native Arabic-speaking students (NS) are learning
Arabic as a part of their curriculum to improve their written Arabic. Non-native
Arabic-speaking learners (NNS) are learning Arabic as a second language in order to
continue their studies at Saudi universities. The corpus includes contributions from
both of these groups of learners.

3.2.4 Data Availability

The review of learner corpora literature showed that those corpora publicly available
online for search or download represent the highest percentage among the other
types (61%). Additionally, this type is more than twice as common as those that
have restricted or paid access (27%). Given that the ALC is intended to be an open-
source of data for research on the Arabic language, the most appropriate choice was
to make the ALC data freely available for download under the Creative Commons
Attribution-NonCommercial 4.0 International License! and in a number of file
formats (TXT, XML, PDF, and MP3). In addition, it is also available for online
search using some tools that have different features. Such diversity in the corpus
availability may serve a wider audience of users. Details about the choices to
provide the information for download and for online search are provided in the
following two sections.

1A summary of the license can be accessed from: http://creativecommons.org/licenses/by-
nc/4.0/legalcode
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3.2.4.1 For Download

Four file formats are available to the ALC users!: plain text (TXT), Extensible
Markup Language (XML), Portable Document Format (PDF), and MPEG-2 Audio
Layer II1 (MP3). This section gives more details about the corpus files in these
formats.

1. TXT format contains plain text without formatting such as font type, size, or
colour. This format is preferable for corpus data more than binary encoding
formats such as PDF, RTF, and Word, especially with generic tools (Wynne,
2005). Such files can be read and edited with any text editor, such as Notepad on
Windows. Additionally, Arabic text in a plain text format is readable by most
corpora analysis tools, such as Khawas (Althubaity et al., 2013, 2014),
aConCorde (Roberts, 2014; Roberts et al., 2006), AntConc (Anthony, 2005,
2014a, 2014b), WordSmith Tools (Scott, 2008, 2012), and Sketch Engine
(Kilgarriff, 2014; Kilgarriff et al., 2004). ALC data is available in the plain text
format encoded in UTF-16 with three choices: (i) plain text with no metadata
(only the text with its title), (ii) plain text with Arabic metadata, or (iii) plain text
with English metadata; see examples of these file formats in Appendix A.1. The
metadata includes information about the author (e.g. age, gender, nationality,
mother tongue, level of study, etc.) and about the text (e.g. genre, text mode:
written or spoken, length, place of writing, etc.). Adding this type of information
to the files enables researchers to identify characteristics of the text and its
producer, which adds more depth to the data analysis.

2. The second option is to download the ALC files in XML, which was selected
because XML is becoming the standard for representing annotation data
(Pustejovsky & Stubbs, 2013). It defines a set of rules for encoding documents in
a format that is both human-readable and machine-readable2. Some corpus tools
use this format to give the user more choices while still allowing the data to be
searched efficiently. The XML files of the ALC were validated against Document
Type Definition (DTD), which is described in the annotation standards section
(5.3.2).

1 These formats can be downloaded from: http://www.arabiclearnercorpus.com,
http://www.alcsearch.com, or from the Linguistic Data Consortium (LDC):
https://catalog.ldc.upenn.edu/LDC2015S10 or http://www.islrn.org/resources/568-308-670-444-
71.

2 Wikipedia definition, http://en.wikipedia.org/wiki/XML

— 71—


http://www.arabiclearnercorpus.com/
http://www.alcsearch.com/
https://catalog.ldc.upenn.edu/LDC2015S10
http://www.islrn.org/resources/568-308-670-444-7/
http://www.islrn.org/resources/568-308-670-444-7/
http://en.wikipedia.org/wiki/XML

3 — ALC Design and Content

“A DTD is a set of declarations containing the basic building blocks that allow
an XML document to be validated [...] The DTD defines what the structure of
an XML document will be by defining what tags will be used inside the
document and what attributes those tags will have. By having a DTD, the XML
in a file can be validated to ensure that the formatting is correct” (Pustejovsky &

Stubbs, 2013: 68).

The DTD was automatically added to the beginning of each XML file as a part
of automating the corpus file generation process. The ALC offers two choices
for XML files encoded in UTF-16: (i) XML with Arabic metadata and (ii) XML
with English metadata; see examples of these file formats in Appendix A.2.
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<doc ID="S004_T2_M_Pre_NNAS_W_C">

<header>

<learner_profile>

<age>24</age>

<gender>Male</gender>
<nationality>Ugandan</nationality>
<mothertongue>Ugandan</mothertongue>
<nativeness>NNAS</nativeness>
<No_languages_spoken>4</No_languages_spoken>
<No_years_learning_Arabic>14</No_years_learning_Arabic>
<No_years_Arabic_countries>2</No_years_Arabic_countries>

<general_level>Pre-university</general_level>
<level_study>Diploma course</level_study>
<year_or_semester>Second semester</year_or_semester>
<educational_institution>Arabic Inst. at Imam
Uni</educational_institution>

</learner_profile>

<text_profile>

<genre>Discussion</genre>

<where>In class</where>

<year>2012</year>

<country>Saudi Arabia</country>

<city>Riyadh</city>

<timed>Yes</timed>

<ref_used>No</ref_used>
<grammar_ref_used>No</grammar_ref_used>
<mono_dic_used>No</mono_dic_used>
<bi_dic_used>No</bi_dic_used>
<other_ref_sed>No</other_ref_sed>
<mode>Written</mode>

<medium>Written by hand</medium>
<length>100</length>

</text_profile>

</header>

<text>

<title>biiua alall oaadic/title>

<text_body> sl fma LSV dga 0 st s (s (B (S opse
Gle Llle (ST o aals cibianaddl) i g il IS G Lo Lal andl 5
Lals Lol eids ol (gl Y I3 calall (8 Lale Labise Ll GlIXS 5 3y 800 3
U8 o el Ganadll 5 o ) a1 2S00 slalal
1 Ay ) e ALl CaplallS e Sl il ) Lo i calall e A )
;QL-.‘].{M O Byl Cus )3,

flal Las i35 130 JUT o riagal) ALY die G (e jlaialy I3
ol of A Jladd 6,5 LYY e s e g odgd Sl g 1aa oyl ol cgas
a8 adAY) 8 ny Jee A</text_body>

</text>

</doc>

Beginning of the document with its ID
Beginning of the header

Beginning of the learner information
Age

Gender

Nationality

Mother tongue

Nativeness

Number of languages spoken
Number of years learning Arabic
Number of years spent in Arabic
countries

General level of education

Level of study

Year/Semester

Educational institution

End of the learner information
Beginning of the text information
Text genre

Where produced

Year of production

Country of production

City of production

Timed or not timed task
References use

Grammar book use
Monolingual dictionary use
Bilingual dictionary use
Other references use

Text mode

Text medium

Text length

End of the text information
End of the header
Beginning of the text part
The text title

The text body

End of the text part
End of the Document

Figure 3.1: Illustration of the XML structure

3. PDF is “a file format for representing documents in a manner independent of the
application software, hardware, and operating system used to create them and of
the output device on which they are to be displayed or printed” (Adobe Systems
Incorporated, 2006: 33). It was used in the ALC for the hand-written texts after
they had been scanned. PDF was used rather than an image format, as a text
written on more than one page can be presented in a single multi-page PDF
document.
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4. The MP3 format was established by the Moving Picture Experts Group (MPEG;
Fraunhofer Institute for Integrated Circuits 11S, 2015). MP3 is an audio-coding
format for digital audio. It uses a form of lossy data compression technologies
that make it possible to create smaller files (Thompson, 2005). Due to the small
size of MP3 files and their quality, this format is commonly used in spoken
corpora such as the French Learner Language Oral Corpora (Myles & Mitchell,
2012), the Spanish Learner Language Oral Corpus (Mitchell et al., 2008), The
PAROLE corpus (Hilton, 2008), and the Spanish Learner Oral Corpus
(Maolalaigh & Carty, 2014b). Thus, it was used in the ALC for the learners’
audio recordings. Only audio files of those learners who granted permission to
publish their recordings are available, and the total length of these recordings is 3
hours, 22 minutes, and 59 seconds.

Table 3.1 shows a summary of the four file formats available for download.

Table 3.1: Summary of ALC files available for download

Format
TXT Data type included - Electronic written texts (17% of ALC)
(encoded in - Transcription of hand-written texts (76% of ALC)
TF-1 . . .
v 6) - Transcription of audio recordings (7% of ALC)
Options available 1. Plain text with no metadata (1585 files)
2. Plain text with Arabic metadata (1585 files)
3. Plain text with English metadata (1585 files)
XML Data type included - Electronic written texts (17% of ALC)
(encoded in - Transcription of hand-written texts (76% of ALC)
UTF-16) - Transcription of audio recordings (7% of ALC)
Options available 1. XML with Arabic metadata (1585 files)
2. XML with English metadata (1585 files)
PDF Data type included Hand-written sheets (76% of ALC)
Options available Scanned sheets in PDF files (1257 files)
MP3 Data type included Audio recordings (7% of ALC)
Options available MP3 files (52 files = 3 hours, 22 minutes, and 59 seconds)
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3.2.4.2 For Online Search

The ALC is available for online search via three tools: ALCsearch, Sketch Engine,
and arabiCorpus. ALCsearch uses the ALC metadata as determinants to search any
subset of the data. Sketch Engine has advanced functions for analysing corpora, but
it requires paid access; for this reason, arabiCorpus was selected as a free-access
choice with less sophisticated functions. The following points offer more
information about these tools.

1. The ALCsearch?! is a free-access, web-based tool developed specifically for the
ALC. It provides a basic concordancing function which enables users to search
the entire corpus or any subset of the corpus data by using the ALC metadata as
determinants. For instance, the user can search the sub-corpus of spoken data by
selecting the option “Spoken” from the determinant “Text Mode”. Chapter 6
provides details about this tool.

2. The Sketch Engine? (Kilgarriff, 2014; Kilgarriff et al., 2004) is a commercial
web-based tool for corpus analysis. Along with the general features of Sketch
Engine (e.g. concordance, word lists, key words, collocation, and corpus
comparison), it has some unique features; for example, the Word Sketches feature
provides summaries of a word’s grammatical and collocational behaviour, while
Word Sketch Difference compares and contrasts words visually. Adding the ALC
data to Sketch Engine enables users to utilise the advanced functions of this tool
in searching the ALC. The ALC version on Sketch Engine is tokenised and
tagged for PoS using the Stanford Arabic Parser (Green & Manning, 2010).

3. The free-access, web-based tool arabiCorpus3 (Parkinson, 2015) “provides a fairly
effective search mechanism in which the user specifies whether the search term is
a noun, adjective, adverb, or verb. The search term is then expanded
morphologically according to its inflectional category, and all appropriate
prefixes and suffixes are added. Results (hits) are displayed in concordance
format, and statistics are provided on the search term’s collocates and its
distribution over various corpora” (Buckwalter & Parkinson, 2013). The ALC
data was added to arabiCorpus in order to allow users to utilise its free access and
search functions.

1 ALCsearch can be accessed from: http://www.alcsearch.com
2 The Sketch Engine tool can be accessed from: http://www.sketchengine.co.uk
3 The arabiCorpus tool can be accessed from: http://arabicorpus.byu.edu
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3.2.5 Learners’ Nativeness

Reviewing the literature revealed that most learner corpora contain data from NNS
of the target language. However, about 20% have data from both NS and NNS
which is mostly for comparative purposes. As previously described, the ALC is
intended for public purposes. Enabling users to conduct comparative studies may
serve this purpose. Therefore, the ALC was designed to include data from both NS
and NNS.

One of the best practices in learner corpora covering NS and NNS is to have a
balance between the productions of these two groups (see for example Hammarberg,
2010; Heuboeck et al., 2008; O’Donnell & Roémer, 2009a, 2009b). Thus, the ALC
was designed to have 50% of the corpus data for each group (NS: 100,000 words
and NNS: 100,000 words). The actual data collected from both groups was at the
target percentages projected in vl (NS = 50%, 15,741 vs. NNS = 50%, 15,531), and
close to the target in v2 (Figure 3.2). The number of words included in v2 is greater
than the target established in the design criteria for the reason explained in the
corpus size section (3.2.2).

Word distribution based on nativeness of the learners

151,139 words

131,593 words

NS NNS

Figure 3.2: Word distribution based on nativeness of the learners

3.2.6 Learners’ Proficiency Level

The literature review revealed a relative balance among the Beginning, Intermediate,
and Advanced levels included in learner corpora (Beginning 28%, Intermediate
35%, and Advanced 37%). However, due to the limited time devoted to data
collection, the researcher decided to include only advanced and intermediate levels
in the current version modelling after one of the standard corpora, the International
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Corpus of Learner English (Granger, 1993, 2003b; Granger et al., 2010). The low
language proficiency of beginning learners may require further care and time to
collect data, as the researcher needs to ensure that tasks are well-explained and
understood. There is a plan to include data from beginners in a future version of the
ALC. It is important to highlight that this criterion applies only to the NNS learners,
as native speakers cannot be classified on the basis of proficiency level of their
mother language, Arabic. In addition, since the non-native learners are divided into
levels of study that represent their levels of proficiency as determined by the
institutions, this classification was used as a proficiency level indicator in the ALC.
In the first version of the ALC, 23.14% of the total size was from NNS at the
intermediate level, and 26.53% from the advanced. The second version of the ALC
contains 28.13% from NNS at the intermediate level and 18.48% from the advanced.

3.2.7 Learners’ First Language

An examination of the literature revealed that 56% of existing learner corpora
include data from learners with various mother tongue backgrounds. Additionally,
institutions teaching Arabic as a second language in Saudi Arabia have no focus on
learners speaking a specific first language. One institution teaches Arabic to learners
from 43 different mother tongue backgrounds (Alfaifi, 2011). Thus, the best choice
was to have data from learners who spoke various first languages. The first version
of the ALC covered 26 different mother tongue representations. The second version
contains 66 L1s; 65 of them are spoken by the NNS learners while the Arabic
language is the L1 of all the NS learners.

3.2.8 Material Mode

Although researchers have noted the importance of having balanced data in terms of
their mode (Kennedy, 1998; Leech, 1997), reviewing the existing learner corpora
showed that 66% include written data, 26% contain spoken data, 7% contain both
modes, and 1% contain a multimodal corpus with written, spoken, and video data.
Considering both the difficulties and benefits of building spoken corpora
(Branbrook, 1996; Kennedy, 1998; Leech, 1997; McEnery, 2003; Thompson, 2005),
the ALC was designed to contain 180,000 words (90%) of written data and 20,000
words (10%) of spoken language. The first version of the ALC included only written
data (31,272 word). The second version, which also contains the content of v1,
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consists of 263,045 words (93%) of written data and 19,687 words (7%) of speech
data equalling more than three hours of audio along with transcriptions.

3.2.9 Material Genre

With respect to materials genre in learner corpora, reviewing the literature revealed
that (i) argumentative, narrative, and descriptive materials were the most used
respectively followed by discussion, and that (ii) learner corpora tend to include one
or two genres. As the ALC includes various participants in terms of age, first
language, nationality, nativeness, proficiency, and educational level, two genres
were chosen, narrative and discussion (50% for each), in order to give the learners a
variety of options that are likely to suit their preferences. From the researcher’s
Arabic teaching experience to both L1 and L2 Arabic speakers, the argumentative
genre is not as common as discussion in teaching Arabic writing, so the latter was
used instead. The narrative genre covered 66% in the first version and forms 67% of
the v2 ALC content, while discussion was 34% in v1 and makes up 33% in v2. It
seems that the learners enjoy writing in the narrative genre, as their production size
was twice that of the discussion genre in both versions of the ALC.

3.2.10 Task Type

Reviewing the learner corpora literature showed that the essay was the most
preferable task type in written tasks and interviews in those spoken. In addition, the
literature review revealed that more than half of learner corpora used a single task
type to collect their data, while 20% used two types and 13% used three types. The
ALC uses two task types: essay for writing and interview for speaking. The tools
used to collect the data will be discussed in Chapter 4 with more details about those
task types. In the ALC data, the tasks followed the materials mode, so v1 of the
ALC included only essays since it covered only written data; in contrast, 93% of the
v2 content is written essays and 7% consists of spoken interviews.

3.2.11 Data Annotation

As seen in the literature review, 82% of the learner corpora are tagged with one or
more types of annotation. Errors, PoS, and structural features are respectively the
most popular types of annotation in learner corpora. The lack of an error tagset
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appropriate for annotating Arabic errors led to the development of a new one to be
used for the ALC and for any Arabic learner corpora. The entire ALC is targeted to
be annotated for errors and PoS as well as marked up for structural features (titles
and paragraphs).

Due to the time that was needed to develop the Error Tagset of Arabic (described in
detail in Chapter 5), a sample of 10,000 words (3.5%) was annotated for errors in the
second version of the ALC to illustrate the error annotation method. The current
version (v2) of the ALC was entirely tagged for PoS using the Stanford Arabic
Parser (Green & Manning, 2010). Another copy was also tagged for PoS but using
the MADAMIRA tool (Pasha et al., 2014). Both tools, the Stanford Arabic Parser
and MADAMIRA, are among those commonly used for Arabic PoS tagging. In
terms of structural features, the ALC database was programmed to mark them up
automatically; consequently, the whole corpus was fully marked up for these
features.

3.2.12 Summary of the ALC Design

Table 3.2 summarises the ALC design criteria including (where applicable) the
target and the content of the current version (v2) of the ALC data.

Table 3.2: Summary of the design criteria used in the ALC

Design criteria Target and current content

1 Purpose Public purpose: to create a data source to serve as a
resource for research in Arabic NLP and Arabic
language teaching

2 Size Target: 200,000 words

Current: 282,732 words

3 Target Language Arabic

4 Data Availability The ALC is designed to be freely available:

1. For download: in a number of file formats (TXT,
XML, PDF, and MP3)

2. For online search: on some different tools
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5 Learners’ Nativeness

Target: NS 100,000 (50%) and NNS 100,000 words
(50%)

Current: NS 151,139 (53%) and NNS 131,593
words (47%)

6 Learners’ Proficiency Level

Target: to collect 25% of the total corpus from the
intermediate level and 25% from the advanced level
of NNS

Current;: 28.13% from the intermediate level and
18.48% from the advanced level (of NNS)

7 Learners’ First Language

Target: to have data from learners who spoke
various first languages

Current: 66 different mother tongue representations

8 Materials Mode

Target: written 180,000 words (90%) and spoken
20,000 words (10%)

Current: written 263,045 words (93%) and spoken
19,687 words (7%)

9 Materials Genre

Target: narrative 50% and discussion 50%

Current: narrative 67% and discussion 33%

10 Task Type

Target: essay 90% and interview 10%

Current: essay 93% and interview 7%

11  Annotation

Target: the entire corpus to be annotated for errors,
tagged for PoS, and marked up for structural features

Current: 10,000 words (3.5%) are annotated for
errors, and 282,732 words (100%) are tagged for PoS
and marked up for structural features

3.3 ALC Metadata: Design and Content

Burnard (2005) defines metadata as “data about data” (p 30). Metadata is the
information that describes the corpus data, which may be referred to as documenting
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the corpus data (Granger, 2002). Burnard (2005) illustrates the importance of having
this metadata as a part of the corpus.

“It is no exaggeration to say that without metadata, corpus linguistics would be
virtually impossible. Why? Because corpus linguistics is an empirical science,
in which the investigator seeks to identify patterns of linguistic behaviour by
inspection and analysis of naturally occurring samples of language. A typical
corpus analysis will therefore gather together many examples of linguistic
usage, each taken out of the context in which it originally occurred, like a
laboratory specimen. Metadata restores and specifies that context, thus enabling

us to relate the specimen to its original habitat” (Burnard, 2005).

With respect to which variables should be documented by the metadata in learner
corpora, Granger (2002) classifies them into two main categories, learner and task
variables.

“Full details about these variables must be recorded for each text.... This
documentation will enable researchers to compile subcorpora which match a set
of predefined attributes and effect interesting comparisons, for example between
spoken and written productions from the same learner population or between

similar-type learners from different mother tongue backgrounds” (Granger,
2002: 10).

The ALC was designed to include a number of metadata variables which
characterise features of the learners and texts such as “age”, “gender”, “mother
tongue”, “text mode”, “place of writing”, etc. These features can be used as
determinants to search any subset of the corpus data or to conduct comparisons
between different groups of learners or texts. The corpus contains 26 metadata
variables: 12 related to the learners and 14 related to the texts (Table 3.3).
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Table 3.3: Metadata elements used in the ALC

Learner variables Text variables

1. Age 1. Text genre

2. Gender 2. Where produced

3. Nationality 3. Year of production

4. Mother tongue 4. Country of production

5. Nativeness 5. City of production

6. Number of languages spoken 6. Timing

7. Number of years learning Arabic 7. References use

8. Number of years spent in Arabic countries 8. Grammar book use

9. General level of education 9. Monolingual dictionary use
10. Level of study 10. Bilingual dictionary use
11. Year/Semester 11. Other references use
12. Educational institution 12. Text mode

13. Text medium
14. Text length

As some of the corpus design criteria such as learners’ nativeness, materials mode,
and genre are also included as metadata variables, only a summary of their details
will be mentioned here.

3.3.1 Age

Age is usually used to compare different groups of learners to investigate the effect
of age on their language learning. Because including participants under 16 years of
age would require further ethical considerations and because data was collected
from various educational institutions, the minimum age in the ALC design was 16
with no maximum age.

Learners whose materials are included in the ALC (v2) range in age from 16 to 42;
however, the majority were between 16 and 25. Figure 3.3 shows the word
distribution of each learner group based on age.
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Word distribution based on age ranges of the learners

127,328 129,836

15,749
8227 1358
234
16-20 21-25 26-30 31-35 36-40 > 40

Figure 3.3: Word distribution based on age ranges of the learners

3.3.2 Gender

Special considerations were given to the gender variable of the learners’ metadata
because in Saudi Arabia, apart from pre-school establishments, all other education
delivery is made to single gender classes; that is, males and females do not mix.
Segregation of the genders in education is a relatively standardised practice.
Therefore, it would have been impossible for a male researcher to enter a female
school or university during their operational hours, making it necessary to recruit a
number of female representatives to collect the required data from the female
educational institutions. As a result of this restriction, the portion devoted to data
concerning females in the ALC design was 20%. In terms of the current version of
the ALC (v2), two-thirds of the data was produced by 699 male learners whilst 33%
was produced by 243 female students (Figure 3.4). The data produced by females
was collected by 8 representatives from 18 female educational institutions in Saudi.
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Word distribution based on genderof the learners
189,268 words

93,464 words

Male Female

Figure 3.4: Word distribution based on gender of the learners

3.3.3 Nationality

The ALC design does not focus on a specific nationality; thus, the participants
represented 67 different countries (Table 3.4). Participants from Saudi Arabia made
up 49.38% of the corpus, as most learners in the NS part of the ALC were from
Saudi Arabia.

Table 3.4: Distribution of nationalities in the ALC

1. Saudi 49.38% | 24. Bengali 0.77% | 47. Gambian 0.26%
2. Chinese 3.79% | 25. Beninese 0.75% | 48. Togolese 0.25%
3. Filipino 3.47% | 26. Egyptian 0.73% | 49. Canadian 0.21%
4. Guinean 3.16% | 27. British 0.60% | 50. Polish 0.16%
5. Indian 2.74% | 28. French 0.60% | 51. Albanian 0.15%
6. Nigerian 2.38% | 29. Comorian 0.58% | 52. Ukrainian 0.14%
7. Thai 2.17% | 30. Somali 0.57% | 53. Italian 0.10%
8. Nepalese 1.98% | 31. Azerbaijani 0.50% | 54. Ugandan 0.09%
9. Malian 1.96% | 32. USA 0.46% | 55. Kosovar 0.09%
10. Afghan 1.52% | 33. Jordanian 0.45% | 56. Montenegro 0.08%
11. Djibouti 1.47% | 34. Indonesian 0.45% | 57. Liberian 0.07%
12. Serbian 1.35% | 35. Cambodian 0.41% | 58. Central African 0.06%
13. Ivorian 1.34% | 36. Senegalese 0.39% | 59. Burundi 0.06%
14. Pakistani 1.26% | 37. South Korean 0.38% | 60. German 0.06%
15. Sri Lankan 1.26% | 38. Kyrgyz 0.37% | 61. Macedonian 0.05%
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16. Burkina Faso 1.13% | 39. Niger 0.37% | 62. Belgian 0.04%
17. Ghanian 1.12% | 40. Kenyan 0.36% | 63. Mongolian 0.04%
18. Syrian 1.09% | 41. Turkish 0.33% | 64. Lebanese 0.04%
19. Yemeni 1.06% | 42. Palestinian 0.32% | 65. Ethiopian 0.03%
20. Tajik 0.99% | 43. Sudanese 0.32% | 66. Kazakh 0.03%
21. Sierra Leonean  0.99% | 44. Bosnian 0.32% | 67. Dutch 0.02%
22. Malaysian 0.97% | 45. Tanzanian 0.31%

23. Russian 0.77% | 46. Uzbek 0.30%

3.3.4 Mother Tongue

Similar to nationalities, the ALC was designed to include students from various L1
backgrounds. The current version of the corpus (v2) contains 66 different mother
tongue representations; specifically, the NNS learners spoke 65 different L1s while
all of the NS learners spoke Arabic as their L1; see Table 3.5 for the distribution of
L1s within the NNS part of the corpus.

Table 3.5: Distribution of mother tongues in the NNS part of the ALC

Urdu 9.38% | Hausa 1.56% | Kalibugan 0.38%
Chinese 8.41% | Mandinka 1.55% | Polish 0.35%
Somali 5.15% | Uzbek 1.26% | Zarma 0.35%
Malay 5.08% | Manga 1.21% | Susu 0.31%
French 4.52% | Swahili 1.18% | Portuguese 0.30%
English 4.39% | Dagomba 1.15% | Madurese 0.27%
Fulani 4.23% | Tajik 1.08% | Italian 0.22%
Yoruba 3.64% | Comorian 1.06% | Tatar 0.22%
Bosnian 3.15% | Yakan 1.01% | Ugandan 0.20%
Anko 3.13% | Filipino 1.01% | Ingush 0.18%
Bengali 2.91% | Maranao 0.91% | Kotokoli 0.16%
Tamil 2.70% | Cambodian 0.89% | Afar 0.16%
Moore 2.44% | Azerbaijani 0.84% | Modnaka 0.15%
Thai 2.29% | Korean 0.82% | Sango 0.14%
Persian 2.20% | Turkish 0.77% | Kurdish 0.13%
Maguindanao 2.10% | Nepali 0.76% | Malayalam 0.13%
Tagalog 1.75% | Indonesian 0.68% | Mongolian 0.08%
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Beninese 1.73% | Albanian 0.68% | Amharic 0.07%
Russian 1.67% | Wolof 0.64% | Jola 0.06%
Soninke 1.64% | Indian 0.50% | Kazakh 0.06%
Bambara 1.62% | Kyrgyz 0.46% | Dutch 0.03%
Pashto 1.61% | Serbian 0.43%

3.3.5 Nativeness

The learners’ nativeness was one of the corpus design criteria and also one of the
metadata variables. The data collected from the NS learners was 151,139 words
(53%), while NNS learners produced 131,593 words (47%). The close percentages
enable researchers to conduct comparative analyses between these two groups.

Word distribution based on nativeness of the learners

151,139 words

131,593 words

NS NNS

Figure 3.5: Word distribution based on nativeness of the learners

3.3.6 Number of Languages Spoken

Having this element as a metadata variable allows researchers to compare different
groups of learners based on how many languages they speak, and to investigate
whether this number plays a role in language learning. In the ALC, the number of
languages spoken by each learner ranged from 1 to 10 in the case of NNS, while NS
learners spoke between 1 and 4 languages.

3.3.7 Number of Years Learning Arabic

Similarly to the previous variable, researchers are able to compare different groups
of learners based on how many years they have spent learning Arabic, and to
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investigate the role this variable may play in learning Arabic. In terms of the ALC
content, learners spent between a few months (indicated as 0 years in the corpus)
and 19 years in their acquisition of Arabic since they arrived in Saudi Arabia. The
native Arabic speakers were excluded from this category.

3.3.8 Number of Years Spent in Arabic Countries

This variable has the same function as the previous two. Specifically, it assists
researchers in conducting comparisons between different groups of learners based
on how many years they spent in Arab countries and whether this experience may
affect their learning of Arabic. The ALC content indicates that the number of years
an individual had spent in an Arabic-speaking country ranged from a few months
(indicated as 0 years in the corpus) to 21 years. NS were also excluded from this
category. In the corpus’s questionnaire, the questions about this item and the
previous one were allocated to NNS.

3.3.9 General Level of Education

The International Corpus of Learner English (Granger, 1993, 2003b; Granger et al.,
2010), a well-designed learner corpus, classifies learners’ education levels into
secondary school and university. The same classification was used in the ALC,
although the first level was named pre-university because it included two parallel
groups of learners, NS learning at secondary schools and NNS learning Arabic at
institutions that teach Arabic as a second language. Both of these groups are counted
as pre-university because they have to master this level before continuing their study
at a university. The second level, university, is for both undergraduate and
postgraduate students specialising in the same target language, Arabic (Table 3.6).

Table 3.6: Levels of the learners who contributed to the ALC

Level NS NNS

Pre-university = Learning at Learning Arabic at institutions where
secondary schools Arabic is taught as a second language

University Undergraduate and postgraduate students (NS and NNS)

specialising in Arabic
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In the design of the ALC, more focus was placed on the pre-university level because
a greater number of learners could be recruited from this level. The target was for
140,000 words (70%) to be collected from learners at the pre-university level and
60,000 words (30%) from learners at the university level. The percentage of the
ALC data was 80% for pre-university and 20% for university learners (Figure 3.6),
though the target number of words was larger in the former level and near the target
in the latter.

Word distribution based on general level of the learners

227,359 words

55,373 words

Il

Pre-university level University level

Figure 3.6: Word distribution based on general level of the learners

3.3.10 Level of Study

The ALC includes five levels of study: secondary school (37%), general language
course (28%), diploma programme which is an advanced language course (15%),
bachelor degree (BA, 13%), and master degree (MA, 7%). Learners from both the
BA and MA levels were majoring in Arabic. See Figure 3.7 for the number of words
included in the ALC for each level.
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Wrod Distribution based on level of study of the learners
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Figure 3.7: Word distribution based on level of study of the learners

3.3.11 Year/Semester

Each of the major levels, pre-university and university, was broken up into an
appropriate number of sub-categories based on the levels (i.e. year or semester) used
in their institutions. The designation of these sub-categories followed the British
Academic Written English Corpus (Heuboeck et al., 2008) which divides learners
based on their year of study as a level indicator. The level of study was represented
by a range of three years for the secondary school students (1% = 12.4%, 2" = 9.5%,
and 3" = 15.28%) and eight semesters for the other groups: general and diploma
language courses, BA, and MA (1% = 19.03%, 2™ = 3.84%, 3" = 10.39%, 4™ =
21.86%, 5" = 4.25%, 6" = 1.47%, 7" = 1.58%, and 8" = 0.41%); see Figure 3.8 for
the word distribution in the ALC.

Word distribution based on yesr/Semester of the learners

61,814
53,811

35,055 43,209
26,851 29,380
12,007
10,848 4150 4455 1157
N . -

Figure 3.8: Word distribution based on year/semester of the learners
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Table 3.7 illustrates the word distribution based on the previous three hierarchical
levels combined together (general level, level of study, and year/semester).

Table 3.7: Word distribution based on general level, level of study, and

year/semester
I(g\(i(ra‘le ral Level of study Year/Semester \I/\Ivg.rgz E: :ﬁir::??é
Pre- Secondary School 1% year 35,055 12.40%
university 2" year 26,851 9.50%
3" year 43,209 15.28%
General Language 3" semester 24,874 8.80%
Course 4™ semester 54,662 19.33%
Diploma Language 1* semester 24,465 8.65%
Course 2" semester 10,760 3.81%
3" semester 3022 1.07%
4™ semester 4461 1.58%
University ~ Bachelor degree 1% semester 10,632 3.76%
2" semester 88 0.03%
3" semester 1484 0.52%
4" semester 2691 0.95%
5" semester 12,007 4.25%
6" semester 4150 1.47%
7" semester 4455 1.58%
8" semester 1152 0.41%
Master degree 1% semester 18,714 6.62%
Total 282,732 100.00%

3.3.12 Educational Institution

The ALC was designed to include various educational institutions, i.e. secondary

schools, language institutions, and universities.

In the current version, the

participants were affiliated to 25 institutions. Table 3.8 shows how many words
were collected from each institution alongside their percentage of the ALC.
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Table 3.8: Word distribution based on institutions from where the ALC data was

collected
Insitute Words of the ALC
1 Arabic Institute at Al-Imam University 95,655  33.83%
2 Alshura Secondary School for Boys in Riyadh 28,799 10.19%
3 Arabic College at Imam University 24,330 8.61%
4 Arabic Institute At PNU 17,297 6.12%
5 Capital Model Institute 16,341 5.78%
6 Arabic Institute at KSU 14,960 5.29%
7 Arabic Department at PNU 13,571 4.80%
8 The Sixth Secondary School for Girls in Qatif 13,356 4.72%
9 Arabic Institute at Umm Al-Qura University 11,804 4.17%
10 The Scientific Institute in Alkharj 9124 3.23%
11 The Third Secondary School for Boys in Riyadh 7714 2.73%
12 The Second Secondary School for Girls in Jesh 5624 1.99%
13 The Fourth Secondary School for Girls in Qatif 4296 1.52%
14 The Eighth Secondary School for Girls in Qatif 4121 1.46%
15 The Forty-Ninth Secondary School for Girls in Jeddah 3555 1.26%
16 The First Secondary School for Girls in Qatif 2896 1.02%
17 The Second Secondary School for Girls in Mahayil Asir 2205 0.78%
18 The Twenty-Third Secondary School for Girls in Hafr Albatin 1680 0.59%
19 The Thirty-Three Secondary School for Girls in Riyadh 1558 0.55%
20 The Twenty-Ninth Secondary School for Girls in Jeddah 1493 0.53%
21 The Forty-Eighth Secondary School for Girls in Jeddah 654 0.23%
22 The Twenty-First Secondary School for Girls in Jeddah 556 0.20%
23 The Fifty-Eighth Secondary School for Girls in Jeddah 417 0.15%
24 The Eighty-Fourth Secondary School for Girls in Jeddah 379 0.13%
25 The Eighth Secondary School for Girls in Jeddah 347 0.12%

3.3.13 Text Genre

The ALC was designed to cover two text genres, narrative and discussion. The
corpus content consists of 67% narrative texts and 33% discussion texts. This
variable was explained in detail under the corpus design criteria (2.2.9).
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3.3.14 Where Produced

This variable identifies two types of texts: those produced in class and at home. A
text written in class may differ from one written at home, as the learner could have
further sources of assistance at home. Comparing texts written in these two places
may reveal some insights about the learner’s language. By including this variable,
the ALC follows some standard learner corpora such as the International Corpus of
Learner English (Granger, 1993, 2003b; Granger et al., 2010), the Spoken and
Written English Corpus of Chinese Learners (Wen, 2006), and the Montclair
Electronic Language Database (Eileen & Milton, 2012; Fitzpatrick & Seegmiller,
2001; Pravec, 2002). Learners were allowed to choose to write their texts in class
(62% of the ALC data) or at home (31%). However, all the audio recordings were
produced in class (7%). The form explaining the at-home assignment was distributed
to the same students who completed the in-class assignment. The fact that 62% of
the corpus was written in class indicates that learners seem to be more motivated
while performing in-class tasks.

3.3.15 Year of Production

The researcher conducted two field trips to collect the corpus data from learners in
Saudi Arabia. During the first trip in November and December 2012, data for
version 1 of the ALC was collected. The data gathered on this trip represents 12% of
the ALC content, as it was a pilot study to collect about 10% and to explore the
processes needed for developing the entire corpus. Data for version 2 was collected
during the second trip from 15 August to 15 November 2013. The data collected in
this trip forms 88% of the final content. Because the amount of data collected over a
three-month period was much greater than that in the pilot study, more preparation
was necessary for the second trip.

3.3.16 Country of Production

This variable is usually used by international learner corpora such as the
International Corpus of Learner English (Granger, 1993, 2003b; Granger et al.,
2010). The current version of the ALC includes data from a sole country, Saudi
Arabia. This variable was added to the corpus metadata for future expansion. The
researcher plans for the corpus to cover learning Arabic in other Arabic-speaking
countries, as well as in non-Arabic-speaking countries. This variable allows
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researchers to undertake comparisons between learners of these countries
individually or in groups, e.g. Arabic-speaking countries vs. non-Arabic speaking
countries.

3.3.17 City of Production

Similarly to the previous variable, knowing the city of production may enable
researchers to investigate whether there are any differences in the language use of
learners within those cities. This variable is especially useful in large countries such
as Saudi Arabia which has many dialects and accents that could affect the learner’s
language. The ALC was designed to include data from different regions of Saudi
Arabia, namely the centre (Riyadh and Alkharj), north (Hafr Albatin), south
(Mahayil Asir), east (Algatif and Aljesh), and west (Makkah and Jeddah). In terms
of data gathered, the current version of the ALC data was collected from eight cities,
Riyadh (77%), Alqgatif (9%), Makkah (4%), Jeddah (3%), Alkharj (3%), Aljesh
(2%), Hafr Albatin (1%), and Mahayil Asir (1%). The map in Figure 3.9 illustrates
the locations of the cities from which the ALC data was collected. Most of the data
was collected from Riyadh, as it contains the highest number of schools, language
institutions, and universities compared to the other cities.
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Figure 3.9: Locations of the Saudi cities from which the ALC data was collected?

3.3.18 Timing

Including timed writing and untimed writing is a standard practice in developing
learner corpora; see for example the International Corpus of Learner English
(Granger, 1993, 2003b; Granger et al., 2010), the Montclair Electronic Language
Database (Eileen & Milton, 2012; Fitzpatrick & Seegmiller, 2001; Pravec, 2002),
the Chinese Learner English Corpus (Shichun, 2012; Wen, 2006), the Corpus
Archive of Learner English in Sabah/Sarawak (Arshad, 2004; Botley & Dillah,
2007; Botley, 2012), the Hong Kong University of Science & Technology learner
corpus (Milton & Nandini, 1994; Pravec, 2002), the Spoken and Written English
Corpus of Chinese Learners (Wen, 2006), and the TELEC Secondary Learner
Corpus (Pravec, 2002). Timing in the learner corpora aforementioned is usually
based on the location of the material being produced; specifically, the materials

1 This free map of Saudi Arabia was obtained from http://d-
maps.com/carte.php?num_car=31&lang=en under the terms and conditions of use
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produced in class are timed and those produced at home are not timed. For the ALC
V2, 69% of the essays were timed (in class), and 31% were untimed (at home).

3.3.19 Use of References

This variable was modelled after the International Corpus of Learner English
(Granger, 1993, 2003b; Granger et al., 2010) and indicates whether any reference
source was used by the learner in his or her writing. References include four main
sources: (i) grammar books, (ii) monolingual dictionaries, (iii) bilingual dictionaries,
or (iv) other references (e.g. the Internet, newspapers, radio, TV, etc.). Each source
type is represented by an independent variable for those who need to conduct more
specific analysis. Learners were allowed to use those references in their writing,
which may enable researchers to investigate the possible effect of using such
references on learners’ language. In the ALC, references were used in 5% of the
corpus data. Learners used the aforementioned source types as described in the
following four variables.

3.3.20 Grammar Book Use

Under the larger category of “References Use”, this variable is devoted to one type
of reference that learners may use in writing, grammar books. Using grammar books
enables learners to improve the structure of their writing and to avoid grammatical
errors. Grammar books were used in 2% of the ALC data.

3.3.21 Monolingual Dictionary Use

Because rapid technological developments have allowed electronic dictionaries to be
used on portable devices such as smart phones, the researcher expected monolingual
dictionaries to be used by both native and non-native Arabic-speaking students.
However, only NNS learners used monolingual dictionaries which were used in 1%
of the ALC data.

3.3.22 Bilingual Dictionary Use

Only NNS students used bilingual dictionaries to help in translating the vocabulary
they wanted to use in their writing or to learn about the use or forms of those words.
Bilingual dictionaries were used in 2% of the corpus.
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3.3.23 Other References Use

The category of other references includes any linguistic references that learners may
use except grammar books, monolingual dictionaries, and bilingual dictionaries, as
they were considered as independent variables. For example, the Internet,
newspapers, radio, and TV are counted as other references. Learners were advised to
use other references not as sources of information for their writing but to help
improve the linguistic aspects of their writing such as vocabulary, grammar, and
style. In total, 2% of the ALC texts were produced with the use of other references.

3.3.24 Text Mode

As described in the ALC design criteria, the plan was to collect a total of 200,000
words, divided into 180,000 words (90%) of written text and 20,000 words (10%) of
spoken data. The current version of the corpus (v2) includes 282,732 words in total,
with 263,045 words of written text and 19,687 words of transcriptions in the spoken
part. The original audio recordings consist of 3 hours, 22 minutes, and 59 seconds of
speech.

Word distribution of the ALC based on the text mode

H Written

Spoken

Figure 3.10: Word distribution of the ALC based on the text mode

3.3.25 Text Medium

The corpus includes two mediums of written data, text produced by hand (208,355
words) and text produced on a computer (54,690 words). Auditory data was
collected in the form of recorded interviews only (19,687 words).
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Word distribution of the ALC based on the text medium

B Writtin by hand
B Written on computer

Recorded interviews

Figure 3.11: Word distribution of the ALC based on the text medium

3.3.26 Text Length

The ALC includes 1585 texts (written texts and transcriptions of spoken data).
Participants were asked to produce about 500 words as an average length for each
text. However, the lengths of texts included in the ALC v2 varied considerably from
one sentence (3 words) in the shortest to 7298 words in the longest. Although the
shortest texts may not be full essays, the researcher included them in the ALC for an
authentic representation of the learners’ productions. There are six texts representing
the longest with 1000 words or more, and seven texts representing the shortest with
10 words or less (see Figure 3.12). The average length of the texts in the ALC is 178
words. Table 3.9 lists more length averages based on some factors that may help
researchers to conduct further analysis to investigate reasons behind the differences
in these averages.

Text lengths
10000
1000

Number of words
)

1 501 1001 1501
File ID in ranking order

Figure 3.12: Lengths of the ALC texts
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Table 3.9: Average length of the ALC texts based on some key factors

Factor Average length

Learners’ gender Males = 166 Females = 209
Learners’ nativeness NS =191 NNS =166
Learners’ general level of education  Pre-university = 164 University = 283
Place of production In class = 163 At home = 227
Text genre Narratives = 205 Discussions = 145
Text mode Written = 172 Spoken = 334

3.3.27 Summary of the ALC Metadata

Table 3.10 summarises the metadata variables with the values they contain and the
percentages they represent in v2 of the ALC data.

Table 3.10: Summary of the variables used in the ALC metadata

1. Variable = Age

Values = range from 16 to 42

2. Variable = Gender

Values = Male (67%), Female (33%)

3. Variable = Nationality

Values = 67 nationalities

4. Variable = Mother tongue

Values = 66 first languages

5. Variable = Nativeness

Values = Native (53%), Non-native (47%)

6. Variable = Number of languages spoken

Values = range from 0 to 10

7. Variable = Number of years learning Arabic

Values = range from 0 to 19 years

8. Variable = Number of years spent in Arabic countries
Values = range from 0 to 21

9. Variable = General level of education

Values = Pre-university (80%), University (20%)
10. Variable = Level of study

Values = Secondary school (37%), General language course (28%),
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

Diploma language course (15%), BA (13%), MA (7%)

Variable = Year/Semester

Values = 1% year (12.4%), 2" year (9.5%), 3" year (15.28%), 1% semester
(19.03%), 2" semester (3.84%), 3™ semester (10.39%), 4™ semester
(21.86%), 5™ semester (4.25%), 6™ semester (1.47%), 7™ semester (1.58%),

8™ semester (0.41%)

Variable = Educational institution

Values = 25 educational institutions
Variable = Text genre

Values = Narrative (67%), Discussion (33%)
Variable = Where produced

Values = In class (69%), At home (31%)
Variable = Year of production

Values = 2012 (12%), 2013 (88%)
Variable = Country of production

Values = Saudi Arabia (100%)
Variable = City of production

(3%), Aljesh (2%), Hafr Albatin (1%), Mahayil Asir (1%)
Variable = Timing

Values = Timed (69%), Not timed (31%)

Variable = References use

Values = Yes (5%), No (95%)

Variable = Grammar book use

Values = Yes (2%), No (98%)

Variable = Monolingual dictionaries use

Values = Yes (1%), No (99%)

Variable = Bilingual dictionaries use

Values = Yes (2%), No (98%)

Variable = Other references use

Values = Yes (2%), No (98%)

Variable = Text mode

Values = Written (93%), Spoken (7%)

Variable = Text medium

Values = Written by hand (74%), Written on computer (19%), Interview
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recorded (7%)
26. Variable = Text length
Values = range from 3 to 7298 words

3.4 Corpus Evaluation

In this section, the Arabic Learner Corpus will be evaluated on its impact (i.e. works
that have used the ALC), feedback from some specialists in computation and corpus
linguistics, and the download rate from the corpus website which may support the
extent of the corpus use.

3.4.1 Projects That Have Used the ALC

The ALC has been used for different purposes and applications that are described in
detail in Chapter 7 and are listed here in order to highlight the ALC’s impact. The
ALC has been used for the following purposes and applications:

e Error detection and correction tools (Farra et al., 2014; Obeid et al., 2013);
e Error annotation guidelines (Zaghouani et al., 2014);
e Native language identification systems (Malmasi & Dras, 2014);
e A training workshop on Arabic teaching (Alharthi, 2015);
e Evaluating robustness of the main existing Arabic analysers (Alosaimy, Alfaifi
and Alghamdi, forthcoming);
e Applied linguistics studies including:
o Alshaiban’s (undertaking) PhD thesis started in 2014,
o Alshehri’s (undertaking) PhD thesis started in 2015,
o Algawsi’s (personal communication, 1 April 2015) study on Arabic word
frequency,
o Alharthi’s (personal communication, 13 April 2015) study of the influence
of using corpora on Arabic learners’ motivation; and
e Data-driven Arabic learning (Refaee, personal communication, 22 February
2015; Isma’il, personal communication, 4 April 2015).

These examples reveal that the use of the ALC has increased from its first release
(v1) in March 2013 (1 work) to the time of writing in April 2015 (6 works); the
second version was released in February 2014 (see Figure 3.13). The starting date
was used to represent those works in progress.
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Projects that have used the ALC

1
.
O_

2013 2014 2015

Figure 3.13: Projects that have used the ALC

Based on Figure 3.13, it can be expected that the ALC will be used in more work in
the future, particularly once it has been entirely annotated for errors which is
expected to be completed within two to three years based on the proposal suggested
to complete the work!. This finding makes it even more important to continue
working on the additions and improvements to the ALC which are described in the
future work section in Chapter 8.

3.4.2 Specialists’ Feedback

A number of specialists in natural language processing and corpus linguistics were
asked to provide general comments as feedback on the Arabic Learner Corpus
project (e.g. on the design, content, uses, etc.). Their responses were valuable and
positive, as illustrated in the following examples:

e Professor Shin Ishikawa, School of Languages and Communication, Kobe
University, Japan

“The ALC is a brand-new learner corpus and it is expected to shed a new light
on analysis of interlanguage of learners of Arabic.

Considering that there have been almost no freely available Arabic corpora to
date, its academic value and contribution cannot be overestimated.

1 See a copy of the project proposal on:
http://www.comp.leeds.ac.uk/scayga/Alfaifi_annotation_grant.pdf
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Carefully analyzing the designs of major existing corpora and their potential
drawbacks, Abdullah Alfaifi and his team have established detailed protocols to
collect spoken and written data, which I think leads to high reliability of the
data collected in ALC.

As one of the researchers in the field of learner corpus studies, 1 would like to
congratulate on the compilation of the ALC project”.

e Professor Nizar Habash, Computer Science, New York University Abu
Dhabi, United Arab Emirates

“Much of the research in natural language processing / computational
linguistics is driven by resources: corpora, treebanks, and other sorts of
annotated data. These valuable data treasures are costly and time consuming to
build and need to be developed with care to maximize their utility for different
researchers.

Arabic has been gaining a lot of interest in the last decade, but up to the time of
the creation of the ALC, there has not been a large scale carefully annotated
resource for Arabic learners. There were some early important efforts of
course, but their small size limited their usability.

The collected corpus size and detailed annotations done by Mr. Alfaifi make the
ALC an important resource that will influence a lot of work on Arabic
technology (e.g. text correction). | applaud his effort and support extending the
resource even further”.

e Professor James Dickins, School of Arabic, Middle Eastern and East Asian
Studies, University of Leeds, UK

“Abdullah Alfaifi’s Arabic Learner Corpus is a corpus of written — and some
spoken — materials produced by learners of Arabic with a large range of
different first languages.

The corpus is very good for error analysis among learners of Arabic, because it
allows for identification of errors according to numerous specific categories.
The corpus will be particularly useful not only for Arabic L2 error analysis
researchers but anyone working on problems in Arabic teaching and learning”.
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e Professor Yukio Tono, Graduate School of Global Studies, Tokyo
University of Foreign Studies, Japan

“l found the ALC very well designed and systematically collected. Especially 1
liked the idea of collecting data from both pre-university and university students
as well as native vs non-native, which makes a unique, interesting comparison
across subcorpora. They also provide very specific metadata, showing that the
corpus compilation has been carefully done™.

e Ali Hakami, Arabic Language Institute, Al Imam Mohammad lbn Saud
Islamic University, Saudi Arabia

“We have been waiting for a long time for a corpus design such as this one for
Arabic learners. Undeniably we (as Arabic language specialists) are late into
our research and services regarding teaching and learning Arabic Language,
as L1 or L2. No one can question how much benefit we can gather from the
Arabic Learner Corpus.

Linguistics and Applied Linguistics researchers have lots of ideas and lots of
research projects, which rely heavily on such a corpus. For instance:

- Designing books and materials for teaching and learning Arabic for specific
purposes.

- Creating tests to examine strategies used by Arabic L2 learners.
- Structuring frequency dictionaries of Arabic for learners and teachers.

The current corpus is well organised, easy to follow and is used by scholars for
different research aspects and purposes. We can only congratulate Mr.
Abdullah and his supervisor Dr Eric Atwell on this great achievement, and we
wish them more creativity and success”.

e Ayman Alghamdi, Arabic Language Institute, Umm Al-Qura University,
Saudi Arabia

“You put a lot of effort into this remarkable and unique project to service
learning and teaching Arabic as a second language.

This project leads me to be optimistic about the future of research on Arabic
Applied Linguistics”.
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3.4.3 Downloads from the ALC Website

Statistics from the ALC website show that 5845 unique visitors from 108 countries
across the world performed a total of 16,251 downloads of the website resources
from 5 February 2014 to 5 February 2015. Those downloads include the corpus
files, publications, the ETAr and its manual ETMAr. Figure 3.14 shows a world map
of users of the ALC with higher numbers of users shaded in darker blue.

: &
4 <
More users 1]

Less users l

Figure 3.14: Google Analytics map showing locations of ALC visitors?

3.5 Conclusion

The ALC was developed based on 11 design criteria: the corpus purpose, size, target
language, availability, learners’ nativeness, learners’ proficiency level, learners’ first
language, materials mode, materials genre, task type, and data annotation. This
chapter describes those design criteria and links each criterion to the relevant
literature review before discussing the ALC design target and the content achieved
in both versions of the ALC (v1 and v2). In addition to those criteria, the ALC was
designed to include 26 elements as metadata variables, 12 for the learner and 14 for
the text that the learner wrote. The chapter describes those metadata elements in
terms of the design target and the content achieved for each element. The last
section in this chapter highlights the increasing interest in using the ALC data

1The map was obtained from the free service Google Analytics
(https://www.google.com/intl/en/analytics) on 5 February 2015.
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through (i) the projects which have used the corpus, (ii) the comments received from
a number of specialists, and (iii) the downloads from the ALC website. They all give
positive feedback about the project and its use.
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Chapter Summary

This chapter describes the method of collecting and managing the ALC data. The
description covers the questionnaire and guidelines that were designed to collect the
corpus data. It also covers the process of converting the hand-written texts and
spoken materials into an electronic form according to specific standards created for
transcribing the hand-written data. The chapter presents the method followed to
measure the consistency between transcribers of both written and spoken data. It
also describes the database which was developed to store and manage the ALC
data, as well as to generate the corpus files automatically in different formats (TXT
and XML) using a file generation function. The chapter concludes by illustrating the
method of naming the ALC files which reflects the basic characteristics of the text

and its author.
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4.1 Introduction

The corpus data was not taken from previously existing materials; instead, a
particular methodology was designed to carefully collect and manage the corpus
data. This methodology includes (i) designing tasks and a questionnaire with
guidelines to be followed for this process, (ii) defining the standards for converting
the hand-written texts and spoken materials into an electronic form, (iii) measuring
the consistency between transcribers of both written and spoken data, and (iv)
creating a database to store and manage the ALC data and generate different types of
files automatically. The methodology including all these processes is described in
the following sections.

4.2 Collecting the ALC Data

The ALC contains three types of media: materials written by hand, texts written on a
computer, and spoken data. As a result, three versions of the questionnaire were
used. All three included the same questions, but the design was different in order to
suit each medium. All the instruments used to collect the corpus data were in two
languages, Arabic as the target language and English as an international language.

Guidelines were created to clarify the steps the researcher (or his representative)
followed for collecting the ALC data (Appendix B). Data collection involved one
main session that was repeated with each group of students, typically representing
one class, at each educational institution. During this sole session, which was
expected to last for about 2 hours, a questionnaire was distributed and procedures
were explained to the participants. The questionnaire consists of five parts
(Appendix C) as follows:

1. Brief outline of the project, the benefit, the procedures of data collection, and
participation in the research.

2. Consent form in which the participant agrees that (i) he or she has read and
understood the information explaining the research project and has had the
opportunity to ask questions about it, (2) he or she will take part voluntarily in
the research project, and (3) the data collected will be published and used in
relevant future research.

3. Learner and task metadata (information about the participant and the task being
performed).
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4. Task 1 which includes writing two texts (narrative and discussion) in class.
5. Task 2 which includes writing two texts (narrative and discussion) at home.

After the researcher introduced the research, learners were allowed to ask any
question about the research, its purposes, or their participation before signing the
form. Then the first task was distributed with an explanation on how to complete it.
In the last part of the session, Task 1 was collected from the learners and Task 2 was
distributed to be performed at home. The participants had the choice to do either one
or both of the tasks. Each task involved similar topics (narrative: a vacation trip, and
discussion: my study interest), but the first task was timed (40 minutes for each text)
and the learners were not allowed to consult any language references (e.g.
dictionaries, grammar books) while writing their essays. Students completing the
second task were asked to write essays at home about the same topics as in task 1.
They were allowed two days to complete the homework and were granted the
opportunity to use any language references they selected. The use of references was
intended to enable them to improve their writing before submitting their work.
Figure 4.1 shows the instructions for both tasks, and Table 4.1 illustrates the
procedures followed in each session of data collection.

Task 1 Instructions

(In class)

First text: write a narrative essay about a vacation trip providing as many details as you can about

this trip.

Second text: write a discussion essay about your study interest providing as many details as you can

and also your future plans to continue your study and to work in this field.
Time: 40 minutes for each text.
Place: in class.

Language references: during this task you are NOT allowed to use any reference tools such as

dictionaries or grammar books.

Medium of writing: writing these texts is by hand on the sheets provided by the researcher; two

pages are provided for each text, and you can ask for more if needed.
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Task 2 Instructions
(At home)

First text: write a narrative essay about a vacation trip providing as many details as you can about

this trip.

Second text: write a discussion essay about your study interest providing as many details as you can

and also your future plans to continue your study and to work in this field.
Time: one to two days.
Place: at home.

Language references: during this task you are allowed to use any reference tools such as dictionaries

or grammar books.

Medium of writing: writing this text is by hand on the sheets provided by the researcher; two pages

are provided for each text, and you can use more if needed.

Figure 4.1: Instructions for Tasks 1 and 2 of the hand-written materials

Table 4.1: Summary of the data collection procedures

Procedure Description Time (estimated)

- To introduce the research purposes,
benefits, and methods of participation, and
Introduction | to answer questions that learners may ask. 30 minutes

- To distribute the participant consent form
to be signed by the learners.

To write narrative and discussion
Task 1 compositions in class about topics provided | No more than 40
(A Vacation Trip for the narration genre and | minutes for each
My Study Interest for the discussion), with | composition

no use of references.

To explain the second task, which is to write
narrative and discussion compositions on i
Task 2 ) 10 minutes
the same topics at home, where the use of

references is allowed.
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An additional online copy of the questionnaire was created by the researcher using
Google Forms! — in Arabic and English as the paper version — to collect texts in an
electronic format (Figure 4.2). This questionnaire includes the same content as the
paper form, and it was used in schools and departments that allowed the researcher —
or his representatives — to use computer laboratories. In these situations, learners’
texts were included in the corpus database without the need to carry out the
transcribing process.

W www.comp.leeds.ac.uk/scayga/alc/contribution learmer%20form html [7| 'O

UNIVERSITY OF LEEDS

BACK

CONTRIBUTION

Learner form for contributing to the corpus
‘Your contribution is really appreciated. Please follow the instructions below to fill in the form.

ARABIC LEARNER CORPUS 2z ! 431 alatial 4, all) 43 gal) i

gl

Texts writing

\rite a narrative essay about a vacation trip providing as many details as you can about it. *

Give a title to this text please *

Write a discussion essay about your study interest providing as many details as you can and also your future
plans.*

Figure 4.2: Online form for data collection

The first task of the written texts was also used to collect the oral data. One to three
participants were selected for each recording session. The same procedures were
followed as those for the written materials; however, the learners were asked to talk
about their topics orally. Learners had the same limited amount of time to give a talk
about their chosen topic without the use of any language references. All talks were
recorded as MP3 files. Due to some differences in recording conditions, one of the
researcher’s representatives collecting the oral data from the female participants was
not able to use the corpus devices that produce 44100 Hz 2-channel files, so she
used a different device which yielded 16000 Hz 1-channel files in 11 recordings out
of 52.

1 https://docs.google.com/forms
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4.3 Collecting the ALC Metadata

The learner profile questionnaire of the International Corpus of Learner English
(Granger, 1993, 2003b; Granger et al., 2010) was used to collect the metadata for
the ALC by making some modifications in order to suit the corpus purposes. The
form, for example, was split into two separate sheets, a learner profile and text data,
because a learner may produce more than one piece of text. Those questions about
the learner’s relatives were omitted such as father’s mother tongue, mother’s mother
tongue, etc. In total, 26 elements were collected as the corpus metadata, 12 related to
the learner and 14 associated with the text.

4.4 Computerising the ALC

Those corpora containing hand-written texts and spoken materials required further
work to convert them into an electronic form such as the plain text format which is
readable by most language processing tools, and subsequently to handle tags of
mark-up languages such as XML. Transcribing such hand-written and audio
materials with no standards, specifically by more than one transcriber, yielded
differences in the final production, as many items may be omitted or added during
the transcription process and thus distort the results of the corpus analysis (see for
example Pastor-i-Gadea et al., 2010; Thompson, 2005). For the converting process,
the researcher developed and used standards, which are described below.

4.4.1 Transcribing Hand-Written Data

As most of the ALC data is derived from hand-written texts and no standard practice
was found for transcribing Arabic from hand-written into computerised form, the
researcher created specific standards in order to achieve a high level of consistency
in transcription. Those standards address matters such as how to handle an overlap
between two hand-written characters that cannot be transcribed together, a doubtful
form of a character, or forgetting a character’s dots. Three transcribers, the
researcher and two volunteering colleagues (C1 and C2) who work as teachers of
Arabic to NNS learners at Al-Imam University, performed the transcription based on
a number of agreed-upon standards. Most of these standards had been extracted by
the researcher in advance by reading the hand-written texts in order to identify
issues that may cause dissimilarity in transcription. The standards were also revised
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by transcribers prior to the task, and additional reviews were conducted throughout
the transcription process when they come across uncertain points. The transcription
standards are listed in Table 4.2.

Table 4.2: Standards followed in transcription with authentic examples from the
corpus texts

Standard Example with reference to its sheet

Any struck-out texts should be
excluded.

S001_ T2 M_Pre NNAS W C

~ ; (-
Pl e

.:_j,' J'\S_w "_.;,gsbﬁ "'L’J. Ca 25N b -

If there is a correction above a non-
struck out word, the corrected form is
transcribed.

S005_T4 M_Pre NNAS_ W _H

When there is a doubtful form of a " )
character, the form closest to the Sl 16
correct form is transcribed. For
instance, the author here wrote “=»” S005_T4_M_Pre_NNAS_W_H
which looks somewhat like “3”. The
correct form is “3”, which has thus
been transcribed.

If there is an overlap between hand-
written characters, which cannot be ﬁ.j; o
transcribed, the closest possible form
is selected. The example word here

) S005_T4_M_Pre_NNAS W_H
can be transcribed as “agasai”,

If a writer forgot to add a character’s ViAo )
dot(s) whether above or below, it '
should be transcribed as written by the
learner, unless it is not possible (e.g. if
there is no equivalent character on the
computer). The example here is

S006_T1 M_Pre NNAS_ W _C
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transcribed as ““Llsiu”,

A new line (paragraph) should be
inserted only when the learner has
clearly done so. Examples include if
there is a clear space at the end of a
line (whether there is a period or not)
or if there is a clear space at the
beginning of a new line with a period
at the end of the previous paragraph.
Other instances, such as ending a line
with a period but with no clear space
at the end or at the beginning of the
new line, are considered as a single
paragraph.

; _.‘L‘_'__ll t (,;;:J r.')l ( :*—j

(VP __r,'r N6- L, /\1}; e |
— = R P

Clear space at the end of previous line

\ 0 : . .
\\ &350 k A ‘f‘)k‘ L_,»"‘: Yy Ao e 5

O
’
{ [ v {;
.,\.734 :\:., “‘ l,.,'.,, Bl AP oo U sz g
I d ) =

No clear space at the end of previous line

S003_T1 M_Pre NNAS W C

Any identifying information (e.g.
learner’s name, contacts, postal
address, emails, etc.), which were
replaced in the PDF sheet with
“personal information deleted”,
should be transcribed as “# 4« slxs

44 gdase Lpadi#” in the computerised
text. Other non-personal information
can be left such as class, name of
school, city, country, religion, culture,
etc.

5 ¥

— §
- ¢ (Personal information y \_
=3 };’/é deleted) Q)_ >

S014_T4 M_Pre_ NNAS_W _H

Any shape, illustration, or
ornamentation drawn by the learner
on the sheet is excluded.

S026_T1 M_Pre_ NNAS_ W C

Texts with no titles are given « (=i
Olsie (s ‘text with no title’ in the
title field.

Title of p=dl

. - s - - YA
_L\ju/)_ﬂ s, I),g (AR J | ) Lo X o \),ng-.l .
. - AR, =

S030_T2_M_Pre NNAS_ W _C
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Any text format is excluded such as PPVES | BPPY s 1
underlined words or sentences. — S

S009 T2 M_Pre NNAS_ W _C

Unknown words or phrases are
replaced with 4as e 2 441S ‘unknown
word’, or 45 e & 3 ke ‘unknown
phrase’. The example here is
transcribed as

“Uliny s e AalSH 3 LI

S015 T1 M_Pre NNAS W C

All identifying information was removed from texts before they were transcribed
and added to the database. In addition, the transcription assistants had access only to
the hand-written sheets and were not allowed to access the learners’ profiles.

LD it

Y &

Cos D) JI sl Doy 2plall

"o )l pe ) Wl "

Sag "o I ey G g Ly ool
o1 G L Gan gy Gelt G Wt Dol Wb,
S Wy ey e e Wy Wled s
U o Al Sllgdl jan ) Ldy ol oo Lan
o L Wiy Geslysy ool oo 0 Cljle LSS
Lladll pplaag oo 128 Liey Gl Jau gl LiYI
Slle US) ades o b Lig, Wl Lslazly
oo 1t Lty Wl bl ey pan 36
Wy WVl panaddly Ol pa 1 Uleys
of Wy dleally 25y, 2081y Ll sl jan o
oA g Jaladl e V] e M b et

S oAl g pl) paslany sl 05 oy
Slally Ol Jia el JiI Bl Wes LY
Sy Wey Lyl Sbydly LW obydly ol
ol a3

LaSdl LAl G el el an JI U
LWhily yp dul o e ol Ligy eelllly Gl
LD

Figure 4.3: Example of a text with its transcription
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4.4.2 Consistency of Hand-Written Data

In order to ensure consistency in transcribing version 1 of the ALC, the researcher
and both assistants discussed the transcription standards before transcribing one text
(S011_T1 M_Pre_NNAS_W_C). Then the consistency was measured between each
pair of transcribers by dividing the number of agreements on the total number of
words in the text (120). This equation yielded a percentage from which the average
was extracted for all pairs. The result showed an average of 93%, as illustrated in
Table 4.3.

Table 4.3: Consistency between transcribers of ALC v1

Cl&C2 Cl&R’ C2&R
No. of similarities (from 120) 110 114 109
Percentage 92% 95% 91%
Average 93%

*R = the researcher

After discussing the differences, this consistency measurement was performed again
on a different text (S009_T1 M _Pre NNAS W _C). The result revealed an
improvement by 5%, as Table 4.4 shows.

Table 4.4: Second test of consistency between transcribers of ALC v1

Cl&C2 Cl&R C2&R
No. of similarities (from 132) 128 129 131
Percentage 97% 98% 99%
Average 98%

A final test was conducted between C2 and the researcher (on the text
S003_T3_M_Pre NNAS_W_H) after assistant C1 withdrew. The consistency in this
test was still at 98% (Table 4.5).
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Table 4.5: Final test of consistency in ALC v1

C2&R
No. of similarities (from 104) 102
Percentage 98%

Four transcribers participated in version 2 of the ALC. The researcher was joined by
three volunteering colleagues: C2, who participated in transcribing version 1 of the
corpus, and C3 and C4 who, like C2 work as teachers of Arabic to NNS learners at
Al-Imam University. After discussing the transcription standards, the researcher and
assistants transcribed the text S575 T1 M_Pre_NAS W_C (244 words). Then the
consistency was measured between each pair of transcribers, from which the average
was extracted. The result showed an average of 95%, as illustrated in Table 4.6.

Table 4.6: Consistency between transcribers of ALC v2

C2&C3 C2&C4 C2&R C3&C4 C3&R C4&R

No. of similarities 222 207 215 206 220 202
(from 224)

Percentage 99% 92% 96% 92% 98% 90%
Average 95%

The differences were discussed, and the consistency measurement was performed
again on the text S579 T1 M _Pre_ NAS_W_C (354 words). The result revealed an
improvement by 2% as Table 4.7 shows.

Table 4.7: Second test of consistency between transcribers of ALC v2

C2&C3 C2&C4 C2&R C3&C4 C3&R C4&R

No. of similarities 346 346 341 347 350 340
(from 354)

Percentage 98% 98% 96% 98% 99% 96%
Average 97%
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A final test was performed on the text S656 T1 F Uni_NAS W _H (377 words).
The consistency in this test was improved by 1%, which resulted in an average of
98% agreement between the transcribers (Table 4.8). This result is the same as the
final result of the consistency measurement in ALC v1.

Table 4.8: Final test of consistency in ALC v2

C2&C3 C2&C4 C2&R C3&C4 C3&R C4&R

No. of similarities 372 369 362 372 370 373
(from 377)

Percentage 99% 98% 96% 99% 98% 99%
Average 98%

4.4.3 Transcribing Spoken Data

The Quick Rich Transcription Specification for Arabic Broadcast Data (Linguistic
Data Consortium, 2008) was used to transcribe audio recordings. Aspects marked up
in this process include, for example, punctuation, filled pauses and hesitation
sounds, partial words, and mispronounced words. Table 4.9 shows examples of
those aspects marked up.

Table 4.9: Aspects that are marked up in audio recording transcriptions

Examples from the ALC + text code

Punctuation
Period (end-of-sentence mark-up for statement)

Lo S8 Le S (g gl ) inn 5 0 A S942 T1 M _Uni_NAS S C
Cian JSis agdl 4 2aal S938 T2 F_Uni_NNAS S C
Question mark (end-of-sentence mark-up for question)
¢ aasil) 138 & yia) 13k S940 T1_M_Pre_NNAS S C
fles il Oa S942 T1_M_Uni_NAS S C

Double dash (end-of-sentence mark-up for incomplete)
==l s O el Led s Oy e s (o 52 L S935 T1 F Uni_ NAS S C

Lol e cani Jia ) Canen Lo iy
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e i € Y oY S937 T1 F Uni NNAS_S_C
= G il o Ladla & seal

Comma (sentence-internal, used to aid readability)

sal ol smn dllia o) (sl @S s Gl S939 T1 F_Uni_ NNAS S C
Ledic 5 celaiia ) padll e Gkl e il S936 T1 F Uni NNAS S C
slaia ) Ula s

Filled pauses and hesitation sounds

» (M sound) S939 T1 F_Uni_NNAS S C
< (E sound) S940 T1 M _Pre NNAS S C
Partial words (- dash)
Al iy kil ) 3 ¢ S S938 T2 F_Uni_ NNAS S C
Mispronounced words (+ plus sign)
Gl ) sl G S937_T1 F_Uni_NNAS S C
JS a3 i danl Gl ghall 5 4aS 2355 e b el (S S929 T1_F Pre NNAS_ S C
FER IS

4.4.4 Consistency of Spoken Data

Similarly to the hand-written texts, the researcher and one of the assistants (C2)
transcribed all audio recordings into the database. All identifying information was
replaced with a beep sound in the audio recordings, and with #iésise duass dalaoff
‘personal information deleted’ in the transcriptions before they were added to the
database.

The consistency in transcriptions was measured using the same method as that
employed for the hand-written texts. Both the researcher and C2 transcribed the text
S939 T1 F _Uni_NNAS_ S C (206 words) which yielded a percentage of 88%. In
the second test, the text S930_T1 F Pre_NNAS_S C (219 words) was transcribed
which showed a slightly higher result (90%). The consistency in transcribing the
third text, S928 T2 F_Pre_NNAS_S C (301 words), was improved by 4%, resulting
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in a final consistency rate of 94% between transcribers of spoken materials
(Table 4.10). The fact that, unlike written data, spoken data has no form may have
added more difficulty to the transcription process and consequently reflected on the
final result of consistency between transcribers, which was less than what was
achieved in transcribing the written data.

Table 4.10: Consistency between transcribers of spoken materials in ALC v2

C2&R
Test 1 No. of similarities in first test (from 206) 182
Percentage 88%
Test 2 No. of similarities in second test (from 219) 198
Percentage 90%
Test 3 No. of similarities in third test (from 301) 282
Percentage 94%

4.5 ALC Database

Corpora are often archived in various file formats (e.g. TXT, PDF, XML, DOC),
and “XML is usually considered to be a more appropriate file format for long-term
preservation, because it is an open international standard defined by the World Wide
Web Consortium (W3C)” (Wynne, 2005). Other corpora, however, use databases to
archive their content. A relational database provides multi-faceted benefits when
storing, managing, and searching corpora (Davies, 2005). One of the benefits of this
method is to automate the generation of the corpus content in different file formats
to match the purposes of the target users. The International Corpus of Learner
English (Granger, 1993, 2003b; Granger et al., 2010), for instance, uses a database
which provides users with a built-in concordancer. Other corpora use databases to
manage multipurpose searches of their large content, such as the Corpus del Espariol
(Davies, 2005) and KACST Arabic Corpus (Althubaity, 2014). Such databases
enable users to analyse the corpus using concordances, frequency words lists, and
frequency of n-grams, in addition to allowing a large amount of annotation to be
added and utilised in a corpus (Davies, 2005).
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Given the fact that the corpus is not very large (it includes 1585 materials), a
Microsoft Access database was a good option in this stage, as it can be designed
quickly and managed easily for such size of data. The database was created by the
researcher to store and manage the content of the ALC. The corpus data are stored in
a main table where each record (row) represents the data of a single text with its
metadata. Further tables for entities such as nationalities, mother tongues, and
educational institutions were created and linked to the main table to easily manage
those entities separately. Figure 4.4 shows the database with the entity-relationship
diagram, the left and right sides present the English and Arabic translations of the
same information.
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Entities in English

Nationalities

Levels of study

Years and semesters

Educational institutions

Year of production

Entities in Arabic

Cluiadl

Aaul Al Jal )

Ol ghanall y il gl

Ll iy all

Country of production

The main table

Callill A

City of production

Mother tongues

Text genres

Text modes

Text media

Figure 4.4: The ALC database with the entity-relationship diagram
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4.5.1 Data Storing

Data gathered from the learners are in three different forms: written on a computer,
written by hand, and audio recordings. The first type was directly stored into the
database, whereas the hand-written texts and audio recordings were transcribed into
electronic texts before being stored in the database. The metadata were entered to
the database manually by the researcher and double-checked by him and an assistant
colleague to ensure that nothing was missed or incorrect.

Data entered into the database includes the raw text, its title, its identification code,
and 26 elements representing the metadata of the text. Some of these elements are
numerical and others are textual; the textual elements are recorded in both English
and Arabic.

/./Dahem =)

{Text | Learner Metadata | Text Metadata
c=¥! PDF ile mul 230Y) o 5054 12 a8 Double click on the icon to open the original PDF file @
Acrobat
Document

S001_T1_M_Pre_NNS_W_C

2 134 2l Wik &
W (5990 55 48l ) A )

el S s el ol e B0 s sl Al Sl JlaYT 8 R ) Gl e

sy Al @S aid e 2S5 Apalall Al 5 laY) 3 L) Als y cad linlele 3 8 2
L ¢ sm 5 smd cat LS 5 o sill Balas (e L (e el el Jin 31 )58 O e clgladadl s L)

@ A U Ala (s (B el g alall Calls s Uit SUEEIYI Jla W gl Dy L e gmas
) gate Gl ) e 8yl Seddll 5k 8 Caa a8 alad 4 il oY s s L) Conens Lyl
e 2 B0 08 ) cila Ul Lelade I sigdag se SU ey A Ll a5
Oes Al dal oo il Jsla Culia s peanll cdiiinl L Laes 5 pelall ags culial (Ll
B Al O et L agiall e s Lion s iS5 Ll A peldl e Sl B AL 8 g
Gl e Aagmaall aiall (e 43das Loy 08 Ly ) b Jac g T 4 (el Lidae 1 0
Anadl M eae Aad s e 813 el o Sladll

Figure 4.5: Example of a text stored in the ALC database
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Text | Learner Metadata | Text Metadata

S001_T1_M_Pre_NNS_W_C

Learner Profile_odlll “ilsglas

|Z|Ma|e
|E|Burkina Faso
|E|Moore
[=]Nnas

4
14,
3

|Z|Pre-university
|Z|Dip|0ma course

|Z|Sec0nd semester

|Z|Arabiclnst. at Imam Uni

Figure 4.6: Example of metadata stored in the ALC database

4.5.2 File Generation Function

A file-generation function was built as a part of the ALC database to generate the
corpus files into five formats using a control form created for this purpose. The file
generation process starts with retrieving all fields of one record, which represents a
text with its metadata, from the database. Then the function constructs five formats
from this record, including adding the appropriate tags to the XML format. Those
five formats are: (i) text format with no metadata, (ii) text format with Arabic
metadata, (ii) text format with English metadata, (iv) XML format with Arabic
metadata, and (v) XML format with English metadata; see examples of these five
files in Appendix A. In the second step, the database ensures that directories selected
by the user, which will be used to save the generated files, exist; otherwise, it creates
them. Finally, based on the five formats created in the first step, the corpus files can
be generated in one of three ways (Figure 4.7): one file for the entire corpus,
separate files (one file for each text), or separate, classified files based on
predetermined features (Table 4.11) in which each group of texts is stored in a
classifying folder. Producing such classified files simplifies searching and analysing
the corpus contents, and more features can be added in the future.
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Files generation | Custom Files Generation

o d Al d Started at 08:29:23 »
Create database records: I ne recor ] I record set Finished at 08:32:36 ~
Destination path of corpus files: [ Change the path ]

E:\Test\
Source path of corpus files:

E:\Test\Corpus Files\Source\,

Raw

|
All Classified All

Separ.ateﬁlesi l One F”le ] Text Learner
’ Ref use ] [ Gender ]
’ Mode ] [ Mativeness ]
[ wedum |||[ Glevel |
[ Pace |||[ ceme

Figure 4.7: Three methods for generating files for the entire ALC

Table 4.11: Classification features of the corpus files

Based on Feature Classification
Learners Nativeness Native speakers vs. Non-native speakers
Gender Males vs. Females

General level

Pre-university vs. University

Texts Mode Written vs. Spoken
Medium By hand vs. On computer
Genre Narrative vs. Discussion
Place In class vs. At home
References Ref. used vs. Ref. unused
Timing Timed vs. Untimed
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The previous function generates data for the entire corpus. However, an additional
function was developed to generate custom files based on specific conditions
(Figure 4.8), for instance those texts written by hand, in class, by female learners, in
Riyadh. Figure 4.9 illustrates the processes of the file-generation function.

Files generation | Custom Files Generation

Age Frorn[zl 16 TGE 42 GenreE] All
Mode All
—>  Gender [v] Female []
> Medium B Written by hand
N Number of files
Nationality E All
N E i > Place E] In class Calculate the number of files
Mother Tongue A
) > City E] Riyadh that can be generated
Nativeness E All Done
Country E All )
General Level E Al Year B Al 63 of 1585 records were found
v[=] Timing B Al Files Generate
Year/Semester [+ All
. o Ref. Use E] All
Educational Institution ] All
Grammar Book Use E] All
Mono Dic Use E] All
No of languages spoken .
Bi Doc Use E All
From B 1 To B 10
Other Ref. Use E All

No of years learning Arabic
From E 0 To E 19 Length FramEl TO

No of years living in Arab countries

From[x] 0 To[r] 21

Figure 4.8: Custom file generation in the ALC database
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Retrieving the database records
(texts + metadata)

A 4

Creating five formats from each record
) TXT with TXT with XML with XML with
TXT with no ) : ) )
tadat Arabic English Arabic English
metadata metadata metadata metadata metadata

Do the
directories
exist?

Yes No

\ 4

Use the existing directories Create new directories

Selecting the
method

All data

Subset of the data based
on selected conditions

Selecting
from three
types

In separate and
classified files

In one file

In separate files

/ Generating the files required /

Figure 4.9: Processes of the files generation function

4.6 File Naming

All files were named following a method that indicates the basic characteristics of
the text and its author. A name consists of seven parts separated by the underscore
mark (_). The seven parts are:

1. The student identifier number (S102);

2. The number of the text written by the same student ID number (e.g. the label
“S012_T1” indicates the first text written by student number 12);

3. The learner’s gender: male (M) or female (F);

4. The learner’s level of study: pre-university (Pre) or university (Uni);
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5. The writer’s nativeness: native Arabic speaker (NAS) or non-native Arabic
speaker (NNAS);

6. The mode of the text: written (W) or spoken (S); and
7. The place of text production: in class (C) or at home (H).

Table 4.12 shows an example of a corpus file including the seven name sections
with their description.

Table 4.12: Example of corpus files naming method

File name 102 Tl M_ Pre NNAS W_C
. L. w s
Description 5 9 5 = &
> = >
& - & & g5 o
Q = o o o)
=4 = = Q = 3
= =i = o b=y &
(=t o z — 4 c
5 & 2 & -8
f & 2 =
= = )
¢ &
5 A
2
(@]
-
7]
2.
<
N

(193eads 21qEIY 9ANBU-UON]) SSOUIATIBN

4.7 Conclusion

This chapter describes how the ALC data was collected and managed. It starts with a
description of the questionnaire designed to collect the corpus data. The corpus
materials were collected using guidelines that were created to clarify the steps and
procedures that the researcher followed in each session of data collection. The
chapter also illustrates the questionnaire that was adapted from the International
Corpus of Learner English (Granger, 1993, 2003b; Granger et al., 2010) and used to
collect the corpus metadata (26 pieces of information about the learners and their
productions).

As the ALC contains hand-written texts and spoken materials, further work was
required to convert them into an electronic form. Specific standards were created for
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transcribing the hand-written data, while the Quick Rich Transcription Specification
for Arabic Broadcast Data was used to convert the spoken recordings. The chapter
describes the method used to measure the consistency between transcribers of both
data modes and discusses the results.

The chapter also describes the database developed to store and manage the ALC
data. The database was also designed to automatically generate the corpus files in
different formats (TXT and XML). The chapter illustrates the steps of the file-
generation function which produces the entire corpus in three ways: the entire
corpus in one file, each text in a separate file, or separate and classified files based
on particular features. A further function was also developed for generating custom
groups of files (sub-corpora) based on specific conditions (metadata elements). The
chapter concludes by illustrating the ALC file-naming method, which indicates the
basic characteristics of the text and its author.
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ALC Tools

Summary of Part Il

This part describes two tools that were created as part of the ALC project and the
error annotation system. The first tool is the Computer-aided Error annotation Tool
for Arabic (CETAr), which was developed mainly to assist in annotating Arabic
errors consistently in learner corpora. The creation of this tool involved the
development of the Error Tagset of Arabic (ETAr) and the Error Tagging Manual
for Arabic (ETMAr), which are also described in this part.

The second tool is the free-access, web-based concordance, the ALC Search Tool. It
provides users with two basic functions: searching the corpus or any subset of its
data based on a number of determinants, and downloading the corpus files or a
subset of its files in different formats (TXT, XML, PDF, and MP3) based on the same

determinants.
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Arabic

Chapter Summary

This chapter highlights the need to develop a new tool for annotating errors of
Arabic with an appropriate taxonomy of Arabic errors. The tool developed for this
project, the CETAr, was designed based on the annotation standards defined for the
ALC project to standardise the format of the annotated files. The CETAr includes a
number of features to facilitate the annotation process such as text tokenisation,

manual tagging, smart-selection, and auto tagging.

As a basic part of the CETAr and the ALC project in general, an error taxonomy
was developed to be used for annotating errors in Arabic. The ETAr contains in the
most recent version (v3) 29 error types divided into 5 broad categories. Seven
annotators (including the researcher) and two evaluators performed three
experiments on this tagset to measure several factors: (i) the extent to which the
ETAr can be understood and compared against another tagset, (ii) the inter-
annotator agreement, (iii) the value of training the annotators, (iv) the distribution
of the ETAr tags on a sample of the ALC, and (v) the value of using the ETMAr. The
ETMAr was developed specifically to serve two main functions: first, to explain the
errors in the ETAr with examples and, second, to provide users with rules to follow

for selecting the appropriate tags in error annotation.
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5.1 Introduction

The benefits of learner error annotation are multi-faceted and extend to fields such
as contrastive interlanguage analysis, learner dictionary making, second language
acquisition, and designing pedagogical materials. Contrastive interlanguage analysis
is still one of the most frequently used approaches for analysing errors in a learner
corpus, as it enables researchers to observe a wide range of instances of underuse,
overuse, and misuse of various aspects of the learner language at different levels:
lexis, discourse, and syntax (Granger, 2003b). Analysing errors also enables
researchers and educators to understand the interlanguage errors caused by L1
transfer, learning strategies, and overgeneralisation of L1 rules. Learner corpora are
used to compile or improve learner dictionary contents, particularly by identifying
the most common errors learners make and then providing dictionary users with
more details at the end of relevant entries. These errors are indicated in words,
phrases, or language structures, along with the ways in which a word or an
expression can be used correctly and incorrectly (Granger, 2003b; Nesselhauf,
2004).

Error-annotated learner corpora are useful resources to measure the extent to which
learners can improve their performance in various aspects of the target language
(Buttery & Caines, 2012; Nesselhauf, 2004). Compilers of longitudinal learner
corpora usually include this goal in their aims. Examples of these include the
LONGDALE project: LONGitudinal DAtabase of Learner English (Meunier et al.,
2010), Barcelona Age Factor (Diez-Bedmar, 2009), and the ASU corpus
(Hammarberg, 2010). Finally, analysing learners’ errors may be beneficial for
pedagogical purposes such as instructional teaching material development. It can,
for instance, help in developing materials that are more appropriate to learners’
proficiency levels and in line with their linguistic strengths and weaknesses.

As seen in the literature review, learner corpora tend to be tagged with one or more
types of annotation. Linguistic errors, including describing, classifying, or correcting
them, have received the most attention among other types of annotation such as PoS.
This substantial use of error annotation assists in achieving one of the main purposes
in learner corpora, error analysis. Granger (2008) believes that more research should
be devoted to the error annotation of a learner corpus. Thus, this project involved the
development of a basic tool (the Computer-Aided Error Annotation Tool for Arabic
[CETATr]) with an error tagset (the Error Tagset of Arabic [ETAr]) and its manual
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(the Error Tagging Manual for Arabic [ETMAr]) to annotate errors in Arabic texts
and Arabic learner corpora in particular. This chapter is devoted to a discussion of
this tool and tagset.

5.2 Background

This section explores tools used for error annotation and their suitability for Arabic
script. It also gives an overview of the existing tagsets and guidelines for Arabic
error annotation and why it is important to create a new tool and tagset for Arabic
error annotation.

5.2.1 Annotation Tools

Researchers have developed several tools to annotate texts, not just for errors but
also for PoS, lemma, dependency, and other matters. However, these tools encounter
some problems in handling Arabic. WebAnno2 (Eckart de Castilho et al., 2014;
Yimam et al., 2014; Yimam et al., 2013), for example, shows Arabic words with
many cases of overlapping words (Figure 5.1); in these overlapped cases, selecting
tokens accurately is difficult. Another problem in this tool is that, when a token is
annotated, the tag appears over another token, which seems to be an error in
indexing the token positions. This latter problem happens also when using GATE
(Cunningham et al., 2011; Cunningham et al., 2013), which is an open-source tool
for different functions such as web mining, information extraction, language
processing, and semantic annotation. Annotators may face another problem in the
high level of training required to use GATE to annotate corpus errors.
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Figure 5.1: Example of annotating Arabic text using the WebAnno2 tool
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Figure 5.2: Example of annotating Arabic text using GATE

The Content Annotation Tool (Bartalesi Lenzi et al., 2012) is another example of the
existing annotation tools. However, the main problem in using this tool is that words
are shown in the opposite direction, left-to-right, while Arabic is a right-to-left
written language. Additionally, the tool seems to have a problem with showing the
annotation boundaries of Arabic tokens, as it leaves off part of the highlighting
(Figure 5.3). TextAE editor (Kim et al., 2013) is an open-source web application for
annotation. However, the main problem the researcher faced with this tool was that,
after several attempts to open an Arabic text in both UTF-8 and UTF-16 formats, the
text area remained empty, leaving the researcher unable to see the file contents.
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File Task Markable Relation Statistics Help

COI‘pLIS@ o Confirm Markable )€ Delete Selection | E | Task Selection [TaskA1 V: /[A V} & A Q

ALC
S001_T1_M_Pre_NNAS_W_C...

S5001_T2_M_Pre_NNAS_W_C... TestFile txt

S662_T1_F_Uni_NAS_W_H
TestFile.txt
50 ==
$1 This (@B test D

Figure 5.3: Example of annotating Arabic text using the Content Annotation Tool

A famous tool created particularly to annotate learner corpora for errors is the
Université catholique de Louvain Error Editor software (Hutchinson, 1996) which
uses a taxonomy of English errors tagset (Dagneaux et al., 1996).

“The English ‘error toolkit’ contains a comprehensive error tagging manual
(Dagneaux et al. 2008) which explains each of the 50-plus error tags, and the
Université catholique de Louvain Error Editor (UCLEE) software which helps
with the insertion of the error tags and the corrections in the data” (Centre for

English Corpus Linguistics, 2010).

The Université catholique de Louvain Error Editor has been invaluable to English
corpora, but no Arabic counterpart exists; thus, there is a need to develop a new tool
for Arabic with an appropriate taxonomy of Arabic errors.

5.2.2 Error Annotation Tagsets and Manuals

Learner corpora may include errors made by the language learners. Given the fact
that “current spelling and grammar-checking programs are not capable of detecting,
let alone correcting, the majority of these errors, error annotation is the only solution
for the time being” (Granger, 2003b: 542). For this reason, researchers have created
several error annotation tagsets and manuals such as the Error Tagging Manual
(Dagneaux et al., 1996), Cambridge Error Coding (Nicholls, 2003), the French
Interlanguage Database (FRIDA) Error Tagset (Granger, 2003a), the Japanese
Learner English (JLE) Corpus Error Tagset (Izumi et al., 2005), and the Learner
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Corpus Annotation Manual of the Learner Corpus Development Corpus (Sigott &
Dobrié, 2014).

With respect to Arabic, researchers have created the Arabic Interlanguage Database
(ARIDA) tagset (Abuhakema et al., 2008, 2009) and the Qatar Arabic Language
Bank (QALB) Guidelines (Wajdi Zaghouani et al., 2014). The ARIDA is the sole
error tagset specifically created for Arabic learner corpora, and it is based on the
FRIDA Error Tagset (Granger, 2003a). This adaptation from a French tagset,
however, rendered some classification inconsistency with traditional Arabic
linguistics dominating the curriculums of teaching Arabic in Saudi Arabia. For
example, in traditional Arabic, grammatical and syntactic errors are combined under
one category called either grammar or syntax; in the ARIDA tagset, these are two
different error categories. In addition, a number of the categories in the FRIDA-
derived tagset have a literal translation into Arabic with no clarification of what they
linguistically or practically mean, which renders them vague. Examples include
Adjective Complementation “isal ie”, Noun Complementation “~¥ iwis”, and Verb
Complementation “Jsll iuais”, Further, most of the morphological categories describe
the error place and not the type. The sole exception is Inflection Confusion « & Ll
<=, which describes an essential morphological error in Arabic learner
production. In the Form/Spelling category, Abuhakema lists important error types,
like Hamza “s3<¢0” (¢) and Tanwin “casa” (245)1, but neglects some others, like ta’
mutazarrifa “aakid W7 (< &)2, “alif mutararrifa “a kidl @Y (L )3, and ‘alif fariqga
“as,ul iy (1-)4. Additionally, no manual has been published to explain how Arabic
errors should be annotated by this tagset. It seems that the FRIDA manual is
expected to be used, but doing so may result in Arab users facing challenges in
applying the guidelines to Arabic when it was originally designed for French.

1 Tanwin is an extra “n” sound at the end of a word, but not an original character. It is written as
double diacritic marks and pronounced only when continuing to the next word, however it is
omitted when stopping.

2 74’ Mutasarrifa comes at the end of the words. It has two forms, opened “Maftiha” (<), or closed
“Marbita” (*).

3 “alif Mutatarrifa comes at the end of the word in two forms: similar to alif () which is called
Mamdiida (), and similar to Ya’ () that is called Magsira ().

4 “qlif Fariga is an “alif (1) character that is added after waw ‘algama’a, the plural pronoun (s), to
indicate that this waw is not a part of the word root but is waw ‘algama’a, the plural pronoun

().
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In contrast to this adapted tagset, the QALB Guidelines (Wajdi Zaghouani et al.,
2014) form an error annotation manual specifically created for Arabic text
corrections in the QALB project. The guidelines classify errors into six categories:
spelling, punctuation, lexical, morphology, syntax, and dialect; however, the manual
does not contain a tagset for annotating those Arabic errors. It includes information
about how to use the project annotation tool and details about possible errors with
examples and rules of the Arabic language (spelling, punctuation, etc.). Thus, the
inadequacies of these two tools make it necessary to develop an error tagset
complete with an error tagging manual.

This overview of problems in the tools and tagset existing for Arabic error
annotation highlights the importance of creating a new tool and tagset with
consistent guidelines that together can be useful resources for annotating Arabic
learner corpora for errors.

5.3 The Computer-Aided Error Annotation Tool for
Arabic (CETA)

The problems with handling Arabic using the existing tools of annotation indicate a
need to develop a new tagging tool for errors in Arabic. This tool was designed
based on the annotation standards, i.e. requirements the researcher specified in order
to standardise the format of the annotation files. The main purpose of this tool is to
facilitate the manual tagging by enabling annotators to use the ETAr on Arabic texts
by assigning a tag indicating the error type to each linguistic error. Further purposes
include increasing the consistency in error annotation and automating a part of the
tagging process. The following sections present the annotation standards before
describing and evaluating the features of the CETA.

5.3.1 Annotation Standards

The annotation standards are a set of requirements developed in order to standardise
the format of the annotation files. The steps of this process are described below.

1. A text is tokenised as a pre-annotation process. This segments each token and
locates it in a separate line. For instance, the phrase “is, Jgi cuadi Ua i Laany” (After |
came here, | started the first journey), which is taken from the text
S938 T1 F Uni_NNAS S C, is tokenised as follows:
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Figure 5.4: Example of text tokenisation

2. Each token with an error requires three annotations: the error tag describing its
type, the error form, and the suggested correction.

3. The token and annotations are separated from each other by a tab space.

59 0dl g oT 0 g ol g 5 g y0dl g

Figure 5.5: Example of tokens separated from each other by a tab space!

4. More than one tag can be assigned to a token with a plus sign between the tags
(e.g. OH+OM).

el OH+OM e el

Figure 5.6: Example of error annotated with two error types?

5. Each tag is assigned to only one token at a time. If two consecutive tokens have
the same error, each token is tagged separately using the same tag. Errors covering
multiple words, phrases, or sentences, such as style errors, are excluded in this stage
of the project to avoid problems of overlapping mark-ups, particularly in XML file
structure. The next stages will include conducting more research about this issue to
select the most appropriate method for marking up the overlap cases, and then this
method will be applied to the ALC data.

Following those standards helped the researcher standardise the format of the output
files, and enabled the generation of two types of files structure, Inline Annotation
and Stand-off Annotation by Tokens in order to provide the corpus users with
various options. The two file structures are based on the literature review as follows:

1 The OT tag indicates the error: Redundant character(s).
2 The OH and OM tags indicate the errors: Hamza and Missing character(s).
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“The phrase ‘inline annotation’ refers to the annotation XML tags being present
in the text that is being annotated, and physically surrounding the extent that the
tag refers to” (Pustejovsky & Stubbs, 2013: 94).

“One method that is sometimes used for stand-off annotation is tokenizing (i.e.,
separating) the text input and giving each token a number. The tokenization
process is usually based on whitespace and punctuation” (Pustejovsky &

Stubbs, 2013: 96).

Those two methods were adapted in two file formats, plain text and XML. This
resulted in four options to the corpus users: (i) plain text with inline annotation
(Figure 5.7), (ii) plain text with stand-off annotation by tokens (Figure 5.8), (iii)
XML with inline annotation (Figure 5.9), and (iv) XML with stand-off annotation by
tokens (Figure 5.10).

Text ID: S037_T1 M Pre NNAS W C

N L B e e

[l PMrsadn (Il fezrs Jaddl Jamls < Je/sls-OR>sle Leile aisS Juddl 1l o dudgmadl I ooy Lad
ik adagd ST dai <lans/lyes—OR>Lgsy (S0 ply 529401 dby e <osls/olLs-XG>gLS Sag) ¥ <teil
b gzl U8 <auall/asasl -SR] 1 Lal <epsloadl/, osloud1-OR>, Gedaadl Juals §Sas ¥ 451 ey oins
50 Baad Laalay Usads J2p) ol 0padl Lagly o Lagjw gayly sdlel of Lefy , LAy Loolid Liwdl
e L TSl 0US Le Glady dgw O GLS z3ddl cuw Lodgdl wid 5 O3y Asds Jaddl Tl ge dulay
plae podiss gae Jizg) sasly ga3Sl ol Loedey) peladl Lolad Losaadl I Lo Legy cadi o a3y 00 sie
Lea¥Ty 539501 Olygrn 42l sie dzg) Ols sido 1 0T g2l o 14z cmadl g0 Ol dyee LS 3> gawg
Ols Lo grole S Saae doud LSiey 0iS 43y, Lpitelas pibiel Lo 3 Litelol G Las (381 Jy Lewdiis
Il <05 505/0;1.5-0C>0 300 gl day .Jad sld Loy @ 43 Tdasdl 13l S0, Lls IS jadl odS .giad ¥
A Vemany o dgealdl glas (o 4 odbi <llhs/0lka ) -XF>oLhd )l G008 iy g deLiadl 01 LSV gaas
JWS <UL 00-XM>ATd I ) e Ol e 1RSIy a5 L JuadiIly Al oy iz ol sudo (I el
e ISy Laday Guagus 53L2Y) JuS paely <031/ MI> L Gl el BiLe)

Figure 5.7: Plain text with inline annotation

sle OR sle e

sl PM s Lo

Lees OR Lees Lgro
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a |

i

Od> g

Figure 5.8: Plain text with stand-off annotation by tokens

<?xml wversion="1.0" encod ="UTF-8"32>
<doc ID="5037_T1 M Pre NMAS W C">
<TEXL>
<titler gadl Fllel Jis gado I Sl
</ftitlex
<p id=1> Lajls o0S Jeuaa ) 1da 5 dssgmwdl ) odwy Led <t n=16 ErrTag="OR"
ErrForm="gls" CorrForm="le">gles</t> I ,&pm )y il }?etj <t n=21 ErrTag="FPM"
ErrForm="gdls" CD:ZFDZK=”ngJé">§4$q<ft} 8 ) g¥ <t n=24 ErrTag="XG" ErrForm=
"GWS" CorrForm="allS">jLs</t> S0 pdy cFed gt ey s <t n=31 ErrTag="OR"
rForm="tgs ;" CorrForm="igas">Lge 3</C> ¥ 437 sa5 (o gy S e it s
eSS <t n=43 rTag="0R" rForm="{ gdmdar ;" CorrForm="pgloddi "> edadr,
</t> 1 we| <t n=4& ErxTag="SW" Form="daue! " CorrForm="4idi">dausi</t> als
Aes) ol apsi iy
o OB pdl ek b OO0y Sorid cduedidl Hda gee Aodd Fyes B guedl Iaalpn Adaaie
o= e s a3l g1 Wi O g pdis ddr eeS) S e FReie des 430 LS o
i s La iyl eme Smg) el gDl (s Dt padedt Zeipul Lo smad
Slsme dxlsie Tme) O gdde S 0T gEui O 1 cmedt e 0l Sdiee oS
SO dds s lgOds e gadadsl b o Lads lel S bee (S0 05 Lgeides gt g Tad a0
P3le G50 s gRiE LS saSi adS L giaS ¥ Gl Lewn geails ST e Ju LgSisg

cRo s gl g el 1 bl e AadSA IeolRmS Lhwdl b gmoLd

Figure 5.9: XML with inline annotation

<?xml version="1.0" encoding="UTF-8"2>
<doc ID="S037_T1 M Pre NNAS W C">

<t
<t
<t
<t

<t
<t
<t
<t
<t
<t
<t
<t
<t n

<text>
<title>
<t Sl y< /e
<t F /e
<t g ddoe />
<t FURFC T
<t FEyeel</T>
<t n=6>gadi</t>
</title>
<p id=1>
<t Flade/t>
<t ol g/t
<t S IEV4 -+
<t 0> 3ad pruid | </ T>
<t 1r8</T>

251 la</t>
Srdeidi</L>
AroasS</ty
Srile)le</E>

<t ErrTag="OR" ErrForm="sw" CorrForm=" _Js">s [EE 4
T PATEYES -3

<t Brduaid ! </T>

<t 9> gy 32/ 0>

<t 0> Jl</t>

2ygie/ey
TR s+

4 ErrTag="XG" ErrForm="(wLs" CorrForm="ols">jLs</Tt>

=253 /T

62l g</ >

27>Fa% 301, <S>

9> pdg</E>
SrpSad/

Tag="PM" ErrForm="gal" CorrForm="Igil ">ssl < t>

Figure 5.10: XML with stand-off annotation by tokens
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The following model of DTD was used to validate the structure of XML files
covering the metadata and inline annotation (Figure 5.11).

<!DOCTYPE doc [

<!ELEMENT doc (header, text)>

<!ATTLIST doc ID ID #REQUIRED >

<!ELEMENT header (learner profile,text profile)>
<!ELEMENT learner profile
(age,gender,nationality,mothertongue,nativeness,No languages spoken,
No years learning Arabic,No years Arabic countries,general level, lev
el study,year or semester,educational institution)>
<!ELEMENT age (#PCDATA)>

<!ELEMENT gender (#PCDATA)>

<!ELEMENT nationality (#PCDATA)>

<!ELEMENT mothertongue (#PCDATA)>

<!ELEMENT nativeness (#PCDATA)>

<!ELEMENT No_languages_spoken (#PCDATA)>

<!ELEMENT No years learning Arabic (#PCDATA) >
<!ELEMENT No_years Arabic countries (#PCDATA)>
<!ELEMENT general level (#PCDATA)>

<!ELEMENT level study (#PCDATA)>

<!ELEMENT year or semester (#PCDATA)>

<!ELEMENT educational institution (#PCDATA)>
<!ELEMENT text profile

(genre,where, year, country, city, timed, ref used,grammar ref used,mono
dic used,bi dic used,other ref used,mode,medium,length)>
<!ELEMENT genre (#PCDATA)>

<!ELEMENT where (#PCDATA)>

<!ELEMENT year (#PCDATA)>

<!ELEMENT country (#PCDATA)>

<!ELEMENT city (#PCDATA)>

<!ELEMENT timed (#PCDATA)>

<!ELEMENT ref used (#PCDATA) >

<!ELEMENT grammar ref used (#PCDATA)>

<!ELEMENT mono dic used (#PCDATA)>

<!ELEMENT bi dic used (#PCDATA)>

<!ELEMENT other ref used (#PCDATA)>

<!ELEMENT mode (#PCDATA)>

<!ELEMENT medium (#PCDATA)>

<!ELEMENT length (#PCDATA)>

<!ELEMENT text (title,text body)>

<!ELEMENT title (#PCDATA)>

<!ELEMENT text body (#PCDATA)>

1>

Figure 5.11: DTD model for XML files containing metadata and inline annotation
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The same model of DTD but with further additions was used to validate the structure
of XML files containing the metadata and stand-off annotation by tokens

(Figure 5.12).

<!DOCTYPE doc [

<!ELEMENT doc (header?,text)>

<!ATTLIST doc ID ID #REQUIRED >

<!ELEMENT header (learner profile,text profile)>
<!ELEMENT learner profile

(age,gender,nationality,mothertongue,nativeness,No languages spoken,

No years learning Arabic,No years Arabic countries,general level, lev

el study,year or semester,educational institution)>

<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT

(#PCDATA) >

(#PCDATA) >

(#PCDATA) >

mothertongue (#PCDATA) >

(#PCDATA) >

(#PCDATA) >
(#PCDATA) >
(#PCDATA) >

age
gender
nationality

nativeness
No languages_spoken
No years learning Arabic
No years Arabic countries
general level (#PCDATA)>
(#PCDATA) >
(#PCDATA) >
(#PCDATA) >

level study
year or semester
educational institution
text profile

(genre,where, year, country, city, timed, ref used,grammar ref used,mono

dic used,bi dic used,other ref used,mode,medium,length)>

<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ATTLIST

(#PCDATA) >

(#PCDATA) >

(#PCDATA) >

country (#PCDATA)>

city (#PCDATA)>

timed (#PCDATA) >

(#PCDATA) >
grammar ref used (#PCDATA)>
mono_dic used (#PCDATA)>

bi dic used (#PCDATA)>

genre
where
year

ref used

other ref used (#PCDATA)>
mode (#PCDATA) >

medium (#PCDATA) >

length (#PCDATA)>

text (title,p+)>

title (t*)>

t

n CDATA #REQUIRED
ErrTag CDATA #IMPLIED
ErrForm CDATA #IMPLIED
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CorrForm CDATA #IMPLIED
>

<!ELEMENT t (#PCDATA) >
<!ELEMENT p (t+)>
<!ATTLIST p

id CDATA #REQUIRED
ErrTag CDATA #IMPLIED
ErrForm CDATA #IMPLIED
CorrForm CDATA #IMPLIED
>

1>

Figure 5.12: DTD model for XML files containing metadata and stand-off
annotation by tokens

5.3.2 Design

Based on the annotation standards specified for the ALC files, the tagging tool
CETAr was developed. With the CETAr, a user can (i) annotate each error with a
tag indicating the error type, (ii) specify the error form, and (ii) suggest a corrected
form based on the annotator’s experience. This tool was developed to be used in
three phases in order to make annotation faster and more consistent. The aim of the
first phase is to enable the user to select and tag the corpus tokens manually based
on particular error categories and types; this phase includes a tokenisation process
prior to the annotation. The second phase aims to avoid inconsistency in one text, so
when a word is selected by the user, all similar words in the text are identified,
allowing the user to add the same tag to them all in one tagging step. The third phase
aims to automate a part of the tagging process by adapting the translation memory
approach (Arthern, 1978, 1981; Kay, 1980). Arthern (1981) described the translation
memory approach as following:

“It must in fact be possible to produce a programme which would enable the
word processor to 'remember' whether any part of a new text typed into it had
already been translated, and to fetch this part, together with the translation
which had already been made, and display it on the screen or print it out,
automatically. ... In effect, we should be operating an electronic 'cut and stick’
process which would, according to my calculations, save at least 15 per cent of
the time which translators now employ in effectively producing translations”
(Arthern, 1981: 318).
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Adapting this method allows using already tagged words as a source for tagging the
same words automatically in new texts.

This tool is integrated in the ALC database on Microsoft Access — using the Visual
Basic for Applications (VBA) language — in order to facilitate the retrieval of corpus
texts before annotating and re-generating them after the annotation in four formats
as described in the annotation standards. A number of features are included in the
CETAr such as tokenisation, manual tagging, smart-selection, auto tagging, and
others, all of which are described in the following sections. Additionally, the CETAr
interface provides Arabic translations for the English interface shown in Figure 5.13.

Tagging | Error-tagged texts

¢ ‘
| L~ - S037_T2_M_Pre_NNAS_W_C Tokens selected { 0 ) Z] =) E.
Jaladl s, § Incorrect form Correct form Copy | uil

2y 3 AL Al 0 e L
S sl el alladl (J phs L g Clear the tags |

Database sections
Multiple tags E|

L Jelss
Text and metadata o - .:);;:“;‘ﬂ: e ; ’ o Remove the ag | Smartselection
m\ sy Adalall o€ fg ol oYY | Exitwithnosave [ Auto-tagging
) FHAaesd ~"’""‘W J-f“' e ey Correct form Incorrect form Tag Token
Tagging el & U3 08 U od jad N N PC R
G SNl B4 gl g la)
Al gl ) el i L 1y )
Al a1 g DA ece (8 ol
SV peme i€ gy W8 LS N
CAT uandly (g ginadll U85 5l gl) gaill g LN wd PC T
Bkezaall o e BS el 2ic i
Acdilicaa Load demalg 1Kl .t
Edit the list of tagged words Ay AL oM );:
Edit the segmented text ¥ ‘f"

Figure 5.13: The main interface of the CETAr

5.3.3 Tokenisation

The text tokenisation process helps in segmenting the text into separate tokens in
order to make it easier for the annotator to attach the tags to those tokens which
include errors. The tokenisation function replaces spaces in the text with new line
breaks with segmenting punctuations from the words. It also adds the structural
features around each part of the text such as the title (<tit1e> and </titi1e>) and
paragraphs with their numbers (< n-1> and </p>). See sample code of the
tokenisation process in Figure 5.14.
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TxtStruc.ReadingOrder = 1
TxtStruc.TextAlign = 1

If TXTtitle.Value <> "" Then

SplTit = Replace (TXTtitle.Value, " ", vbCrLf)

TxtStruc.Value = "<title>" & vbCrLf & SplTit & vbCrLf & "</title>"
Else

TxtStruc.Value = "<title>" & vbCrLf & "</title>"

End If

TextArray() = Split (TXTraw.Value, vbCrLf)

ArrLen = UBound (TextArray)

For i = 0 To ArrLen

TextArray (i) = Replace(TextArray (i), " ", vbCrLf)
TextArray (i) = Replace(TextArray (i), ".", vbCrLf & ".")
TextArray (i) = Replace(TextArray (i), ";", vbCrLf & ";")
TextArray (i) = Replace (TextArray (i), "°", vbCrLf & "°")
TextArray (i) = Replace(TextArray (i), "¢", vbCrLf & "g;")
TextArray (i) = Replace(TextArray (i), "!", vbCrLf & "!")
TextArray (i) = Replace (TextArray (i), "/", vbCrLf & "/")
TextArray (i) = Replace (TextArray (i), "@", vbCrLf & "@")
TextArray (i) = Replace (TextArray (i), "#", vbCrLf & "#")
TextArray (i) = Replace(TextArray (i), "$", vbCrLf & "$")
TextArray (i) = Replace(TextArray (i), "%", vbCrLf & "%")
TextArray (i) = Replace(TextArray (i), "*", vbCrLf & "*")
TextArray (i) = Replace(TextArray(i), ")", vbCrLf & ")")
TextArray (i) = Replace(TextArray (i), " (", vbCrLf & " (")
TextArray (i) = Replace (TextArray (i), "?", vbCrLf & "?2")
TextArray (i) = Replace(TextArray(i), ",", vbCrLf & ",")
TextArray (i) = Replace(TextArray (i), "'", vbCrLf & "'")
TextArray (i) = Replace (TextArray (i), "\", vbCrLf & "\")
TextArray (i) = Replace(TextArray (i), ">", vbCrLf & ">")
TextArray (i) = Replace (TextArray (i), "<", vbCrLf & "<")
TextArray (i) = Replace(TextArray (i), "’'", vbCrLf & "'")
TextArray (i) = Replace (TextArray (i), "=", vbCrLf & "=")
TextArray (i) = Replace(TextArray (i), "+", vbCrLf & "+")
TextArray (i) = Replace(TextArray (i), "-", vbCrLf & "-")
TextArray (i) = Replace(TextArray(i), " ", vbCrLf & " ")
TextArray (i) = Replace(TextArray (i), "1", vbCrLf & "1")
TextArray (i) = Replace(TextArray(i), "[", vbCrLf & "[")
TextArray (i) = Replace(TextArray (i), "}", vbCrLf & "}")
TextArray (i) = Replace (TextArray (i), "{", vbCrLf & "{")
TextArray (i) = Replace (TextArray(i), ";", vbCrLf & ";")
TextArray (i) = Replace(TextArray (i), ":", vbCrLf & ":")
TextArray (i) = Replace(TextArray(i), "|", vbCrLf & "|")
TextArray (i) = Replace(TextArray (i), Trim(""""), "")
TextArray (i) = "<p n=" & i + 1 & ">" & vbCrLf & TextArray (i) & vbCrLf & "</p>"

TxtStruc.Value = TxtStruc.Value & vbCrLf & TextArray (i)

Next

Figure 5.14: Sample code of the tokenisation process
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Figure 5.15 shows the final result of the text S938 T1 F Uni_NNAS_S C in XML
format (UTF-16 coding) after it has been tokenised by the CETAr.

<doc ID="S938 T1 F Uni NNAS S C">

<text>
<title>
<t n="1">das</t>
</title>
<p id="1">
<t n="2">pu</t>
<t n="3">4{</t>
</p>
<p id="2">
<t n="4">adudI</t>
<t n="5">ade</ >
<t n="6">das </ t>
<t n="T7">dK/t>
</p>
<p id="3">

<t n="8">i</t>

<t n="9">-</t>

<t n="10">_aw!</t>
<t n="11">#</t>

<t n="12">404lr0</t>
<t n="13">4ans</t>
<t n="14">15,dne</t>
<t n="15">#</t>

<t n="16">(</t>

<t n="17">i</t>

<t n="18">-</t>

<t n="19">dixsl></t>
<t n="20">% LN I</ >
<t n="21">6 4 5</t>
<t n="22">.</t>

<t n="23">_5</t>

<t n="24">4,185</t>
<t n="25">dsdI</t>
<t n="26">4, =3I/ E>
<t n="27">00 0T/
<t n="28">.</t>

<t n="29"> aw i</ t>
<t n="30">iddI</t>
<t n="31">d = VI</E>
<t n="32">.</t>

<t n="33">5 ghwe</ >
<t n="34">s0UdI</t>
<t n="35">.</t>
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<t n="36">1</t>

<t n="37">-</t>

<t n="38">loux</t>
<t n="39">dL 51</t>
<t n="40">ULie</t>
<t n="41">casi</t>
<t n="42">J,1</t>
<t n="43"></t>
<t n="44">.</t>

<t n="45">i</t>

<t n="46">-</t>

Figure 5.15: Example of a text tokenised by CETAr

5.3.4 Manual Error Tagging

Error tagging is the fundamental function for which this tool was developed, as the
main purpose of annotating errors using the CETAr is to standardise the format of
the output files. This tool enables users to assign one or more tags to any token
including an error. Additionally, the user can suggest a correct form to the error.
Based on the annotation the user adds using the CETAr, the annotated text can be
generated in a number of standard file formats as explained in the annotation
standards section.

5.3.5 Smart Selection

The aim of this feature is to avoid inconsistency when working on a text. To achieve
this aim, when the user selects an error, the smart selection feature identifies all
similar error forms in the text, allowing the user to assign the same tag to them all in
one tagging step with no need to repeat the annotation process with each error. This
function can be enabled or disabled based on the user’s choice (Figure 5.16). For
instance, if a token requires a further tag, such as for missing punctuation, the smart
selection feature should be disabled; otherwise, all similar tokens will be incorrectly
tagged with the same error type.

~ 146 -




5 — Computer-Aided Error Annotation Tool for Arabic

Tagging | Error-tagged texts

S046_T1_M_Pre_NAS_W_C Tokens selected ( 12) PR U Lt s | s s s = E]E]
aldline Jds, Incorrect form J| correct form i ‘Nu,,]

okl A e Al 5 Ul

Tag Clear the tags
Uiead Aalll dnne I fpea gie
AR S e e O Multiple tags E
@iy ad ¥ el I Gl D ———————————
e - . M | @ SmartSelection
Oadd Aaldll dbae () 4a giy (33 4 Save Add Tag Remove the tag
Sl gall (g 88 plans (B yhall ae Liad Extwithnosave || | Auto-tagging
O el 5 A giaall A pudl g Aanlill

Correct form Incorrect form Tag Token

'\.\.:L._i_ ‘\A—h 4__;«;\ il J...a}.
Al Gl A ) s g
s e (o
Gullall o1 5l i 1 s g Alzeall
3t s Uias 8 el Lelal
G UalS a g Uag 3 0 pnddl gl g
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s oty S laall

-
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Figure 5.16: Tagging multiple errors using the smart-selection feature in the CETAr

If the SmartSelection check box was selected and the user clicked on a token from
the list, the smart-selection feature checks the other tokens in the list to find and
select similar tokens, then it updates the Token selected value on the CETAr window
with the number of tokens were found. See sample code of the smart-selection
feature in Figure 5.17.

Adding a tag while multiple tokens are selected, will add the same values of Tag,
Incorrect form and Correct form to each of these tokens, which help to achieve a
high level of consistency.

ItemSelectedIndex = ListTkns.ListIndex
ItemSelectedData = ListTkns.ItemData (ItemSelectedIndex)

For i = 0 To ListTkns.ListCount - 1

If ListTkns.ItemData (i) <> ItemSelectedData Then
If ListTkns.Selected (i) = True Then
StopSmartSelection
Exit Sub
End If
End If

If ListTkns.ItemData (i) ItemSelectedData Then
If ListTkns.Selected (i) = True Then
If i <> ItemSelectedIndex Then
StopSmartSelection
Exit Sub
End If

~147 -




5 — Computer-Aided Error Annotation Tool for Arabic

End If
End If
If ListTkns.ItemData (i) = ItemSelectedData Then
If ListTkns.Selected (i) = False Then ListTkns.Selected (i) = True

If iCount = 0 Then
'When select one item

If ListTkns.ItemsSelected.Count = 1 Then
ItemContent = ListTkns.ItemData (i)
ItemIndexSaved = ListTkns.ListIndex
iCount = iCount + 1
LBLItemIndex.Caption = 1

Else
ItemContent = ItemContent & ", " & ListTkns.ItemData (i)
ItemIndexSaved = ItemIndex & ListTkns.ListIndex

iCount = iCount + 1
LBLItemIndex.Caption = LBLItemIndex.Caption & ", " & 1
End If

TXTIncorrectForm.Value = ListTkns.ItemData (1)
LBLLastSelItemIndex.Caption = ListTkns.ListIndex
LBLTag.Caption = ListTkns.Column(l, ItemSelectedIndex)
TXTCorrectForm.Value = ListTkns.Column (3, ItemSelectedIndex)

Else

'When select more than one item
ItemContent = ItemContent & ", " & ListTkns.ItemData (1)
ItemIndexSaved = ItemIndex & ", " & ListTkns.ListIndex
iCount = iCount + 1

LBLItemIndex.Caption = LBLItemIndex.Caption & ", " & 1
TXTIncorrectForm.Value = ListTkns.ItemData (1)
LBLLastSelItemIndex.Caption = ListTkns.ListIndex
LBLTag.Caption = ListTkns.Column(l, ItemSelectedIndex)
TXTCorrectForm.Value = ListTkns.Column (3, ItemSelectedIndex)
End If
End If

Next

LBLTknsSelected.Caption = ItemContent
LBLNoItems.Caption = iCount

Figure 5.17: Sample code of the smart-selection feature

5.3.6 Auto Tagging

The auto-tagging feature adapts the translation memories approach (Arthern, 1978,
1981; Kay, 1980) in order to automate a part of the tagging process. Specifically, all
tokens that have been tagged in previous annotation processes are stored and used as
a source for automatically tagging the same words in further texts. Using the auto-
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tagging feature is optional to the user; however, users choosing to employ this
feature are encouraged to do so before any manual tagging for two reasons. First,
following this order makes it easy to check the errors tagged automatically and
correct any possible wrong annotations. Second, doing so ensures that any tags
added manually later will not be replaced by the auto-tagging function.

To use the auto-tagging function, the user starts by clicking on the auto-tagging
button, which causes each token in the text to be compared to the table of pre-tagged
tokens. If a given token is found, it is tagged automatically. Tokens that do not
appear in the table require manual tagging if they include any error type. The second
step is for the annotator to complete any manual tagging. When the annotator
finishes and saves the annotated data to the database, the third step updates the table
of pre-tagged tokens to include all new words that have been tagged manually and
do not currently exist in the pre-tagged list of tokens (Figure 5.18). It is important to
mention that, although all cases of tagged tokens are saved to the list of pre-tagged
tokens, the auto-tagging feature annotates only those errors that lie under the first
category of the ETAr, orthography, where errors depend on word form. The context
must be analysed for the other categories. For instance, errors under the
morphological category may need a morphological analysis to ensure that all
contexts where the token appears are incorrect cases.
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Corpus
Database
Input: Raw text
List of tagged
tokens
W OH W ol
S 0A Fs Sa
Tagging OGS ON (S s
Tool 343 ON a3 [
Output: Tagging Jsi op Jsi s
the known words e O Adw  dis
automatically &
e
33 ON 383 |l
i Ll woooul
Input: Partially N o
tagged text 8
&
- [ J
a3 ON 543 |l
Tagging m
Output: Tagging W ooH WU Tool
the unknown FE 0G A8
words manually &
by the user on
383 ON 33 | gad
List of tagged
tokens
Ll OH ul &
Input: Fully A OA S s
tagged text S ON oS ol
Output: Updating | ,ad ON sl )l [’“S 0G #8 = J 5a) ON sd gl
th.etagstable Jsi op Jui sl
with the new e OT 4w i
tagged words > 06 s s

Figure 5.18: Steps of using the auto-tagging function

The auto-tagging feature starts by retrieving the list of pre-tagged tokens. If there is
a token in this list tagged with any error type under the category Orthographic,
which starts by the symbol "O", it will be compared to the tokens in the text, and
when a similar token is found it will be tagged with the same values of Tag,

Incorrect form and Correct form. See sample code of the auto-tagging feature in
Figure 5.19.
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After completing the manual tagging by the annotator, the auto-tagging feature
updates the table of pre-tagged tokens by adding all new tokens that have been
tagged manually and do not exist in the pre-tagged list of tokens.

For i = 0 To ToknsNumInListBox
GlobalTknsArray (i, 0) = ""
GlobalTknsArray (i, 1) = ""
GlobalTknsArray (i, 2) = ""

GlobalTknsArray (i, 3) = ""

Next
For i = 0 To ToknsNumInListBox

If ListTkns.Column (0, i) <> nul Then GlobalTknsArray (i, 0) = ListTkns.Column (0,
i)

If ListTkns.Column(l, i) <> nul Then GlobalTknsArray(i, 1) = ListTkns.Column (1,
i)

If ListTkns.Column (2, i) <> nul Then GlobalTknsArray (i, 2) = ListTkns.Column (2,
i)

If ListTkns.Column (3, i) <> nul Then GlobalTknsArray (i, 3) = ListTkns.Column (3,
i)
Next

If ListPreTagged.ListCount <> 0 Then 'if the list is not empty then do the process of
auto-tagging

For i = 0 To ListPreTagged.ListCount - 1
For o = 0 To ToknsNumInListBox
If ListPreTagged.ItemData (i) = GlobalTknsArray (o, 0) Then
TagCat = ListPreTagged.Column(1l, 1i)
OrthoCat = InStr(l, TagCat, "O")

If OrthoCat = 1 Then 'The Tag category is Orthography

GlobalTknsArray (o, 1) = ListPreTagged.Column(1l, i)
GlobalTknsArray (o, 2) = ListPreTagged.Column (2, 1i)
GlobalTknsArray (o, 3) = ListPreTagged.Column (3, i)
End If
End If
Next
Next
End If
For intCounter = 0 To ToknsNumInListBox

ListTkns.RemoveItem 0
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Next

For i = 0 To ToknsNumInListBox

ListTkns.AddItem GlobalTknsArray (i, 0) & ";" & GlobalTknsArray(i, 1) & ";"
GlobalTknsArray (i, 2) & ";" & GlobalTknsArray(i, 3)
Next

Figure 5.19: Sample code of the Auto-tagging function

5.3.7 Further Features

The annotator is able to edit the list of tagged tokens manually using the feature Edit
the list of tagged words. This feature is helpful in cases where the list includes any
token that has been tagged incorrectly. The annotator may need to check the list to
ensure that all orthographical errors it includes are authentic and can be used for the

purpose of this feature (Figure 5.20).

Edit the list of tagged words |

= ‘ Back to the tagging window I

- e e OR sle

gy sl PM sy
s s XG e

Lg=a Lo OR Lo 5
Lol Lol OR Laall

] 4l daeel R

D St Qc S

[EVEEY illal) XF sl

Al ik XM Sy

" e MI 43

sl sl PC sl

Ly o XF o)

S Sl i) ) OH Eilgl g

Save Change I l Exit with no save
Correct form Incorrect form Tag Token selected
ot il oR o

Figure 5.20: Editing the list of tagged tokens

In the same way, the segmentation of the text being annotated can be manually
edited. If a token has been segmented incorrectly or the annotator recognises a need
to split two tokens for any reason, the annotator can manually make these
adjustments by using the feature Edit the segmented text. Any token that is split
manually into two tokens will be read and annotated as two separate tokens in the
future; likewise, any tokens manually combined will be read and annotated as a
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single token. Additionally, the annotator can see the final output of the annotated
text in the four formats before they are generated (Figure 5.21).

Tagging Error-tagged texts ‘
Column TXT In-line TXT
<doc ID="S001_T1_M_Pre_NNAS_W_C"> Text ID: SD01_T1_M_Pre_NNAS_ W _C
<title>
s NOTAL 0 Al I<OT- 8l (553 8000 A ) < ofAk
A DielOR- A (S8 A bl <l /e
Al il pals e A B g gall Apuall 2l jla)
CBED pold 8 5,
s i) Al s pood il 4 4 Sls
LAl EAN I Dt | S TN T -2 SN | B et PO |
Column XML In-line XML
<?xml version="1.0" encoding="UTF-8"?> <?xml version="1.0" encoding="UTF-8"?>
<IDOCTYPE doc [ <doc ID="5001_T1_M_Pre NNAS_W_C">
<IELEMENT doc (header? text)> <text>
<IATTLIST doc <title> <t n="1" ErrForm="4ls_ji"
ID ID #REQUIRED CorrForm="___" ErrTag="0T">4= jli</t> I
> ol (5538 3l A8
<IELEMENT header (lea <ftitle>
rnor_nroafila fowt nrofilads ="M g TN CprrCmrnn =" Ve

Figure 5.21: Example of a final output of the annotation in CETAr

5.3.8 Evaluation

To evaluate the consistency and speed of annotation by the CETAr, two annotators
were asked to tag errors in a sample of five texts from the ALC data. Those
annotators (indicated by T3 and T6) participated in some evaluation experiments
with the ETAr (see Section 5.7.2 for more information about the annotators). Both
annotators had the same sample and were asked to annotate errors twice. The first
annotator (T3) was asked to annotate errors first on a paper copy and then using the
CETAr the next day, while the second annotator performed the tasks in the opposite
order to ensure that they were unable to familiarise themselves with the errors when
switching from the hard copy to the CETAr or vice versa.

The consistency evaluation results revealed that the paper copy included the tag
“NI”, which does not exist in the ETAr; it seems that the annotator confused two
tags or misspelled a tag. However, the possibility of using non-existent tags was
reduced to zero in the CETAr, as all tags are selected from a drop-down menu
containing 29 error types under 5 categories. Another observation in terms of
consistency is that some similar errors received different tags in the paper copy; for
example, “zt_xs” was first tagged with “XN” (syntactic error in number) and then
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with “XG” (syntactic error in gender). Using the CETAr, the smart-selection feature
helps in selecting and tagging all similar tokens with the same tag in one step.

With respect to speed, Table 5.1 illustrates how much time was taken for each text
by each annotator. The table shows that using the CETAr was slightly faster than the
paper annotation, with an average of 8.6 minutes for the CETAr compared to 9.15
minutes for the paper task. One possibility for this difference is the use of the smart-
selection feature, which reduces the time needed for similar errors, as they can be
selected and tagged as a single error. Another possibility is that the annotators spent
extra time consulting the error tagset, which was on a separate sheet, for the paper
annotation. In contrast, the tagset is hosted in a drop-down menu as a part of the
CETA; thus, annotators had no need to use any external reference.

Table 5.1: Results of task 1 of annotation speed by hand and using CETAr

Text Tagging time (minute)

Sample Text Code size By hand By CETAr
(tokens) T3 T6 T3 T6
1 S002_T1 M Pre NNAS W C 294 6.5 8 7 75

2 S323_T1 M_Pre_ NNAS W _C 269 12 135 11.5 11
3 S752_T1_M_Pre_NAS W _C 259 5.5 5.5 5.5 6.5

4 S793 T2 F Pre_NAS W_H 232 6 6 55 6

5 S927 T2_F Pre_ NNAS_S C 321 14.5 14 12.5 13
8.9 9.4 8.4 8.8

Average 275 915 86

In addition, a 10-fold cross-validation experiment was performed to evaluate the
auto-tagging feature. This experiment used 10 samples from the ALC. Each sample
contained two texts of approximately 1000 tokens, resulting in a total size of 10,031
tokens (Table 5.2).
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Table 5.2: Samples used to test the auto-tagging feature

Sample Text Code It%xliesr:z)e S?gﬁ:eenzl)ze

1 S793_ T1 F Pre. NAS W H 527 1005
S799 T1 F Pre NAS W C 568

5 S662_T1 F Uni_NAS W_H 561 971
S938 T1 F Uni_NNAS S C 410

3 S785 T2 F Pre. NAS W _H 593 1072
S931_T1 F Pre NNAS S C 479

4 S498 T1_M_Uni_NAS W _C 529 978
S927 T1 F Pre. NNAS_S C 449

5 S274 T1 F Pre_ NAS W _H 521 931
S505_T1 M_Uni_NNAS_ W_C 410
S496_T1 M_Uni_NAS W _C 511

° S301_T1 M_Pre_ NNAS W _C 412 923

7 S664_T1 F Uni_NAS W_H 544 963
S038_T1_M_Pre NNAS W _C 419

8 S037_T1 M_Pre NNAS W _C 593 1053
S037_T2_M_Pre NNAS W _C 460

9 S437_T1 M_Uni_NAS W _C 571 1003
S448 T1_M_Uni_NNAS W _C 452
S670 T1 F Uni NAS W H 514

10 - T -~ PN 1022
S938 T2 F Uni_NNAS S C 508

The experiment was conducted 10 times.

During

each experiment, the

orthographical errors in one of the samples were tagged by the auto-tagging feature
using the annotation of the remaining nine samples, and the annotation was checked
manually by the researcher. The percentage of correctness varied from 76% as the
lowest achieved to 95% as the highest percentage, with an average of 88%
(Table 5.3).
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Table 5.3: Results of testing the auto-tagging feature

. Sample  Sample size Instances
Iteration Samples used testg d (toﬁens) Total  Correct %
1 S2 S3 54 S5 S6 S7 S8 S9 S10 S1 1095 53 41 7%
2 S1 S3 S4 S5 S6 S7 S8 S9 S10 S2 971 81 75 93%
3 S1S2 S4 S5 S6 S7 S8 S9 S10 S3 1072 81 74 91%
4 S1S2 S3 S5 S6 S7 S8 S9 S10 S4 978 59 56 95%
5 S1S2 S3 5S4 S6 S7 S8 S9 S10 S5 931 40 36 90%
6 S1 S2 S3 5S4 S5 S7 S8 S9 S10 S6 923 40 34 85%
7 S1S2 S3 5S4 S5 S6 S8 S9 S10 S7 963 48 45 94%
8 S1S2 S3 5S4 S5 S6 S7 S9 S10 S8 1053 34 26 76%
9 S1S2 S3 54 S5 S6 S7 S8 S10 S9 1023 37 31 84%
10 S1 S2 S3 5S4 S5 S6 S7 S8 S9 S10 1022 106 101 95%

Average 88%

The inaccuracy in correcting orthographical errors using the auto-tagging feature
were mostly centred on those situations in which a word was annotated with an
orthographic error based on a specific context, saved to the list of pre-tagged tokens,
and then applied to other cases in other contexts. For example, the word “4)” was
tagged as an orthographical error in the letter Hamza in a particular context where it
was wrong; however, when we used the auto-tagging feature, nine cases of the word
“a” in different contexts were tagged as an orthographical error in Hamza, while
they were not errors in those contexts. This confusion also occurred with other
words such as “o” which was tagged as an error in Hamza six times.

The fact that these errors appeared in Hamza is significant. Hamza has specific rules
in Arabic writing, but it seems to be complicated to learners. Hamza ranked as the
second among the 10 most common errors found in a 10,000-word sample that was
tagged for errors by three annotators (for more details about the sample, see Section
5.7.1; for more details about the most common errors in the ALC, see Section 7.3.4).
A possible solution to reduce the cases annotated inaccurately, particularly those
based on specific contexts, is to remove those tokens manually from the list of the
pre-tagged tokens.

5.4 Error Tagset of Arabic (ETAT)

As previously discussed, the sole tagset existing for Arabic error annotation is the
ARIDA tagset (Abuhakema et al., 2009), which has a number of limitations. To
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address this gap, a new error taxonomy was developed for this project based on the
results of a number of error-analysis studies (Alageeli, 1995; Alateeq, 1992;
Alhamad, 1994; Alosaili, 1985) as well as ARIDA itself. The reason for relying on
the ARIDA tagset is that it includes two comprehensively well-described categories,
style and punctuation. The other four studies investigate different types of errors in
Arabic learner production using the bottom-up method where the authors analyse
their own samples and then extract the corresponding error-type lists. These studies
do not aim to develop an error-type tagset to be used for further projects such as
learner corpora. Nonetheless, their error taxonomies are valid and adaptable since
they include significant and comprehensive classes of learner errors. Furthermore,
the texts from which these error types are derived are authentic, which adds to the
validity of their taxonomies. The following is a brief overview of those studies:

e Alosaili (1985) investigates errors of Arabic learners in their spoken production.
His list of errors consists of three main classes: phonological, syntactic, and
lexical errors, with sub-types under each domain. Some of these types are
included in the tagset proposed in this study, specifically those related to
orthography, as they are well-formed and cover clearly significant types.

e Alateeq (1992) focusses on semantic errors and extracts a detailed list of them,
which is adapted in the proposed tagset. Aside from these semantic errors, the
study also lists several phono-orthographical, morphological, and syntactic types
of errors.

e Alhamad (1994) focusses on the writing production of advanced level Arabic
learners, and concludes with a list of error categories: phonological,
orthographical, morphological, syntactic, and semantic errors. The most
comprehensive errors are under orthography and syntax, which are added to the
tagset created in this project.

e Alageeli (1995) examines learners’ written errors in a particular type of
sentence: a verbal sentence “id-il s, This study, therefore, has a limited
number of error types under two categories: morphological and syntactic.
However, errors under the morphological category are deemed worthy of
inclusion in the tagset suggested, due to their comprehensiveness.
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Table 5.4: Error taxonomies in some Arabic studies

Alosaili Alateeq Alhamad Alageeli
e Phonological e Phono- e Syntactic e Syntactic
errors orthographical errors errors
e Syntactic CITors e Morphological e Morphological
errors e Morphological errors errors
. errors .
e Lexical errors ¢ Orthographical
e Syntactic errors
Crrors ¢ Phonological
e Semantic errors
CIToTs e Semantic
errors

5.4.1 Error Categories and Types

This study aimed to develop a new error tagset that can provide users (e.g.
researchers of Arabic, teachers, etc.) with easily understood broad classes or
categories and comprehensive error types. The suggested taxonomy, ETAr, includes
37 types of errors, divided into 6 classes or categories: orthography, morphology,
syntax, semantics, style, and punctuation. The ETAr has two levels of annotation in
order to simplify its use and evaluation at this early stage of development. Each tag
consists of two Arabic characters (with an equivalent tag in English). The first
character in each tag indicates the error class or category, while the second
symbolises the error type. For example, in the tag <OH>, the letter O indicates the
error category, Orthography, while the letter H indicates the error type, Hamza,
which lies under the category Orthography.

This taxonomy is flexible and can be modified based on studies, evaluations, or
relevant results. In addition, end each category contains an item named “Other [...]
errors”, which can handle any error that does not yet have a tag.
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Table 5.5: Error Tagset of Arabic (ETAT)

Error Category Error Type Arabic  English
tag tag
Orthography 1. Hamza (=« ¢3¢ of c6) 3 gl <ol> <OH>
&Syl
: ’ir;lld’ 2. Ta’ Mutatarrifa (<> &) 43 kil (Ul <3l> <0T>
3. alif Mutatarrifa (s «) 4 kid) aly) <sl> <OA>
4. alif Fariga (1555) 4 <y <> <OW>
5. Lam Samsiya (<all) dpwadll 230) <> <OL>
6. Tanwin (350) el <dJ> <ON>
7. Fasl wa Wasl (Conjunction) Jdua sll 5 Jusill <> <OF>
8. Shortening the long vowels abshll il sall juali (g5l cals <0S>
)
9. Lengthening the short vowels s sadl <l pall daski (g5 <0G>
(200 = ¢J)
10. Wrong order of word characters «<as_all cu i 8 Uasl) SINN <0OC>
) Jala
11. Replacement in word character(s) <issl sl s Jlagal (s <OR>
YNNI
12. Redundant character(s) 5313 <aal 5 caya a5ms <> <OT>
13. Missing character(s) <aysl sl caya paits <> <OM>
14. Other orthographical errors s il 453 ¢Uasl <> <00>
Morphology 15. Word inflection Sl Aspa <Laa> <MI>
o _puall Ol e
ssarf 16. Verb tense S2s) < o> <MT>
17. Other morphological errors s sl 4 ya ¢Uaal <g=>  <MO>
Syntax 18. Case/mood mark <l_e¥) e 5 e Y a8 sall <> <XC>
nnajw 19. Definiteness Sl g <y il <> <XF>
20. Gender uslill 5 S <x> <XG>
21. Number (singular, dual, and plural) 4silly o 8¥1) sl oy <XN>
(e=)s
22. Word(s) order ileall Jalas cula jdall i 53 <Ci> <XR>
23. Redundant word(s) s 3 clalS 5 4alS 35 <> <XT>
24. Missing word(s) <llS s 4alK ais <> <XM>
25. Other syntactic errors s al 4 s elasl <> <XO>
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Semantics 26. Word selection dubiall 211 jLaal <> <SW>
adyall
jon dsuliadl 3 jLall HLiial 3

ddaldla 27. Phrase selection 4 Dbl b <> <SP>

28. Failure of expression to indicate the intended <> <SM>

meaning 2 saiall Jaall el e ymaill ) gund
29. Wrong context of citation from Quran or Hadith <> <SC>
ol (Bl Al QLI slgiiay)

30. Other semantic errors s sl &d¥s clasl <> <SO>
Style 31. Unclear style adle <l <f> <TU>
PR 5 - o dls i

5 .

Duslih 32. Prosaic style <S5 c b <Uas> <TP>

33. Other stylistic errors s sl &y sl sUasl <G> <TO>
Punctuation 34. Punctuation confusion s il cladle 8 Lalall <Lis <PC>
o Al Gldle dund 3 ‘ =

B sl . -~ “:\.A e

“alamat “t-targim 35. Redundant punctuation ) a8 i <> <PT>

36. Missing punctuation 32 sie ad 3 de3le <> <PM>

37. Other errors in punctuation a8 i) cilede 8 5 al sUasl <> <PO>

5.5 First Evaluation: Comparison of Two Tagsets

The main aim of this evaluation was to compare two tagsets for annotating errors in
Arabic, the ARIDA tagset (Abuhakema et al., 2009) and the ETAr (Table 5.5). The
comparison was performed by measuring the inter-annotator agreement when using
each tagset to annotate a sample of ALC texts for errors. Such measurement should
provide valuable insights into the understandability and usability of the ETAr when
compared to the ARIDA tagset.

5.5.1 Sample and Annotators

Two texts were selected randomly for this experiment from the first version of the
ALC. The first text, SO03_T1 M_Pre NNAS_W_C, includes 107 words, while the
second text, S022 T2 M _Pre NNAS W _C, includes 132 words. Two annotators
(indicated by T1 and T2) participated in this experiment (see Table 5.6 below for

more details).
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Table 5.6: Annotators who participated in the first evaluation of the ETAr

T1 T2
Qualifications e First degree in Arabic and e First degree in Arabic
Islamic studies Linguistics
e Master degree in Applied e Master degree in Applied
Linguistics Linguistics
Experience in Teaching Arabic and Teaching Arabic to non-
teaching Arabic Islamic culture to native native Arabic speakers in
and non-native Arabic Saudi Arabia for several
speakers in Saudi Arabia years

for several years

Experience in No previous experience No previous experience
error annotation

5.5.2 Task and Training

Each annotator was required to do two basic steps for each error in the experiment
sample. First, the annotator was to underline any token including a clear error.
Subsequently, the annotator was instructed to add the most appropriate tag that
matched the error type using first the ARIDA tagset and then the ETAr. The
annotators were able to complete this task on the same day due to the small sample
given.

As the aim of the evaluation was to measure the extent to which the tagset could be
understood and used by untrained users, the annotators received the tables of both
tagsets with no training or explanation about the meaning or scope of the tags. The
assumptions were that both error tagsets should be clear enough to both annotators
and that both should be able to understand which tag was most appropriate to use for
each error. This measurement may be sufficient to check whether a tagset can be
independently understood against another tagset, bearing in mind that the
differences between annotators may occur sometimes because of the annotator’s
view of the error type.
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5.5.3 Results

The results show that T1 detected 80 errors, while T2 found 91, and they shared 42
errors. The comparison was performed on the 42 shared errors by calculating
matched tags between T1 and T2 in each tagset. The evaluation used Cohen’s Kappa
(Cohen, 1960), which measures the agreement of the assigned tags between two
annotators and takes into consideration the possibilities of agreement by chance. The
observed agreement when the annotators used the ARIDA tagset was 33%, resulting
in a weighted Cohen’s Kappa value of k =0.292 (p < 0.001). By using the ETAr, the
observed agreement was 52%, resulting in a weighted Cohen’s Kappa value of k =
0.468 (p < 0.001). Although the ETAr achieved a higher score, it was still not
perfect, which means that it needs more refinement and that more tests are still
needed using other texts and more annotators.

Table 5.7: Annotating comparison between ARIDA and ETAr

Tagset No. of matching tags Percent* Cohen’s Sig.
(out of 42) Kappa

ARIDA 14 33% 0.292 p <0.001

ETAr 22 52% 0.468 p <0.001

* Number of agreement cases divided by the total cases

After they completed the annotation task, the annotators received a short
questionnaire with two main questions (Appendix E.1). In response to the question
“Which taxonomy was more understandable? And why?”, both selected the ETAr
because of the logical order of its items and its comprehensiveness. For the question
“Which of them was quick and easy for annotating? And why?”, they both chose the
ETAr, noting their belief that using the ETAr made it easier to select the proper tag
and stating that the tags were clearer with no ambiguity or overlap.

5.5.4 Limitations and Suggestions

Determining whether a word/phrase was right or wrong was completely based on the
annotator’s view. It was very likely that some differences in their decisions,
particularly in some categories such as semantics and style, relate to the annotator’s
degree of linguistic knowledge. The disagreements might have been minimised if
annotators were given texts with errors that had been identified and were asked to
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mark the appropriate tag on each error. This method was used in the next experiment
to avoid such differences.

The scores achieved using the ETAr were not as high as expected, which might be
because of the lack of training. Thus, for maximum accuracy, the tagset needs to be
combined with a manual and the annotators need to be trained prior to performing
the task.

5.6 Second Evaluation: Inter-Annotator Agreement
Measurement

The aim of this experiment was to improve the understandability and usability of the
ETAr by considering three steps. The first step was for two experts in the Arabic
language to conduct a review of the tagset. The second step was to give the
annotators texts with errors already identified by the researcher and one of the
Arabic language experts who participated in reviewing the tagset; using this pre-
identified text, the annotators were tasked with marking the appropriate tag on each
error using the Error Tagging Manual for Arabic (ETMAr) that explains all error
types in the tagset with rules and examples of how to tag linguistic errors. The third
step was to train the annotators during the experiment.

5.6.1 Sample

The sample used in the second evaluation consists of two lists of 100 varied
sentences that contain errors. Errors in these lists were distributed equally among 28
error types existing in the ETAr (excluding the last type in each category, reserved
for “other” such errors), which yielded three or four examples for each error type in
each list.

5.6.2 Evaluators

Two Arabic language experts (indicated by E1 and EZ2) participated in this
experiment. See Table 5.8 below for more details about these evaluators.
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Table 5.8: Evaluators who participated in the first refinement of the ETAr

El E2
Qualifications e First degree in Arabic e First degree in Arabic
Linguistics Linguistics
e Master degree in Arabic e Master degree in Arabic
Linguistics Morphology and Syntax

e Undertaking a PhD degree
in Arabic Syntax

Experience in Teaching Arabic to Teaching Arabic to

teaching Arabic university students in Saudi  university students in Saudi
Arabia for several years Arabia for several years

Experience in No previous experience No previous experience

error annotation

The evaluators were given the ETAr and asked to give suggestions based on their
experience in five aspects: error types to be added, error types to be deleted, error
types to be changed, error types to be integrated, and error types to be split. Their
suggestions included moving the error Fas/ wa Wasl (Conjunction) to the Semantics
category. They recommended integrating the errors Word selection and Phrase
selection into one error named Word/phrase selection and the errors Unclear style
and Prosaic style into one error named Unclear or weak style. Additionally, they
suggested removing the error Failure of expression to indicate the intended meaning
as well as renaming some error types to be more specific. For example, ‘alif Fariga
became Confusion in ‘alif Fariga, and Definiteness was changed to Agreement in
definiteness. Other changes can be seen in the second version of the ETAr in
Table 5.9. This version includes 34 types of error, divided into 6 categories.
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Table 5.9: Second version of the ETAr

Error Category Error Type Arabic  English
tag tag

1. Orthography 1. Hamza (=« 5 ¢ ¢l ¢s) 3 3agll <ol> <OH>
&3yl 2. Confusion in Ha’ and Ta’ Mutatarrifatain (< & ) <aP> <OT>
Timla’ Ot el ol 5 olel) 3 Lalil)

3. Confusion in “alif Mutatarrifa (s /) <Y & Ll <sP> <OA>

4 i)

4. Confusion in “alif Fariga () s5S) &, Gyl & ksl <> <OW>

5. Lam Samsiya dropped (<Uall) dawadll 23U Ll <> <OL>

6. Confusion between Nin (o) and Tanwin <J> <ON>

Crsiill s O il G dalal)

7. Shortening the long vowels 4L shall <l pall juali (55l — <> <0S>

o )

8. Lengthening the short vowels 3 _jsssll <) geall J, sdas <@P> <0G>

(000 = ¢4)

9. Wrong order of word characters s ) casi 5 3 Uall <kf> <0C>

PONIN{ I EN Y

10. Replacement in word character(s) il s casa Jlagal <G> <OR>

SN e

11. Redundant character(s) 533 <aal 5 caya <> <OD>

12. Missing character(s) &l <o sl 5f <o a <> <OM>

13. Other orthographical errors s al 45k ¢Uasl <> <00>
2. Morphology 14. Word inflection 418l 45ua <ga=>  <MI>
o _pall 15. Verb tense J=&l (e <> <MT>
‘ssarf 16. Other morphological errors s al &8 ya cUaal <g=> <MO>
3. Syntax 17. Agreement in grammatical case </ _e ¥ A ddadll <> <XC>
sl 18. Agreement in definiteness :Sll 5 < il (53 48Ul <a> <XF>
‘nna/mw 19. Agreement in gender (sl 5 Sl Guiall 8 diUadl) <> <XG>

20. Agreement in number (singular, dual, and plural) <Cai> <XN>

(el s Al 5 31 Y1) 22al) 3 Al

21. Words order aleall Jala s jaall s 53 <> <XR>

22. Redundant word(s) 35 <illS i dalS <> <XT>

23. Missing word(s) awil Sl i dals <G> <XM>

24. Other syntactic errors s al & sai sl <g> <X0>
4. Semantics 25. Word/phrase selection sl s jLall 5l daS)) sl <> <SW>
ayal 26. Fasl wa Wasl (confusion in use/non-use <> <SF>
‘ddalala conjunctions)

(alan) &l ol alasiad pae o alasiul 8 Lla) Jua gl 5 Juadl)

27. Wrong context of citation from Quran or Hadith <> <SC>

el (Bl Al QI sty

28. Other semantic errors s Al a¥s eUasl <¢> <SO>
5. Style 29. Unclear or weak style <L ) paale cilad <g> <TU>
<L Puslish 30. Other stylistic errors s il du sl ¢ladl g <TO>
6. Punctuation 31. Punctuation confusion ad_ill ciledle 3 Llal) <ki> <PC>
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a il Cledle

32. Redundant punctuation 8! ) a8 5 4dle <> <PT>
‘alamat ‘t-tarqgim  33. Missing punctuation 32 siie a8 i de3le <> <PM>
34. Other errors in punctuation s il Gladle 4 s jal sUasl <E> <PO>

5.6.3 Annotators

Three annotators (indicated by T3, T4, and T5) participated in this experiment. See
Table 5.10 below for more information about them.

Table 5.10: Annotators who participated in the second evaluation of the ETAr

T3

T4

T5

Quialifications

e First degree in
Arabic Linguistics

e Master degree in
Applied
Linguistics

o First degree in
Arabic Linguistics

o Master degree in
Arabic Applied
Linguistics

e Undertaking a
PhD degree in
Applied
Linguistics

e First degree in
Arabic Linguistics

e Master degree in
Linguistics

Experience in
teaching Arabic

Teaching Arabic to
non-native Arabic
speakers in Saudi
Arabia for a few
years

Teaching Arabic to
non-native Arabic
speakers in Saudi
Arabia for several
years

Teaching Arabic to
university students
in Saudi Arabia for
several years

Experience in
error
annotation

No previous
experience

No previous
experience

No previous
experience

The annotators’ task included: (i) annotating the first list and completing the
accompanying questionnaire (see example in Table 5.11), (ii) discussing the
annotation of the first list with the researcher and completing a short training session
on tagset use, (iii) annotating the second list and completing the accompanying
questionnaire, and (iv) completing a final questionnaire about the whole task (see
the task and questionnaires in Appendix E.2). Asking annotators to complete the
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training after the first list allowed the researcher to distinguish the value of the
training by measuring the difference between the annotations of both lists.

Table 5.11: Examples from the first list with its questionnaire

Example Tag | Did you find the suitable tag easily?
Very Somewhat easily Found with Not found
easily found difficulty
found
1 s Aismall Al pas
J sanall
2 Cada JSGy sead paill i
3 dlia & ) cladl) Gl ol
4 &)y ol Bac Lgad Ll
5 Ol A agilil () galay

After the annotator completed the first list, training began with a discussion about
any difficulties or ambiguity in annotating the examples on the list. The discussion
did not affect the annotations already made to the first list. The training session
included examples for practical tagging of errors that seem to match more than one
error category. Further information on how to deal with these errors is also included
in the ETMA.

5.6.4 Results

The tags of each list were converted into their numbers on the tagset list, from 1 to
34, and those cases that were untagged by the annotators were coded as 0. Inter-
annotator agreement was measured between each pair of annotators using two
methods. First, the number of observed agreement cases between two annotators
was divided by the total examples (200), which yielded an average of 176 cases of
agreement (88%) for all the pairs of annotators. The second method was to apply the
Cohen’s Kappa measure, which gave an average of k = 0.877 (p < 0.001) among all
the pairs as well (Table 5.12). The level of agreement between T3 and T5 was
higher than the others because T4 left 11 cases with no tags, which negatively
affected T4’s agreement with the other annotators.
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Table 5.12: Inter-annotator agreement in both lists of the second evaluation

Annotators No. of agreement  Percent* Cohen’s

cases (out of 200) Kappa
T3 & T4 173 87% 0.860 p <0.001
T4 & T5 173 87% 0.860 p <0.001
T3 & TS5 183 92% 0.912 p <0.001
Average 176 88% 0.877

* Number of agreement cases divided by the total cases

Inter-annotator agreement was also measured between the annotators for each list.
The results showed the clear positive influence of training. The average of
agreement cases increased from 87 on the first list to 89 on the second list; in
addition, the Cohen’s Kappa measure increased from k = 0.869 to k = 0.886. The
significance value remained stable at p < 0.001 for each pair of annotators

(Table 5.13).

Table 5.13: Inter-annotator agreement in both lists of the second evaluation

List Annotators No. of agreement  Percent Cohen’s Sig.
cases (out of 100) Kappa
First list T3& T4 85 85% 0.844 p <0.001
T4 & T5 86 86% 0.855 p <0.001
T3&T5 91 91% 0.907 p <0.001
Average 87 87% 0.869
Second list T3 & T4 88 88% 0.876 p <0.001
T4 & TS5 87 87% 0.865 p <0.001
T3&T5 92 92% 0.917 p <0.001
Average 89 89% 0.886
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The evaluation form asked the annotators to answer the question, “Did you find the
suitable tag easily?” by selecting one of four responses after tagging each error. The
responses showed that 94.5% of the tags were Very easily found, 3.3% were
Somewhat easily found, 0.3% were Found with difficulty, and 1.8% were Not found.

All of the annotators selected the choice Very easily found (T3 = 187, T4 = 184, and
T5 = 196) and Somewhat easily found (T3 = 13, T4 =5, and T5 = 2). However, T4
selected Not found 11 times; similarly, T5 selected Found with difficulty twice
(Figure 5.22).

Easiness of finding the tags in both lists

400 500 600

0 100 200 300
' ' I I I I
Very easily found I | mT3
Somewhat easily found OT4
Found with difficulty oTs5
Not found

Figure 5.22: Annotators’ responses to the question about easiness of finding the tags

The easiness of finding the tags was also calculated for each list separately, which
may reflect the effect of training. The results revealed that the percentage of those
tags that were found too easily increased from 46.7% in the first list to 47.8% in the
second. Percentages of option 2 and option 3 decreased, while only option 4
increased due to the responses of T4 (Table 5.14).

Table 5.14: The potential impact of training on the ease of finding the tags

Very easily Somewhat  Found Not found Total
found easily found with
difficulty
List1 93.4% 4.6% 0.6% 1.4% 100.%
List 2 95.6% 2.0% 0.0% 2.4% 100%
Average 94.5% 3.3% 0.3% 1.9% 100%
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The final questionnaire about the task and the questionnaire itself showed highly
positive responses as illustrated in Table 5.15. The questions are in bold and italic
font, followed by the choices, and then the number of responses to each choice in
the shaded cells.

Table 5.15: Responses to the final questionnaire

1. Are the error labels clear and easily understood?

Appropriate and do not need Need some clarification Ambiguous and need to be fully
more clarification clarified

3 0 0

2. Is the division of error categories clear and understandable (6 categories)?

Yes To some extent No

3 0 0

3. Is the division of error types clear and understandable (34 types)?
Yes To some extent No
3 0 0

4. How easy and fast is selecting the suitable tag?

It can be selected easily and It requires some time to be It requires a long time to be
quickly selected selected
2 1 0

5. How suitable is the tagset in general for errors in Arabic?
Itis OK It requires some modifications It is completely unsuitable
3 0 0

6. Please provide your general opinion about this questionnaire.
Itis OK It requires some modifications It is completely unsuitable
3 0 0

7. What do you think about the methodology used to evaluate the error tagset in this
questionnaire?

Excellent Good Acceptable Poor Unsuitable
3 0 0 0 0

8. What do you think about the number of error examples used (200 examples)?
Excellent Good Acceptable Poor Unsuitable
2 1 0 0 0

9. What do you think about the ease of finding errors tags (after tagging each error)?

Excellent Good Acceptable Poor Unsuitable
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1 2 0 0 0

10. What do you think about the design of the “Error Tagging Manual for Arabic”?
Excellent Good Acceptable Poor Unsuitable
3 0 0 0 0

11. What do you think about the comprehensiveness of the information in the “Error Tagging

Manual for Arabic”?
Excellent Good Acceptable Poor Unsuitable
3 0 0 0 0

12. What do you think about the clarity of the explanations in the “Error Tagging Manual for

Arabic”?
Excellent Good Acceptable Poor Unsuitable
3 0 0 0 0

The final questionnaire included a part for annotators to evaluate the tagset.
Questions in this part were similar to those given to the evaluators (i.e. error types to
be added, error types to be deleted, error types to be changed, error types to be
integrated, and error types to be split). The annotators gave their comments after
completing the second evaluation, so they were considered in the third version of the
ETAr (see Section 5.7 for a discussion of the refinement of this version).

5.6.5 Limitations and Suggestions

This evaluation does not provide insight into the authentic distribution of the tagset
on a corpus sample, as the annotators were given two lists of examples where errors
were identified and equally distributed. Based on these limitations, the researcher
decided to use a number of entire texts in the third experiment. In addition, errors in
this sample will not be pre-defined in order to measure the distribution of the tagset
from the annotators’ view. The third experiment is described in Section 5.7 below.

5.7 Third Evaluation: ETAr Distribution and Inter-
Annotator Agreement

The primary aim of this experiment was to measure the distribution of the ETAr on
a number of ALC texts instead of error examples. Errors in this sample were not pre-
identified, which may help to measure the distribution based on the annotators’ error
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identification. The second aim was to measure the inter-annotator agreement of
version 3 of the ETAr which was refined based on the annotation standards and the

annotators’ suggestions.

5.7.1 Refining the Tagset

The ETAr was refined based on the annotators’ suggestions in the second evaluation
as well as the annotation standards that the researcher specified at this stage for
standardising the format of the annotation files (the annotation standards have been
described in Section 5.3.1). The refinement included removing those tags used for
multi-word annotations such as Word order, Wrong context of citation from Quran
or Hadith, and the entire category of Style. It also involved the modification of
previously single- and multi-word annotations to cover only single words; for
example, Word/phrase selection became Word selection, Redundant word(s) became
Redundant word, and Missing word(s) became Missing word. The modifications
also included adding Ya’ to the type Confusion in ‘alif Mutatarrifa, resulting in
Confusion in ’alif and Ya’' Mutatarrifatain. Additionally, 13 error types were
renamed for more clarity. The third version of the ETAr is shown in Table 5.16.

Table 5.16: Third version of the ETAr

Error Category Error Type Arabic  English
tag tag

1. Orthography 1. Hamza (= «s ¢35 o) ol c2) 5 agdl 8 Uadll <o)> <OH>
#eY) 2. Confusion in Ha’ and Ta’ Mutasarrifatain <e)> <0T>
Vimla’ (S ) it plaiall el olell 3 Uaal

3. Confusion in ‘alif and Ya’ Mutazarrifatain <sP> <OA>

(5 < ¢f) o phiall ol 5l b Uadl

4. Confusion in “alif Fariga () 5) 48 &) aly) & Ul <> <OW>

<J> <ON>

5. Confusion between Nin (o) and Tanwin (:
Ol 5 0 il G Jalal)

6. Shortening the long vowels <> <0S>
Ay shall il gaall jpeals (5l = 00

7. Lengthening the short vowels <ak> <0G>
8 ganalll il guall Jy okt (205 — 55))

8. Wrong order of word characters <h|> <0C>
LSl Jaly g pall i i 6 Uadll

9. Replacement in word character(s) <> <OR>

Al e i al o s Jlagiad
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10. Redundant character(s) i1 sl a,a 33l <> <OD>

11. Missing character(s) S| 5l s i <> <OM>

12. Other orthographical errors s al 45k ¢Uasl <¢h> <00>
2. Morphology 13. Word inflection 4l 4aSl) 4y jlaal i Uaal) <pas>  <MI>
ol 14. Verb tense Jaill (a3 & Uadl) <> <MT>
ssarf 15. Other morphological errors s Al 4 ya slail <g=>  <MO>
3. Syntax 16. Case <) e Y b Ul <> <XC>
sl 17. Definiteness Sl s cay i) & Uasl <g> <XF>
nnaw 18. Gender (sl LSl (il i Ll < <XG>

19. Number (singular, dual, and plural) <A <XN>

(el s Al 5 31 JEY) aal) 6 Uadl)

20. Redundant word sl ) 4al< <> <XT>

21. Missing word 4=l .S <> <XM>

22. Other syntactic errors sl & s sUaal <> <XO>
4. Semantics 23. Word selection duiall 4l jlga) b Uasl) <o <SW>
AV 24. Fasl wa Wasl (confusion in use/non-use of <o <SF>
ddalala conjunctions)

(akand) il gl alaziind i Uadll) Jua gl 5 Juadll i Ul

25. Other semantic errors (s jal 40¥s sUaal <¢> <SO>
5. Punctuation 26. Punctuation confusion 4ikla ad ji a3l <hi> <PC>
f“'Uj” f‘L“)“" _27. Redundant punctuation &/ a8 5 4e3le <> <PT>
alamat “tarqim 28. Missing punctuation 5 siia ai i iadle <> <PM>

29. Other errors in punctuation a8 i) cladle & 5 3l slasl <g> <PO>

5.7.2 Sample and Annotators

The target size of the sample in the third experiment was 10,000 words. The larger
sample size in comparison with the previous two experiments was intended to make
it possible to measure the extent to which the error types in the ETAr are distributed
on this sample. For this purpose, 20 texts were selected randomly among those texts
having a length between 400 and 600 words, which totalled a sample of 10,031
words. Two annotators (T3 and T6) participated in this experiment in addition to the
researcher. See Table 5.17 below for more details about the annotators.
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Table 5.17: Annotators who participated in the third evaluation of the ETAr

T3 T6
Qualifications e First degree in Arabic e First degree in Arabic
Linguistics Linguistics
e Master degree in Applied e Master degree in Applied
Linguistics Linguistics
Experience in Teaching Arabic to non- Teaching Arabic to non-
teaching Arabic native Arabic speakers in native Arabic speakers in

Saudi Arabia for a few years Saudi Arabia for a few years

Experience in Participated in the second No previous experience
error annotation  evaluation

5.7.3 Task and Training

Each annotator was required to manually complete three basic steps for each error in
the experiment sample:

1. Underline the token including an error,

2. Add the most appropriate tag that matched the error type using the ETAr and its
manual, and

3. Suggest the correct form for each error.

For instance, with the word “.”’, which includes an error in Hamza, the annotator
must underline it, assign the tag OH to it, and correct it to “}”; see an example of
output in Figure 5.23. Due to the large sample, the annotators were allowed a few
weeks to finish the annotation task.
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(Rsmdl )
PC OT OH PC

gl (M (il
sy Ay ‘ . Ay pll 2]
0G PC PC XG oD
Jalial € Al sldl e s | Aacailly Laga | 18 (S 5 " gl (3 pad) ASLaal) () il Eoy A ALY (g py 5
Cillaily o eilia ey il e
SF PM SF PM SW
otall ) ) alis Cae e yiell & Gead el ally 4880 5all ) a5 Ledie

Figure 5.23: Example of the error annotation method in the third evaluation

As a part of the experiment plan, a training session was conducted with each
annotator in order to familiarise them with the method required for the annotation.
At the beginning of the session, which lasted between 2 and 3 hours, each annotator
received an explanation about the following points:

1. the purpose of this experiment;

2. the error types included in the ETA;

3. the Error Tagging Manual for Arabic; and

4. an annotated example showing the form of the output expected.

Each annotator then was asked to do an error annotation test on a sample text, which
was not from the 20 texts of the experiment sample. The annotator and the
researcher discussed the annotation of this testing text both within and after the
annotation process. The discussion primarily centred on how to select the most
appropriate tag for each error following the rules in the tagging manual.

5.7.4 Distribution of the ETAr

For the first aim of this experiment, to measure the distribution of the ETAr, the
analysis started by extracting the distribution of the error tags by each annotator
independently (Figure 5.24). The average of this use revealed that the most used tags
were Missing punctuation in the Punctuation category (397) and Hamza (338) in
Orthography followed by Word selection in Semantics (126) and Punctuation
confusion in Punctuation (119). In contrast, the least used tags were Other errors in
punctuation, Other semantic errors, and Other morphological errors (no
assignments for each), which may indicate that tags under those categories covered
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all possible errors in the sample. The other categories may need more investigation,
particularly Syntax as the type Other syntactic errors had an average use of 13.
However, in most of these cases, the annotators explained that the error was in word
order. The error type Word order was removed from the third version of the ETAr
based on the annotation standards which do not cover multi-word annotation at this
stage. It might be re-considered in later stages when adding further layers of
annotation.
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Figure 5.24: Extracting the tags used by each annotator in the third evaluation

After analysing the inter-annotator agreement, the researcher extracted the
distribution of only those tags which had been used with agreement either between
two annotators (partial agreement) or all annotators (full agreement) on the same
error (Table 5.18).
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Table 5.18: Distribution of the tags’ use and agreement by the annotators

Instances of use

Instances of Agreement

Tag (between 2 or 3 annotators)
R T3 T6 Average R T3 T6 Average
OH 361 347 307 338 344 337 303 328
oT 92 78 80 83 88 75 79 81
OA 12 7 7 9 10 6 4 7
ow 5 4 3 4 5 4 3 4
ON 2 1 1 1 2 1 0 1
0OS 3 8 0 4 3 7 0 3
oG 3 4 0 2 3 4 0 2
oC 18 10 9 12 13 9 9 10
OR 67 36 47 50 56 31 43 43
oD 35 19 47 34 28 18 36 27
oM 68 41 53 54 51 37 42 43
00 2 5 3 3 1 5 3 3
Ml 27 42 28 32 21 27 23 24
MT 14 6 4 8 7 5 2 5
MO 0 0 1 0 0 0 0 0
XC 72 45 39 52 53 40 33 42
XF 91 87 77 85 73 72 57 67
XG 55 47 34 45 39 38 27 35
XN 14 18 12 15 13 14 8 12
XT 103 105 76 95 60 53 38 50
XM 94 92 52 79 59 54 28 47
X0 11 21 8 13 6 10 8 8
SW 143 127 108 126 85 89 55 76
SF 59 52 93 68 41 28 40 36
SO 0 0 0 0 0 0 0 0
PC 48 182 128 119 40 74 83 66
PT 11 41 5 19 7 18 3 9
PM 458 127 605 397 336 110 333 260
PO 0 0 0 0 0 0 0 0
Total 1868 1552 1827 1749 1444 1166 1260 1290

The average of agreement was quite similar to the average of use in tags under the
Orthography and Morphology categories. The possible interpretation of this finding
is that errors under those categories were usually related to the word form; however,

when the error was related to sentence structure and meaning (i.e. syntactic,
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semantic, and punctuation errors), the annotators had different views. Consequently,
the gap emerged between tag use and inter-annotator agreement (Figure 5.25).

The distribution of the ETAr tags may be fundamental material for a deeper
linguistic investigation about the reasons behind those most common errors in
Arabic. It may lead to some suggested solutions as well as different designs of
teaching materials which focus on those solutions.

Distribution of tags use and agreement

H Use Agreement
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Figure 5.25: Differences in the distribution of tags use and agreement

5.7.5 Inter-Annotator Agreement

The second aim of the experiment was to measure the inter-annotator agreement of
version 3 of the ETAr. The agreement was measured on those error cases that
annotators detected similarly in order to know to what extent they assigned the same
tag to these errors. The annotators R and T3 had detection agreement in 1061 errors;
of these, they assigned the same tag to 908 errors and different tags to 153 errors.
The observed agreement was 86%, resulting in a weighted Cohen’s Kappa value of
k = 0.811 (p < 0.001). The results showed that R and T6 had the highest number of
error detection agreements (1153); similarly, they assigned the same tags in the
highest number of cases (1023). The observed agreement was 89% with a weighted
Cohen’s Kappa value of k = 0.842 (p < 0.001). In contrast, T3 and T6 had the lowest
number of error detection agreements (881); likewise, they assigned the same tags to
the lowest number of cases (732). The observed agreement was 83% with a
weighted Cohen’s Kappa value of k = 0.771 (p < 0.001). The average weighted
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Cohen’s Kappa of the three groups (i.e. R & T3, T3 & T6, and R & T6) was k =
0.808.

In terms of those cases where all annotators identified the same errors (full
agreement), the annotators had detection agreement in 757 errors, while they
assigned the same tag to 624 of them. The observed agreement is 82% (Table 5.19).

It can be seen from the distribution of tags use and agreement (Table 5.18 and
Figure 5.25) that the annotators’ disputes is the most likely reason behind not
achieving higher scores than which have been achieved, as most of the
disagreements were in sentence structure and meaning where it is possible to have
different views to the error nature. However, when the error was related to the word
form, the agreement was very high, for example the agreement was 100% in the
errors OW (Confusion in ’alif Fariga), ON (Confusion between Niin and Tanwin),
OG (Lengthening the short vowels); also 98% in OT (Confusion in Ha’ and Ta’
Mutatarrifatain) and 97% in the OH error (Hamza). See Table 5.18 for more details
about the distribution of the tags agreement on the error types. Performing further
investigation and improvement on the error categories that have less agreement may
assist in achieving higher inter-annotator agreement results for these categories.

Table 5.19: Inter-annotator agreement in the third evaluation

R&T3 T3&T6 R&T6 | Allannotators

Agreement in errors detected 1061 881 1153 757
Agreement in tags assigned 908 732 1023 624
Observed agreement 86% 83% 89% 82%
Average 86%

Cohen’s Kappa 0.811 0.771 0.842

(p<0.001) (p<0.001) (p<0.001)
Average 0.808

Comparing the results of inter-annotator agreement in the three evaluation
experiments reveals the influence of some factors that may play a role in achieving
higher results in the second (k = 0.877) and third evaluations (k = 0.808) compared
to the first experiment (k = 0.468). The first factor is the training that the annotators
received in the second and third experiments, which emphasises the importance of
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such training in error annotation. The second factor may be the review of the ETAr
by two experts in the Arabic language, as this may have helped in clarifying the
error types to the tagset users. The third factor is the use of the Error Tagging
Manual of Arabic which explains the errors in the Error Tagset of Arabic and
provides rules to follow for selecting the appropriate tags. The Error Tagging
Manual of Arabic is described and evaluated in the following section.

5.8 Error Tagging Manual for Arabic (ETMAr)

The main aim of developing the ETMAr is to provide users of the ETAr with clear
instructions on how to identify errors and select the most appropriate tags for them.
Such a manual can be used to enhance error tagset use and understandability. The
evaluation of the ETAr showed that error tagging was more accurate using the
instructions provided in the ETMAr.

As the ETMAr is intended to be used by a worldwide audience interested in the
Arabic language, the manual includes all the information, instructions, rules, and
examples in two languages: Arabic as the target language and English as the
international language. Additionally, the English part includes phonetic descriptions
of the Arabic examples using the DIN 31635 (Deutsches Institut fiir Normung,
2011) standard for the transliteration of the Arabic alphabet.

5.8.1 Purpose

The ETMAr performs two functions. It explains errors in the ETAr with examples,
and it provides users with rules to follow for selecting the appropriate tags in error
annotation. The ETMAr provides information about each error type in the third
version of the ETAr. This information covers the definition of the error type, its
scope, and forms of errors expected with the corrections suggested. An attempt has
been made to accommodate all possible error forms under each type in order to
provide their appropriate corrections.

The ETMAr provides a number of rules for error tagging. The aim of these rules is
to help annotators to identify ambiguous instances and to select the most appropriate
tags for these cases. One of these rules, for example, states that choosing an error
category should be based on a specific order (except punctuation), starting from the
highest level (Semantics) to the lowest level (Orthography). This rule was
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established because testing the tagset showed that, when two categories are
applicable to one error, the higher one is usually the most appropriate unless there is
a clear reason for the opposite. The ETMAr presents some examples of exceptions
with reasons and explanations as to why they are exceptions and how they are
annotated.

5.8.2 Evaluation

As seen in the evaluation of the ETAr, the observed inter-annotator agreement was
increased from 52% (k = 0.468) in the first evaluation to 88% (k = 0.877) in the
second evaluation where the ETMAr was used for the first time, and to 86% (k =
0.808) in the third evaluation where the ETMAr was used for the second time. In
addition, the second evaluation involved a questionnaire that posed three questions
to the annotators about the ETMAr:

1. What do you think about the design of the “Error Tagging Manual for
Arabic™?

2. What do you think about the comprehensiveness of the information in the
“Error Tagging Manual for Arabic”?

3. What do you think about the clarity of the explanations in the “Error Tagging
Manual for Arabic”?

The annotators all chose the highest ratings among five choices given: Excellent,
Good, Acceptable, Poor, and Unsuitable (see Table 5.15 in Section 5.6.45.6.4).

5.9 Conclusion

This chapter describes three elements of the ALC project: the Computer-aided Error
Annotation Tool for Arabic (CETAr), the Error Tagset of Arabic (ETAr), and the
Error Tagging Manual for Arabic (ETMAr). The CETAr includes a number of
features for facilitating the manual annotation process such as text tokenisation,
smart-selection, and auto tagging. The evaluation of consistency and speed in the
CETAr showed that the annotation time was reduced while consistency in
annotation was increased when using this tool; based on the results, the smart-
selection feature may play a role in this achievement. Additionally, evaluating the
auto-tagging feature revealed accuracy levels between 76% and 95% with an
average of 88%.
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The ETAr was developed as an error taxonomy and tagset for tagging errors in
Arabic texts. The third version of this tagset includes 29 types of errors under 5
categories. Two evaluators and seven annotators have evaluated the ETAr a total of
three times for a number of purposes. The first purpose of the evaluations was to
determine the extent to which the ETAr could be understood and usable against
another tagset. The results of this evaluation showed that the ETAr achieved an
observed agreement of 52% (k = 0.468) compared to 33% (k = 0.292) by the ARIDA
tagset. The second purpose was to measure the inter-annotator agreement, and the
results revealed that the observed agreement increased from 52% (k = 0.468) in the
first evaluation to 88% (k = 0.877) in the second and 86% (k = 0.808) in the third.
The third aim was to evaluate the value of training the annotators; while no training
was given in the first evaluation, results of the second and third experiments
emphasised the importance of such training in error annotation.

The fourth purpose was to measure the distribution of the ETAr tags on a sample of
the ALC. Missing punctuation and Hamza were the most used tags, with an average
use of 397 and 338 uses respectively. In contrast, the tags Other errors in
punctuation, Other semantic errors, and Other morphological errors were not used
at all. In categories such as Orthography and Morphology where errors usually relate
to the word form, the average of tag agreement was quite similar to the average of
tag use. However, a gap emerged between tag agreement and tag use under the
Syntax, Semantics, and Punctuation categories where the annotators may have
different views of the contexts.

The fifth goal was to measure the value of using the ETMAr, which was developed
for two main functions: to explain the error type and to establish the rules for how to
select the appropriate tags in error annotation. The ETMAr was used in the second
and third evaluations of the ETAr, with the result that the observed inter-annotator
agreement increased from the first evaluation to the second and third evaluations as
mentioned above. Additionally, the annotators’ responses to the questions about the
ETMAr in the second evaluation’s questionnaire were highly positive, with all
annotators selecting “Excellent” among the five scores in the rating scale (i.e.
Excellent, Good, Acceptable, Poor, and Unsuitable) for all questions.

To sum up, nine people evaluated the CETAr, ETAr, and ETMAr for annotating
Arabic errors, and the results achieved in the experiments have been positive.
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Additionally, these results highlight the value of these novel contributions that
present the most comprehensive system for error annotation in Arabic.
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6 Web-Based Tool to Search and Download
the ALC

Chapter Summary

This chapter introduces the first version of a free-access, web-based tool developed
for searching and downloading the ALC data. The tool was developed to help users
search the ALC or a subset of its data and download the source files of any sub-
corpus based on a number of determinants. It has an interface in Arabic and English
including translations of labels and buttons, as well as the ability for the entire
website layout to be right-to-left. In addition, a user guide was also created in both
Arabic and English to give an overview of the tool and to illustrate its use. The
dynamic functions of the ALC Search Tool allows the data to be retrieved and the
results updated quickly. The database of the ALC Search Tool can be fed with
additional corpus data in the future, which will be immediately available to the
users for searching and downloading.

The accuracy of the output of the ALC Search Tool was evaluated based on two
aspects: Recall and Precision. The accuracy was extracted based on the values of
precision, recall, and F-measure of two types of searches: the normal search
function and the Separate Words option. The evaluation shows that the normal
search achieved a high value in terms of recall while the Separate Words option
achieved a high value in terms of precision. Additionally, both options achieved a
high result in F-measure. A number of specialists in computer science, linguistics,
and applied linguistics have participated in further evaluation of this tool through a
questionnaire. Their feedback was highly positive with valuable comments and
suggestions to improve its functionality in the future. The website’s statistics have

also shown that the website received more than 50,000 visits in its first four months.
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6.1 Introduction

Creating a corpus provides a valuable source of data for research. However, creating
an analysis tool increases the usefulness level of the data source. Many analysis
tools such as Khawas (Althubaity et al., 2013, 2014), aConCorde (Roberts, 2014;
Roberts et al., 2006), AntConc (Anthony, 2005, 2014a, 2014b), and WordSmith
Tools (Scott, 2008, 2012) focus on the statistical tests that can be done on the corpus
data. However, few tools use the corpus metadata as determinants when searching
the corpus such as Sketch Engine (Kilgarriff, 2014; Kilgarriff et al., 2004).

For instance, the ALC corpus includes 26 elements in its metadata such as “age”,
“pationality”, and “gender”. Searching a specific group of ages or nationalities, or
comparing males to females, may require manually splitting the data based on the
factors needed. The need to search the data based on more than one factor means
more effort to consider those factors when splitting, uploading, and searching each
sub-corpus.

To resolve this problem, the idea of creating the ALC Search Tool emerged. It uses
the 26 elements of the ALC metadata as determinants to facilitate searching the
corpus data or any sub-corpus. In addition, it enables users to download the source
files of the corpus or a subset of those files in different formats (TXT, XML, PDF,
and MP3), so those subsets can be used with external tools with no need for manual
splitting. This chapter presents a description of the first version of this tool including
its purpose, design, and functions (search and files download) and concludes with an
evaluation.

6.2 Review of Tools for Searching and Analysing
Arabic Corpora

A number of tools exist for searching and analysing Arabic corpora. Choosing a
suitable tool for supporting Arabic seems to be difficult and requires a comparison
between multiple tools, as their potentials and functions differ in terms of handling
Arabic. This review attempts to present a fundamental comparative evaluation of six
tools that are described as supporting multiple languages including Arabic. The
purpose of this review is to evaluate those tools which allow searching and
analysing Arabic corpora including the ALC.
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The tools that are used for searching and analysing corpora generally provide some
basic functions (e.g., frequent words and concordances), whereas some of these
tools have more functions and statistics such as collocations, n-gram/clusters,
keywords, etc. A number of these search and analysis tools are web-based, e.g., The
Sketch Engine (Kilgarriff, 2014; Kilgarriff et al. 2004), IntelliText Corpus Queries
(Sharoff, 2014; Wilson et al. 2010), so in order to use them, researchers need to
remain online. Other tools are PC-based, so they can be downloaded on computers
and used offline, such as the KACST Arabic Corpora Processing Tool “Khawas”
(Althubaity et al. 2013, 2014), aConCorde (Roberts, 2014; Roberts et al. 2006),
AntConc (Anthony, 2005, 2014a,b), WordSmith Tools (Scott, 2008, 2012).

The websites, manuals, or other resources of these tools indicate that Arabic is one
of the languages supported; therefore, we included the newest versions of these tools
in this review. Additionally, it seems that those tools aforementioned — both web-
based and PC-based — handle written corpora only unlike auditory signals. However,
similarly to handling written corpora, those tools may support searching
transcriptions of spoken corpora including typed sequence of phonetic symbols or
spoken syllables if they are in a written format.

Previous surveys have reviewed concordance tools but not specifically for Arabic
corpora, for example Wiechmann and Fuhs (2006) reviewed ten corpus concordance
programs tested on English corpora. Other surveys have covered Arabic text
analysis resources, for example Atwell et al. (2004) reviewed a sample of tools for
Arabic morphological analysis and part-of-speech tagging, machine-readable
dictionaries, and corpus visualization tools as well as concordancing. Thus, there is
need for a survey focused on Arabic corpus search and processing tools that support
features of the Arabic language.

6.2.1 Method of Review

In this review, six tools designed to search and analyse corpora were selected to be
evaluated against eight criteria. Each of these tools was evaluated separately against
each benchmark. The evaluation was repeated, with the second one conducted two
months after the first, on the same tool versions used in the first evaluation, in order
to be sure that the criteria were properly covered. One of the tools was not available
in the first evaluation, but the opportunity was taken to include it in the second. A
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sample of Arabic corpus texts was used in two formats, UTF-8 and UTF-16. More
details about the evaluation method appear in the following sections.

6.2.2 Tools Investigated

This review includes six tools:

1. The KACST (King Abdulaziz City for Science and Technology) Arabic
Corpora Processing Tool “Khawas” 3.0 (Althubaity and Al-Mazrua, 2014;
Althubaity et al. 2013)

aConCorde 0.4.3 (Roberts, 2014; Roberts et al., 2006)

AntConc 3.4.0 (Anthony, 2005, 2014a,b)

WordSmith Tools 6.0 (Scott, 2008, 2012)

The Sketch Engine (Kilgarriff 2014; Kilgarriff et al., 2004)

IntelliText Corpus Queries (Sharoff, 2014; Wilson et al., 2010)

o a ~ wD

As mentioned previously, the tools selected were designed to support Arabic along
with other languages.

6.2.3 Evaluation Criteria

Given the fact that functions of the tools examined here differ from one to the next,
most of the criteria used were based on linguistic features, particularly those related
to Arabic. While many benchmarks could be examined in an evaluation of these
tools, eight points were selected that seemed to be the most essential criteria for
searching and analysing Arabic corporal. Wiechmann and Fuhs (2006) reviewed ten
corpus concordance programs; they mainly used general software evaluation criteria
such as: platform, price, ease of installation, help, and performance. They also
compared a range of functionalities, such as: input/output formats, text search,
frequency and collocation outputs. However all bar one of the systems they
evaluated were developed for English text, and they did not investigate in detail how
well the systems adapted to corpora in other languages such as Arabic. There was
one exception: aConCorde was explicitly targeted at Arabic.

1 Further criteria can be added in future evaluations, for example using Regular Expression and
wildcards — which is supported by some of those tools — for searching Arabic corpora.
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6.2.3.1 Reading Arabic Text Files in UTF-8 Format

This point examines whether the tools being tested are able to read Arabic text files
in UTF-8 format and show the characters correctly. According to Burnard (2005),
the Unicode Standard has three UTFs: UTF-16, UTF-8 and UTF-32 (in
chronological order). He indicates that UTF-16 is known in Microsoft applications
as “Unicode”, and demonstrates that UTF-8 is superior to the other two, as UTF-16
and UTF-32 are more complex architecturally than UTF-8. Burnard recommends
using UTF-8 as a universal format for data exchange in Unicode, and for corpus
construction.

6.2.3.2 Reading Arabic Text Files in UTF-16 Format

This is to examine whether the tools are able to read Arabic text files in UTF-16
format and show the characters correctly. UTF-16 is one of the formats Microsoft
applications use to save files containing characters in Unicode format. Notepad is
one application in particular upon which many people rely to create and save their
corpus files. However, when a user tries to save a text including Arabic characters in
different encoding formats such as ANSI, Notepad shows a message about how to
keep the Unicode information with an advice to select one of the Unicode options
(Figure 6.1). Thus, corpora tools may or may not be able to handle the UTF-16
encoding format besides the UTF-8 format that is most widely used in corpus
construction. For this reason the ability to read Arabic characters in UTF-16 was
included in this evaluation.
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File Edit Format View Help
, § 0l io ol il )
ol 53 iy Bsoall Sy i o o & seicl lo i § el 640 Jsi 03by 6 yeel) &Ko wl] Al ol go CiS
eviis <&siill loslaall Bes dinll Closinall e s iys Loty sy (A )l 68 8 (ath) et dauel psd Ll 151
skl wg Al thgs 9530 Il - uall s s ol lgsdian of Aol 030 8 158 521 LAl DIl wle g
s 9
iS58 o Sall S0 o] b 58 500 o) 8 8 mel) Sgis Juusll ssy ALY bt Jussi o all ¢y 8 Clio o] Ui Lonic
sl ol g el s s |)\)s5\)\yu¢yxmamwuw| ) 2 Y ol
& ALl ol el 25 o ; 2 el o] 1 5 g Lo
i3k i pell g 3 ells e Bl o S 5l o] Lol
il ol elosl go blsa ds oy bl .3l g dpsll Jgo
|3t o 8lg deSll g

o

Figure 6.1: A message from Notepad about the file encoding
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6.2.3.3 Displaying Diacritics Correctly

Diacritics are small symbols that optionally written above or below a letter
“providing a more accurate indication about how a word is pronounced” (Samy and
Samy, 2014). There are three types of diacritics, Vowel, Nunation and Shadda:

Vowel diacritics represent Arabic’s three short vowels, Fatha /a/ [<], Damma /u/
[+], Kasra /i/ [], and the absence of any vowel (no vowel) Sukin [~].

Nunation occurs only in final position in nominals (nouns, adjectives and adverbs).
In addition to helping in the word pronunciation, they indicate indefiniteness as well,
Fathatan [=], Dammatan /u/ [=], Kasratan /i/ [].

Shadda is a consonant doubling diacritic, it typically combines with a vowel or
Nunation diacritic, [</Z].

See Habash (2010, pp 11-12) for more details about these three types and how they
are written and pronounced.

The ability to show Arabic diacritics — if there are any — is tested under this point,
e.g., “a”, Displaying diacritics might be essential in some cases, particularly with
similar forms that cannot be distinguished if they have no diacritics, e.g., <> (past
tense of the verb ‘to go’) and <=2 (noun: ‘gold’).

6.2.3.4 Displaying Arabic Text in the Correct Direction (Right to Left)

As Arabic is written from right to left, the tools were examined to ascertain whether
they can show Arabic text in the correct direction, particularly in concordances,
where the contexts must also be ordered correctly.

6.2.3.5 Normalising Diacritics

This is to check if the tool is able to normalise the diacritics, so that the user has an
option to search Arabic texts which include diacritics using a single word form in
the query. For example, if a text includes the word “4x” (with diacritics) and the
word “iss” (without diacritics), is the user able to search for both using the single
form “ia”? This is significant in searching Arabic corpora, as one form may have
several sub-forms with diacritics. Unless the diacritics are normalised, the user may
face difficulty in counting them, and accordingly in combining them into a single

query.
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6.2.3.6 Normalising Hamza “s”

Normalising Hamza is similar to the previous benchmark. Here, we check to see
whether the tool has the ability to normalise words that have Hamza, so the user has
an option to search Arabic texts, which include Hamza using a single word form in
the query. For example, if a text includes the word “.” (with Hamza) and the word
“I” (without Hamza), is the user able to search for both using the single form “"*?

6.2.3.7 Providing Arabic User Interface

This is to determine whether these tools provide an Arabic user interface for Arabic
users, as some researchers may not be able to use a tool should its interface be in a
language different from their mother tongue, and thus cannot benefit from its
functions.

6.2.3.8 Enabling Users to Upload or Open Their Arabic Personal
Corpora

Researchers may desire to use particular Arabic corpora, or even build their own
corpora from scratch and use some tools to search and analyse these resources.
Therefore, the tools here are examined to see whether they accept external data files.

6.2.4 Evaluation Sample

The current evaluation was based on a sample from the ALC. We randomly selected
8 files from ALC, containing about 4000 words, to be used as a sample of our
examination. The evaluation includes testing as to whether Arabic characters can be
read in UFT-8 and UTF-16 formats, and since ALC files are already in UTF-16
format, we made an additional copy of the sample in UTF-8.

6.2.5 Khawas®

The KACST (King Abdulaziz City for Science and Technology) Arabic Corpora
Processing Tool “Khawas” (Althubaity and Al-Mazrua, 2014; Althubaity et al.,
2013) is an open-source tool that Abdulmohsen Althubaity and his team at KACST
developed specifically for processing Arabic language with an Arabic/English
interface (Althubaity and Al-Mazrua, 2014). It is free to download and can provide

1 Khawas can be downloaded from: http://sourceforge.net/projects/kacst-acptool
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analysis including frequency lists, concordance N-grams lexical patterns and corpora
comparison. Khawas was developed using Java which means it can be run on many
operating systems. The developers claim that this tool works with texts from all
languages in principle, and it was tested on Arabic, English, and French (Althubaity
and Al-Mazrua, 2014).

Khawas was able to read Arabic texts in UTF-8 format; however this was not the
case with texts in UTF-16, as nothing readable was displayed. Khawas is set to
remove diacritics by default in order to normalise the text, but they can be shown by
changing the settings. Consequently, searching the data follows the diacritics
settings; i.e. if the diacritics are shown, the search results will include those words
that match the query word including its exact diacritics, and the same words with
other diacritics will be excluded. Khawas displays words in the correct right to left
orientation (Figure 6.2); however, some words or parts of words were missed from
concordances when the tool was run on Microsoft Windows (Figure 6.3). All of the
missing words appeared when Khawas was run on Mac OS X. This tool has an
option to normalise Hamza, which enables both those words that have, or should
have but are missing Hamza, to be included in the search results. Users need to be
aware that Hamza normalisation means all Hamzas will be removed from the texts,
so the query word should not include one, otherwise no results will be returned.
Khawas has an Arabic/English interface, and this tool was developed to open
external data, i.e., users are able to open their personal corpora on Khawas. This tool
garnered 7 points out of 8 in the benchmark evaluation (Table 6.1).

8.0.0 gpladll il

Laall oLl | i |t sl | it A adal
Ll cula, AU e J | pdal e 236y daalll Guinall a5l b fUsers/Abdullahy...
32y g e pt LSy aadll sl o Lpad s abead | Lt Joa 01 JUsers/Abdullah/...
cleasi 4l J) Laia L, v spde eala) | sk b oo ad fUsers/Abdullahy...
eMaill gBlal je dagaal | s sdall e dialad Loy J el L JUsers/Abdullahj...
lia e caaded edadl | gLl v tagasal | o ndall e adalad Ly fUsers/Abdullah/...
wgall Jl s Sal pa o AS lis e copdad Soaill fUsers/Abdullahy...

Figure 6.2: Khawas Shows Arabic words in a right-to-left order
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£, Concordence

(" Options
No. of preceding words: 5 - No. of subsequent words: 5 - Order By: File
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e i o ; iy Al &g el ) ALC-UTF-8 it Test UTF-8
a3y sl ae : el e e ALG-UTF-8.1xt Test UTF-8
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asndl J e Sal g A o elia ALC-UTF-8.tt Test UTF-8

Figure 6.3: Some Arabic words were missed from concordances when Khawas was
run on Windows

Table 6.1: Benchmark score of the Khawas tool

Evaluation criteria Score

1 2 3 4 5 6 7 8

718
Yes No Yes Yes Yes Yes Yes Yes

6.2.6 aConCorde’

aConCorde (Roberts, 2014; Roberts et al., 2006) is a free tool which was created by
Andrew Roberts in his spare time while he was a PhD student at Leeds University. It
is relatively basic in comparison to the others included in this review, as it only
provides users with concordances and a word frequency list. However, one of the
distinctive features of aConCorde is that it is “[o]riginally developed for native
Arabic concordance” (Roberts, 2014) in addition to that “the provision of an Arabic
interface. Not only does this provide Arabic translations for all the menus, buttons
etc., but even switches the entire application layout to right-to-left” (Roberts et al.,
2006, 6).

aConCorde was able to read Arabic texts in both UTF-8 and UTF-16 formats. It also
correctly shows Arabic diacritics as well as words in a right-to-left direction
(Figure 6.4). However, diacritics and Hamza cannot be normalised, so the search
results will literally match the query word. aConCorde has an Arabic/English
interface, and enables users to open their personal corpora. aConCorde achieved 6
points in this evaluation (Table 6.2).

1 aConCorde can be downloaded from: http://www.andy-roberts.net/coding/aconcorde
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Figure 6.4: Frequency and concordances in aConCorde

Table 6.2: Benchmark score of the aConCorde tool

Evaluation criteria Score

1 2 3 4 5 6 7 8
6/8

Yes Yes Yes Yes No No Yes Yes

6.2.7 AntConc'

AntConc (Anthony, 2005, 2014a,b) is a free corpus analysis tool developed by
Laurence Anthony, a professor in the faculty of science and engineering at Waseda
University, Japan. AntConc provides users with concordances, clusters/n-grams,
collocates, word list, and keyword list. This tool was “developed in Perl using
ActiveState's PerlApp compiler to generate executables for the different operating
systems” (Anthony, 2014b, 1). According to AntConc-discussion (2013), Anthony
stated that “AntConc 3.2.4 and 3.3.5 were not designed to handle right-to-left
languages”, while we evaluated the version 3.4.0 on which he stated that “[i]n the
new version coming soon, the graphics engine supports right-to-left languages
properly” (AntConc-discussion, 2013).

Although AntConc reads Arabic texts in UTF-8 and UTF-16 formats, it behaves
unexpectedly when the user clicks on any of the text words. Diacritics were
displayed within the texts; however, AntConc does not normalise diacritics or
Hamza. Additionally, columns in the concordances screen were shown in the

1 AntConc can be downloaded from: http://www.antlab.sci.waseda.ac.jp/software.html

-193 -



http://www.antlab.sci.waseda.ac.jp/software.html

6 — Web-Based Tool to Search and Download the ALC

opposite direction, as the right side should be the left and vice versa (Figure 6.5).
AntConc does not provide an Arabic interface, only English is available. Users are
able to open their corpora on this tool. AntConc was awarded four of eight points in
this benchmark evaluation (Table 6.3).

AntConc 3.4.0m (Macintosh 0S X) 2014

! Concordance Plot File View Clusters/M-Grams Collocates ‘Word List Keyword List |
Concordance Hits 7

Hit KWIC File

1 [ il Liall Gl Ll Ay ik R - Py PR R [T, ol P N ALC-UTF-8.tx
2 [P R I P T W ey RR TS PR QWK SR MY ALC-UTF-8.tx
3 JPVOR PR T JGR SR g iy Y U Uy ] e b e ALC-UTF-8.tx
4 ol i e A T e e Sles Al ) e gl e ALC-UTF-8.tx
5 wle by J o kel o e e sl i e Bl Rl g ALC-UTF-8.tx
6 el Ganiall e wzdid by i b e g ST L e cedd oeadll Il e ALC-UTF-8.tx
7 S i ol Gl e Al By e cidl ) oue B e o ALC-UTF-8.tx

Figure 6.5: Columns of Arabic concordances in AntConc were shown in the
opposite direction

Table 6.3: Benchmark score of the AntConc tool

Evaluation criteria Score

1 2 3 4 5 6 7 8

4/8
Yes Yes Yes No No No No Yes

6.2.8 WordSmith Tools®

WordSmith Tools (Scott, 2008, 2012) is a commercial project developed by Lexical
Analysis Software Ltd. The user can download the complete package with no
registration code, but it will run in demo mode which will only show a sample of the
output. WS Tools are developed for use on Mac, Linux or Windows, with an
emulator for Windows. These tools provide users with a word list, concordances,
and keywords, and they support many languages, including Arabic. WordSmith
Tools even has an Arabic manual?; however, the interface of these tools is only in
English. “WordSmith Tools handles a good range of languages, ranging from
Albanian to Zulu. Chinese, Japanese, Arabic etc. are handled in Unicode. You can

1 WordSmith Tools can be downloaded from: http://www.lexically.net/wordsmith
2 The manual can be accessed here:
http://www.lexically.net/wordsmith/step_by step Arabic6/index.html
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view word lists, concordances, etc. in different languages at the same time.”
(WordSmith Tools, 2013).

WordSmith Tools were able to read Arabic texts in both UTF-8 and UTF-16
formats, and they also display Arabic text correctly in the right-to-left direction.
However, WordSmith Tools did not put the diacritics in their correct positions
(Figure 6.6). Instead, they are put on small circles, e.g., =, =, — or =. Diacritics and
Hamza were not normalised in this tool, so similar words with differences in
diacritics and/or Hamza will not be retrieved in the results. As mentioned above,
WordSmith Tools do not have an Arabic interface, as the only language available is
English. Users can open their corpora files on these tools. The evaluation resulted in
4 out of 8 points for WordSmith Tools (Table 6.4).

File Edit View Compute Settings Windows Help

i Concordance 56
' el U B e e B sl O (L il e Gy iy
ad Toly gl ad 6l Lilew J 1o 68 apsed b T e Ly agleli dlgd oy i,

Tl Yhey el iy dne Sl ge gl O dundl 3 a5 ey dinadl el e il

Bl Lmy il iy dnge Gl go gl G Al 3 45 ey dinadl dad g il

2l clggs AOLD ap culiad L) Gsed B8 50 JE B ) clll B15 0 Lk ]

T gy a0kl ap bl el el §8 S0 J OB 4l clll 515 0 Lilak T

Figure 6.6: Diacritics do not appear in their correct positions in WordSmith Tools

Table 6.4: Benchmark score of the WordSmith Tools

Evaluation criteria Score

1 2 3 4 5 6 7 8

4/8
Yes Yes No Yes No No No Yes

6.2.9 Sketch Engine*

The Sketch Engine (Kilgarriff 2014; Kilgarriff et al., 2004) is a commercial web-
based tool for corpus analysis developed by Lexical Computing Ltd. In addition to

1 Sketch Engine can be accessed from: http://www.sketchengine.co.uk
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the corpora searching tool, the users are provided with corpora in many languages
including Arabic. Arabic was included in the list of languages supported by Sketch
Engine (Sketch Engine, 2014). Along with the usual features of such tools (e.g.
concordance, word lists, key words, collocation, and corpus comparison), Sketch
Engine has some unique features such as Word Sketches that provide summaries of
a word's grammatical and collocational behaviour, Word Sketch Difference to
compare and contrast words visually, and WebBootCat, which lets users create
specialised corpora from the Web.

Sketch Engine correctly read Arabic texts in both UTF-8 and UTF-16 formats, and
displayed Arabic texts in the proper right-to-left direction. Diacritics and Hamza
were normalised when using the built-in Arabic Segmenter and Tagger (Figure 6.7),
so researchers can use a single word form for those words with differences in
diacritics and Hamza; however, the diacritics will not show throughout if they are
normalised. The Sketch Engine interface can be used in several languages, but
Arabic is not yet included. Sketch Engine provides users with a large number of
corpora in many languages, and also accepts personal corpora via upload in several
file formats. When it came to the criteria of this evaluation, Sketch Engine obtained
7 out of 8 possible points (Table 6.5).

Concordance Query 36,217.3) 18 o per million)
Word List
R file1832593 L Jmdl yla iy 2 o ) el m Sy dpnlal Tl N1 A O
Thesaurus file1832593 gy, pb LS ypsill 50l o la 0 S o Sibeail | W M i gl S0y g8 0wy i
——— Ale1832593 U s g sk, b LS 5l Sile fe b o G o Sl G im0
e file1832593 1 I chay s, Al I s g ey 00 8 pd0 Gualdll i gl 8 o 88 ala 4 00
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- file1832593  uad o s o i le o b Al a3 e 5l San g S 5l bl g A g oo e
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Figure 6.7: Sketch Engine removed the diacritics when normalising the texts
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Table 6.5: Benchmark score of the Sketch Engine web tool

Evaluation criteria Score

1 2 3 4 5 6 7 8

7/8
Yes Yes Yes Yes Yes Yes No Yes

6.2.10 IntelliText Corpus Queries’

IntelliText Corpus Queries (Sharoff, 2014; Wilson et al., 2010) is a web-based
system developed by the Centre for Translation Studies (CTS) at the University of
Leeds for the purpose of facilitating and enhancing teaching and research in various
areas of the humanities. IntelliText provides a list of corpora of languages supported
including Arabic (Sharoff, 2014), as well as a number of functions to search these
corpora, such as concordances, collocations, affixes, compare frequencies, key
words, and phrases.

IntelliText Corpus Queries enables users to upload their own corpora in several
languages. Arabic is not one of them, although this tool includes some built-in
Arabic corpora. Uploading UTF-8 and UTF-16 files of Arabic is unfortunately not
supported, however. In the built-in Arabic corpora, Arabic texts were displayed in
the correct direction, right to left, and diacritics were presented correctly
(Figure 6.8), but diacritics and Hamza were not normalised, and the search results
therefore do not include the query form that shows differences in diacritics or
Hamza. The interface of IntelliText is available only in English. The score
IntelliText achieved in this evaluation is 2 of 8 possible points (Table 6.6).

1 IntelliText Corpus Queries can be accessed from: http://smlc09.leeds.ac.uk/itb/htdocs/Query.html
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Figure 6.8: Diacritics displayed correctly in IntelliText Corpus Queries

Table 6.6: Benchmark score for IntelliText Corpus Queries

2/8

Evaluation criteria Score
1 2 3 4 5 6 7 8
No No Yes Yes No No No No

6.2.11 Comparing the Results

Comparing all results of the evaluation reveals some significant points as follows:

1. Although none of the tools examined fulfilled all the evaluation criteria and

achieved 8

points, three tools (Khawas, aConCorde and Sketch Engine), met more

than 75% of the criteria and achieved the highest scores (Table 6.7).
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Table 6.7: Comparison of the tools included in this evaluation

Web-
PC-based tools eb-based
tools
g £ 2 ¢ -.o %
g = Q o oS £ —
g 2 2 L g2 3
o ¥ 5§ & g ©vu £
Evaluation criteria ©
1. Reading Arabic UTF-8 files + + + + + -
2. Reading Arabic UTF-16 files - + + + +
3. Displaying Arabic diacritics + + + — + +
4. Arabic text in R-to-L direction + + — + + +
5. Normalising diacritics + - - - + —
6. Normalising Hamza + — - - + —
7. Providing Arabic interface + + - - — _
8. Arabic personal corpus + + + + + -
Score 7/8 6/8 4/8  4/8 7/8 2/8

2. The most significant commonalities that Khawas, aConCorde, and Sketch Engine
share are that they paid more attention to the features of Arabic such as diacritics
and Hamza, specifically in Khawas and Sketch Engine, which have the highest
points (7 for each), and Arabic was one of the languages that these tools were
developed for, Khawas and aConCorde in particular.

3. Khawas and aConCorde are PC-based software while Sketch Engine is a web-
based tool. While there is no difference in terms of the basis of the tools (PC or web)
with regard to handling Arabic language, taking Arabic features into consideration
when developing these tools may help to make them more appropriate for Arabic
corpora.

4. Both Khawas and Sketch Engine are strong competitors as tools for searching and
analysing Arabic corpora. Khawas provides an Arabic interface which might be a
significant factor to some users, while this was the only shortcoming in Sketch
Engine. By contrast, Khawas reads only text files in the UTF-8 format, whereas
Sketch Engine can read many types of data files (e.g., .doc, .docx, .html, .pdf, .ps,
tar.gz, .txt, .xml, .zip, and other formats). Sketch Engine can also download the
content of a website and store it as a corpus, and text from any external source can
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be pasted into the tool. Such flexibility helps when there is a need to use a diversity
of data resources.

6.3 Using the ALC Metadata to Restrict the Search

Some online corpora allow the user to restrict the search to specific parts of the data
based on some determinants. For instance, the search in the British National Corpus
(Burnard, 2007) can be restricted to a specific text mode (written and spoken), time
period (since 1990), or genre such as spoken, fiction, magazine, newspaper, and
academic. The Michigan Corpus of Academic Spoken English (Simpson et al.,
2009) offers some determinants such as gender, age, academic position/role,
nativeness, and first language. The Michigan Corpus of Upper-level Student Papers
(O’Donnell & Romer, 2009a) allows the user to restrict the search to some features
such as student level, nativeness, textual feature, paper type, and discipline.

However, few of those search tools allow users to upload their own corpora such as
the commercial web-based tool Sketch Engine (Kilgarriff, 2014; Kilgarriff et al.,
2004) which allows configuring a number of sub-corpora based on pre-determined
features. Based on the review of tools for searching and analysing Arabic corpora,
the ALC was added to Sketch Engine with the configuration of all possible sub-
corpora based on the 26 metadata elements; however, the researcher wanted the
presentation of the determinants on the user interface to be more friendly and easy to
use. For example, to search the ALC on Sketch Engine, users must be aware of the
values of some determinants; that is, users must know which nationalities may be
entered in the Nationality element, which L1s are included under Mother Tongue,
and the names of institutions that can be given for the Educational Institution
element (see Figure 6.9). As a result, there is a need for an external source listing
those values; otherwise, these determinants might be useless.
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DOC.EDUCATIONAL_INSTITUTION DOC.TIMED
No
Yes
Select All

DOC.MOTHERTONGUE
DOC.NATIONALITY

DOC.NATIVENESS

DOC.LENGTH NAS
NNAS

Select All

Figure 6.9: Example of determinants of the ALC in Sketch Engine

To eliminate the need for an external list, the researcher decided to list the
determinants’ values so the user can select one or more of them. The Michigan
Corpus of Upper-level Student Papers website uses this method (Figure 6.10). We
contacted the developers of this corpus, the Michigan Corpus of Upper-level Student
Papers (Ute Romer, personal communication, 2 July 2013), in order to adapt the
interface to Arabic and host the ALC. However, they responded that there was no
longer a corpus team as project funding ended in August 2011, so the corpus website
is frozen with no prospect of further development. Thus, we decided to build our
own website using the same friendly method for restricting the search to the
determinants.

Showing 1 to 20 of 829 papers

o Mo Restriction . Paper ID Title

Abstract BIC.G0.15.1 Invading the Territory of Invasives: The Dangers of Biotic Disturbance

Definitions BIO.G1.04.1 g:ﬁuEIY:lludmn of Terrestriality: A Look at the Factors that Drove Tetrapods to Move

E’;f:fj:z::\;xuns BIO.G3.03.1 Intracellular Electric Field Sensing using Nano-sized Voltmeters

. Exploring the Molecular Responses of Arabidopsis in Hypobaric Environments:

Methodology section BI0.G0.11.1 Identifying Possible Targets for Genetic Engineering

Problem-solution pattem BIO.G1.01.1 V. Cholerae: First Steps towards a Spatially Explicit Model

Reference to sources BIQ.G.07.1 Zebrafish and PGC mis-migration

Tables, graphs or figures B810.62.06.1 A Conserved Role of Cas-Spg System in Endoderm Specification during Early
I Vertebrate Development
BIO.G3.02.1 Linking scales to understand diversity

BIO.G0.01.1 The Ecology and Epidemiology of Plague
@] No Resiriction BIO.G0.02.1 Host-Parasite Interactions: On the Presumed Sympatric Speciation of Vidua

BIO.G0.02.2 Sensory Drive and Speciation

Argumentative Essay BIO.G0.02.3 Plant Pollination Systems: Evolutionary Trends in Generalization and Specialization

Creative Writing BIO.G0.02.4 Chromosemal Rearrangements, Recombination Suppression, and Speciation: A

Critique/Evaluation = Review of Rieseberg 2001

Proposal BIO.G0.02.5 On the Origins of Man: Understanding the Last Two Million Years

Report BIO.G0.04.1 Fetal Endocrine System

Research Paper BI1O.G0.05.1 Mn (lll) TPPS4: A Metallophorphryin Used for Tumer [dentification in MRI

Response Paper BIO.G0.06.1 Global Reproductive Strategies of Tursiops and Stenella (Family Delphinidag)

Complementalion Between Histidine-Requiring Mutants of Saccharomyces

BIOBODZL Cereawsiae e i

. BIO.G0.09.1 Nest Selection In Weaver Birds
BIC.GO0.11.3

@] Fungal Eye Infections Due to ReNu MoistureLoc
No Restriction

| Binlaav (BIOY | M 1.5\ § Copyright (c) 2009-2010 Regents of the University of Michigan

Figure 6.10: Search determinants on the website of the Michigan Corpus of Upper-
level Student Papers
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6.4 Purpose

The aim of the ALC Search Tool is to enable users to search the corpus data based
on a number of determinants and to download a subset of the corpus files (sub-
corpus) based on those determinants. The ALC design criteria include a number of
learner and text features that can be selected to search a sub-corpus, such as “age”,
“gender”, “mother tongue”, “text mode”, and “place of writing”. The corpus has 26
features which are used as determinants on this tool. Using those determinants
provides three main advantages. First, it allows users to search any sub-corpus based
on the determinants required (e.g. searching the sub-corpus of non-native speakers
of Arabic). Second, users may compare the results of two sub-corpora (two
comparable groups such as learners at the pre-university level to those at the
university level). Finally, users can download a subset of the corpus in different
formats (TXT, XML, PDF, and MP3).

6.5 Design

The ALC Search Tool is a free-access, web-based tool, but registration is required to
obtain this free access. The website of the ALC Search Tool
(http://lwww.alcsearch.com) was created by the researcher —and hosted on a web
hosting service paid by the researcher — independently from the ALC main website
(http://www.arabiclearnercorpus.com), which contains details about the corpus,
developers, publications, and other information. The reason of developing a separate
website for the search tool is that it is intended in future to be used not only for the
ALC but as a generic search tool for further Arabic corpora as described in the
future work in Chapter 8.
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S005_T1 M _PRE_NNAS W._C
S005_T1 M_PRE NNAS W C
S005_T3_M_PRE_NNAS_W_H
SO10_T1_M_PRE_NNAS_W_C
SO10_T2_M_PRE_NNAS_W._C
SO11_T1_M_PRE_NNAS_W_C
S015_T1_M_PRE_NNAS_W_C
SO15_T3_M_PRE_NNAS_W_H

S017.T1 M _PRE NNAS W_C
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\ TEXT LENGTH °

J

Search

Results

Figure 6.11: English interface of the main page of the ALC Search Tool

The website consists of two pages: the login/sign up page in which the user can
register and obtain free access to the tool, and the main page in which the user can
search and download the corpus or any subset of its data (Figure 6.11). As the ALC
Search Tool is intended to be used by a worldwide audience interested in the ALC,
one of the distinctive features is the provision of the interface in two languages,
Arabic and English. Importantly, the development of the two interfaces offers not
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only translations for labels and buttons, but even switches the entire website layout
to right-to-left. Additionally, the researcher created a user guide to present an
overview of the ALC Search Tool and an illustration of how to use it and to take
advantage of its functions. Similar to the website, this guide is available in two
languages, Arabic! and English2. A link to each copy is located on the interface
matching its language.

When the user clicks on the title of any of the determinants, its values will appear
for selection. The values can be cleared by clicking on “No Restriction” at the top of
the list of options; doing this will reset the value of the selected determinant only. To
clear the values of determinants all at once, the user can click on “Clear All
Determinants” at the top of the determinants list. By selecting any option from the
determinants, the number of texts available based on the new selection will be
shown above the files download section (Figure 6.12).

The number of corpus texts is 1585

=—3 The number of texts based on your
selection is 447

Download these 447 texts in different
formats:

Figure 6.12: Updating the number of texts available based on the determinants
selected

6.6 Determinant Types

The determinants on the website can be classified into three types. The first type
includes those with a numerical range value. This type requests two values, the
minimum and maximum of the range, and it accepts only values in the Arabic
numeral system (1, 2, 3, 4, 5, 6, 7, 8, 9, and 0). For example, the user can select a
range of learners’ ages between 20 and 30 years (Figure 6.13).

1 The Arabic version can be accessed from:
http://www.alcsearch.com/ALCfiles/ALC_User_Guides/User_Guide_Ar.pdf

2 The English version can be accessed from:
http://www.alcsearch.com/ALCfiles/ALC_User_Guides/User_Guide_En.pdf
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Mo Restriction

From 20 Ta 30

{The ages range from 16 to 42)
Figure 6.13: Example of a determinant with a numerical range value

The second type is those determinants with a multi-selection list where user can
select one or more options from this list. The user for example can select any
number of nationalities to search the sub-corpus of learners belonging to those
nationalities (Figure 6.14).

| NATIONALITY ()

No Restriction

M Afghan
Albanian

M American

 Azerhaijani
Belgian
Bengali
Beninese
Bosnian
British

Burkina Faso

Figure 6.14: Example of a determinant with a multi-selection list

The third type includes determinants with two options (“Yes” or “No”). Only one
choice can be selected from this type of list. For instance, the user can select

whether texts were produced using any language references by choosing “Yes” or
“No” (Figure 6.15).
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| REFERENCES USE (- ‘

No Restriction

(=)Ves
No

Figure 6.15: Example of a determinant with only two options

6.7 Functions

As mentioned in the tool purpose, the ALC Search Tool was designed to perform
two main functions. The first is to enable users to search the corpus data based on a
number of determinants, and the second is to enable them to download a subset of
corpus files based on those determinants. Those two functions are described in the
following subsections.

6.7.1 Searching the Corpus

The search function works as a basic concordancing tool, so users are able to search
for a particular word. It retrieves all results matching the given search term along
with their contexts (that is, four words on either side of the search term). The results
section consists of some subsections as shown in Figure 6.16. All results are
displayed with the search term highlighted in a different colour. The text ID of each
example of the results is also retrieved and shown next to the example. Results can
be printed using the print button or exported into Excel file format (.xIs) using the
download button. The full text of any example can be displayed by clicking on the
highlighted word; a text box will appear at the bottom of the page showing the full
text and highlighting all the matches.
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Figure 6.16: Results section on the ALC Search Tool

When searching for a word such as “«<” kaifa ‘how’, the results will include all
examples where the search term appears, whether as an independent word matching
the search form “—< or with prefixes and/or suffixes such as “i4<” kaifiya ‘method’
and “Lss” kaifiyatuha ‘its method’ (see Figure 6.17 for an example). In the search
box, users can select Separate Words to show only those examples that include the
search word independently “—s”. Once it is selected, all results with prefixes and/or
suffixes (e.g. “4is” and “L34<) will be excluded, Figure 6.17 illustrates the results of
the word “<<” with and without selecting the choice Separate Words.
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Without selecting the Separate Words choice with selecting the Separate Words choice
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Figure 6.17: Results with and without using the Separate Words choice

The mechanism of the website is dynamic, so the determinants’ values can be
changed after the search. Any changes made by the user will be reflected in the
number of texts, and new results will be shown automatically as they will be
updated based on the new values of the determinants.

In terms of the architecture of the search function, it starts once a determinant value
is changed or the search button is clicked. The search function sends a query to the
ALC database with the values of the determinants and the search term (Figure 6.18),
and the results retrieved are stored in an array.

var dataString =

'search txtl='+search txt+'&fromAge='+fromAge+'s&toAge="+toAge+'s&gender="+gender+'&nat
ionality="+nationality+'&mother="'+mother+'&nativeness="+nativeness +'&fromLangSpok="
+fromLangSpok + '&toLangSpok='+toLangSpok +'&fromYearLearnAr='
+fromYearLearnAr+'&toYearLearnAr="+toYearLearnAr+'&fromYearSpentAr="+fromYearSpentAr+
'&toYearSpentAr="+toYearSpentAr+'&genLevEdu='+genLevEdu+'&levStudy="+levStudy+'&years
em="+yearSem+'&edulnsti="+edulnsti+'s&textGenre="+textGenre+'g&placelWrite="+placeWrite+
'&yearWrite="+yearWrite+'&countWrite="'+countWrite+'&cityWrite="+cityWrite+'&Timing="+
Timing+'&refUse="+refUse+'&grBookUse="'+grBookUse+"'&monoDict="+monoDict+"'&bilDict="+bi
1Dict+'&othRefUse="+othRefUse+'&textMode="+textMode+"' &textMedium="+textMedium+'&fromT

ext="'+fromText+'stoText="+toText+'&search type='+search type;

S.ajax ({

type: "POST",

url: "<?php echo base url(); ?>en/ajaxTextSearch",
data: dataString,

dataType:'json',

success: function (response)

Figure 6.18: Sending a query to the ALC database
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If no text matches the query conditions (the determinants values and the search
term), the tool shows zero in the number of texts available, hides the files download
part, and clears all results from the results section. If there are results matching the
query conditions, then the number of those texts will be shown as well as the
download section (Figure 6.19). The final step before showing the results is to check
if the Separate Words checkbox is selected; if it is, then the concordances will be

sorted by excluding those matches with prefixes and/or suffixes.

var show data='<table width="100%" border="0"
cellpadding="0" class="tblResl">'+

'<tr>'+

'<th>Text ID</th>'+
'<th>Concordance</th>"+
'</tr>'+

'<tr>'+

cellspacing="0"

'<td colspan="2" style="border-right:0px; padding:0px;">"'+

'<table width="100%" border="0" cellspacing="0" cellpadding="0">";

if (response != null)
{
if (response['title'] !='")
{
for (i=0; i<response['title'].length; i++)
{

show data += response['title'][i];

}

show data += '</table>'+
'</td>'+
'</tr>'+
'</table>"';

$('#search data') .html (show data);

$("#print id") .show () ;
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Here</td>'+

$('#download id').show();

}

else

{

show data += '<tr>'+

'<td colspan="2" align="center">No Records
'</tr>';
show data += '</table>'+
'</td>'+
'<tr>'+
'</table>';
$('#search data') .html (show data);
$("#print_id') .hide();
$ ('#download id') .hide();
}

$('.paginationBx"') .html ('<div

id="test">'+response|["pagination"]+'</div>");

$ ('#search rows') .html (response['total rows']);
$ ('#search rows2') .html (response['total rows']);
$('#no_of rows').html (response['no of results']);

S ('#ajaxLoaderDiv') .hide () ;

ajaxSearch paging();

Figure 6.19: Showing or hiding the results based on the query response

See an extended sample code of the search function in Appendix G. Figure 6.20

illustrates the architecture of the searching function.
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[

Input: new values(s) from the determinant(s)

and/or new search word

4

Send a query to the ALC database with (1)
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word

//\
N
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matching

texts?
Yes

y

ALC
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N

I
Retrieve the results in an array

No

N~

Show the number of
matching texts

Show zero in the matching
text number
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Hide the Download part

Yes
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Sort the matching results

only

N
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selected?
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[

a number of pages

Output: Show the results after distributed on /

Figure 6.20: Architecture of the search function in the ALC Search Tool

6.7.2 Downloading the Corpus Files

One of this tool’s aims is to enable users to download any subset of the corpus files
using the determinants in different formats (Table 6.8). The number of files
available depends on the determinants values, and this number is updated based on

any changes in the determinants values.
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Table 6.8: Number of files available for each format in the ALC

Format No of files
TXT files with no metadata 1585
TXT files with Arabic metadata 1585
TXT files with English metadata 1585
XML files with Arabic metadata 1585
XML files with English metadata 1585
Original hand-written sheets in PDF 1257
Audio recordings in MP3 52

The PDF and MP3 formats have fewer files than the other formats, i.e. some texts
may not have files in these two formats. For example, when selecting “Azerbaijani”
from the ‘“Nationality” determinant, “Audio recordings in MP3” from the files
download section, and clicking on the “Download” button, a message will appear
indicating that there are no files to download for this selection. This occurs because
there are no MP3 files for this selection, even though 10 texts from Azerbaijani
learners can be downloaded in any of the other formats.

The architecture of the download function includes three main steps before sending
the files to the user. The first step is to retrieve the texts’ IDs from the array of the
searching function; this list of IDs includes only those texts matching the query
conditions. The second step is to retrieve the file formats selected by the user among
the seven formats available in the download section. The third step is to retrieve
those files matching the results of step 1 and step 2. The files are then compressed
into one ZIP file containing subfolders, each of which includes the files of one
format of those selected. Finally, the ZIP file is sent to the user for downloading
(Figure 6.21).
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of the searching function
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the Download part
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XML with English metadata

Hand written sheets in PDF

Audio recordings in MP3

[ Downioad | Ger |

\ 4

(& MP3 recordings

(1] PDF sheets

(1 TXT with Arabic header
(. TXT with English header
] TXT with no header

[ XML with Arabic header
{Z3 XML with English Header

Retrieve the files available (based on
the query results and formats required) |€
and compressing them in a ZIP file

A 4
VVYVYVYVYYVYY

\ 4

/ Output: Send the ZIP file to the user for downloading /

Figure 6.21: Architecture of the download function on the ALC Search Tool

6.8 Evaluation

The ALC Search Tool was evaluated in three dimensions: (i) the accuracy of the
search results which presents a technical view of the ability and limits of the search
function, (ii) the views of a number of specialists in some computational and
linguistic research areas, and (iii) the number of website visits, which gives an
indication of the extent of its use.

6.8.1 Evaluating the Output of the ALC Search Tool

In evaluating the outputs of the ALC Search Tool, the focus was to evaluate the
accuracy of retrieving a query string. The search tool includes two choices: normal
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search, which returns all matches including the query string with or without prefixes
and suffixes, and the Separate Words option, which returns only those matches that
have no prefixes or suffixes. Each of these options was evaluated separately. Two
aspects for measuring the accuracy of the ALC Search Tool were investigated:
Recall, equates to whether or not the query string is found, and Precision, equates to
whether or not the string retrieved is relevant to the query.

These two aspects define the elements of the confusion matrix used to calculate the
accuracy of the ALC Search Tool outputs. The confusion matrix contained four
elements: true positive, true negative, false positive, and false negative. According
to the observations of the ALC Search Tool outputs, these elements are defined as:

e True Positive (TP): True and applicable; the case is relevant to the query and
retrieved to the output correctly.

e True Negative (TN): True but not applicable; the case is not relevant and not
retrieved.

e False Negative (FN): False retrieving of a relevant case; the case is relevant but
not retrieved.

e False Positive (FP): False retrieving of a non-relevant case; the case is not
relevant but is retrieved as relevant.

Using this confusion matrix allowed the researcher to classify the output into four
categories:

1. Relevant strings and retrieved as relevant: this category represents those strings
retrieved by the ALC Search Tool as relevant results to the query. For example,
strings such “u#,” Wagtan ‘a time’ and “«s” "alwaqt ‘the time’ contain the query
string “«a,” Waqt ‘time’; thus, they are relevant results to the query and retrieved
as relevant.

2. Non-relevant strings and not retrieved: this category indicates cases not relevant
to the query and not retrieved in the output results, which includes all strings in
the corpus other than those retrieved and those relevant.

3. Relevant strings but not retrieved: this category includes strings relevant to the
query, but that were not retrieved by the ALC Search Tool. For example, the
string “_<” ‘akbar ‘greater’ was not retrieved through the query “,< ’akbar
‘greater’ because of the difference between those two strings in the way of
writing the first character, with Hamza above it (i) in the query and without it in
the non-retrieved strings ().
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4. Non-relevant strings and retrieved as relevant: this category represents strings
retrieved as relevant results to the query when they were in fact not. For instance,
the string “Jda” “ahl ‘family’ was retrieved for the query “d»” hal ‘question
particle’, as the latter string is a part of the former, but they are irrelevant.

Relevant cases Retrieved cases
1

False Negative (FN) True Negative (TN)
o
o
o "
True Positive | False Positive
o (TP) (FP)
o
o
o
o
Confusion matrix Relevant Non-Relevant
Retrieved True Positive (TP) False Positive (FP)
Not Retrieved False Negative (FN) True Negative (TP)

Figure 6.22: The confusion matrix aspects and elements

The results retrieved from the ALC Search Tool were sorted into either relevant
(TP) or non-relevant (FP). The classification was performed manually on the
following basis: if the retrieved word shared the same lemma with the query string,
it was deemed relevant; otherwise, it was not relevant.

However, checking those relevant but not retrieved cases (FN) manually was
difficult due to the large amount of data not retrieved, so a reference tool was used
to check whether any relevant cases were not retrieved. In particular, arabiCorpus
(Parkinson, 2015) and Sketch Engine (Kilgarriff, 2014; Kilgarriff et al., 2004), on
which the ALC is searchable, were used for this task. On arabiCorpus, the user can
search for a string of characters where all words including the string will be
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retrieved. Because this approach is similar to the normal search function on the ALC
Search Tool, the results from arabiCorpus were used as an indicator of possibly
relevant cases to be compared with the results of the ALC Search Tool. For the
Separate Words option on the ALC Search Tool, results from Sketch Engine were
used to indicate possible relevant cases because the search on Sketch Engine is
based on a tokenised version of the ALC where the exact tokens are retrieved.
However, the clear difference between Sketch Engine and the Separate Words
option is that the former returns the query token regardless of whether it has prefixes
and/or suffixes in its original form, while the Separate Words option on the ALC
Search Tool returns only those that have no prefixes and/or suffixes in their original
forms. Although this difference created a gap between the retrieved results in some
queries, the results of Sketch Engine can be seen as a typical target to which the
Separate Words option on the ALC Search Tool needs to achieve in future.

Therefore, the FN value is the number of results of the reference tool minus the
number of results of the ALC Search Tool. For instance, a query for the string “oe”
‘an ‘about’ on arabiCorpus returns 3925 results, and the normal search on the ALC
Search Tool returns 3906 results, which means there are 19 possible relevant cases
that were not retrieved. The same query on Sketch Engine returns 1210 results,
while the Separate Words option on the ALC Search Tool returns 1007 results,
indicating that there are 203 possible relevant cases that were not retrieved.

Finally, the TN value is the total number of ALC words (282,732) minus all other
categories: TP, FP, and FN. This gives the total number of cases which are not
relevant and were not retrieved.

The sample of query strings was selected from the 1000 most frequent words in the
ALC. One word was randomly selected from each 100, generating 10 words to be
searched using the ALC Search Tool.
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Table 6.9: Number of results returned for each query on the reference tools
compared to the ALC Search Tool

ALC ALC
_ _ Search Sketch Search
Query string arabiCorpus Tool . Tool
Engine
(normal (Separate
search) Words)
o= ‘an ‘about’ 3925 3906 1210 1007
<d s waqt ‘time’ 592 590 271 231
iald passa ‘special’ 154 150 131 77
da hal ‘question particle’ 724 714 105 94
Gl gadaitu ‘1 spent’ 79 77 73 50
_Si "akbar ‘greater’ 101 77 65 50
ikl "al ‘utla ‘the holiday’ 56 56 56 54
<l Al “addirasat ‘the studies’ 44 43 46 36
Seals wagahtu ‘| faced’ 101 101 42 26
23 naid ‘we return’ 36 36 35 27

Precision, recall, and F-measure are the most frequent measures for information
retrieval effectiveness. Precision represents the relevant fraction of the returned
results, while recall is the returned fraction of those relevant results, and F-measure
(F1 score) is the weighted harmonic mean of precision and recall (Manning &
Raghavan, 2008). Table 6.10 illustrates formulas used for the computation of
precision, recall, and F-measure.

Table 6.10: Formulas used to compute precision, recall, and F-measure

Measure Formulas
Precision Precisi Number of relevant items retrieved TP
recision = =
Total number ofretrieved items TP+ FN
Number of relevant items retrieved TP

Recall Recall = . =

Total number of relevant items TP +FP

Precision . Recall 2PR

F-measure F — measure = 2

“Precision + Recall P +R
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As explained above, the ALC Search Tool was evaluated using a sample of 10
queries extracted from the 1000 most frequent words of the ALC data. The
evaluation covered the output of the normal search function on the ALC Search Tool
as well as the Separate Words option on the same tool. The results of those queries
were evaluated using the results of the same queries from the reference tools
previously described (i.e. arabiCorpus as a reference for the normal search and
Sketch Engine as a reference for the Separate Words option). A confusion matrix
was defined to compute two aspects (recall and precision) with four elements: true
positive, true negative, false negative, and false positive. The computation of
precision, recall, and F-measure was performed based on this confusion matrix. The
results of the normal search function are shown in Table 6.11, which illustrates the
confusion matrix of each query. It also shows the values of the measures: precision,
recall, and F-measure with their average for all queries. The results of the Separate
Words option are shown in Table 6.12

Table 6.11: Evaluation of the normal search on the ALC Search Tool

Query word TP TN FN FP Precision  Recall  Fl-score
o ‘an ‘about’ 1523 281,846 19 2383 38.99%  98.77%  55.91%
i s wagt ‘time’ 583 282,492 2 7 98.81%  99.66%  99.23%
ials pagssa ‘special’ 150 282,578 4 0 100.00%  97.40%  98.68%
Ja hal “question particle’ 57 282,620 10 657 7.98% 85.07%  14.60%
<zl gadaitu ‘1 spent’ 77 282,653 2 0 100.00% 97.47%  98.72%
i rakbar “greater’ 77 282,631 24 0 100.00% 76.24%  86.52%
ksl ‘a/'utla “the holiday’ 56 282,676 0 0 100.00% 100.00% 100.00%
a3l addirasat ‘the studies’ 43 282,686 1 0 100.00% 97.73%  98.85%
<ieals wagahtu <1 faced” 100 282,631 0 1 99.01%  100.00%  99.50%
3525 na'iid “we return’ 35 282,696 0 1 97.22%  100.00%  98.59%
Average 84.20%  95.23%  85.06%
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Accuracy metrics for evaluating the ALC Search Tool
(normal search)
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Figure 6.23: Precision, recall, and F-measure of the normal search on the ALC
Search Tool

Table 6.12: Evaluation of the Separate Words option on the ALC Search Tool

Query word TP TN FN FP Precision Recall F1-score
o ‘an “about’ 1007 281,522 203 0 100.009% 83.22%  90.84%
<é; wagqt ‘time’ 231 282,461 40 0 100.00% 85.24%  92.03%
4als passa ‘special’ 77 282,601 54 0 100.00% 58.78%  74.04%
Ja hal “question particle’ 93 282,627 11 1 98.94%  89.42%  93.94%
Cwmd gadaitu ‘| spent’ 50 282,659 23 0 100.00% 68.49%  81.30%
i akbar “greater’ 50 282,667 15 0 100.00% 76.92%  86.96%
kel ‘al'utla “the holiday’ 54 282,676 2 0 100.00% 96.43%  98.18%
<l Al ‘addirasat ‘the studies” 36 282,686 10 0 100.00% 78.26%  87.80%
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Ceals wagahtu ‘| faced’ 26 282,690 16 0 100.00% 61.90% 76.47%
3523 na'iid “we return’ 27 282,697 8 0 100.00% 77.14% 87.10%
Average 99.89% 77.58% 86.87%
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Figure 6.24: Precision, recall, and F-measure of the Separate Words option on the

ALC Search Tool

The evaluation shows that both types of search (normal search and Separate Words)
achieved similar average values of F-measure, 85.06% for the former and 86.87%
for the latter. However, they achieved different results in terms of the precision and
recall measures, as the normal search shows a higher score in recall (95.23%) than
the Separate Words search (77.58%). In contrast, the Separate Words search shows
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99.89% in precision, which is higher than the results achieved by the normal search
(84.20%).

The normal search function depends on the existence of the query string without
conditions in terms of prefixes and suffixes and even if the string is a part of another
word, which may explain its high accuracy in the recall measure. However, some
words appeared in different forms, e.g. “<” ‘akbar ‘greater’ appeared in the
incorrect form “_s<” without the Hamza sign above the first character “’; in this
case, all cases of the latter form were not retrieved which resulted 76.24% in the
recall value of the word “,<”. Another example is the word “i=s” hassa ‘special’
that did not return the forms “_ iaa™! “wcals”, “wals” and “Laslsd”, as the character
Ta’ Marbiita Mutatarrifa “” was not existing in these forms while it is there in the
query form “i=”, this resulted 97.40% in the recall value. A normalisation process
of Hamza, Ta’ Marbita Mutatarrifa and other signs such as diacritics may
contribute to resolving this problem, as all types of Hamza, Ta’ Marbita
Mutatarrifa, diacritics etc. can return to a unified form which can achieve a higher
value of retrieval.

The precision value of the normal search, on the other hand, was affected by the
short strings “c=” “an ‘about’ and “Js” hal ‘question particle’. They include a small
number of characters that can be a part of any other strings. This is the reason
behind retrieving irrelevant strings which gave low values of precision in these
cases. For example, the string “Ja” is a part of the word “da¥”, “Je”, “:Ne=” and
“Ne” where all were retrieved but they are irrelevant to the search form. This
resulted in a low precision for the short word “ds” 7.98%. The other queries with
longer strings achieved high values of precision ranging between 97.22% and
100.00%. For instance, the word “i “al ‘utla ‘the holiday’ shows 100.00% in
both precision and recall. A suggested solution for returning a high value of
precision is mentioned below after discussing results of the Separate Words option.

The Separate Words option returns only those results exactly matching the query
string without any difference in the string form including the existence of prefixes
and suffixes. This restriction makes all results retrieved relevant to the query, except
one case where the query “Js” hal ‘question particle’ returned the word “Js ¥ 5 that
included an incorrect space between the word characters; consequently, the second

1 The characters related to the query form are in black colour, and other characters are in red.
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part of this word matched the query string. Based on these findings, the Separate
Words option achieved a high value in the precision measure (99.89%). On the other
hand, the requirement of an exact match between the query string and the retrieved
results in this type of search resulting in the engine’s failure to retrieve a number of
relevant results; for example, the Separate Words option failed to identify 41.22% of
instances of the word “iss” hassa ‘special’ e.g. “4x=)” and “4wlall s, and 38.10% of
the word “wesls” wagahtu ‘| faced’ e.g. “ieals” and “ceal 57,

As a suggested solution for returning high values for the recall and precision
measures in both: the normal search and the Separate Words option, the ALC Search
Tool needs further development to adapt a lemmatised and PoS-tokenised version of
the ALC in the search function. This may assist in retrieving more relevant results,
as if the search can find all relevant tokens and distinguish them from the prefixes
and suffixes (e.g. the token “4s”) it can retrieve all matches regardless the
different forms of 7a’ Marbita Mutatarrifa “” (e.g. “as”, “aals” and “1s4”) and
whether the word have prefixes and/or suffixes or not (e.g. “4alal”, “4alslls” and
“:*-"4\55” .

To sum up, the normal search shows 95.23% in recall and 84.20% in precision.
Conversely, the Separate Words search achieved 99.89% in precision and 77.58% in
recall. Those results showed similar values in F-measure (85.06% for the former and
86.87% for the latter). Developing the ALC Search Tool to operate a normalised,
lemmatised and PoS-tokenised version of the ALC may assist in achieving higher
values in the recall and precision measures. Finally, those results of the ALC Search
Tool are not intended to be compared to other tools, as this tool was designed only
for this study.

6.8.2 Specialists’ Views

In order to evaluate the ALC Search Tool based on the views of specialists, a short
questionnaire was distributed to nine researchers from different universities in Saudi
Arabia and the UK specialising in the different research areas of computer science,
computer-assisted mobile learning, linguistics, and applied linguistics. Seven of
them responded to the questionnaire (Table 6.13).
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Table 6.13: Evaluators of the ALC Search Tool

#  Research area University

1 Computer Science Taibah University (work) —University of Leeds (study)

2 Computer Science University of Leeds (study)

3 Computer Science Jazan University (work) — Heriot-Watt University (study)

4  Computer-Assisted Al-Imam University (work) — University of Liverpool
Mobile Learning (study)

5 Linguistics University of Leeds (study)

6  Applied Linguistics
7 Applied Linguistics

Al-Imam University (work) — York University (study)
Al-Imam University (work)

The questionnaire included eight questions, mostly open-ended, that asked the
respondents about the advantages and disadvantages of the website, using the
determinants, using the download function, the user’s guide, and the ease and
efficiency of the searching functionality in both versions, Arabic and English.

Table 6.14 shows the evaluators’ responses to each question in the questionnaire.

Table 6.14: Summary of the evaluators’ responses to the questionnaire about the
ALC Search Tool

Q1. What are the main features you liked in the website?

Responses summary:

. Ajax supporting

© 00 N O o1 A W DN B

. The diversity of available alternatives to obtain the corpus or parts of it

. The well-designed and attractive user interface with perfectly chosen colours

. Updating fields according to the provided query

. The ease of searching the corpus

. The high speed of retrieving the results

. Having Arabic and English interfaces

. Using the determinants to search a part of the corpus data

. The instructions of the user’s guide are clear as well as the illustrations

10. The diversity of file formats for download

11. Highlighting the search word in results

12. Data diversity and richness
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Quotations:

e “It is designed in an organised and clear way to any user, so he does not need
previous knowledge in searching corpora”.

e “The easy use of this tool enables researchers in linguistics, language learning
and acquisition in particular to benefit from its data”.

e “Using the determinants saves much time, especially when searching a specific
group of ages or gender for example”.

e “Highlighting the search word in the results is very positive. It helps the
researcher [have] more focus on the target word and the context. It also helps
researchers and language learners to study particular words among their
structures”.

e “Itis a rich and trusted resource, from which researchers can obtain language
learning data, written and spoken, from different ages and nationalities”.

e “This tool tempts researchers to consult the inspiring corpus from which they

can draw new ideas for their studies”.

Q2. What are the main shortcomings (improvement points) that should be

considered in the future?
Responses summary:

1. Enabling the user to search strings of words in addition to a single word

2. Adding a part-of-speech determinant with a tagged version of the corpus

Quotations:

e “Users may need to search for a sentence or phrase, so it is worthy to work on
this feature”.

e “In design, logos of Leeds and Al-Imam universities are smaller than the other
components on the website”.

e “| can expect from the effort put on this project that it will be a destination for
researchers of Arabic Language Acquisition, so it is very useful to have a Part-
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of-Speech tagged version with a determinant next to the search box to select the
word type. For example, one of the distinctive topics that can be studied using
such feature is the use of the particles ‘<" ‘in”and ‘.-’ ‘on’ by Chinese learners
of Arabic between 20-30 years old”.

¢ “| have not seen any cons worth mentioning”.

e ““| cannot see any shortcomings”.

Q3. Do you think it is useful to use the determinants for searching the corpus?
And why?

e “Yes, because they help to remove irrelevant information from the retrieved
information”.

e “Yes, it is useful, as the determinants are consistent with the metadata of the
corpus”.

e “This large number of precise determinants is a very positive point. From my
experience with Arabic corpora | have not seen such effort on such a large
number of determinants”.

e “Yes, because they can be used to focus on a particular part of the data or to
undertake a comparative analysis”.

e “Yes without doubt, and as a researcher in corpora of Arabic and English, I
think it is a creative mechanism. They are a substantial factor to search and
analyse differences in the data based on these various determinants”.

e “(1) it should be of great importance for promoting the corpus among users with
interest in particular parts of the corpus, (2) making the corpus searchable with
possibility to download the search results will give this corpus a great advantage
among other corpus (if any), (3) it works perfectly when switching from a

determination to another”.

Q4. In general, how easy and efficient it is to search the corpus using this

website?

e “Itis easy and efficient”.

e “It is excellent in the current stage; it may need more improvement in future
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especially when adding more data”.

“Easy, flexible and fast. In addition, existence of the determinants would
significantly reduce the time needed for the analysis and assists in achieving
various research aims”.

“By testing the website, | found that it was easy to use, and help to concentrate
on any part of the learners’ language”.

“The use of the website is very easy even to non-specialists”.

“Easy to use and seems to work perfectly”.

Q5. Did you find any differences between the Arabic and English sites in terms

of searching functionality?

“l did not notice any differences”.

“No difference, and having English interface is good for those for whom Arabic
is not their first language”.

“I never found a difference”.

“Most things | tested were on the Arabic version, but when | used the English
version | found that there is no difference”.

“I have used both versions, Arabic and English, and found no difference between

them which is one of the website features”.

Q6. To what extent do you think the files download function is useful, which

enables the user to download a subset of the corpus files based on the

determinants?

“Great idea”.

“The method of downloading the files is good and facilitates the use of data by
external tools”.

“Very excellent, this will attract more people to use the corpus”.

“Appropriate”.

“Such function is important. It enables the user to download the files needed
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based on the determinants. It is clear and easy to use”.

“It works great and output saved into an easy to use/parse XML format”.

Q7. Are the guidelines adequately clear to help in using the website? Do you

have any feedback about them?

“Very helpful and clear for this stage”.

“Yes, the guide is clear and includes all information needed to search the
website. It would be more beneficial if the guide includes some information
about the features of the file formats and their use; this would help the
researcher in selecting the appropriate format which serves his research aim”.
“Very clear with no complexities, any researcher with no computational
background can go through it step by step to do any search”.

“From my point of view, I think it is clear and helps in utilising the website”.

“I have just had a quick look at it and seems informative and clear enough”.

“l did not look at it yet”.

Q8. Further comments

“Great work”.

“I’'m sure that lots of people will benefit from this work”.

“Very great effort, [’'m going to use this in my research on vocabulary”.
“I found it really great and useful”.

“l can summarise my final comment in a few words: the website is ready to use”.

As seen from the responses of the evaluators, they provided highly positive feedback
and valuable comments. The feedback and comments will be used to improve the
functionality of the ALC Search Tool in the future development.

6.8.3 Website Visits

The hosting statistics of the ALC Search Tool showed that it received 51,932 visits
from 25 November 2014 to 25 March 2015 (four months) from 75 countries around
the world. The highest numbers of visits were from the UK (31,656), the United
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States (4529), and Saudi Arabia (2308) respectively. These statistics may indicate
high interest in using this tool to search and download the ALC, which adds more
importance to the future improvements and features intended to be added to this
tool.
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Figure 6.25: Map showing locations of the ALC Search Tool visitors?

6.9 Features and Limitations

One of the tool’s features is that further materials collected and added to the ALC
database of the website will be immediately searchable. Another feature is that the
determinants values and number of options are all changeable to meet any future
requirements. In terms of limitations, due to technical difficulties, the current
version cannot process more than a single word in each query; if two or more forms
are entered, no results will appear, as the search considers multiple-word queries as
a single word, i.e. spaces between words are not read as spaces, while the corpus is
tokenised based on spaces between words. This leads to no results matching the
query form. The capability of processing more than one form will be added to one of
the future versions.

1The map was obtained from the free service StatCounter (http://www.statcounter.com) on 25 March
2015.
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6.10 Conclusion

This chapter illustrates the first version of the ALC Search Tool for the Arabic
Learner Corpus, which was designed to assist users in searching the corpus or a
subset of its data and to download the files of any sub-corpus based on a number of
determinants. The ALC Search Tool was created to be a free-access, web-based tool.
It has an interface in two languages, Arabic and English, with full translations of
labels and buttons as well as the ability to switch the entire website layout to be
right-to-left. This design may help a wider audience to benefit from the data of the
ALC. Determinants used in this tool are classified into three types: determinants
with a numerical range value, determinants with a multi-selection list, and
determinants with two options (“Yes” or “No”). A user guide was also created to
give an overview of the tool and an illustration of how to use it and to take
advantage of its functions.

This chapter explains the mechanism of the functions of searching and downloading
the corpus. The last section presents three types of evaluation: (i) evaluating the
accuracy of the output, (ii) specialists’ feedback, and (iii) statistics of the website
visits. The section detailing the evaluation of the accuracy of the ALC Search Tool’s
output covers two aspects (i.e. recall and precision) with a confusion matrix
containing four elements: true positive, true negative, false positive, and false
negative. Those elements assisted in measuring the accuracy through precision,
recall, and F-measure of two types of search: the normal search function and the
Separate Words option. Evaluating the accuracy of the normal search revealed that it
obtained 95.23% in recall and 84.20% in precision. In contrast, the Separate Words
search achieved 99.89% in precision and 77.58% in recall. Those results showed
similar values in F-measure: 85.06% for the normal search and 86.87% for the
Separate Words search. Seven researchers in different specialties participated in the
questionnaire and evaluated a number of aspects including the pros and cons of the
website design and functionality, the utility of using the determinants in the search
and download functions, and the user’s guide, in addition to other aspects. The
evaluators provided very positive and valuable feedback, comments, and
suggestions to improve its functionality in the next versions. In addition to the
specialists’ evaluation, the website’s statistics show that the ALC Search Tool
received more than 50,000 visits in the first four months, which reflects the level of
interest in using this tool.
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Part IV
ALC Uses and Future Work

Summary of Part IV

This part highlights the value of the ALC project through a number of works that
have used the corpus in various research areas such as Arabic natural language
processing, Arabic applied linguistics, Arabic linguistics, and data-driven Arabic
learning. The potential uses of the ALC in further research areas are also explored
including automatic Arabic readability assessment, OCR, teaching materials
development, and Arabic learner dictionaries. After this exploration, this part
summarises the ALC project’s contributions, describes plans for future work on
each component of the ALC project, and discusses challenges faced during the

research before presenting the conclusion of this experimental work.
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Chapter Summary

This chapter describes examples of those projects that have used the ALC for
different purposes such as error detection and correction, error annotation
guidelines, native language identification, evaluating Arabic morphological
analysers, and applied linguistics. The ALC was also used for Arabic teaching and
learning activities including, for example, a workshop on teaching Arabic and some
data-driven Arabic learning activities. The chapter also explores potential uses of
the ALC in further research areas such as automatic Arabic readability assessment,
OCR, teaching materials development, and Arabic learner dictionaries. These
potential uses offer additional insight into how future researchers might use the
ALC.
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7.1 Introduction

As previously mentioned, the ALC was intended to be used in various
computational and linguistic research areas. We used different strategies to publicise
and disseminate the ALC, (i) by creating the ALC website! from which the users can
download the corpus data and access more details about the ALC project, (ii) by
creating the ALC Search Tool2 which enables users to search and download any part
of the corpus using a number of determinants, (iii) by uploading the ALC data to
further tools, Sketch Engine and arabiCorpus which provide additional functions for
searching and analysing the corpus, (iv) by publishing papers at a wide range of
conferences in different disciplines, e.g. Arabic NLP, learner corpora, Applied
Linguistics, Second Language Acquisition and Foreign Language Teaching, (v) by
posting information about the ALC to the CORPORA, ARABIC-L and other
discussion-lists, (vii) and by making some YouTube videos3. This has led to wide
publicity, dissemination and re-use of the ALC resources.

This chapter describes relevant work that has used the ALC. It highlights select
examples that have made use of the ALC, although several studies have cited the
corpus as related work. The chapter also describes further uses in which the ALC
can play a substantial role.

7.2 Projects That Have Used the ALC

The ALC has been used for different purposes and in various applications. For
instance, researchers have used it for error detection and correction tools (Farra et
al., 2014; Obeid et al., 2013), error annotation guidelines (Zaghouani et al., 2014),
native language identification (Malmasi & Dras, 2014), and evaluating Arabic
morphological analysers (Alosaimy, Alfaifi and Alghamdi, forthcoming). Other
researchers, such as Alshaiban and Alshehri, are currently using the ALC data as a
sample for applied linguistics studies for their PhD theses. Additionally, the ALC
has been the focus of some practical activities such as a workshop on teaching
Arabic (Alharthi, 2015) and data-driven Arabic learning (Refaee, personal
communication, 22 February 2015; Isma’il, personal communication, 4 April 2015).

1 The ALC website can be accessed from: www.arabiclearnercorpus.com
2 The ALC search Tool can be accessed from : www.alcsearch.com

3 Those videos can be accessed from:
https://www.youtube.com/channel/UCjJXbOzBA6cvgIMNrAgltnw
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Following are more details about the various capacities in which the ALC has been
used.

7.2.1 Error Detection and Correction

Linguistic errors are most likely to occur in language produced by learners, which
makes learner corpora the most appropriate dataset for performing research in areas
such as error detection and correction. The ALC provides an accurate and evaluated
version of the ETAr (v3). This error tagset was applied to the ALC by annotating a
part of the corpus data manually. When the annotation of the entire corpus data is
completed, the ALC will provide a valuable source for training and testing error
detection and correction systems. Additionally, the error annotation goes beyond
classifying errors into spelling or grammatical, which is common in such systems;
instead, it includes a wider classification of errors into five categories which are
well-known by Arabic linguists: orthographical, morphological, syntactic, semantic,
and punctuation errors. Each category includes a number of sub-type errors which
assists in drawing a comprehensive picture of the most common errors made by
Arabic learners.

The ALC was utilised in building a web-based, language-independent annotation
framework used for manual correction of a large Arabic corpus (Obeid et al., 2013).
This framework provides interfaces for annotating text and managing the annotation
process. It is able to speed up the annotation process by employing automated
annotators to fix basic Arabic spelling errors.

Data of the ALC was also used in the development of the Generalised character-
level Spelling Error Correction model (Farra et al., 2014). This generalised
discriminative model for spelling error correction targets character-level
transformations and uses supervised learning to map input characters into output
characters in context. This model learns common spelling error patterns
automatically, without guidance of manually selected or language-specific
constraints.

Those examples described above highlight the contribution of the ALC to error
detection and correction systems.
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7.2.2 Error Annotation Guidelines

The Arabic Learner Corpus includes 1585 authentic written and spoken samples of
learner data. This authenticity enables researchers to develop their standards based
on the ALC data.

The QALB Annotation Guidelines (Zaghouani et al., 2014) is an example of such
use. These guidelines consists of seven sections explaining a number of aspects such
as annotation goals, text-specific annotation rules, various error categories with
illustrated examples (more than 50 examples of errors with their corrections), and a
reference summary for selected Arabic spelling rules. The ALC was utilised as a
data source in preparing the QALB Annotation Guidelines (Zaghouani, personal
communication, 2 April 2015).

7.2.3 Native Language Identification

The Arabic Learner Corpus covers 66 different first languages. This variety in L1s
has encouraged some researchers to test their tools on the ALC data, for example

those for predicting a writer’s first language from his writing.

Malmasi and Dras (2014) used the ALC data in developing their native language
identification application.

“[W]e present the first application of Native Language Identification (NLI) to
Arabic learner data. NLI, the task of predicting a writer’s first language from
their writing in other languages has been mostly investigated with English data,
but is now expanding to other languages. We use L2 texts from the newly
released Arabic Learner Corpus and with a combination of three syntactic
features (CFG production rules, Arabic function words and Part-of-Speech n-
grams), we demonstrate that they are useful for this task. Our system achieves
an accuracy of 41% against a baseline of 23%, providing the first evidence for
classifier-based detection of language transfer effects in L2 Arabic. Such
methods can be useful for studying language transfer, developing teaching
materials tailored to students’ native language and forensic linguistics”
(Malmasi and Dras, 2014: 180).
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7.2.4 Development of Robust Arabic Morphological Analyser
and PoS-Tagger

A number of morphological analysers and PoS-taggers have been developed for
Arabic, but are generally targeted and evaluated on well-formed, published MSA.
Alosaimy, Alfaifi and Alghamdi (forthcoming) are using the ALC and a range of
other Arabic corpus genres to evaluate robustness of the main existing Arabic
analysers.

7.2.5 Applied Linguistics

The ALC contains written and spoken materials by Arabic learners, native and non-
native speakers, from different ages, genders, nationalities, mother tongues,
proficiency levels, and with different text genres, modes, mediums, and other
production conditions. This diversity in the corpus data is a strong basis for
conducting a variety of research in applied linguistics. Researchers are able to
undertake different investigations and comparisons on vocabulary and the structures
of learners’ language using the ALC.

For instance, the corpus has inspired Alshaiban (in progress) to investigate the
grammatical competence of learners of Arabic as a second language in his PhD
study. Alshaiban aims to investigate grammatical structures that learners of Arabic
use in order to identify the extent of grammatical competence in their language. This
investigation uses the ALC data, the written texts produced by NNS learners in
particular.

The ALC data also inspired Alshehri (in progress) to do his PhD thesis in applied
linguistics on the topic of grammatical coherence and textual cohesion in the learner
corpus of Arabic as a second language. The study aims to investigate the role that
particles play in grammatical coherence and textual cohesion in Arabic as a second
language. This covers some aspects such as which of those particles are used by
Arabic learners, which are the most frequently used, and to what extent they are
used correctly. Such a study might be a fundamental basis for creating pedagogical
materials that can lead learners of Arabic as a second language towards more
efficient use of those particles.
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The corpus also led Algawsi (personal communication, 1 April 2015) to start a joint
research study on the most frequent words in some applications of social media. The
ALC will be used to extract words which will be investigated in this study.

Additionally, the ALC was one of the elements that encouraged a research team to
start their research on the influence of using corpora on Arabic learners’ motivation
(Alharthi, personal communication, 13 April 2015), where the Arabic Learner
Corpus is used as one of the main samples along with other corpora in this study.

These examples described above highlight the contribution of the ALC to the
Applied Linguistics domain.

7.2.6 Workshop on Teaching Arabic

As an indication of the high usability of the ALC for research, a workshop held by
Maha Alharthi — at the Princess Nora Bint Abdulrahman University, Riyadh, 3
March 2015 — entitled “Applications of Using Arabic Corpus in Teaching Arabic as
a Second Language” (Alharthi, 2015) explained those applications based on
examples derived from the ALC. The workshop also highlighted the capabilities of
the ALC for many research purposes. Specifically, the workshop recommended that
the following research topics could be studied using the ALC (Alharthi, personal
communication, 13 April 2015):

e Investigating the properties of written language of Arabic learners (non-native
speakers of Arabic) compared to their spoken language in order to test the
assumption of whether their spoken language is influenced by properties of the
written language;

e Investigating instances of underuse, overuse, and misuse in the language of
Arabic learners compared to native speakers in their vocabulary and structures;

e Studying the impact of the age factor in acquiring Arabic as a second language;

e As the ALC contains production of learners representing 66 different first
languages, the role of first language on learning Arabic can be investigated to
identify whether L1 is an assisting factor in learner Arabic, and whether
similarities and differences between Arabic and those languages in some
linguistic phenomena contribute positively or negatively to the learning process;
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e Comparing different groups of learners based on years they spent in learning
Arabic, which may answer the question of whether a longer period of learning
Arabic indicates a higher proficiency level;

e Studying the linguistic errors that learners made, and whether the frequency of
those errors differs based on a factor such as text genre (narrative texts vs.
discussion texts);

e Investigating the influence of using language references and dictionaries on the
writing level, by comparing texts where references and dictionaries were used to
those where such references were not used; and

e Measuring the extent to which the place and timing factors may affect the text
produced; for instance, researchers may investigate whether those texts which
were written in class and during a specific time (about one hour) were of lesser
quality than those written at home where learners had more time (one or two
days) to complete their texts and consequently an opportunity to improve their
writing.

This list of research topics recommended specifically to be conducted on the ALC
offers additional insight into how future researchers might use the ALC.

7.2.7 Data-Driven Arabic Learning

Some Arabic language teachers who were interested in using the ALC in data-driven
language learning activities have contacted the researcher. Johns and King (1991)
define this type of language learning as:

“the use in the classroom of computer-generated concordances to get students to
explore the regularities of patterning in the target language, and the

development of activities and exercises based on concordance output” (p iii).

Refaee (personal communication, 22 February 2015) from Saudi Arabia, for
example, used the ALC data to improve her students’ writing in Arabic. She
developed pedagogical activities based on the ALC data where students had the
opportunity to identify correct and incorrect structures of Arabic writing from those
activities.
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Similarly, Isma’il (personal communication, 4 April 2015) from Egypt started a
learning project where students were able to use language resources such as the
ALC data for further learning about vocabulary and structures of Arabic language.
For instance, the learners were asked to use some of those structures derived from
the ALC in their own writing.

7.3 Further Uses of the ALC

The ALC can be used in further research areas such as automatic readability
research, OCR, teaching materials development, and Arabic learner dictionaries.

7.3.1 Automatic Arabic Readability Research

According to Altamimi et al. (2014), the term text readability refers to the ability of
the reader to understand and comprehend a given text. Text readability systems are
usually trained on a pre-graded set of texts. As examples of those datasets, Altamimi
et al. (2014) have trained their system on more than 1196 Arabic texts in different
subjects extracted from the Jordanian curriculum from first grade through tenth
grade. Another example is Alkhalifa and Alajlan (2010), who relied on a corpus
comprising 91 webpages written by students or adults across three levels:
Kindergarten — Grade 2, Grade 3 — Grade 5, and Grade 6 — Grade 8. Additionally,
Forsyth (2014) used the Defense Language Institute corpus which contains 179
documents ranked by the authors into five proficiency levels: 1, 1+, 2, 2+, and 3
from easiest to most difficult according to the Inter-agency Language Round table
standard levels.

The ALC is a suitable resource for undertaking research on readability systems, as
its data includes different types of grading from general levels to more specific
levels. For example, the category addressing the general level of education classifies
learners into two main levels: pre-university and university. The level of study
category includes five grades: secondary school, general language course, diploma
programme, bachelor degree, and master degree. The year/semester classification
indicates the levels used in learners’ institutions. Table 7.1 illustrates how those
level indicators fit together in one scale with three hierarchical degrees of levels.
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Table 7.1: Three hierarchical degrees of level indicators in the ALC

General level  Level of study Year/Semester

Pre-university ~ Secondary School First year
Second year
Third year

General Language Course  Third semester
Fourth semester

Diploma Language Course  First semester
Second semester
Third semester
Fourth semester

University Bachelor degree First semester
Second semester
Third semester
Fourth semester
Fifth semester
Sixth semester
Seventh semester
Eighth semester

Master degree First semester

The ALC data is graded using these three levels. Text readability systems can be
trained based on any of those degrees.

7.3.2 Optical Character Recognition Systems

OCR is one of the applications that can benefit from using the ALC as training data.
Three-quarters of the ALC (76%) texts are hand-written texts in PDF format, and
their transcriptions are provided in computerised formats (TXT and XML). The
availability of such data allows OCR systems to learn from authentic data which
contains different types of handwritings in addition to different types of errors,
which may lead OCR systems to achieve greater levels of accuracy.

7.3.3 Teaching Materials Development

Granger (1998) believes that the efficiency of language tools could be improved if
teaching materials designers relied not only on data from authentic native speakers
which gives information about what is typical, but also on authentic learner data,
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which highlights what is difficult for learners in general and for specific groups of
learners.

As an example of this, we extracted a number of concordances from a corpus of
native Arabic speakers: the KACST Arabic Corpus (Althubaity, 2014) and the same
number from a corpus of Arabic learners: the Arabic Learner Corpus (Table 7.2).
Those concordances show the word “4.i” binnisba ‘regarding” with its contexts in
both corpora. The table reveals that the typical prepositions following the word
“4ually” in the native corpus are “X” li “for’ and “” “ila ‘to’, while the learners used
the preposition “” fi “particle’ and the nouns “Jai” “ahl ‘people’ and “s " ’usra
‘family’. Designers of teaching materials can benefit from such an example to
develop materials that help learners develop a more efficient use of the language
vocabulary and structures.

Table 7.2: Concordances of the word “4-iL” binnisba ‘regarding’

From a native speaker corpus: The KACST Arabic Corpus (Althubaity, 2014)

S e dealloda e p A a Al Adly (S el 388 2l Ll
Al s Y -Gladl gesle Al el ) iy a1 Jishoo gee gl 4tae cuilS )
e psaledisle goninll Lly S B ady a5 dedlsad e Lo B35
ool Asadd) 5 laeluall Aaildl ilgall  Apadly Juadall abladl il
Gali 8 4 jaall o)) WS Slginall ol paaiiall  Apadly o) g el s ) G JUERY) b
agie Al o) Adlaalld | adae el Apedly Mﬁh}uule,\suaﬁ,
[SYENENSH R JURE (5 NS ERCHE PG [ TREC Iy S I I ST S F NP T RSN P
aal o dsadly asdll JpalS sl ) Al ol
Cre2all JalB IS a8 S Giaall D) Apedly L el il Ay je Coaal Las
& oabid) a8 bl Al Agaadly Wl WY e ) oY 5 Jamiy salall

From a learner corpus: The Arabic Learner Corpus

@ﬁjwa\)\}ujuuﬂ}d.\.\ué ML_I um&\\.\&uﬁuy\é\cb.\”(ﬁJ\h@J}
GP\JSLMaAsJaPYUPM ML.I AF\J}L&_L}\S‘M;\M&\JJ\@“SMA
oalal) anadill seb 45 ial M) Gaadill ) Ageadly (K158t 558K 4 Al all lalaial
sseall ) ¢ sabine b STy agaline il Jal Apaadlly L) seidalall o @l )
A A cpall Jseal 3K Gl dgaall Apeadlly A pad) Ralll Bl o 2ay
OF il g ol Lghm gy cuad 388 1 Apuadly  dad Jaaly s dad a oda
DL PP PURPTF-U Py Sy V0% PR P PV P A A )
G gl @l i) P N Apedly auilay ) Gl pall ST e S i
oA U 0 Dpilly 8 0 ol de ) A0S Lol
)l paadill o Osls pa il dpdly anadill g e

7.3.4 Arabic Learner Dictionaries

More recently, developers of learner dictionaries have utilised learner corpora to
improve the contents of their dictionaries by warning learners against the most
common errors at the end of relevant entries. These dictionaries also suggest the
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ways in which a word or an expression can be used correctly (Granger, 2003b;
Nesselhauf, 2004).

The ALC adopts a novel error taxonomy with a tagset that has been applied to a part
of the ALC (10,000 words, 3.5% of the corpus data). When the entire corpus is
being tagged for errors using this suggested tagset (within two to three years and by
three annotators who have experience in teaching Arabic to both native and non-
native speakers), the ALC will provide developers of Arabic learner dictionaries
with substantial information about the most common errors in the language of
Arabic learners, in addition to a classification of those errors under 6 major
categories encompassing 29 error types. Table 7.3 lists the 10 most frequent errors
in the annotated part of the ALC using the third version of the ETAr. Table 7.4
shows the same information but classified based on the nativeness factor (NNS vs.
NS). The availability of information about the common errors in learners’ language
can also lead to the creation of a common error dictionary for Arabic in much the
same way the Longman Dictionary of Common Errors (Turton & Heaton, 1996)
functions for English learners.

Table 7.3: The 10 most common errors in a 10,000-word sample of the ALC

*

Error category Error type %
Punctuation Missing punctuation 23%
Orthography Hamza (= «s <3¢ ol <) 19%
Semantics Word selection 7%
Punctuation Punctuation confusion 7%
Syntax Redundant word 5%
Syntax Definiteness 5%
Orthography Confusion in Ha’ and Ta’ Mutatarrifatain 5%
Syntax Missing word 5%
Semantics Fas_l wa _Wasl (confusion in use/non-use of 4%
conjunctions)
Orthography Missing character(s) 3%
83%

Percentage of the most common errors to the whole sample
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Table 7.4: The 10 most common errors based on the nativeness factor

Non-native speakers Native speakers
NO | Error Error
category Error type % category Error type %
Punctuation Missing punctuation 18% | Orthography Hamza (= «s <3 <) ¢l <) 28%
Syntax Definiteness 12% | Punctuation  Missing punctuation 26%
Semantics Word selection 11% | Orthography Confusion in Ha’ and 7%
Ta’ Mutatarrifatain
Syntax Redundant word 10% | Punctuation  Punctuation confusion 6%
Syntax Missing word 8% | Semantics Word selection 5%
Punctuation Punctuation 8% | Syntax Case 4%
confusion
7 | Syntax Gender 5% | Semantics Fasl wa wasl 4%
(confusion in use/non-
use of conjunctions)
8 | Semantics Fasl wa wasl 4% | Orthography  Missing character(s) 3%
(confusion in
use/non-use of
conjunctions)
9 | Orthography  Hamza («s <3¢ ¢ <o 4% | Orthography Replacement in word 3%
)] character(s)
10 | Morphology  Word inflection 4% | Syntax Redundant word 3%
84% 88%

7.4 Conclusion

This chapter illustrates various uses of the ALC by highlighting projects that have
used the corpus data and describing further projects that might be able to utilise it
for different purposes. Projects that have used the ALC include computational
applications such as the web-based, language-independent annotation framework,
the Generalised character-level Spelling Error Correction model, the QALB
Annotation Guidelines, and the application of a native identification system to
Arabic learner data. The ALC has also been used in applied linguistics research
projects to investigate grammatical coherence and textual cohesion in the learner
corpus of Arabic as a second language, also to study grammatical competence of
learners of Arabic as a second language. The authors of both studies are currently
conducting their PhD research degrees. Additionally, a research team has included
the ALC in the sample for a new study entitled Influence of Using Corpora on
Arabic Learners’ Motivation. The ALC materials were also used as a sample for the
workshop — at the Princess Nora Bint Abdulrahman University, Riyadh, 3 March
2015 — entitled Applications of Using Arabic Corpus in Teaching Arabic as a
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Second Language. This workshop concluded by offering several recommendations
for avenues of research using the ALC. Additionally, the ALC was used in some
data-driven language learning activities in order to improve learners’ writing in
Arabic, and for further learning about vocabulary and structures of the Arabic
language.

In terms of potential uses of the ALC in further research areas, the chapter explains
how the corpus can be used for automatic Arabic readability research, as its data
includes different types of grading from general levels to more specific levels. OCR
systems may also benefit from the corpus data, particularly because 76% of the
corpus data are hand-written texts which are available with their transcriptions in
computerised formats. The chapter gives an example of how the ALC can be a basis
for developing teaching materials for Arabic learners. Finally, the chapter describes
how a part of the ALC has been annotated for errors using a novel error taxonomy
which can be used in Arabic learner dictionaries to provide the users with valuable
information about those errors. Through those projects that have used the ALC and
the potential uses the chapter suggests, the capability of the ALC and the ways in
which it can serve as a basis for many pioneer research subjects in the future are
Clear.
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8 Future Work and Conclusion

Chapter Summary

This chapter summarises the contributions presented in this thesis including a
number of resources, proposed standards, and tools that contribute to the domains
of Arabic natural language processing and Arabic linguistics. It also summarises
the evaluation of the ALC components and describes some plans that have been
made for future work on those components, such as the Guide on Design Criteria for
Learner Corpus, the Arabic Learner Corpus, the Computer-aided Error Annotation
Tool for Arabic, the Error Tagset of Arabic, the Error Tagging Manual for Arabic,
and the ALC Search Tool. The chapter discusses the challenges the researcher faced

and then presents the conclusion of this experimental work.
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8.1 Introduction

Learner corpora have become a popular area of research. Work presented in this
thesis represents the first stages of the ALC project, which includes a number of
resources, proposed standards, and tools that contribute to Arabic NLP and Arabic
linguistics domains. This chapter summarises the contributions presented in this
thesis and the evaluation of the ALC components. Continuation of this work by the
researcher — and his institute at Al Imam Mohammad Ibn Saud Islamic University —
is fundamental not only for improving the project but also for maintaining the
usability of the corpus and its components to the highest possible level. Thus, this
chapter discusses some plans that have been made for future work on each part of
the ALC project.

8.2 Thesis Achievements

The primary aim of the current research was to develop an open-source Arabic
learner corpus and a system for Arabic error annotation to be used as a valuable
resource for research on language teaching and learning as well as NLP. Chapter 7
in this thesis described examples of those projects that have used the ALC for
different purposes such as error detection and correction, error annotation
guidelines, native language identification, evaluating Arabic morphological
analysers, and applied linguistics. The ALC was also used for Arabic teaching and
learning activities including, for example, a workshop on teaching Arabic and some
data-driven Arabic learning activities. These uses and potential uses of the ALC —
such as automatic Arabic readability assessment, OCR, teaching materials
development, and Arabic learner dictionaries — give evidence that the study has
achieved its aim.

The study objectives were achieved through a novel set of resources, proposed
standards, and tools that contribute to the fields of Arabic NLP and Arabic
linguistics. The following list explains how the study objectives were achieved:

1. To review the learner corpora existing under specific criteria

The thesis presents a comprehensive review of 159 previous works (learner
corpora) under 11 categories (corpus purpose, size, target language, availability,
learners’ nativeness, learners’ proficiency level, learners’ first language, materials
mode, materials genre, task type, and data annotation) that provide an idea about
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the best practice in this field. Developers of new similar projects and learner
corpora users can benefit from this source in their research.

2. To create a guide for developing a new learner corpus

We created a guide for developing a new learner corpus based on a review of
previous work. It focuses on 11 aspects of corpus design criteria, such as purpose,
size, target language, availability, learners’ nativeness, materials mode, data
annotation, etc. Our aim is that these criteria will serve as open-source standards
for developing new learner corpora. The guide can also be utilised to improve
and/or expand the current corpora.

3. To collect data for the Arabic Learner Corpus (ALC) based on its design criteria

The ALC is a standard resource for research on Arabic teaching and learning as
well as Arabic NLP. It includes 282,732 words and 1585 materials (written and
spoken) produced by 942 students from 67 nationalities and 66 different L1
backgrounds. Based on our examination of the literature, we are confident that
the ALC is the largest learner corpus for Arabic, the first Arabic learner corpus
that comprises both native Arabic speakers and non-native Arabic speakers, and
the first Arabic learner corpus for Arabic as a Second Language collected from
the Arab world.

4. To develop an error tagset for Arabic

The Error Tagset of Arabic (ETAr) includes an error taxonomy that was designed
based on a number of studies that have investigated the most frequent errors in
Arabic learners’ production. Additionally, it includes a tagset designed for
annotating errors in Arabic covering 29 error types under five broad categories.
Seven annotators and two evaluators performed iterated evaluations on this
tagset, and the ETAr was improved after each evaluation. The ETAr is intended
to be a tool for annotating errors in the ALC as well as in further Arabic learner
corpora, particularly those for Arabic language teaching and learning purposes.
The ETAr is available to researchers as an open source. It provides target users
with easy-to-understand categories and types of errors.

In addition to the ETAr, the Error Tagging Manual for Arabic (ETMAr) was
developed to describe how to annotate Arabic texts for errors. It was based on the
final revised version of the ETAr. The ETMAr contains two main parts. The first
defines each error type in the ETAr with examples of those errors and how they
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can be corrected. The second illustrates a method of how annotators can deal with
ambiguous instances and select the most appropriate tags.

5. To develop a computer-aided error annotation tool for Arabic

A new tool was developed for computer-aided error annotation in the ALC. It
was based on the ETAr and includes some automated features such as the smart-
selection function, which finds similar errors and annotates them in a single step
with no need to repeat the annotation process for each error, and the auto-tagging
function, which is similar to translation memories as it recognises the tokens that
have been manually annotated and stores them into a database so that similar
errors in other texts can be detected and annotated automatically. Using this tool
increases the consistency of error annotation over pure manual annotation.

6. To develop a search tool based the ALC metadata

The ALC Search Tool was established to enable users to search the ALC based
on a number of determinants including 26 metadata elements such as “age”,
“gender”, “mother tongue”, “text mode”, and “please of writing”. Those metadata
elements were utilised as determinants to allow users to search any sub-corpus of
the ALC based on the determinants selected and then to download any part of the
corpus data (sub-corpus) based on those determinants and in different formats

(TXT, XML, PDF, and MP3).

To sum up, this thesis presents a number of resources, tools, and proposed standards
developed for the ALC project. However, the major contribution of the thesis is not
only the description of these components but also the detailed and original
methodology that this thesis presents for developing a new learner corpus. The
combination of the aforementioned resources, standards, and tools represents this
new methodology.

8.3 Evaluation

The ALC includes 282,732 words in 1585 materials (written and spoken) produced
by 942 students from 67 nationalities with 66 different L1 backgrounds. It was
evaluated through a number of examples of works that have used the ALC data. The
evaluation shows an increasing interest from its first release in 2013 to the time of
writing in 2015. Additionally, a questionnaire was used to gather feedback from
specialists in related fields. The specialists’ comments about the corpus were highly
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positive, which also highlights researchers’ interest in using the ALC to conduct
research on the Arabic language. This interest was also supported by more than
16,000 downloads from the ALC website over a 12-month period.

Seven annotators and two evaluators worked on the CETAr, ETAr, and ETMAr in
order to evaluate their usefulness in annotating Arabic errors. The results achieved
in the experiments were highly positive, as shown in Chapter 5.

The CETAr includes a number of features for facilitating the annotation process
such as text tokenisation, smart-selection, auto tagging, and others. An evaluation of
consistency and speed in the CETAr showed that the annotation time was reduced
while the consistency in annotation was increased when using the CETAr in
comparison to manually tagging errors; in particular, the smart-selection feature may
have played a role in this achievement. Additionally, evaluating the auto-tagging
feature revealed an accuracy level between 76% and 95% with an average of 88%.

The ETAr was developed as an error taxonomy for tagging errors in Arabic texts.
The third version of this tagset includes 29 error types distributed under 5 categories.
Seven annotators and two evaluators have evaluated the ETAr three times for a
number of purposes. An evaluation of understandability and usability of the ETAr
against the only other existing Arabic tagset, ARIDA, showed that the ETAr
achieved an observed agreement rate higher than the ARIDA tagset. Results of the
inter-annotator agreement revealed an increase in the results of the second and third
experiments, which was due to the improvements that were made following the first
evaluation. These improvements include refining the ETAr, creating the ETMAr,
and adding training sessions.

The ETMAr was developed for two main functions: to explain the error types in the
ETAr and to establish rules for how to select the appropriate tags in error annotation.
The ETMAr was used in the second and third evaluations of the ETAr, with the
result that the observed inter-annotator agreement increased from the first evaluation
to the second and third evaluations.

The ALC Search Tool was designed to assist users in searching the corpus and
downloading the files based on a number of determinants. Evaluating the accuracy
of the output of this tool revealed that the normal search achieved 95.23% in recall
and 84.20% in precision, whereas the Separate Words search achieved 99.89% in
precision and 77.58% in recall. The F-measure was 85.06% for the normal search
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and 86.87% for the Separate Words search option. The tool evaluators provided
positive and valuable feedback, comments, and suggestions to improve its
functionality. In addition, statistics from the website showed that the website
received more than 50,000 visits in the first four months.

8.4 Future Work

This section describes future work on the guide on design criteria for learner corpus,
the ALC, the CETAr, the ETAr and its manual ETMAr, and the ALC Search Tool.

8.4.1 Guide on Design Criteria for Learner Corpus

Developing the ALC based on this guide represented a practical application which
may give researchers an illustration of the extent to which the guide can be used.
Future development plans for this guide include the addition of more design criteria,
which will be derived from an additional review of other aspects of existing learner
corpora such as metadata, more details about file formats, and tools that can used for
each stage of building a corpus. In addition, the researcher will review other learner
corpora to update the guide. The development of these design criteria will include
issuing a detailed guide that adds to the theoretical information by offering practical
steps on constructing a learner corpus based on each design criterion. In doing so,
the ALC project is an authentic example that can be used to illustrate the practical
aspects.

8.4.2 Arabic Learner Corpus

The first phase of the future work is to add more data to the ALC for two purposes.
The first goal is to gather more data from learners with first languages that currently
have low representation. The second aim is to achieve a greater balance between
some comparable elements of the design criteria such as general level (pre-
university vs. university), materials mode (written vs. spoken), materials genre
(narrative vs. discussion), and task type (essay vs. interview). The size targeted in
the next version of the corpus is 1,000,000 tokens where those elements can have
balanced representations.

This phase would involve collecting data from Arabic learners at the beginning level
as well, which is not represented in the current version of the ALC. An attempt will
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be made to represent the three general levels defined by the Common European
Framework of Reference (Council of Europe, 2001) in balance: beginner,
intermediate, and advanced. In order to achieve this aim, one of the pre-collection
steps will involve the administration of a proficiency test to classify learners into
three groups of proficiency prior to the data collection process.

In terms of annotating, a part of the corpus is currently annotated (10,000 words,
3.5%). The researcher has applied for a grant from the King Abdullah Bin Abdulaziz
International Center for Arabic Language Service to aid in the annotation of the
corpus data. The grant proposal suggested three annotators to work on tagging the
entire corpus. In addition to the layers currently exist, the annotation at this stage
will add three further layers of annotation: (i) lemma, (ii) PoS, and (iii) Grammatical
Function (GF) (see Table 8.1 for an example). The response has not yet been
received from the centre.

Table 8.1: Example of the suggested annotation for the ALC

Token Lemma PoS GF Error Error Correct
Tag Form Form

] @ PC

D D VP

s s RR NV ow 5 I

3 3 PC

cA A VP

s B) RR NV ow s Is

¢ ¢ UL PT ¢ null

L (W NV

o e VP

s s RR NV ow 5 I

Oe O PP

< < RR GF

L L NC AO

Do BN VC

s a5 NQ AO
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A later phase will aim to create an international version of the ALC. This version
would contain parallel corpora following the ALC’s design but using texts collected
from other Arab countries, such as Egypt, Jordan, Kuwait, United Arab Emirates,
Morocco, Sudan, and Lebanon. The Egyptian version may be first as some Egyptian
researchers have expressed their interest in participating in this project. Creating
these parallel corpora may lead to more comprehensive research on the language of
Arabic learners in both the linguistic and computational domains. Additionally, this
international corpus may attract more researchers to participate in the corpus
development process, as evidenced by such collaboration in international learner
corpora, such as the International Corpus of Learner English (Granger, 1993, 2003b;
Granger et al., 2010).

8.4.3 Computer-Aided Error Annotation Tool for Arabic
(CETAY)

The researcher feels that it is important to perform further development on the
CETAr to make it a web-based tool instead of a part of the ALC database as it is
currently. Such an online tool for annotating errors in Arabic corpora/texts would be
usable by a wider audience of annotators by allowing them to upload their own
corpora and use the ETAr. This design would also allow a team of users to work on
the same annotation project worldwide. The development needs to take into account
the ability to handle Arabic scripts in different browsers and on different operating
systems, as these problems were encountered when trying to use the existing online
annotation tools.

In a further phase, a user might be allowed to define his or her own tagset to be used
not only for error annotation but for further types of text annotation such as PoS,
dependency, prosody, and anaphora. Adding this functionality would mean enabling
the user to add more than one layer of annotation to the same text. In this phase, the
ability to make multi-word annotations might be necessary in order to enable one tag
to cover more than one token; consequently, the researcher may need to identify an
appropriate methodology for dealing with cases of overlapping tags.
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8.4.4 Error Tagset of Arabic (ETAr) and Its Manual (ETMA)

For the ETAr, further layers can be added to some error types. These additional
layers may enable users to conduct deeper error description and analysis. For
instance, the error in Hamza has several forms based on its position in the word
(beginning, middle, and end). At the beginning, it is either Was/ (a phonemic glottal
stop) or Qar’ (a non-phonemic glottal stop) based on its morphological form. In
the middle and end, it can be on lif (i), Waw (3), Ya’ (), Nabira (<), or on the line
(#). The placement depends on the diacritics of Hamza itself and the preceding
character. These cases can be added as a further layer under the error type Hamza.

Another addition could be the re-introduction of error types covering multiple words
such as the stylistic errors that were removed from the ETAr in order to avoid
problems of overlapping mark-ups in the files structure. Once the most appropriate
method for marking up structures of the corpus files has been determined, those
multi-word errors will be represented in new versions of the ETAr.

In terms of the ETMAr, the upcoming version will include more linguistic
rules/grammars of error types such as cases of ‘alif Fariga ('ss), distinguishing
between Ha’ («) and Ta’ Mutatarrifatain (&), ‘alif (s /') and Ya’ Mutatarrifatain (s),
and Nin (¢) and Tanwin (335). The punctuation rules that are described in the
current version serve as an example of such additions.

8.4.5 ALC Search Tool

Future work on the ALC Search Tool focusses primarily on three dimensions. The
first goal is to improve the precision and recall of the search function by exploiting
features such as tokenisation and lemmatisation which may enable the tool to
provide high-quality results for the search query and consequently achieve higher
precision and recall levels.

The second aim is to add more functions, statistical functions in particular. Making
such an addition may involve extracting a list of word frequencies, either before or
after any processing steps such as tokenisation and/or lemmatisation. Extracting the
collocations from learners’ language can be also added as a valuable function with
some measures such as mutual information, likelihood ratios, t tests, and z tests.
Other features to be added to this tool include the ability to search and analyse a
corpus based on its annotation (e.g. errors and PoS). Although such functions exist
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in corpus analysis tools like Sketch Engine, the researcher believes that combining
those functions with the search determinants of the ALC Search Tool would result in
a more user-friendly tool.

The third goal is to enable users to upload their own corpora to the ALC Search
Tool. This feature would likely encourage researchers to develop further Arabic
learner corpora and to benefit from the ALC Search Tool, which provides some
distinctive features such as using determinants to search the corpus and download its
source files, and providing an interface in Arabic with a right-to-left layout in
addition to the English one.

To sum up, future work on the guide of design criteria for learner corpus, the
ALC, the CETAr, the ETAr, ETMAr, and the ALC Search Tool may reduce the
effort usually spent on designing, collecting, annotating, and analysing learner
corpora, especially Arabic learner corpora. This future work will result in more
benefits for researchers in the form of the resources, standards, tools, and the
comprehensive methodology on creating standard learner corpora.

8.4.6 Further Applications of the ALC

An area for future work is to further investigate applications of the ALC. This will
allow extending the uses of the ALC cited in Chapter 7.

8.4.7 Dissemination

A part of future work is to promote the ALC and its applications on a range of
websites, portals, etc., to further disseminate the resources and results, and hence
promote uptake and re-use of the ALC.

8.5 Challenges

During this study, the researcher faced a number of challenges that required
rethinking approaches or redesigning experiments. One of the main challenges was
the large number of participants needed to produce a reasonable size of data.
Creating a large corpus requires the recruitment of more participants. An essential
criteria in learner corpora which enables researchers to avoid any distortion in the
results of their studies is to collect similar data, which “means that the essays must
be written by learners at a similar level under the same conditions and on similar
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topics” (Granger, 1993: 61). Therefore, collecting materials that learners had
previously produced such as homework or assignments may not be suitable, as the
conditions and topics will not be the same for all participants and consequently will
lead to distortion in the results. Designing the corpus to include the smallest possible
size — 200,000 words as Granger (2003b) suggests — was one possible solution for
this challenge. Nevertheless, this study succeeded in recruiting 942 learners in
addition to 50 participants who served as data collectors, evaluators, annotators, and
collaborators.

It was not possible to start annotating the corpus for errors until completing the
evaluation and revision of the ETAr. Reaching the most recent version of the ETAr
(v3) required a combination of nine annotators and evaluates to perform three
experiments of annotation and evaluation on the previous versions. The next step
then was to apply for a grant in order to annotate the corpus for errors manually. The
grant proposal requested three annotators who have experience in teaching Arabic to
both native and non-native speakers. The proposal further suggested the use of the
same methodology used in the third evaluation of the ETAr in order to achieve a
high quality of inter-annotator agreement. However, the fund was not obtained
within the timescale of the project, as the proposal is still under review?!.

8.6 Conclusion

This thesis presents an original methodology for developing the ALC including a
combination of resources, proposed standards, and tools. This methodology may
inspire new developers of not only learner corpora but further specialised corpora
when building their own projects. The large number of contributors to this work
included language learners, data collectors, evaluators, annotators, and collaborators
from more than 30 educational institutions in Saudi Arabia and the UK. The use of
the ALC in its first years and for multiple purposes highlights the significance of the
planned future developments. We think that we are at the beginning of an exciting
project for Arabic NLP and Arabic teaching.

lseea copy of the project proposal on:
http://www.comp.leeds.ac.uk/scayga/Alfaifi_annotation_grant.pdf
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Appendix A
Examples of ALC File Formats

A.l Plain text files

800 | 15002 T1 M _Pre NNAS W C.txt — Edited =

L gl A

e ol e LS oY ioball Lt ode e @l addl b LTl @l WA g J] ol ol oAl s
L Bl g3 gl g pladl B peadl il Dly OSSR Gl paad Ll ol e Wl Leadl e e
oo boly Cy ] o wagill dmadl LY Al W el ]y plee il eals o ol
chaize UsJl 585 o Olegeme o)l ijans aldy phill Wil smdl A weeile pe OB any oS5 s piin
vidde plal Aol Jyjes braly il cles W5 WL 3 a il cdy gl el Ul UL LS, W3 ae
e WU LS, O Lealy sty U g adl gl Loy W adl Ble iy 0 o el F i
sy plp¥ G Uiy clialy Gl bdo Wl 2 oS0 Jodl ad ol Olie boy oo el (0 Uypenaly 5
Loy oo o8V gladl Gusb J codd Jpoy dny wpulll pp i B Uy WS IS J] Ll & Y1
Gl JI Ly Dheall any wLaadl e lad) WA sl J S cudl gl s e ol
bkai ol o Lol GialU il Do b5 e J] Woyy odie J] Ll Sl 6 oSl Ll o Lol
omi iy Y Uses gl Do sy .l Bl Uk, Pl Wls BUaNT dayy ol JI LE Sl
Wl J] Lasiy AU LS, el Cad am edie ap Blai ey ade Al o ol oy WS Ll Dbl
podl il e Wmy wmy w il ] gl ALy ] day dils Lad w Wp da baer elially il Liad
S Jl Al ey Ul Uil s el pilai J) Leazaly SLdl s, Zosldl D381 ALY @ Lsnaly 2l
il el W)l Jrolis g Lt ST L bl il el A, WY ke Dl ads

Figure A.1: Example of plain text file with no metadata

800 | | 5002_T1_M_Pre_NNAS_W_C.txt — Edited
S882_T1_M_Pre_NNAS_W_C :.ail .

I 2 e

25 1l

Aol

ety maid!

RS (R )

Gl Lk L RN

el pelin TRl A
T PIE LR IO T |
Pl Lol ) g E Emnall Ll

Al Sl das

o Boiy 2ame

¥ il il
PP RE Sy

il wma Ll

VI e

¥ 2gal pla

RTINS

B P T T TR L O I e T o I L N i v Uy
o bl Sy el e i el LY el e el ple il By i ) R Gndl i e e bl ) e Rl S
el 2By Gy el U WS, e e T 0S5 e Sl Tl i WDy il L el Gl e O e 0l
WU LS, 2 ey bty S e el ) Loy W el Be 0y o e o L e gl Bl e by A ks LG W

T by WA e Il LY ey LY G ey kil ol ke Sl S el o bl sl by e el bl oS e

s el el B sl Ll A e g ) by e el e b e Y gl ) Seh ey e el e

Ll Blas¥l any ol L il bl e el Lol e b S ) My a3 ) RS bl e el

o leedy BB S et o ade e e ey adke ol e el G S el Dleaals lend oy W e )l P am e gl T Ll el

bl s Lol I LY Ll 2l ] L Wy an A el 2l el Glae led i e b el ) ke Sl

el Gl Tl el e Laf S5 sy il Gl A W i Ul sl S e  amy Ulg] Vool e sl il ] ey

Figure A.2: Example of plain text file with Arabic metadata
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8 00 | ]5002_T1_M_Pre_NNAS_W_C.txt — Edited

Text ID: 58@2_T1 M_Pre_NNAS_W_C

Learner Profile

Age: 25

Gender: Male

Nationality: Russian

Mother tongue: Russian
Nativeness: NNAS

No of languages speak: 5

No of years learning Arabic: 5

No of years in Arabic countries: 5
General level: Pre-university
Level of study: Diploma course
Year/Semester: Second semester
Educational institution: Arabic Inst. at Imam Uni

Text Profile

Genre: Narrative

Where produced: In class

Year of production: 2812
Country of production: Saudi Arabia
City of production: Riyadh
Timed: Yes

References use: No

Grammar book use: No
Monolingual dictionary use: No
Bilingual dictionary use: No
Other references use: No

Mode: Written

Medium: Written by hand
Length: 294 words

Text title: &l pdl e,
Text:

phad s A ey L Rl s e gpenpe B e et Y ol el sda e Tl skl ol GLBUl L A ey ) G.,.' ol Al s
el Y ke W el el e ol Beagly W o G ekl g3 e el el e e Dby S L2 T
Ali g ededie Ut 580 e Clegene Sl i iy ool L el i ol pe WA Gan G s e bl S5y daald] e cudl
Wi anll B Sy o e ) B ey e plad D i Lol il eles WS AW 5 el cly ol o i Ul AW LS,
iy il ke a1 o i o] Sl Wy o el B Uiy g e W L ey laaky b per canlly bl by
G e ey g T ekl Ga ) Gl ey day sl e 3 ey R S1 B ) b el G sy Yl G iy
oy sl ) b S Bl e ey Gl ) e, Phall ey aEaed) Bhe sladl A0 el T e ol il s e
WY Uaes gl The day gl Phe UGl sl Wale BUsY) dag el J) KR el Gokal il e Lael UiRD il T S Wi )
g b il cadl Ldad Dol J) Lady W LS el il an Bl ey ade e o oy WS Lol ey Alad oy
Beleay pobas ) Maasaly Sl Gy Dl AL by el Sl Wy dn el ) G 2 el ey Al e o
ecdll el e ool e et S ol shaily dslh delal W, W I He de S e all desy Ul Basghi Gieis

Figure A.3: Example of plain text file with English metadata
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A.2 XML files

1.0"%=
<1--Arabic Learner Corpus_
<|DOCTYPE doc>
- <doc I0="S002_T1_M_Pre_NNAS_W_C =
- <header>
- <learner_profilas
<age>25</aga>
<gender> &i</gender>
<nationality > sms</nationality=
<mothertongue &y 3</mothertongue >
<nativeness>iya0 i, et/ nativeness>
<Mo_languages_spoken>5</MNo_languages_spoken>
<Mo_years_|earning_Arabic>5</MNo_ysars_learning_arabic>
<Ma_years_Arabic_countries>5</No_years_Arabic_countries>
<gensral_level=ixdad 33 Lc/general_level>
<level_study>asksd pip</level_stu
<year_or_semester® S e
<educati n:l_lnst\tut\"r\},ﬂ."‘" Taalay
<flearnar_prefile>
- <text_profile>
<genreF i /genre s
<where> it icfwhere>
<year>1434</year>
<country >dumad</country >
<city >ty p< /ity >
<timedz i< /timed>
=y</ref_used®
<grammar_ref_used>¥</grammar_ref_ussd>
<mone_dic_used>¥</mono_dic_used>
<bi_dic_usad>7</bi_dic_usad>
<other_ref_usad>y</ather_raf_used>
<modes.ya.</made>
<medium sy et /medium>
<length>204</length>
<ftext_profile>
</header>
- <text>
<title = s pat dlay</title
<hext_bady®
L....:_,_)..._:.,._,....‘A.A.._ns_ m.‘:').\'.:mup)n,.a.__.u-__a“. EF fusag e el e 6 T T Lath Ll e D05
o &

ar_or_semester>
sgan</educational_institution >

i Lt _‘;{_.L;_,’.

&g :_..-_4_\J; Jplit 2 1 8,
<ftaxt>
=/docz

<,»text,body>

Figure A.4: Example of XML file with Arabic metadata

<7xml version="1.0"?>
<1--Arabic Learner Corpu
<IDOCTYFE doc»
- <doc I0="S002_T1_M_Pre_NNAS_W_C >
- <header>
- <learner_profile>
=age>25</aga>
=gendar>Mala</ganders
=nationality >Russian</nationzlity>
<mothertongue =Russian</mothertongues
<nativeness *NNAS< /nativenass =
<Ma_languages_spoken=5</No_languages_spokenz
=Mao_years_lzarning_Arsbic>5</Ho_y=ars_lzarning_Arabic>
=Mao_years_Arabic_countries=5</No_years_Arabic_countries=
<genearal_level>Pre-university </general_laval>
<laval_study>Diploma course</level_study>
=year_or_semester=Second semaster=/year_or_samestar>
<educational_institution >Arabic Inst. at Imam Uni=/educationzl_institution>
</flearner_profile=
- <text_profile>
<genre>Narrative </genres
<where>In class</where>
<year>2012</ysar>
<country >Saudi Arabia</country =
=city>Riyadh=/city>
<timad>Yes</timed>
<ref_usad=No</ref_usad>
<grammar_ref_used>No</grammar_ref_used>
<mono_dic_ussd=No</mono_dic_used>
«bi_dic_used>MNo</bi_dic_used>
<cther_ref_used>Mo</cther_ref_used>
<mode>Written</mode>
<madium>Written by hand</medium>
=langth>204</langth>
< taxt_prefile=
</header=
- <hext=
<title > dgpan pat i< /title>
<text, body> -y

E, |

e

£5E

v

¢

< frant>
</doc>

Figure A.5: Example of XML file with English metadata
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A.3 PDF files

Arabic Learner Corpus (ALC)  ABDULLAH ALFAIFI - UNIVERSITY OF LEEDS

. S 2 Title ol sl

DR AL W AV AN ) FAR I P g

2N a2 oy ? e e U D BN 28N s

282 &y, B\ el .5:\\)'\ b*ﬂ\ (*‘-\ W\, o e 4 -\'\‘

> s & /\/:'.‘;\ &J'L)\
. C)\}a:"-‘)\),\/::w)t&.a—/ z\e)\ (f"/{’_‘"ﬂ”'%‘é(;’:}\
e
A e 3\ A)\ ‘__# <\;),)\ ax '\~ %g—v’\ g%\-)\@w_ é\e-.’
. ) 4
AN s Qs 2 ) e, ,,\/,.(pg,/\_w\,o;x,w\é\
alg AL RS
bt BN G e s W SLs S, WA

UL 5 it s O, a0 gV L, A LS b s
P AP TV S AW W (VA W VPV 2 SRS (W PR
Coak’s o Vae el I\ ko, B et sy i o 5 G
VPPN TN RV-SR PP LE PP RFITH AP
U s ,\;A\,c,»\\;:x,a d\;».,:-_f\(y_)\ 45;(1;\ S\aaX

s Z = i

o 30 Up s w00 a0 LA\ S e tg oy e
e Ve ity s S &\_)\ nsals &) Cubl Dies A2 - AN op
Sy »\pd <\_)\)2\ 3 H\e 22\ Qv Vs, e \
A\ s ABWA- oo U m, i D) Lts, S0\ s . 503

2 o T ps ), HEL

. e s e )
AN EEL LU e, (15 K D\ Uy, A Q) s
BZAPRP S IRHR AV ISPRIRIV) Lg)\;x“;)\@p
W i\, i s v Le D\ Ay . g\ My
M P\ crpan g e BMs Loy b D PN T

Figure A.6: Example of handwritten text in PDF file format
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The Guide for Data Collection

1. Introduction

This guide is to clarify the steps the researcher (or his representative) will follow for
collecting data for the Arabic Learner Corpus. The corpus will consist of written and
spoken materials, produced by native and non-native speaking-Arabic learners,
males and females, from Pre-university and University levels.

2. Collecting the Data

Following the outlines of the corpus, there will be one main session for data
collection which is repeated with each group of students at every educational
institution.

2.1. Session

During the sole session, which expected to last for about 2 hours, the researcher (or
his representative) will introduce the research purposes, benefits, and methods of
participation with clarifying that:

1. the participation is fully voluntary,
2. aparticipant is free to withdraw at any time, and
3. aparticipant’s materials will be used in the corpus for research purposes.

The learners will be allowed to ask any question about the research, its purposes, or
their participation.

2.2. Tasks

Two tasks will be distributed to the participants with clear explanation in advance
about the tasks and how to complete them.

2.2.1. First task: two timed- compositions in class (40 minutes for each)

The first task is timed and carried out with no prior preparation. Learners in this task
will be asked to write two narrative and discussion essays — in Arabic — about the
topics presented in 40 minutes for each with no use of language references such as
dictionaries or grammar books.

2.2.2. Second task: two take-home compositions
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For the second task, the participants will be required to write the same narrative and
discussion essays at home, but with an ability to use reference tools such as
dictionaries or grammar books, as this task is untimed and prior preparation is
allowed. They will be required to bring the essays in the next day or the day after.

2.3. Topics of Writing

The writing tasks include two topics lie under two different genres, a vacation trip
(narration) and my study interest (discussion).

3. Summary of the data collecting procedures

Procedure Description Time (estimated)

- To introduce the research purposes,
benefits, methods of participation and
Introduction | @answering questions that learners may ask. 30 minutes

- To Distribute the participant consent form
to be signed by the learners.

To write narrative and discussion

Task 1 compositions, in class, about topics No more than 40
provided (A Vacation Trip for the narration | minutes for each
genre and My Study Interest for the composition

discussion), with no prior preparation.

To Explain the second task which to write
narrative and discussion compositions )
Task 2 ) ) ) 10 minutes
under the same topics, at home, with prior

preparation.
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Arabic Learner Corpus (ALC) ABDULLAH ALFAIF] - UNIVERSITY OF LEEDS

Overview about the ALC project

Title of project: Building a corpus of learner Arabic with Part-of-Speech Tagging and Error
Annotation

Brief outline of project

The project aims to compile a corpus of Arabic learner, a representative collection of
texts written (and speech transcribed) by learners of Arabic. The corpus will cover both
learners of Arabic as a second or foreign language, and native Arabic speaking students
learning to improve their written Arabic. The corpus will be annotated with linguistic
features, including Part-of-Speech tags and mark-up of errors, to enable diagnostic patterns to
be identified. This stage of project is devoted for a first collection of written texts as an initial

version.

The benefit of this study
The corpus will be used for research purposes on Arabic language learning and
teaching. It will also help designers of language materials to develop better learning materials,

dictionaries, language applications, and textbooks for Arabic learning and teaching.

Procedures
Participants in this first version of the project will be asked to involve in two writing

tasks as following:

1. To write narrative and discussion compositions, in class, about two topics provided,
with no prior preparation
2. To write the same narrative and discussion compositions, at home, with prior

preparation

Participation
Participation in the project is voluntary, and you are free to withdraw at any time. Data will be
anonymous and your identity will not be revealed when we publish the findings of our

research.

Figure C.1: An overview about the ALC project in the data collection questionnaire
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Arabic Learner Corpus (ALC) ABDULLAH ALFAIFI - UNIVERSITY OF LEEDS

FORM OF CONSENT TO TAKE PART IN A RESEARCH PROJECT

Please tick M the three statements below:

D I confirm that I have read and understand the information explaining the research
project and I have had the opportunity to ask questions about the project.

D I agree for the data collected from me to be published and used in relevant future

research.

D I agree to take part voluntarily in the research project.

Name of participant

Participant’s signature

Date

Name of lead researcher or
person taking consent

Signature

Date

Figure C.2: The consent form to take part in the ALC project
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Arabic Learner Corpus (ALC) ABDULLAH ALFAIF| - UNIVERSITY OF LEEDS

Arabic Learner Corpus

Learner Profile

Personal details

1. Name:

2. Contact number (optional):

3. E-MAIL (optional):

4. Age:
5. Gender [ Male [ Female
6. Nationality:

7. Native language:

Educational details

1. Current level of study

2. Current year/semester of study

3. Name of educational institution

4. The total number of years of learning Arabic ( )

5. The period you stayed in Arabic-speaking countries ( )

Figure C.3: The learner’s profile questionnaire used in ALC
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Arabic Learner Corpus (ALC) ABDULLAH ALFAIFI - UNIVERSITY OF LEEDS

Arabic Learner Corpus

Text Profile

Text code (by the researcher):
Text topic (by the researcher):
Text title:

Writing date / /

- WM S

5. Isthe text timed? [1Yes [ No
6. Have you used any reference tool from the following:

[ Grammar books
O Monolingual dictionary
O Bilingual dictionary

[ other references (please specify)

7. Medium of writing : O Computer O By hand

8. Text length (words number):

Figure C.4: The text’s data questionnaire used in ALC
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Arabic Learner Corpus (ALC) ABDULLAH ALFAIF| - UNIVERSITY OF LEEDS

The tasks of collecting the Arabic Learner Corpus data

Task 1 - first text

Task: write a narrative essay about a vacation trip providing as many details as you
can about this trip.

Time: 40 minutes

Place: in class

Language references: during this task you are NOT allowed to use any reference
tools such as dictionaries or grammar books

Medium of writing: writing these texts is by hand on the sheets provided by the

researcher, two pages are provided for each text and you can ask for more if needed

Task 1 — second text

Task: write a discussion essay about your study interest providing as many details as
you can and also your future plans to continue your study and to work in this field.
Time: 40 minutes

Place: in class

Language references: during this task you are NOT allowed to use any reference
tools such as dictionaries or grammar books

Medium of writing: writing these texts is by hand on the sheets provided by the

researcher, two pages are provided for each text and you can ask for more if needed

Figure C.5: Task 1 in the ALC questionnaire
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Arabic Learner Corpus (ALC) ABDULLAH ALFAIF| - UNIVERSITY OF LEEDS

The tasks of collecting the Arabic Learner Corpus data

Task 2 - first text

Task: write a narrative essay about a vacation trip providing as many details as you
can about this trip.

Time: one to two days

Place: at home

Language references: during this task you are allowed to use any reference tools
such as dictionaries or grammar books

Medium of writing: writing this text is by hand on the sheets provided by the

researcher, two pages are provided for each text and you can use more if needed

Task 2 — second text

Task: write a discussion essay about your study interest providing as many details as
you can and also your future plans to continue your study and to work in this field.
Time: one to two days

Place: at home

Language references: during this task you are allowed to use any reference tools
such as dictionaries or grammar books

Medium of writing: writing this text is by hand on the sheets provided by the

researcher, two pages are provided for each text and you can use more if needed

Figure C.6: Task 2 in the ALC questionnaire
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The Questionnaires That Used to
Evaluate the ETAr

D.1 First evaluation questionnaire

Dear Annotator,

Thank you for participating in the annotation task, please answer the following
questions:

Degree:

Major:

- In general, which tagset was easier and faster when annotating:
() First
() Second

() About the same

Why?
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- Which of the tagsets was more understandable?
() First
() Second

() About the same

Why?

- Which error types need to be added?

- Which error types need to be deleted?

- Which error types need to be changed?

- Which error types need to be integrated?

- Which error types need to be split?

Thank you for your cooperation..
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D.2 Second Evaluation Questionnaire

-
1

o]

LEEDS UNIVERSITY — SCHOOL OF COMPUTING

Evaluating the Error Tagset of
Arabic

[A practical annotating task and questionnaire]

Abdullah Alfaifi

2013
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I:l | agree to participate in the task of evaluating the error tagset of Arabic

Name: Major:
Position: Degree:
Signature: Date:

Dear annotator,

Thank you for participating in the task of evaluating the error tagset of Arabic. Your
evaluation will significantly contribute in improving this tagset and its method of use. This
file of evaluation consists of six sections as following:

About the annotation task

The tag-set of errors in Arabic
Examples of error annotation
Errors required to be annotated

vk wN e

Questionnaire of evaluation and comments

6. About this questionnaire
Please read the annotating method carefully, and then do the task as accurate as possible,
as explained in the instructions.

Thank you for your kind cooperation,

Abdullah Alfaifi

About the annotation task

You are required to assign the suitable error tag — from the error tagset — to each
error of those listed below. Also you have to select how much easy it was to choose
the appropriate tag for each error.

You can use either the Arabic or English tag. If you think the word/sentence never
include any error, please put a tick sign (v') instead of an error tag.

Please have a look at the annotated example to be aware of how to annotate the
errors.

Prior to the annotation process, you are advised to read the “Error Tagging Manual
for Arabic”, as this guideline shows the method of how to use the error tagset. It
aims to lead annotators to the best way to selecting tags that properly match error
in Arabic texts.
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The tag-set of errors in Arabic

Error Category Error Type Arabic tag | English tag
1. Orthography | 1.1. Hamza (S «is «5 ¢} ol ¢&) 3l <o)> <OH>
Y 1.2. Confusion in Ha’ and Ta’ Mutazarrifatain (< < «.) <sp> <0T>
Vimla’ O phiall cll 5 eledl & Ll
1.3. Confusion in “alif Mutaarrifa (cs «/) 4 _kiall ¥ & Llal) <> <OA>
1.4. Confusion in ‘alif Fariga (/s55) 44 <l¥) 8 L) <> <OW>
1.5. Lam Samsiya dropped (<Uall) duwas) 2301 Lli <> <OL>
1.6. Confusion between Niin () and Tanwin (555) <dp> <ON>
Oasills ol G L)
1.7. Shortening the long vowels &L shall <l sall juali () = o330) <> <0S>
1.8. Lengthening the short vowels 5 _sadll il guall Ja ghat (53038 — (551) <G> <0G>
1.9. Wrong order of word characters il Jals s all cas i 8 Uadl) <L> <0C>
1.10. Replacement in word character(s) &Sl ¢se <aal s aa dlagiul <us> <OR>
1.11. Character(s) redundant 531 sl 5 <o s <> <OD>
1.12. Character(s) missing it <a sl o s <> <OM>
1.13. Other orthographical errors Al i) eUasl <> <00>
2. Morphology 2.1. Word inflection 2<1sll 42ua <Uaa> <MI>
i _pall 2.2. Verb tense J=&l (a3 <> <MT>
'ssarf 2.3. Other morphological errors Al & ya cUasl <foa> <MO>
3. Syntax 3.1. Agreement in grammatical case <l_ey! & dtadll <> <XC>
il 3.2. Agreement in definiteness .Sl 5 i il 8 Al <> <XF>
‘nnaw 3.3. Agreement in gender (<l 5 583l Quiall 8 ddiaal) <> <XG>
3.4. Agreement in number (singular, dual and plural) <Cai> <XN>
(el s Al 5 o Y1) 22al) 3 Adadl)
3.5. Words order leall Jaly cila jaall s 3 <> <XR>
3.6. Word(s) redundant 513 SlalS 5l 2 <> <XT>
3.7. Word(s) missing &l i< f 2aIS <> <XM>
3.8. Other syntactic errors s s 4 sas sl <g> <XO>
4. Semantics 4.1. Word/phrase selection awsliall s )bl 5 2SI sl <> <SW>
aval 4.2. Fasl wa wasl (confusion in use/non-use conjunctions) <Car> <SF>
‘ddalala (aban) @l 53l aladind axe f alasiad 8 Lalall) Jua ) 5 Juadll
4.3. Wrong context of citation from Quran or Hadith <> <SC>
(obla (Bl (b Ay SISl
4.4. Other semantic errors ¢l ¥ slaal <t> <SO>
5. Style 5.1. Unclear or weak style €S 5 (el ol <g> <TU>
Wl Lustib | 5.2. Other stylistic errors Al sl sUaal <ge> <TO>
6. Punctuation 6.1. Punctuation confusion il cladle & Llsll <> <PC>
o il ledle 6.2. Punctuation redundant 331 ) a8 i 3le <> <PT>
‘alamat t- 6.3. Punctuation missing 33 ie af i d3le <G> <PM>
tarqim 6.4. Other errors in punctuation as il Gldle & s Al sUaal <g> <PO>
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Examples of error annotation

These are examples of all error types in the tagset (excluding last type in each

category)
No Example Suggested correction Tag
1 $osa ) 13 G Hlel ol Gosa sl Glaleldd | OH
2 4u e Gla glaall &l il Ay e Gla glaall @l il oT
3 Ol et ilS a5 (el aas OSally ot CilS (5 3l 5 el paen | OA
4 el s (e s ) B zlaall g8 el ) e lsa ) dzlaall g8 | OW
5 3380 (e Lasan U ylaid 338100 (ye lasen Uiyl | OL
6 Oda Radi e 5yl all Cailg Jas dadi ja s, all il | ON
7 S ja e Gt (3 bl Ay s S ja o (inie B kll Aysea | OS
8 @ o e un il Jaa @ s jhall day | 0G
9 A A 4di Of aulall sl o A b 4diy of aladdl Glals ge | OC
10 Uiga 5 () 5 psilae Lidlhail 5 Libnial U g Uiiga s Yl 8l Lkl 5 Uil Lijes | OR
11 Wi (A ) ) LS Ladie Wign M opal) WS Lie | OD
12 ok o Al o e g $oeh e Gl ol Gu by | OM
14 gl o g g iy O saalill iy gl Lo 0 g i L3 s | M
15 | alls ge atlluy sl ae oluf aial L dla e aillas bl ay ade Cnlu i@l Ll | MT
17 aaae ale &) () galiall IS adae e &y cpaliall (< XC
18 Leliacal GLE 1€ il i Leliaal LLE <l jeill die XF
19 ) Jea Axg e T a5 al da¥ lmln cupd | XG
20 | omeleotolete B i e e 8 0 i O G | N
21 Tpws Lilan g il Joaill wie AT il Tgms Lilin g Jomill iy wie Al | XR
22 acladll aaf vic e L g aclladl aal vie L | XT
23 (re e aadll Ui A5 (o pall (gl e e daadll (e L a5 el (g1 | XM
25 daall adi e () ey Laie dalldsd Jlilayye s | SW
26 4 Cua s adpad paall ey il Lexie 4 s s adps aaall Jhey cudllaxie | SF
27 o S B s dif;j o583l g sl e JS YA | SC
2 Lo 5 oS 4% ) (e s Galladd | Uy Lasie 5 ol 260 ) cppnsio il |
5 yandl Lyl e €)1 380 Uilia 3 yandl Ll Led)
31 ClE] y cllall g o ubial) Calida e CME  (cliball g o eliaY) Calide e | PC
32 G 2l VIS 2l ol ed 5 uifj Sl e aaell 138 JS sl of @i oS Ay [ T
33 "yl el I J "yl el JJES | PV
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Errors required to be annotated

First List

Please tag the following list of errors then discuss it with the researcher

Did you find the suitable tag easily?

Very Somew Found
No. Example Tag . hat . Not
easily . with
found | W | gifficuty | OUnd
found
1 Jseaall 5 5len B3 puall AT s
2 Gt JSy seed il 238
4 ) pll e Lgod Lipad
5 ol A aeilil ¢ galay
6 JE et JE cgpiasall oo seall &) Con
") &\ )LJ] éuu 532
7 ploadl ane ) 3 pile Liad s 4% Uil
8 slall (e GO 48 Cania
9 e Ol s L
10 Cuad) pad el ad SIN ) Lle
11 ploaY) & s
12 AT gl sl X g ¢ ypaally sl
13 Gas el Jal e sl LB Wialas o aay
st o Al g
14 _aal el @l Bl
15 gl pase e py s
16 8sae g A L) 23 01 Ly A &
17 913 olic ¢ Ja
18 Wloa e SLaY) e b
19 O ad dy il
20 Ailal) 3 W danada) LiSLY) Ldal
21 Ll Al Bs
22 J2ally dadl 59 B las Aa sl CilS N8
23 A glae e Al gk o) il ¢cllia <. 3,
24 Osaliy Olal (il g
25 elalall dlae oy -l 4as, (IS
26 #lose daalill Aol olal 8
27 52800 (e oyl Ladie
28 Jiall | sakiie 6
29 u:m.\u.nl.\.\aAu\Ld.m\(u_‘wu\j
30 iy e Ll Ll Levie
31 15 e dalua Uil axll g
32 3 i Leed) Cyl
33 Tl Cplalie cals
34 L e 3l
35 Ol s ) Ladls ol 1
36 Ol alas o afle aluf g 4sals
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37 e 85 yedll oY
38 bl i)l ge sy il YIS,
39 flala e ol aillg
40 22 08I AN ey ISl 5 50 Lwd
41 Jed" 1 et J8 cagilial 4 i s oY) e
| gadaiy (Y1 (8 ) gl of il 53 () e

"aSals

42 _osallad) oy i el 5 e gl A Jlas
43 p b B il Cuasa o5
44 Gulall Cuill e
45 Gy e 38 3agiaall LU L
46 Opsed e SIS jLa) 22e S
47 Al e ) Lleay (eie
48 Adla elawdly haan g» S Fluall
49 G 8 il e cagplall (i
50 S gl B LD 088 a3 5 AT Ll
51 agalza ALlaal sl 238 M) Ll
52 Lusas et ASaudl Sl 38
53 o) saxall elail JS 8
54 O (S o Caalud
55 Ao o Lt o ddlu ) calia g Lald
56 R
57 oal) dia sl SV Gkl b paadile
58 AU Alaall & i
59 Cunina g Lila 4aal 5 QU 3e) Cugl
60 llind e dadd Tl la
61 Laes Gisals Jsal aa
62 Aaald (b ) o
63 AU Fluall e cladll s
64 Led 1Y 5,0 40 e 0dals
65 3w A (inie 23 el | S
66 elull 5 jrall
67 Al Gl J8 il Ga oo n ol plad) e
Y LeaS ie pall a3) (s Ga" ralug 4dle

68 Slaie S s ol s e 33
69 il calaial) @lls U e
70 el Jall A A ) Ula g Wl
71 faallly
72 A Lo JB (gpabiaall (g dual g anJl) s
" il da s et aluy 4le

73 3 a5 laall olie )
74 pale (e aiitil Al Bac agaa Ll
75 Banll el Ligml ol anyg
76 Aial gie alyf At Als ) a8
77 35 gLl e Al (e Taae Leale Caany g
78 fOSA Jlaal
79 i) a e ST ALK Curans LS
80 Il U5 dgaall | galaa Culs
81 ol Sl el Ul 8 13
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82 Skl e i (A bl ol Leiag
83 Tt o 4o 4o il b
84 e S sl ol e Culud
85 elall pe Ll pidac] Da
86 Lalhi) Caaill g culualAld) PRI die g
87 Jsb gl avey &) Al ol
88 OISl sla )l (ga 7 s laall dad) ) S
39 JEERERNEEN
90 il 0 cadl &y eUadY) o8 (e
91 Agdall 3z 50 G, sY) Camias
92 e A e deas ) gyl £V
93 LoAe (g0 pgiag caelall agiag a0lEll agiad
94 &) Glia g Laie 5 eBUall A3k s adal

faa s i OO )
95 | aivse ol U Joni e 4w
9% b caall ml il ey yseal) Al
97 felly e aal eliy Ja
98 Caaill g dwalal ) e i de bl cuilS
99 e o3 13 (e
100 il e i) el Laie aalad il

Second List

Please tag the following list of errors after discussing the first list with the

researcher

Did you find the suitable tag easily?
Somew
No. Example Tag Vefy hat FOl.md Not
easily . with
found | W | gifficuty | Ound
found

1 GO 5 (V)5 2al 5l a g

2 drasl g1l 48 y2l) =

3 onS day ol

4 A dhae | Ladie

5 il iiall aal iy 8 U e

6 T ae ) Aol Lo

7 Dsal B et Cullad

8 e 01l o i Y

9 O el i Lo 5

10 ollad U (Y1 and ST ¢ gaa gl (a5 (0

"cald S Y ) okl Sl

11 [N JETRJERE

12 ladliaa Lide o3y 2

13 85uSl) inmaa 5L Lad ol s

14 Gl ol i) (8 Ui g

15 Ol U jale delud) daludl cuils Ladie

16 (duadll Aleh oda ChilS
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17 Tomd  Lran slially i) Lla
18 Al aled 5 siiall Ol b
19 shay Lald
20 s e Wyl 4 Jaall ) Ula s Wl
21 [oa il oda atie|" Aal Lo 4de Cirand
22 Dhaadly 8l akas b
23 Gl B el Gla ) Ll Jal 3
24 ouslh )
25 S8 sty (55 (A0ka ) il
26 LV S Caal g i€l Be) jE Caall
27 Glad g 1 s JE XX e laadll () gm cany
28 Ny ple Vil cpn Al i
29 3 e S 1 e cud
30 dxa ) j Qi 122 i g
31 Asanal) 303l
32 |3 S il 5 a5
33 Lia) elall o pai€
34 <a)U e e el sall ma S
35 Lialal (e s el ela
36 LT o clsal LGN (IS0 e U,
la_ylaliag Liniatind 5 dlanll

37 8_opSl diad gl elli ) asl iy o
38 Y1 1 (e sl Ul
39 pedll Clas laie
40 aali alall Gllal
41 sl s 35 dmas
42 il Lanie 485 <o ) S
43 sl syl
44 Al U0 Lilesl 5 Liadd
45 A Ula gy e padia ) Lgadl Slls aay
il 33 JE 48 e jadia

46 lax e (pdalill 220 IS
47 Gl ) bas ) 5
48 Ll Jaall dad 8 3 lasall oS
49 sl Jid e
50 [EEENPREN |
51 acthaall aal ) Lidd g3
52 Ul eV A o il Laal Caady Lid 63 Lald
53 Uailiny jead L
54 ol B2la
55 Ay 8l g Al IS e pelisall 6lad
56 Olalla gals ) i
57 a5 A adll a8
58 I o5 ¢ sans puaally Helall Lida
59 e s L s )i
60 Dla Wil edle cuald
61 S o (s of Ul b
62 Ly s ULeS] jac 33 2
63 Jusll oda o8 je oS
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64 el ) galas ¢l s
65 pede Jadly Fole o SU
66 G@sidl) ) Ula s Laie
67 Oaia¥ | 5l e g8
68 o Lggle CSV A8 )5 JH el e
69 L o581 Gl )
70 (i Al ae ae ca A
71 Apaall L g 3 oa s ) )Y ells
72 e el e ai il diall ) Laad
73 Gkl Jsha (e x5 lla 8
74 e e duadll  aladll 2 53
75 Laa (33l o gl
76 A8l Sl A padl (e abala
77 RSP NN
78 Aaadll o2 e Ugegpae Ul e S
79 Ul o Al oy il Ll
80 AaBlY1 a3
81 A Jguy Ao 2Dl gsdlall i aaall
82 aled) haall el aeiad ol
83 Sl 1aa Jie cyl ) ey
84 e a0 A e el OIS
85 coll alall s AN G o Aol e oy
Aoy G PRI ralu g adde A L JB

"

86 Ja ) g S Liae L
87 AGall sl e b
88 5l i AT 4 caad
89 Lille of ) 8 5 Sl sl lia L
90 Capall 2LV sl 8 Al ) culs
91 20 O pa Ol e cudu o
92 Ll g ) sl 8 i ) e 2l
93 Adaaal Jady S LSy L Jad S WS
94 Sy A LS
95 I oS1 Ladie auifls
96 Uy ke UL o Lyl Uilia s
97 ell QU 91aal
98 s 22, s ol T ks
99 Agzall (e LY 2ay
100 i ilals asbic ol da
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Questionnaire of Evaluation and Comments

Are the error labels clear and easily understood?

() Appropriate and do not need more clarification
() Need some clarification
() Ambiguous and they need to be fully clarified

Is the division of error categories clear and understandable (6 categories)?

()VYes
( ) To some extent
( )No

Is the division of error types clear and understandable (34 types)?

()VYes
( ) Tosome extent
( )No

How easy and fast is selecting the suitable tag?

() It can be selected easily and quickly
( ) It requires some time to be selected
( ) It requires a long time to be selected

How suitable is the tagset in general for errors in Arabic?

()ItisOK
() It requires some modifications
() Itis completely unsuitable
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Suggestions about the error types

Error types should be added

Error types should be deleted

Error types should be integrated in one type

Error types should be spitted into different types

Labels of error types should be changed

Final suggestions about the error tagset types

Advantages of the error tagset

Disadvantages of the error tagset

How the tagset can be improved?
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About this Questionnaire

Please provide your general opinion about this questionnaire
() OK

() Requires some modifications

() Unsuitable

What do you think about the methodology used to evaluate the error tagset in
this questionnaire?

() Excellent

( ) Good

( ) Acceptable

() Poor

() Unsuitable

What do you think about the number used of error examples used (200
examples)?

() Excellent

( ) Good

( ) Acceptable

() Poor

() Unsuitable

What do you think about evaluating the ease of finding errors tags (after tagging
each error)?

( ) Excellent

( ) Good

() Acceptable

() Poor

( ) Unsuitable
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What do you think about the “Error Tagging Manual for Arabic” in its:

Design

( ) Excellent
( ) Good

() Acceptable
( ) Poor

() Unsuitable

Comprehensiveness of the information
() Excellent

( ) Good

() Acceptable

() Poor

() Unsuitable

Clarity of the explanations
() Excellent

( ) Good

() Acceptable

( ) Poor

() Unsuitable
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Consent for the evaluation to be included on the corpus website

Dear Evaluator,
Did you give the permission to put some or all of this evaluation on the corpus

website?
Please tick (v') one of the following options.

O I give consent for some or all of this evaluation to be included on the ALC
website - including my name

[ | give consent for some or all of this evaluation to be included on the ALC
website - NOT including my name

[ I don't give consent for this evaluation to be included on the ALC website

Thank you for your kind cooperation.
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1. 4adia [ntroduction

(a;m_)” L'}A;‘)X\ A o
Lanad acadl 4y jall cUad¥) Gae 5 Jsan (e QN Zaiall aladiu) 48 5k et Qi 3a # i
slaa S Lauliall )l LAY dapsaall 48k U 5a ) ali ) ) Gag us A el Ay sall) il all
Ayl paseaill b eUad¥) o) il (3815 80 (<

3 el Ao il o Undll ) (g0 £ 58 S 58 ¢ e il g sall) il sl e ST S50 Jal 1 S
aaad 4 58 ae el Aglee i Lol cany A Aalgdl ae ) gl g L) any Saall 25 WSz sill (e
a5k Geull aas OSe e Akl il sall Lwily Ll lgae Jalaill 44y 5l 5 dlaindl) Jalaill @l (g
A 5de apanal G Lgraday i a235all 4S5 i (o8 ¢ e il 22y aill Sl JSAll g cpaill (A Sl ) sl
Al

ji §};_ﬂ\_5 s\J)aaj\_, ‘cm“}“ x.\}ss ‘@)d\ cl\l:\}:ﬂ\ u\:\uui_\)iﬂ\ dﬂﬁdﬁ;ﬁﬂﬁﬁjdﬂhﬂ ua)ﬁsg
o Jia b ol iy el §okat Y Slld dgie clasheall s Slo Jpanll 4y S obadl JBY) e
A sl il

This guide shows how to use the third version of the Error Tagset of Arabic (ETAr),
which has been particularly developed for Arabic corpora. It aims to show annotators the
best ways to select tags that properly match errors in Arabic texts.

The main focus of this manual is on linguistic aspects, so it gives details about each
error type, with appropriate examples for more clarification. The guide draws the
annotator’s attention to important points and rules that should be followed in the
annotation process. Some possible instances of overlap and how to deal with them are
also explained. In terms of applied issues, such as where the tag should be put, how the
tag will appear, and the final format of the tagged text, all of these have been left to the
user to be based on his corpus design.

It is assumed that the annotator has an adequate knowledge of Arabic language basics,
such as orthographical, morphological, and grammatical rules, or at least the resources
from which he can access such information, so this manual does not include detailed
definitions and explanations about all of these basics.
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2. sWbaY) 354, Jg> Error Tagset

(6 categories, 30 error types - e 5329 5 <Nl 1)

Sty Error Type Tig
e Jlae (& Ja
1. Orthography | 1. Hamza (< «ts <5 ¢ «f ¢s) 3 3agll 8 Uadl) <OH>
eAay) 2. Confusion in Ha’ and T’ Mutazarrifatain (<= ¢ c) ¢uié yliall ol g elel) 8 Uadl) <0T>
Timla’ 3. Confusion in “alif and Ya’ Mutazarrifatain (¢ «s ¢f) cxé_kial £Wll 5 iyl Jé Uadll <OA>
4. Confusion in “alif Fariga (1 55S) 4, <y 3 Uaall <OW>
5. Confusion between Niin (o) and Tanwin (556) Gasll s oAl (s Ll <ON>
6. Shortening the long vowels &l shall il gall juali (55 — ©00) <0S>
7. Lengthening the short vowels 3 sl <l guall Jy g (058 — 5 4) <0G>
8. Wrong order of word characters 4l Jals Cas yall casi 53 3 Uaall <0C>
9. Replacement in word character(s) 4! ¢ Caal 5l Cioa Jlaiul <OR>
10. Redundant character(s) JiS| sl <o~ 3345 <OD>
11. Missing character(s) JiSi s <a s (i <OM>
12. Other orthographical errors s al &Sl Ul <00>
2. Morphology | 13. Word inflection dsuliall 4all 4 jlsal b Uaal) <MI>
i puall 14. Verb tense daill ¢ 5 b tadl) <MT>
‘ssarf 15. Other morphological errors Al 4 jua cUasl <MO>
3. Syntax 16. Case ey i Uasll <XC>
s 17. Definiteness Sl 5 <oy il b Uaal <XF>
nnajmw 18. Gender (<l 5 L83l uial) 8 Uadl <XG>
19. Number (singular, dual and plural) (gesl s 4l 5 3 _3Y1) saedl 3 Uadll <XN>
20. Redundant word 31 4llS <XT>
21. Missing word il 4alS <XM>
22. Other syntactic errors Al & s eUaal <X0>
4. Semantics 23. Word selection dubia) 4l jlaal b Uaal) <SW>
aval 24. Fasl wa wasl (confusion in use/non-use of conjunctions) <SF>
‘ddalala (abarl) &l 53l alaaind 8 Uadll) Joa 5 Jucadll 8 Ul
25. Other semantic errors s_al 4d¥a cUas <SO>
5. Punctuation | 26. Punctuation confusion &b ad 5 dade <pPC>
e Al Sldle 27. Redundant punctuation 51 ad i iadle <PT>
‘alamat 't- 28. Missing punctuation 52 siis as 5 iedle <PM>
targim 29. Other errors in punctuation af il cldle & sl sUaal <PO>
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3. Wil g1l £ & Error-types explanation

3.1 Orthography s3¥) [’P’imia’]

1. Hamza (= «s <3 < ¢ ¢)
3 Jagd)
[*! - OH]
(AT dghan s (gl of) Al 3 Lgaia 5o Cavn VLS Bac 5 gl
Al 4 peall Al e aing @l cadad 5l Jea g3 Ll 05SE el 8 @
Sl s (@) son e gl () sl e sl (3) sl Ste St (1) Qll e i G ) ATy Leas s o
LelE 3 Cajall 38 ja 55 agll AS5a e aainy 135 ¢(s) sl
) ling 5 sall ol Dl Sy clasl Y TiSa 130 Gals el 13 (pn Toa€ T3 320 e i aa 58 oY
A S 5 jagl 201 s ety
Hamza has several forms based on its position in the word (beginning, middle, and end).

e At the beginning, it is either Was/ or Qati’ based on the morphological form of the
word.

e Inthe middle and end, it can be on “lif (1), Waw (3), Y&’ (is), Nabira (<), or on the
line (¢). This depends on the diacritics (short vowels) of Hamza itself and the
preceding character.

Explaining the rules of Hamza may take up lots of space in this guide, which is not
appropriate, so what can be said here is that it is important to choose annotators who
have a solid knowledge of Hamza rules.

Hamza errors are identified as the o LS 8 3agll elad] man oy & i) 138
following: g se y 8 LS (gl 63 jagd) 4S8 Ll )
1. Hamza confusion (put in the wrong zall
place) ) e
Example: (0 qmnally) i
d_-m (correct form: o sa’ala [asked])

3200 35 hea Y

2. Hamza redundant (il gl ) _‘
Example: —

<l (correct form: <l ‘albait [home])

3. Hamza missing

Example:
2l (correct form: sl ‘ahmad [Ahmad])

— 286 —



Appendix E — The Error Tagging Manual for Arabic (ETMAr)

2. Confusion in Ha’ and Ta’ Mutatarrifatain (< < )

i yhial) £l g slgd) 8 Uadl)
[3'-0T]

S () da s o) 5 Lai o(4) a5 O elelly AalSH AT b olals il Lea i ylaiall ol Lgl)

(&) 3 e

Ha’ and Ta’ Mutatarrifatain usually come at the end of words. Ha@” has one form (+), while
Ta’ can be opened “Maftiha” (<), or closed “Marbata” ().

Two types of errors:

1. Confusion between HaG’ Mutatarrifa (+)
and Ta@’ Marbata Mutatarrifa (+).

Example:

(1) a4l (correct form: 2wl ‘aimadrasa
[the school])

(2) 3wl (correct form: oL ‘intibdh
[attention])

2. Confusion between Ta’ Marbiita (*) and
Ta’ Maftiha (<) Mutatarrifatain.
Example:

(1) 34 (correct form: <lle gabat
[forests])

(2) ©3U (correct form: 33U ngfida
[window])

sl (e i g il 13 Jady

a.k},\),d\ ;tﬂ\j (4_) :\ﬁ)k.\.d\ cL@J\QH.LH\ A
(&) 48 asal)

(MJ.\AM &\M“’) MJJAM (\)

(sl gl 3 ()

() A siall £lill 5 (A1) da o pall oLl oy Bla)) Y
O yhaiall

(Se aally) sie (1)

(<l 3385 gaall ) candl 3L (Y)

3. Confusion in ‘alif and Ya’ Mutatarrifatain (s «s <)

e plaial) sl g CaIY) 8 Uadl)
[«! - 0A]

Ledi 8 L W ¢() By smaia sl (L) B2 s0ae 5S35 () el e cAaSD) AT L lali oy slaiall oLl 5 Caly)

() 25 dSa

‘alif and Y@’ Mutatarrifatain come at the end of a word; the “alif comes in two forms:

Mamdida (-) or Magsira (), while the Ya’ comes in one form ().

Two types of errors:

1. Confusion between “alif Mutatarrifa
Mamddada (“) and “alif Mutatarrifa
Magsiira ().

Example:

(1) Yl (correct form: 3 ‘atd [came])
(2) = (correct form: L sama [soar])

adl) (e Ciin & 5ill 138 Jady

() Bsmaiall 5 (1) 33 saall Gl G kAl 35N
(A oals) B (1)

(Lo gally) (e (V)

() Wl 5 (5) 5y smaiall )y Lala) ;LA
1 Jie
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2. Confusion between “alif Mutatarrifa
Magsira () and Ya’ Mutatarrifa ().
Example:

(1) =49 (correct form: =4l gadr [the
judge])

(2) =<8 (correct form: ~<&Y! ‘al’agsa [a
proper noun, the name of the famous
mosque in Palestine])

(=0 gl s) o=l (1)
(el galls) ooad¥ (V)

4. Confusion in ‘alif Fariqa () s£s)
43 el Gaty) b Uadl)
[« - OW]

delaall 5lg a Ja Jail) 8 Adial cavd ol g () aumll e laadl gl g 2ey ) 35 all o c48 5 o 3y sl Calf

(=)

saon ) rdie) (uSE M U ja S (o g o585 Al 1) V) (S T jpain ol sl clS ) 28l ) sacld

(O salaa ¥

alif Fariga is an alif (') that is added after waw aldama’a, the plural pronoun (), to

indicate that this waw is not a part of the word root, but is waw aldama’a, the plural

pronoun (). The rule of “alif Fariga: If the character waw is a pronoun, the alif Fariga
should be added (e.g. ' 5% &l lam yaktubd [did not write]), but if the waw is the last
character of the word root, the alif Fariga should not be added (e.g. 1. s>_» yargd [hope]
2. Ol salae mu’allima ‘attullab [students’ teachers]).

Two types of errors:

1. Adding “alif Fariga where it should not
be added.

Example:

Lty il ) salse (correct form: L il salue
muslima ‘afriqgya [Muslims of Africa])

2. Omitting ‘alif Fariga where it should be
added.

Example:

s a1 (correct form: ) 23 ol Jam yadhabid
[they did not go])

oills A BIAN Jady g sl 12a
lerain sa e & 48 ) Caldy) 4 ;1Y)
e

(Ll salue gaall g) Uiy 31 ) galisa
Lera 5o (pe 48 Gl Jalan) Al
(1o o gmalls) sy ol

5. Confusion between Niin (&) and Tanwin (

Csiill g il Gy Jala)
[J!- ON]

Jia adaily da Al 3 Us (aSs ((ase :sad) A€l Cag ya o il o (e 5 5le L 3 suailall ) 5l
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ol ) (i A 48 pa JS5 e (i€ 11y ALK Y Undl a1 HAT 853005 ¢y 0 ke sed (sl Ll
A e Jem gl I b 05 Ledadl s (S e &) pa) (insS Sl (Gl Sl 138) Gt Sl (T LS
' (S D) Bt S il b Ll o Lo
Usi sl S8 0y sl Gy s Loy Gl pae b Latl) Gl
The nin (o) intended here is one of the original word characters (e.g. (<% mu’min
[believer]), which is written as ndn (o) at the end of a word and is pronounced similarly,
whether stopping at the end of this word or continuing to the next word.
The Tanwin is an extra sound, like niin at the end of a word, but not an original character.
It is written as double diacritic marks (::%%), double fatha & (e.g. Taie QU o 58 gara’tu
kitaban mufidan [l read a useful book]), double damma <: (e.g. &wb &L\ hada babun
wasi’un [This is a wide door]), or double kasra :: (e.g. )uS Cun &« marartu bibaitin
kabirin [l pass a big house]). The Tanwin is pronounced only when continuing to the next
word, but it is omitted when stopping (e.g. ~_S Ja_ radulun karim [generous man]).
An error occurs when it is not distinguished between the nin at the end of a word and the
Tanwin, so the Tanwin may be written as ndin.

This error occurs when one of the Tanwin Ol Ol ol AUS Gatidg g il 138

® oz

forms (%) is written as a ndin (). i
Example: (2> & manwall g) 2o op 6

2aa o § (correct form: 22 & § tadbun

gadid [a new dress])

6. Shortening the long vowels

s

Al ghal) il gual) juuals (g9 — o
[« - OS]

:::jj::-)

() ¢ Whs () ) sVs (1) V) ALl Cag Al shall il guall

(P D 3 S ¢ lsl) Jo A cal¥) Jay Aaid) Cag pall Jay IS LS 05K L juualig

The long vowels are: “alif ('), Waw () and Ya’ (). Shortening those long vowels is done by

replacing them with short vowels using Fatha () instead of “alif ()), damma (%) instead of
Waw (), and Kasra () instead of Ya’ ().

Three types of errors: cUady) (pe g sl 13 Jady
1. Writing the “alif (') as Fatha (=) das caly) 4 -y
Example: ‘ d_-m
< | (correct form: < 5l ‘awgat [times]) (5] gaaally) < )

2. Writing the Waw () as damma (&) o Il A Y

Example: :
’ 3 salaa 7 19) (elaa
xlas (correct form: O s<ls« Muhamin (Oselae Enally) (o

.

[lawyers]) 5 S oLl A 1Y
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3. Writing the Ya’ () as Kasra (3) {8
Example: (Gxee aally) GBac

Gac (correct form: e ‘amiq [deep])

7. Lengthening the short vowels
8 jatl) i) gual) Jyghat (¢ S — s39)
[ - 0G]

/ ’ (2) 5 (2) Bl () Al 1S ) (oo 5 el i o
el Al i< G i g ja LUK (35S juall @il geall By ghaid (ol (bed) Uadl) e Uadl) 13a
b sl ) g daall
The short vowels are: Fatha (&), damma (<) and Kasra (). Lengthening those short
vowels is the opposite of the previous error; the short vowels are replaced with long
vowels, using “alif () instead of Fatha (), Waw () instead of damma (&), and Y@’ ()
instead of Kasra (:).

Three types of errors: ebal) e g sl 138 Jady

1. Writing the Fatha () as “alif ()) lalf dssal) 4 A

Example: :Jia

Kaie (correct form: dxie ’indaka [you (Haie guaally) Sxic
have]) )

T 5) 5 dacall LS Y

1Jie

2. Writing the damma (%) as Waw ()

Example:
saaic (correct form: sxic ‘indahu [he has])

(b qasals) spsic

HIE PP Ty
Jie

(%2 Eally) o2

3. Writing the Kasra (3) as Ya’ ()

Example:
& (correct form: 4 bihi [with it])

8. Wrong order of word characters
Al Ja)a diguad) i i B Uadl)
[+ - 0C]
sl Apeldall gUad¥) (e Glaad iy 1315 ¢ IV sl e La goad A0S 6 eyl o Tlle Ul 138 08
ol lglSa pe A LS oali ol 3305 ()90 AlaiSe AalSl) Cag pa aaen S5 () Lt 4 dalyy Apaidadll
This error usually occurs because of speed-typing on computer keyboards (typos). This
error occurs when the word characters are all present, but in the wrong order.

This error type occurs when the word LS Gajal e ST 5 G dsm g g sl 13 ey
characters are in the wrong order. enall Ll e 8
Example: i

(ki il ) i
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i) (correct form: il stagfara [ask
forgiveness])

9. Replacement in word character(s)
PN IUPREF RS I O GO KWW
[+ - OR]

aaf GlSe L & s e (ST 5l) Caa aa gy o L 43 dially s USD b Aol Can 480 Uadl) 18 o8

O R LTI RNy (SON TP

This error usually occurs — like the previous error — because of speed-typing on computer

keyboards (typos). This error occurs when one or more characters of a word is/are

replaced with one or more other characters, and the number of the word characters is

still correct.

This error type occurs when one or more
characters of a word is/are replaced.
Example:

&l (correct form: &iis! ‘imtana’a [refrain])
one character was replaced

Example:

Sl (e s (correct form: Sl (e JI
Yuqallil.min ‘assukkar [reduce the amount
of sugar]) two characters were replaced
Example:

SlAéeY! (correct form: Slalaic )
‘al’i’timadat [funds]) three characters
were replaced

Goal ge S8 5 G o) g gl 138 Jady
A

i

g s Jlaiul (adial geasall g) ddial
Jatial (OSad) (e JIy gauall g) Sl e ity

R
4330 Jlasinl (Qlalaie Y puaiall g) il Y|

10. Redundant character(s)
iy cial of cia
[2)-0D]

o) L AN o e ol g 323y Capad o o a ) Adla) ALK RS Caal an g Ladie Chasy Uadl) 12a

Leaola e

This error occurs when all characters of a word are present, in addition to further

characters either from those used in the word or from others.

This error type includes repeating one or
more of the word’s characters, or adding
further characters.

Example:
i (correct form: <€ katabtu [| wrote])

cLLn!‘)!\@&}:A\ (KT P4

Ledpal Guin (e ol s Al (ST 5) Capaaaly
Wial s (e

O e a5 s Baly ) (S aanall g) S
A o af
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one character of the word was repeated
Example:

Gliia sisiuddl (correct form: Clia sival)
‘almustawsafat [the health centres]) two
characters were added

G 32l ) (Q\&A}lm.d\ &\M\J) ClB8ia gidial)
) L_q_);\ GJB (e

11. Missing character(s)
dadli G al gl i s
[¢) - OM]

Al G al (oany gl aad dalin) aie Chany Uasll 13

This error occurs when one or more characters of a word are omitted.

This error type includes omitting one or
more of the word’s characters.

Example:

Y <l (correct form: 1Y) sl
‘alhasib_‘al’ali [the computer]) one
character of the word was omitted
Example:

Sladid) 8 a4l (correct form: (& o el
il ‘almarda fi ‘almustasfayat [the
hospitals]) two characters were omitted

A e ST 5 Do i g ) 138 Jady

1Jie

oo b i (Y sl maauall ) Y1 Gl
2l g

L g (Qldltuall puasall g) cladiall & i )
G

12. Other orthographical errors
¢ A L) gladl
[¢!-00]

All uncategorisable error types should be
placed here, and when there is a group of
errors that can be separated, a new error
type can be created.

gl sY) aleii ¥ lad U< pm gy g 5l 138 cans
okt aaa iy oL Sad callaa) ol 5 T e s
A

3.2 Morphology «i»all [’ssarf]

13. Word inflection
Laadial) dalst) Ay jlsal A Uadl)
[oa<e - MI]

Lgnzany dladl) (o) 5il Bac a8 AalSH 46 puall 4l CaBiA) L) 4 puall Aapuall Ll iy 5 gucaidl)

toh WS (g i lpan g (& pa

dail) ey b peall Uasl) alia) 138 5 cdia ) b DRI Cansy Lo Jadll 4 jall Gapall (alids 8 o
138 5 el e Y sl Gy el gl uiad) ol saadl L Le) ilail) aae s Lae 4 yeal) dapal) ilids 6 o
o) Ll oda 8 Gy dalall 4 el oUadY) abiad
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1aa can Lale T pon Uad (6808 cAalidl cUad) o U st 0 (050 4 el dapall Caliss 38 o
gl
Word inflection is the morphological form of the word. Using a different form of a word
may cause morphological or syntactic errors as follows:
e Using a different form of a verb may lead to an incorrect verb tense. This error is
represented by the error: verb tense.
e Using a different form may lead to disagreement in number, gender, definiteness,
or case. These errors are represented by four error types in the Syntax section.
e Using a different form may lead to an error, but not one covered by any of those
already mentioned. This can be considered a general morphological error,
classified under the current error type.

This error type includes using an incorrect
morphological form, but not in verb tense
or classified in the Syntax section.
Example:

ool QUK (correct form: oeall 4L
kitabata_‘addars [to write the lesson])

A gail) cUadY) ol Jadll (e 30 adalii )
(Lo LS ganall g) Gyl i)

14. Verb tense
Jadll e 8 Uadl)
[>< - MT]

OF Jaddl 3y ¥ 5 4 jeall gitna ava i s juala g ale (45006 daa )l o i Ay pal) dalll 8 JledY)
i) Jay o) 5 ¢ alall Jay juala) Al drpea aladiind &5 138 (paill 4 diaaty @3 a3l el 58

A gaadall ) Jidy a8 (J:m
Verbs in Arabic indicate three tenses (past, present and imperative) based on their forms.
The verb used should be consistent with the context in terms of its tense. Using different
verb tenses may lead to different meanings.

This error type includes using an incorrect
verb tense.

Example:

oSkl Wy i) a2 (correct form: (s b 12
w2\ gadan sanastart ‘almalabis
[tomorrow, we will buy the clothes])

The past tense (w33 [bought]) was used
in a sentence about the future, the correct
form of the verb is (_idiw [will buy]),
which indicates the future

A ) o JU A pa i g ol I Jady
(Dl (5 i e ranall 5) Gudlal) Uy il Tae
Aas b (L)) aalall Jadl) Gapa Jlexind o
S el alasind sl g cJiisal) (e Caaas
(i) Ga 3l ol e
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15. Other morphological errors
s A A pa i

[&<-MO]

All uncategorisable error types should be )Vl alais ¥ Uad JS aun gy g sill 138 s
placed here, and when there is a group of Jiai i sUaaY) (e de sane 25n e ‘35?&»3‘
errors that can be separated, a new error | o= s 2 oLl (Kad allaall aal 5 lapaa le 5
type can be created. A

3.3 Syntax s»i [’nnafw]

16. Case
ey b Uadl)
[« - XC]
S50 sl dgeaie sl de e 3Ll (B 058 O (i Lee AWK Als s e ) G Uaadly sy
e e
The error in word case occurs when a word is in the wrong case from which it should be
based on the context: Nominative, Genitive, Accusative, etc.

This error type includes the error in a word A Gl e 8 Uaaldl ¢ il 138 Jadiy
case. -k
Example: (=Rl Je maaialls) o5 palall e

Ospalall e (correct form: (o palall e
‘ald ‘alhddirin [on the attendees])

17. Definiteness
Sl g cdy jail) B Uadld)
[&5 - XF] , |
S Gl s () Camall 5 ¢ 63 LEY) al 5 o e sall ans¥1 5 ¢ paall g calall 1oa g gl drsas i jladll
B8 L &\}f‘i\ o3 (e ALK S 6‘3 18 e laills 4tpes 3 gualall (galiall 5 Ailad) (o jlaall g2
058 O L Ll Adllae ) clagiilda o 3k (g Al AalS] ddllae LalS ()85 o Sl 5 iy pail) a Unadly sy
Sld) 4le
Types of definite nouns are: proper noun, pronoun, relative noun, demonstrative noun,
definite noun with a definite article ‘al (J)), indefinite noun added before a definite noun
from the above, and the noun addressed by Ya (4). Other types of nouns are indefinite.
The error in definiteness occurs when there is no agreement between two definite or

indefinite nouns when there should be, or between the noun used and what it should be
in the context.

This error type occurs: ol s Jady
2. When there is no agreement between two O oSl g Cay il (8 Gl Y
definite or indefinite nouns when there daall & SISl opialS
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should be :dia
EXam[zle: Cu ydl C,,ma&\‘g) ;\JA; 3)\7\“;3\ Cu il

qﬂ\@u&&s(;\ﬂ\b@d\

el a3l <y i3 (correct form: ¢ eall 5 Ll <y yid)
‘iStaraitu ‘alssayyarata ‘alhamra’ [| bought the red
car])

The word (s_kd) [the car]) is definite, while its
adjective (¢)_»= [red]) is not, so a definite adjective
should be used (¢! ==l [the red]).

2. When there is no agreement between the noun

Lo g 4l S Cay yas 8 Las Y
N e (6 O i

tJie

el ) Sies sa (IS Ula s Loxie
(Olses sl IS Uilia s Laric

used and what it should be in the context

Example:

Mex 52 S Ulay Laie (correct form: oS Ll s Laxie
Sea 52l indama wasalna kan ‘aldawwu gamilan
[when we arrived, the weather was nice])

The word (s [weather]) is indefinite, while in this
context, it should be definite (s [the weather]).

18. Gender
(Sl g sl Guind) A Uadl)
[¥-XG]
ade 05 of b e e Al g ) Aleall (8 ST 1 el g Ulal L3y 06 Guial) 3 Gl
SN
Aleall iy 8 S8 Gy G 353 e b 130

Agreement in gender is sometimes required. This can be either between two or more

words, or between a word and its context. Disagreement in these cases may cause an

error in sentence structure.

This error type includes:

2. When there is no agreement in gender between
two nouns when there should be

Example:

saaa LUK <y 330 (correct form: Taas GUS <y )

‘iStararttu kitaban gadidan [l bought a new book])

The word (LMS [book]) is masculine, while its

adjective (322> [new-F]) is feminine, so a masculine

adjective should be used (Ix2s [new-M)).

2. When there is a no agreement in gender
between a noun used and what it should be in the
context

Example:

o 15 O
ST 1 el G uinll & Gl LY
leall b
Cu ) gl g) suas LIS oy )
Op psiadl Bidas 8 Uas (Taaa U
dha Craddind Cua (i ga gall 5 diiall
@A‘A\} c)SAAu)m}ACA:ﬂL}A
3_She ddia aladiul

Lo ae AalS (il 3 Gl Y
S e 05S G a idy
geaall g) LS Cllal) dddaall cidac
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et Ul Aaleal) Calac (correct form: Aalxall Calae
L LU ‘g’tat ‘almu’allimatu “altalibata kitabahd
[the teacher gives the book to her student])

(LS Al dlaall Cidac|

The word (<!l [student]) is masculine, while in
this context, it should be feminine (&l [student-

F1).

19. Number (singular, dual and plural)

(faalls Auiil) g 31 31 asal) & Uadl)

[« - XN]

S e 668 o s e e RS gl Alaadl 3 ST il Blad T3y (580 aaall 8 Gl

Al 4y 8 U8 sy Gl 2 5a g ane (813

Agreement in number is sometimes required. This can be either between two or more
words, or between a word and its context. Disagreement in these cases may cause an
error in sentence structure.

This error type includes:

2. When there is no agreement in number
between two nouns when there should be

Example:

ol L @y il (correct form: Laay Ll <y

‘iStararttu tiyaban bidan [I bought white clothes])

The word (1-’1-\-\ [clothes]) is plural, while its adjective

(o=l [white-S]) is singular, so a plural adjective

should be used (L= [white-P)).

2. When there is no agreement in number between
a noun used and what it should be in the context
Example:

Aalul) de bl Ji gl (3,55 (correct form: (30
dalul) deldl Ji Luedd) tusriqu ‘al$Samsu qabla ‘alsé’a
A’lsadisa [the sun rises before six o’clock])

The word (w33 [sun-P]) is plural, while in this
context, it should be singular (s« [sun-S]).

g sl ey

ST el G el A sl Y
Aaal) 3

Sy i) aiallg) sl WL <y )

ddal) G 22all Bk Uad (L TS

d)m}d‘}

Lo go 4l (p 20al) 3 3l Y

O adle ()5S Of ik

tJie

Lol Ao L) J8 o gadl (5,5

oLl J8 Guadll (3,5 gaswally)
(«L»:L..J\

20. Redundant word
Bl ) dalS
[5-XT]
oSl Al Aalall axe w8 e e SESTAS 1S5 die Lle Uadll 1aa Caasy
il Ly 3 S sy Les cdlead) dals e 5005 A€ 3 ga g ie SIS Caaay LS
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This error usually occurs when a word is repeated more than once, and there is no need

for the second word. It also occurs when there is a redundant word that causes an error in

sentence structure.

This error type includes:

2. Repeating the word more than once when not
necessary

Example:

s Sla (correct form: v ) @la s wasaltu

‘jla ‘albayti [I've arrived at my house])

The word () [at]) was repeated twice.

2. When there is a redundant word that causes an
error in the sentence structure

Example:

Aol die ) <l (correct form: 4uaall ) caad
dahabtu ‘ila ‘almadrasa [| went to school])

The word (2= [at]) was redundant.

il 13 Jady

Jaa s e o TR &5 Y
ilaal)

Jie

Clan s ganalls) (G ) ) clas

(e

Ll e a1 ) QS §f A dgay Y
Alaall da sl

Cuad pauall g) Al die ) cuad
(Al )

21. Missing word
duabli dals
[¢ - XM]

ol Lt 3 SR sy Les Aaad) (0 4 L i die Gaaay Uil 1a
This error occurs when a word is omitted from the sentence, which leads to an error in

sentence structure.

This error type occurs when a word is omitted from
the sentence.

Example:

& 5 riall Liask (correct form: ¢ 5 piall (e Liass
tahaddatna ‘an ‘almasri’ [we talked about the
project])

The word (&= [about]) was omitted.

QA)SSijZ\ASL}L&ﬂ\ Ja Jadi
alaall

oo st maasal) g) & 5 pdhall Ll
(& 5ol

22. Other syntactic errors
A Ay gad pladl
[& - XO0]

All uncategorisable error types should be
placed here, and when there is a group of
errors that can be separated, a new type

) 55Y) aladi ¥ Uad JS aa g & sill 138 Cans
Oald s i oL (Sl llaall mal s Tuna e s
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can be created.

3.4. Semantics Y ['ddalala)

23. Word selection
Lulial) Aalsl) a8 Uadl)
[=2-SW]

Lab Ua e elgalatiny duliall culilnd) Gl g ddpanaal) Leailas 48 jaa o adiay cOlalSH Cunliall sy
A Oys ) Bl Auuliall AdS) L) aae 8 YAl Uadll
Appropriate selection of a word depends on its lexical meaning and the suitable contexts

when it can be used. A semantic error may arise when the word selected is inappropriate

for the context.

This error type includes selecting a word that is
inappropriate for the context.

Example:

Uiy L&Y JUa 28 cad <813 [| miss him; we were together
for a long time] (correct form: Ly axal) JUa 288 cal i)
‘iStigtu lahu fagad tala ‘albu’du baynand [we have
been away for a long time])

The word (2= [away]) is more appropriate for the
context from the word (s&Y! [together])

DL A8 aae ¢ il 13 Jady
Gleall il 33 jadll
e
Ly elalY) Jua 288 cal cnd)
el Jla 288 4l L) griaaall 5)
Louliall A8 jlaal b Uas) (L

24. Fasl wa wasl (confusion in use/non-use conjunctions)

(iband) ) 9ol aladind) ¢ pu) Juagll 5 Juaill
[ - SF]

aaadg e Calaall g pa axiis Joagl) i 5 cJaad) e a5 8 dalgdl ualial) aaf Juasll 5 Jucdl
o8 el s sl ga g g hala e ) — L e Lelad of — Ulal Jaadl day ) 25 28 5 cJacadll e

rasll g Jaadl)

Fasl wa wasl (conjunctions) are important factors for clarifying sentence meanings.

Conjunctions are usually used for connecting sentences (wasl), and they are omitted for

disconnecting (Fasl/). Sometimes, using conjunctions — or omitting them — may lead to an

unintended meaning, which falls under this error type.

This error type includes:
1. Using a conjunction where it is not appropriate

Example:
S o ) 4Tl Y a4l ) Ledic (correct form: i

S o ) 48T VY saie 43 Indama ra’aytuhu
masgulan lam ‘ukallimhu ‘il ‘an kallamani [when | saw

he was busy, | did not talk to him till he started talking to

o i) 13 Jady

UBi g se & deall dias )
Jaadll 48

e

O ) 4l Al Y a4 Ladie
) Levie guaally) Ll
(S o ) 4ulST ol Y saiia

—298 —



Appendix E — The Error Tagging Manual for Arabic (ETMAr)

me])
The conjunction (< [and]) was not appropriate in this
context.

2. Omitting a conjunction where it is appropriate
Example:

A ) disaa @)kl 8 Jle ) il (correct form: <l
Al (N maad (3l 8w Jagitu zamill fiT ‘altarig
fasahibtuhu ‘ila ‘almadrasa [| met my classmate on my
way and accompanied him to the school])

The conjunction (< [and]) was more appropriate in this

context.

o iy goin s b Janl oY
Ga gl 4

&) Ana Gkl e )l
& sl Cudl aall ) Ayl
(?u)w\ ) Alisaad (3 ylall

25. Other semantic errors
s AT AN el
[¢2-S0]

All uncategorisable error types should be )5V alais ¥ Uad JS gy g sill 128 s

placed here, and when there is a group of Jia Al
errors that can be separated, a new error oald s

type can be created.

;Ua';“}!\[)a:\.cwd};;-\b} ¢aglul)
Ay oLl (S callaall sl Jaaa e
A

3.5. Punctuation a# Al wlMe [’alamat ’t-tarqim)

26. Punctuation confusion

Abls a8 5 dde
[=5-PC]

Jaall dles Jie i ) S (s s cpail) e 8 Jagasi] (s guail] 4 die 223 cladle o 2 i) ciladle

Q\AM‘ 0da Ly “”_a\)ssl\}

Lol 2y g cg‘;‘ﬂ‘ ?L'éi Og s'é‘);uaﬁ\ Jeall Gu Jiadll Lgia e.'a\_yn PRYS ?M :(‘) PRIAT
daal) o il laad) e ST 1 psie sama () (oA Caan Ladaal il G a2aisd o (4) A siiall ALaldl

_3):\..43\

W g by el el Aules 8 padiiads;( ) Adakil
Aoaleiin¥) Jaall aay w335 (F) dledin] Aadle
Ay dpnatl Jaall 3a 238505 (1) el Zadle

LA};J}

1 el O paaiass (1) sl ekl
A adll) Jaall Jsa 223050 1((()) s sl

Aal d_}ﬂ.ud\ ?M eﬂil.ﬁ :(" ") u.uhﬁ‘}.” _gi u.a.ha.iﬂ\ idle

gl Jie V) Jeall Jon paiiasi;(-) Ada )

O any e L) die i () Cdall ade
Punctuation includes those marks used when writing to facilitate text readability and to

clarify the stop or pause positions in sentence flow, such
paragraph. The following are examples of punctuation:
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Comma (¢): used in a number of situations, e.g., after dependent clauses, between items in

a series, and after the noun addressed by Ya (L).

Semicolon (¢): used between two sentences when one of them is the reason for the other,

or between two clauses, or short sentences.

Full stop or period (.): used at the end of complete sentences or paragraphs.

Question mark (%): used after questions.
Exclamation point (!): used after strong emotions.

Colon (:): used before speech, examples, definitions, or parts.

Brackets (()): used around interpretation sentences or related items.

Quotation marks (""): used for direct quotes.

Dash (-): used for adding emphasis or an interruption.

Ellipsis (...): used for omission of words.

This error type includes using incorrect
punctuation.

Example:

«il (s (correct form: S<il 5e man ‘anta
[who are you?])

A comma was used where a question mark
should have been used.

a il Aadle alasinl L Uad Cigas o gill 138 Jady
Adle g se 8 Al aladinl ol Cuny ddpulial)

A
Jia

(il (1o gunallg) el (pe

27.Redundant punctuation
B add 5 Addle
[ -PT]

This error type includes using punctuation when
none should be used.

Example:

faisad 9af 5 (correct form: 9ai sai <o s wakayfa
nagawtum [and how did you survive?])

The first question mark is redundant.

& a i Aadle aladiul ¢ sl 13 Jady
Adle (gl 4 aa i o i Y e
Jie

(Saisms a5 gamall g) s Sas

28. Missing punctuation
33588 add i Aadle
[¢f - PM]

This error type includes omitting punctuation
when it should be used

Example:
Bkl Sy 9 Sl caladf 5 call G ale Waie 5 (correct
form: .5kl a5 el Cldd] ¢ el & jale Laie

wa’indaha gadartu ‘albayit wa’aqfaltu ‘albab

e i Al L gias g 5 138 D

e o0 W ISl @ Cuny dgaia e
Laasay (i (s (A

Sy Al 5 ) < pale Waaie
)l G jale ladie 5 muawall g) |5 k)
(okal) S 5 el e
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warakibtu ‘alssayydra [and then | left the house,
locked the door, and got into the car])
A comma was missed between the phrases.

29. Other errors in punctuation
ad Al cladle B g A i
[&-PO]

All uncategorisable error types should be
placed here, and when there is a group of
errors that can be separated, a new error

type can be created.

) s¥) aladi ¥ Uad JS a5l 130 caas
dia ) UadY) e A gana 25a 5 2ic 5 Al
Oald s i oL (S callaall el s s e 5

)

4, $\UadY) 355 48 b Method of error annotating

Three things should be properly identified when tagging:
1. Error form

2. Error category and type

3. Correcting form

Example:

Text: “4a i B Ladg ¢ sl 3 L) U ) B

Wagqad rakibna ‘assayydra ‘alkabir, wadahabna fi nuzha
[and we got into the big [gender: M] car [gender: F] and
went on a journey]

1. Error form: “_=SVV “alkabir [big]+[gender: M]

2. Error category and type: Syntax, Agreement in gender.
(The adjective “_»X1V ‘alkabir [big]+[gender: M] did not have
an agreement with the noun “s )Y ‘assayyédra
[car]+[gender: F])

3. Correct form: “s_+<V" ‘alkabira [big]+[gender: F]

waai Ge Y Uadl) e i die
a8y, Lalay I

Aklal) s el )

(r) 4e 55 Ladll Jlaa Y
(;LE';‘Y\ Jsas D&

dasall 5 el Y

8 bl LS5 289"yl
"Aa 5 B Laadg ¢ sl
"SI LA 5 el )
[SFEREYPS g Laall Jase Y
osinll  Aaadll (g sad
"SI dial) 3 )

"5 bdl" B gea sall a [SN4]
([=234]

"5 S dagaall 5 Ll Y
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5. JAlill el g S il 301 8 Rules of tagging and overlap
instances

Dagneaux et al, & LAS) 3\;};4.45\ jgmy) cAadalAl) dalgt) u.ub.n\ uiﬁ G Jwayill :‘é‘gii\ daclalf o,
.(2005

LS Gae i Yghe s 2015 Copa dsa o) Ldle) A3lA Ll e ey ("AAI maaallg) AT LS Sl
Al 2 e Ladli U ja Lo of e "3ai" daa il

5.1 Rule 1: Tagging should be performed on the basis of the incorrect form, not the

correct form (as in Dagneaux et al, 2005).

For example, the word “331” ‘ahdada [took] (correct form: “331” ‘ghada) should be tagged

with the orthographical error “Redundant character(s)”. It is not acceptable to tag the

correct form “31” as it has a missing character compared to the incorrect one “3a”,

S (e £ (a ) Cladle fae L) daaa casli i caa (398 O & Y Uadd) Jlae LSRN (AN Bacldl) o, Y
U JEAN a1 Ay gl il ghnal) G5 qua (£3aY1) SaYL slglil 5 (ADYAN)

Qe G o e Jladl (é aaly Uas e eVl (e () Gy latie 40 e jil) Jgan sl elal
Yl ae Jalan ¥ LY saclll oda 8 JAx Y ad il cladle @l (Sl mal s cann @l o5S of YY)
Ay
Sl e A L) Cum s Gaill paaal day a il Cladle il 5S4 daadle agall (1
Aagh s Aie) Byt (A )9 a5 Gaill Sl
5.2 Rule 2: Choosing an error category should be based on specific order (except
punctuation), starting from the highest (style) to the lowest (orthography). See the figure
below.
Testing the tagset showed that when two categories are applicable to one error, usually
the higher one is the most appropriate, unless there is a clear reason for the opposite. The
punctuation category is not included in this rule, as it does not overlap with other
categories. It is IMPORTANT to notice that punctuation should be corrected after text
corrections, as they depend on the final form of the text to make it more readable and
understandable.

Higher =Y | seyle lad)
3

Semantics N

Syntax sadll

Morphology i sall

v ) Orthography  #JaY)
Lower &=Y!
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ST Qi sac il o287 i 400 ALY
Sy Uadll cya o B pall Uadl) 0, 7,9

pre s Jldl o Jx 5 )08 dapa Y — "5, Siall" auall g) "3 TS ol sy A8 o) )" dles L Uadll
5" — 2 sihe Cayn) Ldka) (V) 0sSs of oSy (Ainpail o 5l S5 sl (a e e Ju ) jSiall Ll caailall
DSY) Jlaia Y (Lidle) Aagman 4l a5 Sl Al (Y Tk (<05 ("5 Saall" — 4l dxpa) L jua (V)
o b Uadlls i) Cojad Ul 435S e ST (Slaaall dpuial) 2yl Dagpeal) il ) sy Ut

(k) g
The following instances show more details about this rule:

5.2.1 The morphological error is higher than the orthographical

The error in the sentence "5, S4ll sllba s 485 30 3" z@dani tigatan biwasayah ‘almukarrara
[he made me more confident by his repeated advice] (correct form: “s_ Sidl”
’almutakarrira — as the inflection “s_,_Sl" “almukarrara shows that the advice was boring
and useless, while “s_,_S5l” ‘almutakarrira indicates the adviser’s concern by repeating the
advice) can be (1) orthographical (character missing - "<"), and (2) morphological (Word
inflection - "s,_Sil"), However, given that the word ":,_SI" js a correct word
orthographically, the error is more likely to relate to selecting the suitable inflection rather
than missing the character "<". So, the error here is morphological, not orthographical.

| 5l olua gy AR (15 |

\
[ \

(Al Aaa) (B pa ol v/ (=L i n) (Dt Ul %
Morphological error Orthographical error
(Word inflection) (Character missing)

Al Uadll e i 5 gadll Uadl) 0, Y, ¥

LS Ul i) — Al daa) T e (V) 0S0 of oSar (Mt sl g) " aad) 4l i Al b Uadl)
& S peall e " a3 Cuigall Judll Bty ol — (uiad) 8 Agidadll) Ligad (Y) 5 o(Mcaadl lSa " ad)
(5 U Uil 8 2 pal) Alall e ity ZalSU As gl Aiseal) apaas (Y 1l oS o("a”

(b A 3 sa g a3k Ay sl eUad¥) e W) A 81 #1810 DAl (S Giladl JEd) e oLy jAaadk
(stmal) Uadll e Tt ST sy g Ly Uadl) 8 Glld wa s iyl dapucall

5.2.2 The syntactic error is higher than the morphological

The error in the sentence "3 4 &l&" faqultu lahu ‘idhabr [I told him (gender: M) to go
(gender: F)] (correct form: “<a3” ‘idhab [go (gender: M)]) can be (1) morphological (Word
inflection — selecting the inflection “ 43" ‘idhabr [go (gender: F)] instead of “w3” ‘idhab

[go (gender: M)]), and (2) syntactic (Agreement in gender — the verb form “ 3" ‘idhabr
[go (gender: F)] does not agree with the pronoun “4” lahu [him (gender: M)]). However,
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given that selecting the right form of the word is based on the syntactic agreement, the
error here is syntactic.

Note: Based on the previous example, it can be said that the first four errors in the
syntactic category have to include differences in the words’ inflections, but such errors are
still syntactic, as these four types are more specific than the morphological type.

| P X ELRRA |

A
[ \

(il b datiadl) g gailba % (S 3ara) (B palad v
Syntactic error Morphological error
(Agreementin gender) {Word inflection}

ol Uadl) e ef Al Uadd) o, ¥, 1

"OSal 13 V) il eda il Lign ) Uliay Gy ylall 3 Shgla T el o amy " dlea 8 Ul
Caday — " 3] Y s eda cilS Wiy ) Ulia (3o plall 8 D sk U5 Ll o axy 5" zaaaall g)
LS (V) 5 ¢("a" calaall Caya — 5230 AalS) Lgad (V) 050 o oS (Oilead) (g Juadll Calaal) i g
O Cun g (el (B Opilatio Cpilen G Jaasll Uia o3 Cus — Calaal) ) gaf aladiund B Uadl) ngi «Joa gl 5 Juadll)
sl al ) ALl o jlie) Sy Vs dsaie 4dl Cllalld copilead) o Jay N s "G ALS) Adl) e L )

Lsad s Yo L Uadd) 8 1305 Uadl) 5y 5k e Camia 5 38 ()55 () et
5.2.3 The semantic error is higher than the syntactic

The error in the sentence " dxias dla )l o3 CulS8 Ui ) Ulaa s 3kl 3 S sda U 5 Ul o a5
484 4" waba’da ‘an ‘amdayna waqtan tawilan fi ‘attariq wasalna ’ilé buyuting. fakanat
hadihi ‘arrihla mumti’a [and after we spent a long time on the road, we arrived at our
homes, so the trip was exciting] (correct form: “ I Ulay Goyhll b Slsh s luad of 2
Aduh 5 dxies Al ) 228 wiS Wisw” waba’da ‘an ‘amdaynd wagqtan tawilan fi ‘attariq wasalna
‘ild buyutind. kanat hadihi ‘arrihla mumti’a [and after we spent a long time on the road, we
arrived at our homes. The trip was exciting] — the conjunction should be deleted to
separate the two sentences) can be (1) syntactic (Redundant word — the conjunction “—”
fa [so]), and (2) semantic (Fas/ wa wasl, confusion in use/non-use of conjunctions — in this
case, two semantically independent sentences were connected by a conjunction). It is very
likely that the purpose of adding the word "<" here was to connect the two sentences,
rather than as a redundancy — namely, the word "<" was not added by mistake. So the

error here is semantic, not syntactic.
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UJ!LHAJ&)ngé»“JhmJU,@IQIHJ
Ry daian Ala ) oda culSh gy

\
[ \

Galkd v (533 2l 5 g Uk x
phaaiul A LAY ¢Joa gll § Loadll) Syntactic error
(wadaadl Ol g0l aladiad poe (Word redundant)
Semantic error

{Fasl wa wasl, confusion in
use/non-use conjunctions)

Q\;U’.’ﬂu‘ﬂui;d& o,v,¢

Crams " Alea b Uadl) S Lol 5 o \O?sﬁoi Sy oSy Al ABGY) (e el any a6 N
Lgad (Y) 5 o("" Ao s pall o1l — 2315 G ) Lidla) (V) 050 of (S ("landl" zaaall ) 5 jlasll e da
O s ("ol alall L addiiee g Lay "5 laall” deadind) Al G B 3 ga g pae — Guial) 8 dadaall)
Lo Lgd Uasl) Gl catillaal Lgie conliall (uiall JLas) o5 s Jaa) (e Caige Ll angn ¥ " lasd 4

(A s el L) s g Al e )3 e g g) (D) 43T ((Aiaall)
"ia sl a5 o) saladl 8 daaall dlaadl of Cas ((MAa " aall 5) "z sl e )" Ales 8 Uadl) Cadlag 1
) A LAY s e L Uaddl o allalls (Lidl) Cpmamas Maa " Cuigall g M " S (Y el il

LDkl Gl s (5 9m Ui Undlld 1315 candiinn 58 La po Guinl) & (3l

5.2.5 Examples of exceptions

Some exceptions from the previous examples can exist, but there should be a clear reason.
For instance, the error in the sentence "s_lall Je sl Cwn ) rasamtu lawhatan ‘ala
“algidara [I've drawn a painting on the wall (gender: F)] (correct form: “_laxl” algidar [the
wall (gender: M)]) can be (1) orthographical (Character redundant — Ta Marbdta “3”), and
(2) syntactic (Agreement in gender — no agreement between the gender of the word used
here and what is used is usual). The word “_Jl=l “‘algidar [wall (gender: M)] has no
feminine form to be able to select the correct form for agreement, so the error is not
syntactic in gender agreement, but it is orthographical, as there is a redundant character,

which is Ta Marbata “&”.

In contrast, this is not the case in the sentence “z§ <ww)” rasamtu lawh [I've drawn a
board] (correct form: “A~ 5" Jawha [painting]), as the usual sentence is to draw a “painting”
not a “board.” Given the fact that both “z s and “4~ s are orthographically correct words,
the error here is very likely to relate to selecting the form that agrees with what is usually
used, so the error here is syntactic, not orthographic.
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| T3 Cam) | | 3l e da gl am |
) )
[ \ [ \

(il b diihes) g gailled v (i i a) k) Ll % (oall A dilhs) g pailhd % {25 ja) il Ul v
Syntactic error Orthographical error Syntactic error Orthographical error
{Agreementin gender} {Character missing) [Agreementin gender} {Character redundant}

Lalal) £ 639 o adil s JiSY) pUadl) g ol (4RI Sac i) o, ¥
sl Taaas <Y 8 Gaaly AdS e Uadd) e ole 8 Gaay Ladie ad ¢ lae¥) 8 (1Y) sl i ae
Al el a5 s lia (K alle aladl Uadll (e LWL

Y L e sl il Boa ey o (S ("3 guaally) "l L AEhaal Cal) el i
SRV Al pals Bl e Juy Y daaas A caly) 8 Uadd) oV (k) ha LaadiS) 43l
EOYS

0,7, Y b s 5y sS3al) dmy Y1 Ay saill £ 1 531 S ALY (e

5.3 Rule 3: More specific types of errors should be preferred to general types

With taking Rule 1 into consideration, when two categories are applicable to one error,
usually the more specific one is the most appropriate, unless there is a clear reason for the
general.

For example, the missing “alif (!) in “s#3” dahabd [they went] (correct form: “) 43”) can be
classified as “missing character,” or “confusion” in ‘alif Fariga (both are orthographical
errors). However, confusion in ‘alif Fariga is a more specific error, as it indicates a
particular context, so it is the most appropriate.

An additional example (the four syntactic types) has been mentioned in 5.2.2

Il cliada

Soadll Uad g2 Ja-

sl s AVl e Lasead ¢ aa il oty Jaily tad 58 0 30 5 2 el Undll o (e B oy
Mot e ST Llal Lpaa gaid

Additional notes

- Isit areal error?

It is advisable to ensure that the word/phrase intended to be tagged is a real error and
requires a tag, particularly semantic and stylistic errors, as they may be more ambiguous
than other categories.
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dagda JASY) Jal @ LR (e Laifa 2t
AT ) s sl g sl G JaI d s g aae e U cUad) Jgan e )5 el Uad (6T e 5 20 ey

- Always ensure you select the most appropriate tag

It is advisable after tagging each error to go through the tagset to ensure that there is no
overlap between the selected error type and the other types.

6. Jaxl The annotator

An annotator needs three qualities: o s 03 A3 e il o sy et 5T Of iy
1. To be a specialist in the Arabic language (with ) Fapall A3l 8 Lacadiia 6 of )
at least his first degree in Arabic linguistics) Analall da ol o deas B JBY) e (55

(R pal) gl il 21 3
2. To have a good knowledge of the rules of i

Arabic (e.g., orthography, morphology, syntax, Jia) 2 JS5 A pall Aalll 2l 58 2L O LY
punctuation, etc.) MTUAJU ‘4::5).\43\} 64734)“:}]\ J::\}s!\

(e sni g eaid il ciladle

@ B e Al 58 4l S5 of LY
oy el Aalll OO (s cUadY) aal
d@agii}&sl\&)sqﬁ_\;jujcax_m

e

3. To have at least some experience in correcting
errors made by students of Arabic, which can be
helpful in identifying category and type of error.
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The DIN 31635 Standard for the
Transliteration of the Arabic Alphabet

No. Arabic letter shape DIN 31635

i

O NGk~ wDNE

AN o+ Q0 K N = I QO T ' QI+ + O

'_\
(2]
o v kG [ GG e G A [

27. s

28. ]

29. < (Short Vowel)
30. £ (Short Vowel)
31. - (Short Vowel)
32. I (Long Vowel)
33. s (Long Vowel)
34. ¢ (Long Vowel)

— C 0 < S 303 —xa -«

- 1 QI
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Extended Code of the ALC Search
Function

function ajaxSearch ()
{
$('#ajaxLoaderDiv') .show () ;

$ ("#show title full") .hide();

if (S ("input [name='search type']:checked") .val())
{

var search type =1;

telse(

var search type =0;

$('#search type p').val(search type);
$ ('"#search type d').val(search type);

var search txt = $("#search txt").val();

$ ('#search string').val(search txt);

$('#search string p').val (search txt);

var fromAge = $("#fromAge") .val();

var toAge = $("#toAge").vall();

if (fromAge !='' || toAge !='")

{
S ("#ageRestriction") .prop ('checked', false);
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else

$ ("#ageRestriction") .prop ('checked', true);

var fromLangSpok = $("#fromLangSpok").val();
var toLangSpok = $("#toLangSpok") .val();

if (fromLangSpok !='"' || toLangSpok !='")

{

S ("#numlangRestriction") .prop ('checked', false);

else

S ("#numlangRestriction") .prop ('checked', true);

var fromYearLearnAr = $("#fromYearLearnAr") .val();

var toYearLearnAr = $("#toYearLearnAr") .val():;

if (fromYearLearnAr !='"'" || toYearLearnAr !='")
{

S ("#numYLearRestriction") .prop ('checked', false);

else

S ("#numYLearRestriction") .prop ('checked', true) ;

var fromYearSpentAr = $("#fromYearSpentAr").val();

var toYearSpentAr = $("#toYearSpentAr") .val();
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if (fromYearSpentAr !='"' || toYearSpentAr !='")

{
S ("#sepntRestriction") .prop ('checked', false);

else

S ("#sepntRestriction") .prop ('checked', true);

var fromText = $("#fromText") .val();

var toText = S$("#toText") .vall();

if (fromText !='"'" || toText !='")

{
S ("#texLeRestriction") .prop ('checked', false);

else

S ("#texLeRestriction") .prop ('checked', true);

$('#fromage d') .val (fromAge) ;

$('"#toage d').val (toAge);
$ ("#fromLangSpok d') .val (fromLangSpok) ;
$ ("#toLangSpok d') .val (toLangSpok) ;
$ ("#fromYearLearnAr d') .val (fromYearLearnAr) ;
$('#toYearLearnAr d').val (toYearLearnAr);
$ ("#fromYearSpentAr d').val (fromYearSpentAr) ;
$('"#toYearSpentAr d').val (toYearSpentAr) ;
$("#fromText d').val (fromText);
$('#toText d') .val (toText);
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$('#fromage p').val (fromAge) ;
$('#toage p') .val (toAge);

$ ("#fromLangSpok p') .val (fromLangSpok) ;

$ ('#toLangSpok p').val (toLangSpok) ;

$('#fromYearLearnAr_p').val(fromYearLearnAr);

$('#toYearLearnAr p').val (toYearLearnAr);

$ ('#fromYearSpentAr p').val (fromYearSpentAr) ;

$ ('#toYearSpentAr p').val (toYearSpentAr);

$('#fromText p').val (fromText);

S ('#toText p').val(toText);

$('#fromage dt').val (fromAge);

$('#toage dt').val (toAge);
$ ("#fromLangSpok dt') .val (fromLangSpok) ;
$ ('#toLangSpok dt').val (toLangSpok) ;
$("#fromYearLearnAr dt').val (fromYearLearnAr);
$ ('#toYearLearnAr dt').val (toYearLearnAr);
$ ("#fromYearSpentAr dt').val (fromYearSpentAr);
$('"#toYearSpentAr dt').val (toYearSpentAr);
$("#fromText dt').val (fromText);
S ('#toText dt').val(toText);

var Timing= $ ("input[name='Timing']:checked") .val();

if(Timing == | | Timing == )
{
S("#timRestriction") .attr ('checked', false);

else

S ("#timRestriction") .attr ('checked', true);
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}
$('#Timing d').val(Timing) ;
$('"#Timing p') .val(Timing) ;

$("#Timing dt') .val(Timing) ;

var refUse= $("input[name='refUse']:checked") .val();
if (refUse == || refUse == )
{

S ("#refUseRestriction") .attr ('checked', false);
}
else
{

S ("#refUseRestriction") .attr ('checked', true);

$('"#refUse d') .val(refUse);
$('"#refUse p').val(refUse);

$('"#refUse dt') .val (refUse);

var grBookUse= $ ("input [name='grBookUse']:checked") .val();

if (grBookUse == | | grBookUse == )

{

S ("#geRestriction") .attr ('checked', false);

else

S ("#geRestriction") .attr ('checked', true);
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$ ('#grBookUse d') .val (grBookUse) ;
$ ('#grBookUse p').val (grBookUse) ;

$ ('#grBookUse dt') .val (grBookUse) ;

var monoDict= $("input [name='monoDict']:checked") .val();
if (monoDict == | | monoDict == )
{
S ("#monoRestriction") .attr ('checked', false);
}
else
{
$ ("#monoRestriction") .attr ('checked', true) ;
}
$ ('"#monoDict d') .val (monoDict) ;

$ ("#monoDict p').val (monoDict) ;

$ ("#monoDict dt').val (monoDict);

var bilDict= $("input[name='bilDict']:checked") .val();
if(bilDict == || bilDict == 0 )

{
S("#bilRestriction™) .attr ('checked', false);

else
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S("#bilRestriction") .attr ('checked', true);

$('#bilDiCt_d').Val(bilDiCt);
$('#bilDict p').val(bilDict);

$('"#bilDict dt').val(bilDict);

var othRefUse= $ ("input[name='othRefUse']:checked") .val();

if (othRefUse == | | othRefUse == )

{

S ("#othrefRestriction") .attr ('checked', false);

else

S ("#othrefRestriction") .attr ('checked', true);

$ ("#othRefUse d').val (othRefUse);
$ ("#othRefUse p').val (othRefUse);

$ ("#othRefUse dt') .val (othRefUse);

var genderl= $("input[name='gender[]']");

var gender = new Array();

for (var i1=0, iLen=genderl.length; i<iLen; i++) {
if (genderl[i].checked) {
gender.push (genderl[i] .value);

}

if (gender !='")
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$ ("#genderRestriction") .attr ('checked', false);

else

$ ("#genderRestriction") .attr ('checked', true);

$('#gender d').val (gender);

$('#gender p').val (gender);

$('#gender dt') .val (gender);

var nationalityl= $("input[name="'nationalityI[]']l");

var nationality = new Array();

for (var i=0, iLen=nationalityl.length; i<iLen; i++) {

if (nationalityl[i].checked) {

nationality.push (nationalityl[i].value);

}

if (nationality !="")
{
$ ("#natRestriction"”) .attr ('checked', false);

else

S ("#natRestriction"™) .attr ('checked', true);

$('#nationality d').val(nationality);

$('#nationality p').val(nationality);
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$ ('"#nationality dt') .val(nationality);

var motherl= $("input[name='mother[]']");

var mother = new Array();

for (var i=0, iLen=motherl.length; i<ilLen; i++) {
if (motherl[i].checked) {
mother.push (motherl[i] .value);

}

if (mother !='")

{
S ("#motRestriction™) .attr ('checked', false);

else

S ("#motRestriction") .attr ('checked', true);

$ ("#mother d').val (mother);

$ ("#mother p').val (mother);

$ ("#mother dt') .val (mother);

var nativenessl= $ ("input[name='nativeness[]']");

var nativeness = new Array();

for (var i1=0, iLen=nativenessl.length; i<ilLen; i++) {
if (nativenessl([i].checked) {
nativeness.push (nativenessl[i].value);

}
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if (nativeness !='")

{

S ("#nativRestriction") .attr ('checked', false);

else

S ("#nativRestriction") .attr ('checked', true);

$('#nativeness d') .val (nativeness);

$('#nativeness p').val (nativeness);

$('#nativeness dt').val (nativeness);

var genLevEdul= $ ("input [name='genLevEdul[]']");

var genlLevEdu = new Array();

for (var i1i=0, iLen=genlLevEdul.length; i<ilLen; i++) {

if (genLevEdul[i].checked) {

genLevEdu.push (genLevEdul [i] .value) ;
}

if (genLevEdu !="'")

{
$ ("#genLevEdRestriction") .attr ('checked', false);

else

$ ("#genLevEdRestriction™) .attr ('checked', true);
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$ ('#genLevEdu d') .val (genLevEdu) ;

$ ('#genLevEdu p') .val (genLevEdu) ;

$ ('#genLevEdu dt') .val (genLevEdu) ;

var levStudyl= $("input[name='levStudyl[]']l");

var levStudy = new Array();

for (var i=0, iLen=levStudyl.length; i<ilLen; i++) {
if (levStudyl[i].checked) {

levStudy.push (levStudyl[i].value);

}

if (levStudy !='")

{
S("#levStuRestriction") .attr ('checked', false);

else

S ("#levStuRestriction") .attr ('checked', true);

$("#levStudy d') .val (levStudy);
$("#levStudy p').val (levStudy);

$("#levStudy dt').val (levStudy);

var yearSeml= $ ("input[name='yearSem[]']");

var yearSem = new Array();

for (var i=0, ilLen=yearSeml.length; i<ilLen; i++) {
if (yearSeml[i].checked) {
yearSem.push (yearSeml [i] .value) ;

}
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if (yearSem !='")

{

S ("#yeSemRestriction") .attr ('checked', false);

else
{

$ ("#yeSemRestriction") .attr ('checked', true);
}
$('"#yearSem d') .val (yearSem) ;
$('#yearSem p') .val (yearSem) ;

$('#yearSem dt') .val (yearSem);

var edulnstil= $("input[name='edulnsti[]"']");

var edulnsti = new Array();

for (var i1=0, iLen=edulnstil.length; i<iLen; i++) {
if (eduInstil[i].checked) {
edulnsti.push (edulnstil[i].value);

}

if (edulnsti !="'")

{

S ("#edulInsRestriction") .attr ('checked', false);

else

S ("#edulnsRestriction") .attr ('checked', true);
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$ ('#eduInsti d').val (edulnsti);
$('#edulInsti p').val (edulnsti);

$('#eduInsti dt').val (edulnsti);

var textGenrel= $ ("input[name='textGenrel[]']");

var textGenre = new Array();

for (var i=0, iLen=textGenrel.length; i<ilen; i++) {
if (textGenrel[i].checked) {
textGenre.push (textGenrel[i] .value);

}

if (textGenre !="")

{

S ("#texGenRestriction") .attr ('checked', false);

else

S ("#texGenRestriction") .attr ('checked', true);

$ ('"#textGenre d').val (textGenre);

$ ("#textGenre p').val (textGenre);

$ ('"#textGenre dt') .val (textGenre);

var placeWritel= $("input[name='placeWritel[]'l");

var placeWrite = new Array();

for (var i=0, ilen=placeWritel.length; i<ilen; i++) {
if (placeWritel[i].checked) {

placeWrite.push (placeWritel[i].value);
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if(placeWrite !="'")
{

S("#plaWriteRestriction") .attr ('checked', false);

else

S ("#plaWriteRestriction") .attr ('checked', true);

$("#placeWrite d').val(placeWrite);
$('#placeWrite p') .val(placelrite);

$("#placeWrite dt').val(placeWrite);

var yearWritel= $ ("input [name='yearWrite[]']");

var yearWrite = new Array();

for (var i=0, ilLen=yearWritel.length; i<ilLen; i++) {
if (yearWritel[i].checked) {

yearWrite.push (yearWritel[i].value);

}

if(yearWrite !='")

{
S("#yeWriRestriction") .attr ('checked', false);

else

S ("#yeWriRestriction") .attr ('checked', true);
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$('#yearWrite d').val(yearWrite);
$('#yearWrite p').val (yearWrite);

$('#yearWrite dt').val(yearWrite);

var countWritel= $ ("input[name='countWritel[]']");

var countWrite = new Array();
for (var i1i=0, iLen=countWritel.length; i<ilen; i++) {

if (countWritel[i].checked) {

countWrite.push (countWritel[i] .value);

}

if (countWrite !="'")

{

S ("#countRestriction") .attr ('checked', false);

else

S ("#countRestriction") .attr ('checked', true);

$ ("#countWrite d') .val (countWrite);

$ ("#countWrite p').val (countWrite);

$('#countWrite dt').val (countWrite);

var cityWritel= $("input[name='cityWrite[]"']");

var cityWrite = new Array();

for (var i1i=0, iLen=cityWritel.length; i<ilLen; i++) {

if (cityWritel[i].checked) {
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cityWrite.push (cityWritel[i].value);
}

if (cityWrite !='")
{
S ("#cityRestriction") .attr ('checked', false);

else

S("#cityRestriction") .attr ('checked', true);

S('"#cityWrite d').val (cityWrite);

$("#cityWrite p').val(cityWrite);

$('#cityWrite dt').val(cityWrite);

var textModel= $ ("input[name='textMode[]"']");

var textMode = new Array();

for (var i=0, iLen=textModel.length; i<ilen; i++) {
if (textModel[i].checked) {

textMode.push (textModel [i] .value) ;

}

if (textMode !='")

{
S ("#texMRestriction") .attr ('checked', false);

else

S ("#texMRestriction") .attr ('checked', true);
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$ ('#textMode d') .val (textMode) ;
$ ('#textMode p') .val (textMode) ;

$ ('#textMode dt').val (textMode) ;

var textMediuml= $ ("input[name='textMedium[]']");

var textMedium = new Array();

for (var i1i=0, iLen=textMediuml.length; i<ilLen; i++) {
if (textMediuml [i].checked) {
textMedium.push (textMediuml [i] .value) ;

}

if (textMedium !="'")

{
S ("#texMedRestriction") .attr ('checked', false);

else

S ("#texMedRestriction") .attr ('checked', true);

$('"#textMedium d') .val (textMedium) ;
$('#textMedium p') .val (textMedium) ;

$ ("#textMedium dt') .val (textMedium) ;

var dataString =
'search txtl="'+search txt+'&fromAge='+fromAge+'&toAge="'+toAge+'s&gend
er="+gender+'&nationality="+nationality+'&mother="'+mother+'&nativene

ss="+nativeness +'&fromLangSpok=' +fromLangSpok +
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'&toLangSpok="'+toLangSpok +'&fromYearLearnAr="

+fromYearLearnAr+'&toYearLearnAr="+toYearLearnAr+'&fromYearSpentAr="
+fromYearSpentAr+'&toYearSpentAr="+toYearSpentAr+'&genLevEdu="'+genlLe
vEdu+'&levStudy="'+levStudy+'&yearSem="+yearSem+'&edulnsti="'+edulnsti
+'&textGenre="+textGenre+'&placeWrite="'+placeWWrite+'&yearrite="+yea
riWrite+'&countWrite="'+countWrite+'&cityWrite="+cityWrite+'&Timing="+
Timing+'&refUse="+refUse+'&grBookUse="'+grBookUse+'&monoDict="+monoDi
ct+'&bilDict="+bilDict+'&othRefUse="+o0thRefUse+'&textMode="+textMode
+'&textMedium="+textMedium+'&fromText="+fromText+'&toText="+toText+"

&search type='+search type;

S.ajax ({

type: "POST",

url: "<?php echo base url(); ?>en/ajaxTextSearch",
data: dataString,

dataType:'json',

success: function (response)

{

var show data='<table width="100%" border="0"

cellspacing="0" cellpadding="0" class="tblResl">'+

'<tr>'+

'<th>Text ID</th>'+

'<th>Concordance</th>"'+

'</tr>'+

"<tr>'+

'<td colspan="2" style="border-right:0px;
padding:0px;">"+

'<table width="100%" border="0"
cellspacing="0" cellpadding="0">"';

if (response != null)

{

if (response['title'] !="'")

{
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for (1i=0; i<response['title'].length; i++)

{

show data += response['title'][i];

show data += '</table>'+

'</td> 4+
'</tr>'+

'</table>"';

$('#search data') .html (show data);
$ ("#print _id') .show () ;

$ ('#download id').show () ;
}

else
{
show data += '<tr>'+
'<td colspan="2"
align="center">No Records Here</td>'+
'</tr>';

show data += '</table>'+

'</td>+
'</tr>'+

'</table>"';

$('"#search data') .html (show data);
$('#print id') .hide();
$ ('#download id') .hide();
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S('.paginationBx"') .html ('<div

id="test">'+response["pagination"]+'</div>");

$('#search rows').html (response['total rows']);
$('"#search rows2') .html (response['total rows']);
$('"#no_of rows').html (response['no of results']);

$('"#ajaxLoaderDiv') .hide () ;

ajaxSearch paging();

else

location.reload() ;

Figure G.1: Extended Code of the Search Function of the ALC Search Tool
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