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Abstract

Stated Preference (SP) methods have been used extensively in transport research and elsewhere
both for demand forecasting purposes and to value the importance attached to different product
features and travel attributes. Alongside the broader acceptance and wider application of SP
methods, some practitioners (Bates, 1998; Ampt et al., 2000; Wardman and Shires, 2001) have
argued for greater openness in discussing what they see as significant concerns surrounding SP.
The present study is motivated by the desire to analyse and reduce biases in the SP application,

specifically addressing the issue of the strategic biasing of SP responses.

The review of biases observed in the previous SP applications explored the sources of bias,
which can be categorized as unrealistic design, incentive to strategic bias and task complexity
effects. Amongst these, the issues of design/scenarios specification and task complexity have
received a considerable amount of attention. On the other hand, and despite serious concerns n
the early literature, the strategic biasing of responses tends to have been overlooked in recent
times, particularly within the SP methodology. This study 1s motivated by the desire to
investigate the incentives for respondents to bias their answer in the SP survey and methods to

amend the bias.

This study reviewed and summarised concerns surrounding the extent to which the SP responses
to hypothetical questions reliably reflect individuals’ true preferences when there 1s an incentive
to bias responses. The discussion was illustrated with examples from research 1n transport field,

environment science and marketing.

In an empirical demonstration using data obtained from 1222 respondents (10885 preference
observations) on the valuation of the improved rolling stock in Greater Manchester, UK, this
study presented results for different designs. Based on the review of studies on rolling stock in
recent years, a suite of SP experiments were designed to investigate the effects of different
designs on responses. Two factors were introduced into the experiment, a ‘cheap-talk’ script and
‘adding more attributes to mask the research aim’, to amend incentives to bias. In the
experiment, post-questionnaire questions on respondents’ perception of experiments were
introduced. More specifically, respondents’ perceptions of the task load, familiarity of
experiment alternatives together with their perceptions of the attribute change were added to

probe the decision making process and the impact of perception on the decision making.

Standard logit models were used to demonstrate the overall effects of variables for the whole

sample. The segmentation model, based on the incremental factors, was used to identify
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respondents’ taste variations. The heteroskedastic multinomial logit (HMNL) model was used to
incorporate the impact of design factors, respondents’ characteristics and perceptions into the

scale parameter, which were unable to be captured by the standard logit model.

This study found that the cheap-talk script decreased the valuation of the improved rolling stock
by 20% on average, through increasing respondents’ sensitivity to the cost attribute in the SP
survey. However, this impact was not significant at the 5% significance level. This mndicates
that the warning message will help individuals to amend the incentive to strategic bias in the SP

experiment; however bias may remain in our study.

This study did not detect significant impact of the complex design on the valuation of the
improved rolling stock, although task complexity effects were detected where a large error

variance was found in the complex SP design.

Individuals’ perceptions have significant impacts on the valuation and model estimation
precision. Individuals’ familiarity with alternatives in the experiment increased the value of the
improved rolling stock and improved the estimation precision. Individuals’ perceptions of
potential price increase have an impact on the valuation and estimation precision. The more
likely respondents perceived the potential price increase, the fewer preferences were given to

the improved rolling stock and respondents were observed to be more consistent in their choice

making.

In brief, this study suggests that incentives to strategic bias exist in the SP experiment due to its
hypothetical nature. Warning message such as a CT script is helpful to amend individuals®
Incentive to strategic bias. Attention should be made to the complexity of the experiment, as
respondents are subjected to certain cognitive ability. In the SP analysis, individuals’

perceptions can be incorporated into the model analysis.
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Chapter 1
Introduction

1.1 Introduction

This paper considers whether Stated Preference (SP) experiments may be prone, mn certain
circumstances, to strategic bias by respondents who guess the purpose of the exercise and
believe that they will not in practice be required to pay the amounts they say they would be
willing to pay. The present study is motivated by the desire to analyse and reduce biases in the

SP application, specifically addressing the issue of the strategic biasing of SP responses.

1.2 Research Background

1.2.1 Introduction

Stated Preference (hereafter, SP) methods include a variety of ways to elicit individuals’
preferences in addition to the possibility of estimating willingness to pay (WTP) for improving
specific attributes. For this reason, SP methods have been used extensively in research,

especially 1n transport, market research and health economics (Louviere et al., 2000).

In UK, SP techniques have already proved to be useful tools for travel demand analysis and for
valuing attributes such as time savings (Fowkes, Nash and Whiteing, 1985; Wardman 1987,
MVA/ITS/TSU 1987; Hague Consulting Group et al., 1999; Mackie, Wardman and Fowkes,
2003). Other recent applications of SP techniques include valuation of accidents (Ortuzar and
Rizzi, 2001), atmospheric pollution (Ortuzar and Rodriguez, 2002), environmental science
(Adamowicz et al., 1998), urban design (Cooper, Ryley and Smyth, 2001) and evaluation of

aircraft noise (Wardman and Bristow, 2004).

Louviere (1988, p.114) states that “...there is considerable evidence to support the conclusion
that appropriately designed, implemented and analysed conjoint studies can predict the real
behaviour of real individuals in real markets”. Compared to other methods, SP method 1s “a
reasonably accurate guide to true underlying preference” (Wardman, 1988, p.89). Louviere and

Swait (1996) state that there 1s growing body of evidence to suggest SP choice process can be

very similar in real and hypothetical markets.

Although SP methods have been increasingly applied in transportation research, “their gradual
acceptance in the transportation research community has not taken place without criticism”

(Arentze et al., 2003, p.229). From the beginning of SP applications, there were concerns about



the reliability and validity. A basic question is how much faith we can put on individuals
actually doing what they stated they would do when the case arises (Ampt et al., 2000; Carson
et al., 2000 and Wardman, 2003).

The nconsistency between the SP survey result and the reality imply the existence of factors
(errors) that affect the validity and reliability of SP results from individuals’ responses, namely

biases. The impact and reduction of biases in SP method remain an issue in research.

The present study is motivated by the desire to analyse and reduce biases in the SP application.
This research will seek to identify some sources of biases that occurred in the SP, and
investigate the incentives and reasons of biases, once obtained, to use them for the optimisation

of SP design and models.

1.2.2 Gaps in existing research concerned with biases in SP practice

Research gaps are found regarding to biases in the SP practice.

Gapl: Existence of strategic bias in SP studies

Research needs to be done to investigate reasons and effects of biases in SP method. Only 1f the
sources of biases are known, researchers can reduce or eliminate them in the design and

modelling stage and improve the reliability of SP method.

There are several reasons why individuals’ responses to hypothetical questions might not retlect
their true preferences (Bonsall, 1986). This study will present a discussion of sources of biases
observed from previous SP application (see section 2.4). Amongst these, the issues of
design/scenarios specification and task complexity have received a considerable amount of
attention (Bradley and Daly, 1994). On the other hand, and despite serious concerns in the early
literature, the strategic biasing of responses tends to have been overlooked in recent times,

particularly within the SP methodology (Wardman and Bristow, 2005).

Empirical evidence in transport has found the existence of strategic bias, which will be
summarised in detail in the literature review (section 2.5.4). This study will examine the
existence and consequence of strategic bias in the SP studies. The literature review suggests two
methods for further testing on amending individuals’ incentives to bias, which are cheap-talk

script (CT) and adding more attributes to mask the research aim.

Cheap-talk (hereafter, CT) 1s a warning message that explicitly discusses the bias that occurs in
the previous studies and a reminder for the budget constraints in hypothetical experiments. CT
has been initially introduced in the Contingent Valuation (CV) studies (Cummings and Taylor,
1999) to test the existence of hypothetical bias (respondents overestimate the WTP of the




product) and eliminate the bias. It is found that a properly designed CT script can eftectively
amend respondents’ incentive to overestimate the valuation. Recently, it is being introduced 1nto
SP methods in the food and environmental science (Carlsson et al., 2005; List et al., 2006),
however its impact and reliability still needs further examination. We will introduce this method

to the present study. There is no evidence of applying the CT script in the transport related

topics and consequently the present study will be innovative in this way.

The second method is motivated by Wardman and Bristow (2003)’s successful empirical
evidence on eliminating the strategic bias in the evaluation of aircraft noise. Their study
suggested that where the objective of the SP exercise 1s obvious, especially where the 1ssue is
contentious, the strategic bias 1s likely to occur. ‘Introducing more attributes’, they found that
respondents would less be likely to be able to perceive the aim of the SP study, hence

respondents are less likely to strategically bias their answers in the SP study.

We will discuss these two methods in detail in the literature review in chapter 2. The present

study will examine the impacts of these two methods on amending individuals’ incentive to

strategic bias and on respondents’ choice making.

Gap 2: Impacts of SP design on responses — complexity

Etforts need to be made to explore the impacts of SP design on responses. Related literature in
economics and behaviour decision theory has convincingly illustrated how changes in task

environment result in changes in decision-making, which will be provided in section 2.7.2. This

also has been supported by large empirical demonstration in the past SP studies (DeShazo and

Fermo, 2001), which will be presented 1n section 2.7.3.

As stated above, we will introduce two methods, namely a CT script and adding more attributes
to mask the research aim into this study to examine their impact on amending individuals’
incentives to strategic bias. However, the addition of information (the CT script and masking
research aim by introducing more attributes) may run the risk of changing the way people make
their decision. How respondents cope with this information 1n the choice making process needs
further exploration. Will these two methods introduce different kind of biases (or less consistent
choice), such as task complexity effects to SP responses? This study will explore the impacts of

SP design (i.e. more information in the SP choice) on respondents’ choice making processes.
Gap 3: Impacts of respondents’ perceptions on their choice making

SP methods are dedicated to analysing individuals’ choice behaviour. It i1s important to know
what factors affect their decision making and impacts of those factors on SP estimation. As

stated by McFadden (2001, p.31): “The potentially important role of perceptions, ranging from



classical psychophysical perceptions of attributes, through psychological shaping of
perceptions to reduce dissonance, to mental accounting for times and costs, remains largely
unexplored in empirical research on economic choice. Finally, the feedback from the empirical

study of choice behaviour to the economic theory of the consumer has begun, through behaviour

and experimental economics, but is still in its adolescence.”

Research needs to be done to investigate the impacts of individuals’ perceptions on their
choice making. This study will investigate the influences of individuals’ perceptions of SP
game on their choice making behaviour and will explore the relationship between the

perception and existence of bias in SP responses.

1.3 Objectives and Methodology

1.3.1 Research objectives

Objective 1: fo identify incentives to strategic bias in SP surveys and investigate how incentives

to bias vary across different circumstances and their consequences; and how to amend them in

SP design.
Objective 2: to analyse the effects of SP design on the biases in SP responses.

The results of this research may have implications for questionnaire design and the
interpretation of SP results, improve reliability of SP methods and obtain more accurate analysis

of transport behaviour.

1.3.2 Proposed SP experiment context

The SP experiment context 1s chosen to be users’ valuation of rolling stock. Wardman and
Whelan (2001) conducted a meta-analysis based on a large number of published and un-
published studies on users’ valuation of rail passenger rolling stock. They found the stock
values from SP experiment were approximately three times higher than that obtained from the
demand analysis using ticket sales data. The reason suspected 1s the existence of strategic bias
in SP responses. When individuals perceive the aim of the SP study is to evaluate a new rolling
stock from which they will not have to pay extra, they have the incentive to overestimate the

valuation, thus increasing the possibility for the introduction of the new train.

1.3.3 Proposed research hypotheses

Hypotheses are set from the objectives and background 1deas in order to guide and shape the

boundary of this research.



The first research hypothesis is based on some theoretical evidence from experimental
economics and empirical evidence in CV and SP studies (Cumming and Taylor, 1999;
Wardman and Whelan, 2001; Wardman and Bristow, 2003). Due to the hypothetical nature of
CV and SP studies, strategic biases are observed in lots of applications. A review of the
Incentive to strategic bias (will be presented in section 2.5) from both theoretical and empirical

sides leads to the first research hypothesis:
Hypothesis 1 (H1): the incentive to strategic bias exists in the SP exercises.

Respondents will overestimate the utility/valuation of service improvement for which they will
not have to pay extra, to increase the likelihood of its introduction. We select users’ valuation of

rail passenger rolling stock as the SP experiment context in our case study.

To test the existence of incentive to strategic bias, a CT script and adding more attributes to

mask the research aim are introduced in the SP experiment.
Hypothesis 2: The adding of cheap-talk can amend respondents’ incentive to strategic bias.

Hypothesis 3A (H3A): Masking the research aim (by introducing more attributes) can amend

incentive to strategic bias.

We will examine the impact of adding more attributes to mask the research aim on amending
individuals’ incentives to bias. However, this method might have the potential drawback of
adding task complexity. Task complexity (choice complekity) 1s defined as the context and

format of the SP. A review of task complexity effects will be provided in section 2.7. This leads

to the second hypothesis:

Hypothesis 3B (H3B): 4An increase in the number of attributes will always increase the variance

of error terms.

In our study, we will test the impact of adding more attributes to the SP experiment on

respondents’ choice making. Chapter 2 will provide a detailed literature review and explanation

of the research hypotheses.

A suite of SP experiments are developed to test the research hypotheses. Two measures are
introduced into four SP designs: adding a cheap-talk script and adding more attributes to mask
the research aim. By'comparing the responses from four different groups, the effects of the CT

script and task complexity on the valuation of rolling stock will be investigated.

In summary, this research is aimed at examining some sources of bias in SP responses, more

specifically, the incentive to strategic bias and task complexity etfects. By conducting a series of



SP experiments, the existence and consequence of biases are examined in the context of users’

valuation of rolling stock. Some experimental factors such as cheap-talk and masking research

aim are tested to see their impacts on respondents’ choice making.

1.4 OQOutline of Thesis

The thesis 1s written in the order of the research process. A graphic representation of the thesis’s

outline 1s present in Figure 1.1.

The first part, chapters 1 to 4, explains the construction of the study’s framework. Chapter 1
presents the objective and research hypotheses, which are set up from the literature review and
previous case studies in chapter 2. Chapter 3 provides a review of valuation of rolling stock

studies. Chapter 4 introduces the methodology of this research.

The second part of the research involves the design of SP experiments as shown in chapters 5
and 6. The design and development of SP exercises, through two pilot surveys, 1s described.

Chapter 6 also presents the data collection process and the sample characteristics.

The third part, chapters 7 to 9, comprises the analysis of results and conclusions. Chapter 7
establishes a base model for users’ valuation of the improved rolling stock. The base model
controlled several factors (1.e. income and journey purpose) which cause the variation of
valuations to avoid their potential confounding effects. Chapter 8 explores the effects of design
factors (the cheap-talk script and the complex design) on SP responses from the base model.
Chapter 9 draws together a summary of research objectives and methodology, and the main
findings on the effects of SP design on biases in responses. It also provides suggestions for

future studies.
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Chapter 2

Review of Bias

2.1 Introduction

The objective of this chapter is to provide an overview of biases. The scope of this study will be
defined and research hypotheses will be established based on the literature review. The review
includes the general definition of bias in section 2.2 and the definition in the SP application in
section 2.3. Section 2.4 reviews biases observed in the previous SP studies and develops a
typology of biases, sufficient for the purpose of this thesis. Section 2.5 reviews the incentives to
strategic bias survey answers in the transport field and suggests two possible methods to amend
the bias 1n this study: Cheap Talk script and adding more attributes to mask the research aim.
Section 2.6 imtroduces in detail previous applications of Cheap Talk script to amend the
Incentives to strategic bias. Section 2.7 presents a review of task complexity effects. Finally,

section 2.8 summarises implications of the literature review for this study.

2.2 Statistical Definition of Bias

Bias 1s any systematic error that occurs in the estimates. Any factor or process that tends to
deviate the results or conclusions of a test systematically away from the truth 1s called bias.

Osterlind (1976, p.10) defines bias as a change 1n the accuracy of measurement.

“Bias is defined as a systematic error in the measurement process. It affects all
measurements in the same way, changing measurement---sometimes increasing it and
other times decreasing it. ...Bias, then is a technical term and denotes nothing more or less

than the consistent distortion of a statistic.”

There are two types of bias: sample bias and estimation bias. Sample bias occurs when some
members of the population are more likely to be chosen 1n the sample than others. For example,

non-response bias can give a biased sample unless corrected for.

Estimation bias refers to an estimator that on average, for some reason, over or underestimates
what is being estimated. Since there can be no “perfect” estimator that always gives the right
answer, if the expected value of an estimator 1s equal to the parameter which 1t 1s supposed to
estimate, the estimator is said to be unbiased; otherwise, 1t 1s said to be biased. According to this

definition, the mean of any sample is an unbiased estimator of the population mean.




Suppose we are trying to estimate the parameter £ using estimator S (that is, some function

of the observed data), with distribution denoted as £ BH ) (1.e. E(B,) = E_ B f(B,)dp, ), if:

E(p,) =P Equation 2.1

for all n, then this estimator is an unbiased estimator (Ben-Akiva and Lerman, 1985, p.13).

The estimation bias equals the difference between the expected value and the value of the

quantity being estimated. The bias of ,Z? 1s defined to be

E(,B) — [ = E(,é — ) Equation 2.2

Figure 2.1 shows an example of the estimation bias. ,5’1 and ,5’2 are estimates of f (potential

true value) and their expected value are 3, (where 3, = ) and f3,, following the distribution

of f (/}1 ) and f (Bz ) respectively. From the above definition, a randomly chosen value from
distribution of ,él is an unbiased estimator of B since 5, = £ ; whilst a randomly chosen value

from distribution of ,5’2 is a biased estimator of £, that bias being ( f — 5, ).

frequency

BRI C L T R O T NN Rt e i O T O g

Figure 2.1 An example of estimation bias

Variance 1s used to measure the dispersion of a sample or population and generally denoted by

var(f3, ). Variances are indicative value of the variability of the # , which are actually observed.

It 1s a measure of how good the sample 1s.

Both bias and variance refer to how far, on average, an observed value will be from the true
value. Researchers obviously want to minimize both bias and variance. This section provides a
general definition of bias in statistical meaning. In this study, biases in SP responses will be

investigated, including sources, consequences and possible methods to amend the bias.
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2.3 Errors in Stated Preference (SP) Method

2.3.1 Introduction of SP methods

Green and Srinivasen (1978, p.103) defined Stated Preference (SP) methods to “cover models
and techniques that emphasize the transformation of subjective responses into estimated
parameters”. By using experimental design, researchers construct a series of hypothetical
choices. Respondents are then asked to indicate their intention or preferences. By quantifying
these underlying preferences, SP techniques can get the information about people’s preferences,

which may not easily be measured through observations of actual behaviour.

SP methods are based on some behavioural theories in which decision makers connect actions
to consequences and then decompose consequences into attributes. Due to the discrete nature of
respondents’ behaviour, SP data analysis 1s usually based on random utility theory and the logit
model, which 1s explained in details in McFadden (1973), Ben-Akiva and Lerman (1985),
Louviere, Hensher and Swait (2000) and Train (2003), and the most recent and comprehensive
details in Hensher, Rose and Greene (2005a). This method of analysis has been widely used in
analysing and forecasting economic consumer behaviour in a wide variety of applications,
including marketing research, travel demand, residential location choice, environmental

- economics and health economics.

The literature 1s rich with documented cases of the evolution of SP method (Wardman, 1987;

Fowkes, 1991; Hensher, 1994; Fowkes, 1998; Adamowicz et al., 1998; Louviere et al., 2001;
Hensher et al., 2005a). According to Wardman (1987), SP method can be traced back to studies
in the area of mathematical psychology in the 1960’s. Luce and Tukey (1964) introduced the
concept of “Conjoint Measurement”, in which alternatives can be viewed as the weighted

combination of the various aspects or attributes.

- The origin of SP methods can also be traced back to market research in the early 1970s, named
as “Conjoint Analysis” and became widely used since 1978 (Kroes and Sheldon, 1988).
According to Fowkes (1998), SP methods were first applied in the transpbrt field in early
1980’s (1982/3), for forecasting travel demand and behaviour where traditional travel demand

models were inadequate, for example, due to poor quality or lack of data.

Some aspects of SP methods are common to the Revealed Preference (RP) methods. In the
transport field, the pre-eminent method has traditionally been RP, where individuals are
observed how they choose from the current options and give reported values for their chosen
and rejected alternatives. The actual choice made reveals the importance of each attribute which

characterises the alternative perceived by respondents. In contrast, SP methods provide
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individual hypothetical choices and the response supplied also indicates the importance attached

to each attribute that characterises the alternative.

RP data has well known limitations in terms of understanding travel behaviour (Kroes and
Sheldon, 1988; Pearmain and Swanson, 1991), mostly related to the cost and quality of data.
The weaknesses of RP have led to the evolution of SP techniques. An important paper by
Lerman and Louviere (1978) demonstrated the theoretical links between RP and SP. Compared
with RP method, advantages of SP method are listed as below:

 As the researcher can precisely control the design by defining the choices offered to

respondents, SP method ensure data of sufficient quality to construct good quality

statistical models;

* Due to the control available to the researcher, the effects of correlation among variables

can be avoided(Hensher and Louviere, 1983);

e SP method can deal with a variety of variables, such as some ‘secondary’ (latent)

variables, like security, comfort and information. In reality, it is difficult to evaluate the

impact of changes in these variables;

e Where an alternative 1s completely new, so that no RP data 1s available, SP method may

represent the only practical basis for evaluation and forecasting (Louviere and Hensher

1983; Hensher, 1994);

e SP method is economical to apply, as respondents provide multiple observations in the

Interview;
¢ There is no measurement error 1n the independent variables.

Due to these advantages, SP techniques have become an attractive option 1n transport research.

2.3.2 The category of SP methods

Figure 2.2 shows Adamowicz et al. (1998)’s taxonomy of SP methods, based on the types of

response data.

SP rating or scaling means that the respondents rate or score alternatives presented to them

according to a numerical (e.g. on a scale 0-10) or semantic preference scale (response indicates

strength and order of preference).

SP ranking means that respondents compare groups of alternatives against each other, so

preference for alternatives can be ordered. Rank ordering can also be treated as a set of
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iIndependent choices; therefore discrete choice models can be applied. However, SP ranking
may not correspond to what respondents face in real life (Pearmain and Kroes, 1990) and has

also been questioned in terms of reliability (Ortuzar and Garrido, 1991).

SP choice means that the respondents choose the best alternative from the set of possible ones.

The process of estimation of individuals’ preferences is based on random utility theory and uses

discrete choice models.

Stated Preference Methods

Reterendum
| Contingent Valuation

Figure 2.2 Taxonomy of SP methods

Attribute Based
Other Choice Stated Choice
Methods

(Source: Adamowicz et al., 199§, p.2)

In this study, we focus on the response bias in the “Attribute Based Stated Choice” method,
since this method 1s now the most popular form of SP method in transport and is growing in
popularity in other areas such as marketing, geography, regional science and tourism. In the
remainder of this paper when we refer to Stated Preference methods, we are referring to

“Attribute Based Stated Choice” methods unless otherwise stated.

2.3.3 Errors in SP application

Literature has documented the errors that occurred in SP application (Ben-Akiva and Lerman,
1985; Bates, 1988). Figure 2.3 to illustrate the categorization of errors in SP methods (Bates and
Terzis, 1997). There are two fundamental sources of errors found in the application: the data
which may be unreliable in some way and the model which may be nappropriate to replicate

the decision making. These two sources of error have further variants.

Data errors occur during the survey design and data collection. The measurement errors are the
errors which happened in the independent variables (variables that are put in the model to
“explain” the dependent variables). The response errors are the errors in the dependent variables

(the quantities or choices which we are trying to model). There is another source of errors which
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1s caused by the sampling, known as sample bias. It happens when selecting the sample, where

some populations are more likely to be chosen in the sample than others.

Measurement Response Sample
errors errors bias
(independent (dependent
Choice of Model Taste
variables | | specification variations

variables) variables)
With respect to the model errors, there are three types: the choice of variables in the model; the

Figure 2.3 Errors in SP methods

way 1n which the variables are combined (model specification) and the extent to which a given

model 1s appropriate to different subsets of the population (taste variations).

In SP applications, researchers can control the experiments, in terms of attributes, alternatives

and context. It 1s assumed the measurement errors are not the main concern of researchers, since

all the attribute values are directly presented to respondents.

However, SP surveys provide individuals hypothetical choices; so response errors are a
potentially serious source of errors in SP application. Bates (1988, p.64) stated that “with SP,
there would seem to be a further serious source of error, and that relates to the response
variable itself.” McFadden (1986, p.289) stated that “Another issue is the stability of elicited
preferences over the sequences of task performed by each subject. Factors such as learning,
boredom, or anchoring to earlier tasks may distort the measurement of preferences, and cast

doubt on the cognitive congruence of the time frames in which experimental versus market

decisions are made’’ .

The present research aims to investigate the sources and possible consequence ot response bias

in the SP method. A desk study of possible response bias in SP applications will be presented in

section 2.4.
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2.3.4 Impacts of systematic errors on SP results

‘Explaining travel behaviour is to estimate quantitatively the relationship between dependent
variables (utility/choice) and independent variables (attributes). The impact of errors (biases) on

SP methods 1s demonstrated in following two aspects: estimation and forecast.
Estimation

In the SP methods, estimation bias refers to the biased estimate of attribute parameters in the

utility function, as shown in Equations 2.3:

If ,5’ ; 1s a biased estimate of [, , then E( Vi A EN P Equation 2.3

where, /?k 1s the estimate value of 3, and S, 1s the parameter of the kth attribute X, . As the
monetary value of attribute ‘X’ (VoX, more discussion 1n Section 4.4.4) is obtained by the ratio

of marginal utilities (parameters) of attribute parameter estimates X ( B ) and cost (8. ),

biased estimates of parameters will lead to biased monetary values.

This bias can happen to a single attribute. For example, individuals may bias their answers to
prevent the increase of cost by giving ‘cost’ higher weight than actually 1s, thus leading to a

lower WTP tor the new product. This can also happen to a couple of attributes simultaneously.

Forecast

When the relationship between choice and attributes 1s estimated using the observed data, the
results can be used to forecast the changes in thé attributes or choices in real life. Since SP
derived attribute parameter estimates are scaled according to SP error terms, which are unlikely
to be equal to RP error terms, using these SP attribute parameters unadjusted for forecasting will

give poor forecasts. If RP data 1s available, the SP attribute parameter estimates can be rescaled,

but that was not the case 1n case study in this thesis.

Alternatively, monetary valuations can be used with known price elasticity to calculate attribute
elasticity. Elasticity indicates sensitivity of demand to change in some variables, if all else
remains constant. For example, in this thesis, to forecast the demand of the mtroduction of
improved rolling stocks, PDFH (2005) suggested: firstly convert the stock improvement into an
equivalent change in rail fare; and then the relevant fare elasticity 1s applied to calculate the
expected demand increase. As the impact of the improved rolling stock 1s directly related to

certain type of the stock, the monetary value of this stock 1s converted to a demand 1mpact by

using the fare elasticity.

Biased estimate of coefficients and valuations will lead the elasticity to be too high or too low,

which indicates the model results tend to over or under predict actual changes in choice.
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Therefore, biased estimate of the monetary valuation of improved rolling stock will lead to the

biased demand forecast. This will be discussed in detail in chapter 3.

2.3.5 How to detect bias in SP experiments

SP surveys present respondents with some hypothetical scenarios. Normally, the output can be

examined as below:

e s 1t reasonable (sign and magnitude)? Can results get the right sign, for instance, cost

parameter 1s always negative when evaluating the effect of introducing a new product.
o Isitrobust? This refers to the reliability of the output.
e Isitconsistent with the theory (such as economic theory)?

e By doing meta-analysis, which compares with other results (RP or different methods or

different SP experiments), to test if the result agrees with them?

e Are forecasts consistent with past studies?

2.3.6 Summary and implications for this study

This section provided the concept of error in the SP experiment. Errors can be categorized into

data errors and model errors in the SP application.

As researchers can control the SP experiment, in terms of the levels of attributes, attributes and
alternatives, measurement errors are not the méin concern. Due to the hypothetical nature of the
SP survey, respondents are not committed to behave in accordance with their stated preferences;
therefore, response errors are one of serious errors in the SP application. Response bias is that
respondents, for some reasons, give the biased answers to the SP questions, thus leading to the

biased estimate of the coefficients/valuation.

This study focuses on the response bias in the SP survey. In the next section, sources and

possible consequences of bias in the SP application will be reviewed, and a typology of bias will

be generated based on the review.

Next section presents a desk-study of bias that observed from previous SP studies in similar
relevant work. The sources of biases are roughly categorized by two aspects: from experiment

design and responses. The sources and possible consequences of bias are investigated and a

“typology of biases is produced.
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2.4 Sources of Bias in SP Application

2.4.1 Bias from SP design

Bias can occur from the design and presentation method used in the SP practice. Rich Iiterature
in the SP application reports that SP responses are affected by the design. That is not to say that

these biases only occur in SP data and a wider literature is examined, if only briefly.

Framing Effect Bias

Framing etiect bias 1s so called because individuals may often respond differently to ditferent
descriptions of the same problem. For example 10 minute saving in travel ttme may be valued
less on a 10 hour journey than on a 20 minutes journey. Ampt et al. (2000) found that weight
attached to a rising of cost is larger than that attached to reduction in cost. Value of time is

consequently higher for worsening (rising of cost) than for improvement (reduction in cost).

Cho (1998), 1n her PhD research, found that the coefficients were significantly more negative
for the precisely known charges than for the imprecisely-known charges. She explained that this
was consistent with the key features of Prospect Theory (Kahneman and Tversky, 1979).
Prospect Theory describes how people make choices in situations where they have to decide
between alternatives that involves risk. Prospect Theory states that, prior to making a choice,
decision makers use heuristics to simplify the options available and set a reference point; then

the options are assessed 1n relation to the reference point.

Packaging Effects

Packaging effects occur where respondents give the value of the package less than the sum of

the values of its constituent parts, shown as Equation 2.4.

Value of the package
Z (Valuesof its constituent parts)

<1 Equation 2.4

Jones (1997) stated that: “The ‘packaging’ problem arises when trying to value individual
attributes of a journey that collectively contribute to one aspect of the journey experience, such
as in-vehicle or the station environment. It commonly happens that the value derived from an
SP experiment for an improvement in the level of each attribute in a cluster sums to an amount

that is considerably different to the value which the same respondent ascribes to the package of

improvements as a whole”.

Wardman and Whelan (2001) presented packaging effects observed from the studies on
valuation of rolling stock. They concluded that the possible causes of the packaging effects

include: interactions effects (the value of the package will be less than the sum of the values of
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Its constituent parts); budget constraints, halo effects and the artificial nature of SP exercises.

Lable 2.1 shows the packaging effects observed from the valuation of rolling stock studies.

Table 2.1 Packaging effects observed from the valuation of rolling stock studies

. Studies | Time Packaging Effect Ratio |
Steer Davis Gleave | 1990 03
MVA 1992 | 062
MVA ---------------------------------- 1993T e 04'06 -
MVA 11993 ] 0.74
e T S vi—
Scandinavian study* - 038090

Note: Jones reports ratios for bus environment. The Scandinavian study estimated ratios between 0.38 and

0.90 according to circumstances
Source: Wardman and Whelan (2001, p.428)

Simplifying Bias

In SP experiments, respondents typically assess a number of alternatives and are asked to
choose the most preferred alternative, including the choice not to choose any of the offered
alternatives. Normally the alternative 1s defined by a set of attributes and each attribute 1s
offered from a pre-specified set of levels and range of levels. This assessment 1s repeated a
number of times up to the total number of choice sets that are being offered. Due to the limit of
individuals’ cognitive abilities, when the task 1s too complex for respondents, they may modity
their decision strategy to simplify the task (Bradley and Daly, 1994). This has been called task
complexity effect, which 1s supported by large empirical evidence (Swait and Adamowicz, 2001;
DeShazo and Fermo, 2001; Caussade et al., 2005 and Hensher et al., 2007).

Unfamiliarity

If respondents have little expenience of an attribute/alternative, they will value 1t ditferently
from someone with experience, who 1s in better position to assess the importance. Benshoot
(1970) study of motorists showed that the unfamiliar motorists did not accurately measure
different route characteristics, which occurred when respondents had not experienced the route
before. Wardman and Whelan (2001, p.423) conducted a review on stock valuations and found
that if respondents are familiar with the rolling stock the survey presented; their valuation of
new stock 1s lower than that from unfamiliar respondents. The valuation 1s 44% lower and the
impact is significant. They concluded that unfamiliarity with the improved level ot attributes

would result in overestimation, which partly explained the intlated valuation of new stock.

Unrealistic Values Bias

Unrealistic values bias refers to the situation that respondents misinterpret or ignore an attribute

when the set of value in a hypothetic scenario does not reflect the reality. A typical example is
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the lower estimation of the walk and wait time coefficient (Wardman, .2003)‘ In SP studies,
more attention is paid to the realism of cost and in-vehicle time (IVT), variation in walk and
waiting time maybe presented unrealistically and would therefore be 1gnored. The consequence
of this bias is that the coefficients of the ignored attributes will be more likely smaller than they

would otherwise be.

This effect 1s likely to be reduced by appropriate instruction or guidance. When customizing the
levels of all variables, the designer should pay attention to the combinations of the attribute
levels and constraints of the experiment. Otherwise, respondents may ignore attributes, or

interpret them 1n a different way.

2.4.2 Bias from SP response

The other source of errors is from unreliable data (section 2.3.3), which is ‘wrong’ answers from
respondents. In the SP survey, respondents might not be committed to behave in accordance
with their stated preferences; therefore, response errors are one of the serious concerns for SP

researchers.

Habit Bias

Habit bias refers to the situation that respondents resist the challenge to their current behaviour

in the SP survey (Wardman, 1986). For example, in SP studies of the acceptability of road user
charging, there is a greater tendency to state the currently chosen alternative to be preferred and

the coefficient estimates are distorted. Aarts and Dyksterhuis (2000) found that suppressing
 habitual response 1s difficult and often not successful under conditions of cognitive load,
indicating that a transport model choice can become automatically associated with travel goals

(e.g. have to go to universities).

Habit bias can be explained by the Cognitive Dissonance theory (Festinger, 1957), in which
individuals avoided the mental disharmony. This theory describes the uncomfortable tension

that may result from two conflicting thoughts at the same time, for instance, the information

conflict with one’s belief. So 1n the situation, there 1s the effort to 1ignore the mformation or

reinforce one’s belet.

Social Norms Bias

Social norm bias occurs when individuals incorrectly perceive (exaggerated and frequently
overestimated) the attitudes and / or behaviours of peers and other community members to be
different from their own. Social norms theory (peer effects) assumes that much of our behaviour
is influenced by how other members of our social groups behave, and that our beliefs about

what others do are often incorrect. This phenomenon has also been called “pluralistic
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ignorance” (Miller and McFarland, 1987) which lead individuals to act in ways that are
Inconsistent with their true beliefs and values. While in SP survey, some respondents may state
their preferences based on the social norms rather then their true likes. Evidence shows that

(Whelan, 2003) a car is strongly linked to feelings of independence and convenience. So 1t 1s

difficult for the drivers to state to want to leave their car.

Status Quo Bias

Samuelson and Zeckhauser (1988) defined “Status quo bias” as where the respondent tends to
choose the current state of affairs although it is no more attractive than other available
alternatives. Status quo bias implies the resistance to change and a preference to stay with what
people have. Some evidence shows that a status-quo bias sometimes does, sometimes does not
exist, depending on prevailing conditions. It may occur if a decision maker conceives a loss in
public, for mnstance, SP studies of the acceptability of road user charging (Schlag and Schade,
2000, p.317). The consequence of status quo bias is that the coefficients will be distorted.

Strategic Bias (Policy Response Bias

It the aim of SP survey 1s to investigate a new policy, respondents’ expressed choices or
preferences may influence the way a policy maker introduces the new policy. Respondents will
then have the incentive to bias responses strategically to obtain a more favourable outcome
(Bonsall 1983, p.73; Wardman, 1986). For example, when introducing a new good, 1f there 1s
any positive probability of wanting the new good at the stated price, the respondent should say
“yes-would purchase.” Their logic 1s that such response will encourage the company to produce
the good, with respondents being able to decide later whether to purchase. Since increasing

respondents’ choice set in a desirable way increase utility, the optimal response 1s “yes”.

Due to the hypothetical nature of SP survey, where respondents normally value some goods or
policy which does not exist in the real market, they might perceive that their responses would
affect the provision of good or pdlicy. Theretore, they have various incentives to answer the
question. Strategic bias 1s found in the environment studies (named as hypothetical bias), market
research and transport when using SP as a method to achieve the WTP or marginal utility ot

attribute. A detailed review of strategic bias (incentive to bias) 1s presented in Section 2.5.

Affirmation Bias

Affirmation bias results from a tendency of respondents to agree with interviewer or analyst. It
is a “well known hazard” (Bonsall, 1983, p.73) in attitudinal and SP research, especially in the
case of personal interviews. Respondents use the questionnaire to express an opinion about the

survey aim, thereby biasing the coefficients of variable. For example, if respondents perceived
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that the aim of research is to value the benefit from providing a new local rail station, 1t 1s likely

that they will support rail compared with other modes.

Aftfirmation bias can occur in the situation that respondents are not sufficiently aware of the
topic being surveyed. The fear of appearing uninformed may induce many respondents to
conjure up opinions even when they had not given the particular issues any thought prior to the
interview (Erikson, 1988). Respondents are prone to shape their answers to please either the

interviewer or the sponsor, especially when they do not have a strong or well-considered view

on the survey topic (Schuman and Presser, 1981).

The incentive to both policy response bias and affirmation bias is provided by the perceived aim
of SP survey. The difference only lies in the fact that whether respondents can bring them the
maximum benefit by the biased answer. In the former case, respondents strategically bias their
answers for bringing them the maximum benefit. In the latter case, respondents distort their

choices to agree with the interviewer and not necessarily bring them the maximum benefit.

2.4.3 Typology of biases in SP application

From the review, sources of bias in SP application can be roughly categorized to three main

types: complexity, design misspecification and incentives to bias. We constructed Table 2.2 to

show the sources of bias from these three categories.

Based on the Table 2.2, Figure 2.4 provides a typology for the bias in the SP application by
following a decision making process. It 1s developed to illustrate the response process and

possible outcome of the hypothetical survey. In the typology, three aspects are considered:
e The survey 1s a plausible description of the hypothetical scenarios;
e Respondents perceive the content of the survey as the researcher intended; '
e Respondents stated their true preferences in the survey.

In practice, some biases or some wrong estimates are not just caused by a single reason, but
result from combined -reasons in various ways and degrees that produce different bias
dimensions. For example, the lower estimate of value of time (VoT) might be caused by policy
bias, or some lexicographic rule where respondents consider the cost as the most important

attribute and ignore other attributes, therefore giving a higher weight to the cost.
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Table 2.2 Typology of potential biases in SP application

1. Complexity

LA AR A, ar

' Bias in this case occurs when the task becomes complex respondents may make more errors or
simplify their decision rule to make the task easier, thus giving an answer that differs from the |

true preference

4 - = T e - L o
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A. Lexicographic answers: respondents evaluate the alternatives in terms of the most
Important attribute.

il B. Inconsistency choices: choices that violate the transitivity axiom of consumer theory
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(except in A). The other two situations are presumed that the intended scenario is correct and
- || that the errors occur because respondents do not understand the scenario as the researcher
| Intends 1t to be understood.

A. Unrealistic values and variations biases: respondents misinterpret or ignore an attribute
when the set of values in a hypothetic scenario does not reflect reality. '

B. Package effects: respondents give the value of the package greater (less) than the sum of
the values of its constituent parts. |

C. Context misspecification bias: respondents’ perceived context of the SP experiments
differs from the intended context:

a. Misunderstanding bias: respondents may not fully understand SP survey and/or they
may be fatigued from doing this exe<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>