Singing in Space(s): Singing
performance in real and virtual
acoustic environments—Singers’

evaluation, performance analysis and
listeners’ perception.

Judith Sara Brereton, BA(Hons), MPhil

PhD

University of York
Electronics

August 2014



Abstract

The Virtual Singing Studio (VSS), a loudspeaker-based room acoustic simulation, was
developed in order to facilitate investigations into the correlations and interactions between
room acoustic characteristics and vocal performance parameters. To this end, the VSS
provides a virtual performance space with interactivity in real-time for an active sound
source - meaning that singers can hear themselves sing as if in a real performance space.

An objective evaluation of the simulation was carried out through measurement and
comparison of room acoustic parameters of the simulation and the real performance space.
Furthermore a subjective evaluation involved a number of professional singers who sang in
the virtual and real performance spaces and reported their impressions of the experience.
Singing performances recorded in the real and virtual spaces were compared via the
analysis of tempo, vibrato rate, vibrato extent and measures of intonation accuracy and
precision.

A stimuli sorting task evaluated listeners’ perception of the similarity between singing
performances recorded in the real and simulated spaces. A multi-dimensional scaling
analysis was undertaken on the data obtained and dimensions of the common perceptual
space were identified using property fitting techniques in order to assess the relationship
between performance attributes and the perceived similarities. In general significant
proportions of the perceived similarity between recordings could be explained by differences
in global tempo, vibrato extent and intonation precision. Although there were few
statistically significant effects of room acoustic condition all singers self-reported changes
to their singing according to the different room acoustic configurations, and listeners
perceived these differences, especially in vibrato extent and global tempo.

The present Virtual Singing Studio (VSS) has been shown to be not fully “realistic”
enough to elicit variations in singing performance according to room acoustic conditions.
Therefore, further improvements are suggested including the incorporation of visual
aspect to the simulation. Nonetheless, the VSS is already able to provide a “plausible”
interactive room acoustic simulation for singers to hear themselves in real-time as if in a

real performance venue.
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Chapter 1
Introduction

It is widely understood that humans adjust their vocal behaviour according to the acoustic
environment in which they find themselves. Imagine, for example, the hushed whispers of
visitors to a large cathedral, or the way a teacher might alter their vocal output in order
to project their voice to the back of a classroom.

It has been shown that musicians adjust their performance according to the acoustic
parameters of the performance space. [1, 2]. Musicians respond to the aural feedback
provided by the acoustical conditions of the environment and alter their performance in
accordance with their perception of how their own sound is being affected by the acoustics
of the space [3]. Indeed these changes in vocal performance have been recognised and

noted for some time:

one sings in one way in churches and public chapels and another way in
private rooms. In [church] one sings in a full voice - and in private rooms one

sings with a lower and gentler voice, without any shouting. Zarlino, 1558 [4]

During vocal performance, singers and actors make great use of the aural feedback
provided by the surrounding space, and will alter their performance, both consciously and
subconsciously, according to how it is being affected by the acoustics of the venue. Such
changes can stem either from automatic, reflexive adjustments made by the musician to
adapt to his/her surroundings, or from conscious learned changes in technique. The latter
may be influenced by what the musician imagines the audience will perceive during the
performance.

However, these alterations, such as changes in timing, vibrato and intonation, as well
as in vocal function and the resulting spectral balance of the vocal sound have not been
rigorously observed, and they are not yet well documented nor systematically investigated.

Furthermore, the majority of analyses of the singing voice rely on recordings of singers
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made in ”laboratory conditions” i.e. in an acoustically non-reflective (anechoic) room,

which ultimately removes this important aspect of performance.

1.1 Investigating Musical Performance

In order to undertake any such investigation of singing performance and how it changes
in different room acoustics the researcher must be able to alter the auditory environment
effectively, so as to undertake laboratory experiments on singing in more natural conditions.

An interactive room acoustics simulation should work in near enough to real-time to
allow the singer to perform “in the lab” but hear themselves as if in a real performance
venue. A small number of previous authors have undertaken similar work, but as yet the

“plausibility” and “realism” of these virtual performance spaces has not been fully verified.

1.1.1 Traditional Auralisation Methods

Traditionally, an auralisation of a soundfield offers a static aural simulation or reproduction
of a pre-recorded source in a space. The sound-source itself is usually recorded in an
anechoic environment, in order to obtain a “clean” recording which does not contain any
sound reflections or reverberation stemming from the natural acoustics of the recording
space.

However, anechoic recordings, particularly of singers, are highly unrealistic in terms of
musical performance characteristics, which are altered substantially due to adjustments
made to compensate for this unusual acoustic environment. Nevertheless auralisation
techniques and virtual acoustics applications generally rely on such recordings of source

material.

1.1.2 Interactive Room Acoustics Simulation

One of the key aspects therefore that is missing from traditional auralisation or room
acoustics simulations is that the source (instrumental, speaker or singer) reacts to the
aural feedback received from the space itself.

Although not critical when recreating the experience from a passive perspective of an
audience member, this missing element becomes much more important when the listener
is also the performer: an active sound source responding to what they hear as the sound
they make is projected into the acoustic environment in which they have been virtually
placed.

In order to investigate the effect of diverse room acoustic characteristics on the musical

performance of singers, one first needs to implement a realistic interactive room acoustics
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simulation, optimised for singing performance. It must then be determined whether the
simulation provides “sufficient realism” [2] to engender singing performance adjustments
relating to changing room acoustic parameters, in the same manner as that of a real
performance space.

The main aim of this research project is to show that a vocally interactive acoustic
simulation of a performance space can be implemented, which singers accept as being
plausible and in which singing performances are sufficiently similar to those in the real
performance space. Once this has been shown to work effectively, the “Virtual Singing
Studio” will play its own role in alleviating the problems identified with anechoic source

material creation as described above.

1.2 Hypothesis

A plausible interactive room acoustic simulation will elicit changes
in singing performance which replicate those occurring in different

real acoustic environments.

This hypothesis will be tested by:

1. Rendering a virtual simulation of a performance space which allows a singer/speaker
to hear their vocal performance in real-time as if in the real performance space -
Section 3.4

2. Comparing objective room acoustic measurements of the real space with the virtual

simulation - Section 3.4

3. Recording vocal performances in the virtual and real performance spaces - Section
6.2

4. Collecting subjective responses from singers about their own performances in the

real and virtual space - Section 3.6

5. Analysing and comparing vocal performance parameters of singing in the real and

virtual space - Section 6.4

6. Asking listeners to judge the similarities between vocal performances recorded in

the real and virtual space - Section 6.3
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1.3 Novelty of research

This research project has two novel aspects. First, the perceptual evaluation and com-
parison of singing performances in real and virtual performance spaces has not yet been
undertaken by others who have used virtual auditory environments in research on mu-
sical performance. This project seeks specifically to determine the similarity of singing
performances in real and virtual performance spaces.

Although Multi-dimensional Scaling (MDS) has been used recently in the classification
of environmental sounds, and other sensory evaluation techniques such as Principal
Component Analysis (PCA) in the evaluation of real and virtual auditory environment
in concert halls, this research is the first to use MDS to gain an understanding of the
perceived similarities and differences between singing performances. In this thesis, MDS
analysis is used for dimensionality reduction of the multivariate perceptual data, and
complemented by “property fitting” techniques which are used to identify the perceptual
dimensions of the similarity ratings. It is the application of these techniques to the

question of musical performance similarity which is also novel.

1.4 Main contributions

Virtual Singing Studio

There has been a growing interest recently in providing real-time room acoustic simulations.
Favrot [5, 6] has implemented a loudspeaker based room acoustics simulation to facilitate
research into auditory perception. Others have included source-sound interactivity, so that
the performer can hear his/herself as if in a real performance space. For example, Uneo et
al. [7, 8] have simulated a 6-channel real-time acoustic environment for instrumentalists [9],
whilst Scharer Kalkandjiev and Wienzierl [10, 11] have simulated stage acoustics for a solo
cellist. Woszczyk et al. [12, 13] have provided virtual stage acoustics to enhance the real
stage acoustics found in concert hall venues to support instrumentalists in performance,
or to recreate the room acoustic conditions of historical venues.

The research outlined here is the only study to implement a sound-source interactive
room acoustics simulation over a three-dimensional array of loudspeakers specifically

optimised for the singing voice.

Evaluation of the Room Acoustics Simulation

Although others have simulated room acoustics for the performing musician in real-time
the present study seeks to assess the plausibility and performance of the simulation not only

by comparing objective measures of room acoustic parameters, but also through analysing

4
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and comparing singing performances made in the simulation and the real performance
venue on which the simulation is based. In this way a fuller assessment can be made of
the effectiveness of the simulation, not only in terms of verification, meeting the design
specifications of simulating the real performance space, but also in terms of validation,

meeting the needs of the user (singer).

Singing in Spaces

Investigations by Ueno, Kato et al. [14, 15] into musicians’ adjustment of musical perfor-
mance according to room acoustic conditions include a number of different instrumentalists
and one singer, but they found that the participants altered their musical performance in
different ways, and so could not generalise across the musicians in the study.

The present study concentrates solely on singing voice looking in particular at those
performance attributes which singers and listeners suggest are altered according to acoustic
environment, including measures of vibrato, tempo and intonation accuracy and precision.
Due to the fact that a number of different room acoustics configurations could be simulated
and similarly presented in the real-performance venue, alterations between different room
acoustic conditions could also be investigated as well as the assessment between the real

and simulated venue.

Quantitative and Qualitative Data

The present study attempts to evaluate the plausibility of the implemented room acoustic
simulation by combining qualitative data obtained through interviews and questionnaires,
with quantitative data on the accuracy of the room acoustic simulation assessed through
objective room acoustic parameter analyses.

Similarly, the perceptual evaluation of the singing performances recorded in the real
and virtual spaces combines quantitative assessments of perceived similarity with listeners’
subjective comments on the singing. In addition it combines perceptual mapping with

the analysis of objective singing performance attributes.

Dimensionality Reduction

Gygi [16] used MDS techniques to assess perceived similarity /dissimilarity between envi-
ronmental sounds, and Bonebright [17] used MDS to investigate methods of sonification
for auditory display of weather data. Lokki et al. [18, 19] have used other dimensionality-
reduction techniques on subjective sensory data to assess listeners’ preferences for concert

hall acoustics.
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This study is unique in using well-established multi-dimensional scaling techniques to

bear on the perception of similarity between musical phrases, specifically sung phrases.

1.5 Structure of Thesis

The thesis is organised as follows:

Chapter 2 - Simulating Room Acoustics introduces room acoustics, the behaviour
of sound in rooms and Section 2.3 describes how room acoustics are captured and analysed
via the measurement of Room Impulse Responses (RIR) . It outlines the aspects of room
acoustic conditions which have been investigated in studies of concert hall acoustics. It
then goes on to look at stage acoustic parameters which are important for the performing
musician. Section 2.4 (Section 2.6) goes on to describe techniques for providing virtual
room acoustics and how they have recently been used to simulate the room acoustic

conditions of musical performance spaces.

Chapter 3 - Virtual Singing Studio: Implementation and Verification de-
scribes the steps taken in the design and implementation of the Virtual Singing Studio,
which is designed to provide an interactive room acoustics simulation for the musician.
It first outlines a pilot project carried out to build and test a prototype VSS (Section
3.2). After a description of the performance venue which is to be simulated (Section 3.3)
the final improved design for the VSS is described in Section 3.4. A number of objective
measurements are made in the real and simulated space, and compared in order to verify
the implementation of the VSS (Section 3.5). Finally a number of professional singers are
asked to perform in the simulated and real performance spaces and are asked to describe

their subjective impressions of the VSS (Section 3.6).

Chapter 4 - Singing in Space(s) looks at the ways that musical performance in
general, and singing in particular, is understood to change according to the acoustic
environment in which it takes place. The chapter begins with a brief history of the
quantitative analysis of music performance (Section 4.2). Section 4.3 sets out the variety
of objective parameters which can be extracted from music performance for analysis and
comparison. Results of recent research into the changes in singing performance according
to room acoustic conditions are explored in Section 4.6. Section 4.7 describes a case
study of a vocal quartet which was undertaken to begin to investigate the room acoustic

conditions of the real performance venue.
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Chapter 5 - Singing Performance Analysis and Evaluation describes some of
the many available methods of undertaking perceptual evaluations of audio material,
and examines the possibility of extending these methods to the subjective evaluation
of musical performances. Techniques which allow the researcher to correlate objective
analysis with the results of perceptual evaluation are outlined in Section 5.3. Sections 5.4
and 5.5 present the results of two pilot listening tests which are undertaken to inform the

design of the main listening test described in Chapter 6.

Chapter 6 - Singing in Real and Virtual Acoustic Environments presents the
results of the main listening test carried out in this thesis. First of all it summarises
the singers’ own assessment of how their singing changed according to the room acoustic
conditions in the virtual and real spaces (Section 6.2). The results of the perceptual
listening test and subsequent dimensionality reduction analyses are presented in Section 6.3.
Section 6.4 describes the objective acoustic analysis of singing performances recorded in the
real and virtual spaces. These objective attributes are used to inform the interpretation of
the results of the perceptual evaluation of the recorded singing performances as described
in Section 6.5. In addition analyses of variance (ANOVA) are performed to test for
the effects of room acoustic conditions and simulation (real or virtual) on the measured

performance attributes and listeners’ similarity judgements. (Section 6.6)

Chapter 7 - Conclusion brings the results of the objective and subjective evaluations
of the VSS together and examines the evidence to support the main hypothesis. Some
future work which could be undertaken to improve the VSS is suggested in Section 7.1
together with ideas for further work in the analysis of singing performance. Section 7.2
summarises some of the possible areas of application for the research in this thesis and
the Chapter concludes with some final remarks on the implementation and evaluation of
the VSS.



Chapter 2

Simulating Room Acoustics

2.1 Introduction

This chapter opens with a brief introduction to sound as a wave (Section 2.3), and the
behaviour of sound inside rooms (Section 2.3.1).

Section 2.3.2 outlines some of the methods available for capturing and recording the
acoustic properties of rooms and Section 2.3.3 goes on to define some of the objective
room acoustic parameters which can be measured and evaluated. Section 2.4 discusses
the influence of room acoustic characteristics on the experience of music-making for
listeners and performers. Measurements of room acoustic properties which are of specific
importance to the performing musician are described in Section 2.4.2 and performers’
perceptual evaluation of concert hall stages are outlined in 2.4.3.

Methods of auralisation, that is making audible the data captured in room acoustic
measurements so that one can “hear the room” are laid out in Section 2.5. Section 2.6
discusses the implementation of virtual room acoustic simulations which operate in near
to real-time in order to allow a performing musician to play and hear him/herself as if in
a concert hall or other venue. The subjective and objective evaluation of such systems

are considered in Section 2.6.4.

2.2 Acoustics

Sound is a variation in pressure which is sensed by the human auditory system and
perceived as sound. The human auditory system is sensitive to variations in pressure
which occur within the frequency range of 20 Hz to 20,000 Hz. Sound propagates through
different media - gas, liquid or solid - as a wave.

Sound waves in the free field, which do not interact with objects or surfaces, propagate

outwards in three dimensions, and no acoustic energy is lost as the original sound-producing
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disturbance spreads. However, sound intensity decreases as the acoustic energy is in effect
spread over a sphere. Sound intensity, which is measured in Watts/m?, is a measure of
the amount of energy which passes through a unit area in a one second, and is inversely
proportional to the distance from the source. This relationship is captured by the Inverse

Square Law

WS ource

42

where [ is sound intensity (in W/m?), Wi,uree is the power of the source (in Watts),

I x (2.1)

and 7 is the distance from the sound source (in m).

After calculating various distances using Equation 2.1 it can be seen that a doubling of
distance from the source to receiver results in a 6dB drop of sound intensity level (except
in the near-field, which is approximated by a radius equal to the size of the source itself).

Sound Intensity Level (SIL) is expressed as the ratio of the sound in question to a

standard reference level, and expressed in decibels (dB).

Wi
SIL =101 — 2.2
0410 Wy ( )

where SIL is sound intensity level, Wy is the actual sound intensity and W, is the
reference level 1 picowatt/m? (10'2 W/m?).

Whilst sound intensity measures the amplitude of a sound wave at a particular point
it is not the most perceptually relevant measurement of the amplitude of a sound. The
human auditory system is sensitive to pressure, and so measuring the pressure level is a
more relevant way of describing the amplitude of sound waves.

Sound intensity is proportional to the square of the Sound Pressure Level (SPL), which
is also measured relative to a reference source, in this case 20 micro Pascals (u), and

expressed in decibels.

P
SPL = 20log1g— (2.3)
Py

where SPL is sound pressure level, P is the pressure of the source in question, and Ps
is the reference source of 20 micro Pascals (u).

The difference in Sound Pressure Level (SPL) between two sound sources can also be
expressed in decibels using equation 2.3, where P; and P, are the sound pressure levels of
the two sound sources respectively. A doubling in SPL is equivalent to an increase of 6
dB, and a halving in SPL is equivalent to a decrease of 6 dB.

A thorough introduction to physics of sound and its perception can be found in [20)]
and [21].
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2.3 Room Acoustics

Many sounds, including musical sounds, are heard inside rooms and hence the behaviour
of sound waves as they interact with objects and boundaries must be considered, as it is

this behaviour which characterises sound in rooms.

2.3.1 Sound propagation in rooms

Within a room, sound waves are transmitted through the air from sound source to listener,
but the surrounding walls, ceiling, floor and other reflective surfaces within the room all

play a part in transforming the sound that eventually reaches the listener’s ears.

Direct Sound and Early Reflections

Direct sound travels in a straight line from the sound source to the listener and is the

first element to arrive at the listener’s ears, as illustrated in Figure 2.1.

Direct sound

Bang! e,

Direct sound

Amplitude

. . -
Time

Bang!

Figure 2.1: [llustration of the direct sound in a room, from [20, p.262] used with permission

A number of early reflections follow soon after, which have reflected off two, three
or more surfaces before arriving at the listener position. (Figure 2.2). In most concert
hall environments the first early reflection arrives at the listener very shortly after the
direct sound. This first order reflection is lower in amplitude than the direct sound, as it
has travelled from the source and reflected off one surface, before arriving at the listener.

The next successive early reflections decrease in sound intensity at a rate of 6 dB for

10
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each doubling of distance travelled, however their timing and frequency content will differ
according to the material, size and positioning of the walls and ceiling in the space and

their absorptive or reflective qualities [22, 23].

O]

\Bang! — .
i

" Early reflections

1

Amplitude

Time
Bangl!

Figure 2.2: [llustration of the early reflections in a room, from [20, p.262] used with permission

Within a large room early reflections typically arrive at the listener within about 50 -
80 milliseconds of the direct sound. However, early reflections which arrive within this
time period are not perceived as separate events, but rather reinforce and/or colour the
direct sound [24].

In general, in medium to large concert halls the first reflections to reach the audience
position are from the nearest side walls (lateral reflections), or from the ceiling. However,
the exact timing and level of early reflections for the listener will of course depend on
the audience member’s position within the audience areas. Similarly, on the stage of
the concert hall, the timing and level of early and late reflections are important for the
performing musician in order that they can hear their own sound, as well of that of other
musicians in the ensemble, and furthermore gain an impression of the size and shape of

the auditorium.

Reverberation

After a certain time reflections arrive at the listener which are much lower in amplitude
and temporally closely spaced; these late reflections are perceived as reverberant sound

(reverberation) as illustrated in Figure 2.3.

11
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Figure 2.3: Illustration of reverberant sound in a room, from [20, p.262] used with permission

The reverberant sound level in a space is reached when the rate of energy supplied by
a continuous sound source is equal to the rate at which the sound is being absorbed by

the room [24].

Source localisation

In general terms, a listener will locate the position of a sound source relative to their
own position according to the direction at which the direct sound arrives at the ears.
In addition, the timing and the balance of direct sound and early reflections will help a
listener to judge their distance from the source. The Inter-aural Time Difference (ITD),
the difference in arrival time of the direct sound at each ear plays the biggest role in
source localisation at lower frequencies. In contrast the Inter-aural Level Delay (ILD), the
difference in level between the two ears, is more useful at higher frequencies, due to the
shadowing effect of the head.

When close to the sound source the direct sound dominates whilst early reflections are
delayed and much weaker relative to the direct sound. When the listener is positioned
further away from the sound source, early reflections arrive much sooner after the direct
sound, and are only slightly lower in amplitude, since they have not travelled so much
further than the direct sound itself [24].

Additionally, impurities in air do serve to absorb some sound energy, most importantly

at higher frequencies, so a sound will not only decrease in amplitude level as the listener

12
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moves away from the source, but will also become “duller” (less energy in the higher

frequency regions of the spectrum)

2.3.2 Measuring Room Impulse Responses

A Room Impulse Response (RIR) can be thought of as the “acoustic signature” of a room i.e.
the response of a room to an excitation signal for a given source and receiver combination.
RIRs can be either measured in situ or simulated through computer modelling.
Measuring a RIR involves playing an audio excitation signal in the room and recording
the response. The excitation signal used must have sufficient energy across the spectrum
to ensure a good signal-to-noise ratio at all frequencies. Two main methods exist: through
direct measurements with impulsive excitation signals or through indirect measurements
via wideband signals, such as noise, or narrowband signals, such as sine sweeps or time-

stretched pulses.

Impulsive excitation

Traditionally loud impulsive excitations such as gun-shots, canon or electrical sparks were
used to record room impulse responses. No post-processing is needed in this method, as
the recorded gun-shot in the space represents the room impulse response directly in the
time domain. These methods have fallen out of favour, mainly because the frequency
response of such excitation signals are not perfectly flat across the frequency spectrum

and it is difficult to guarantee a sufficient energy level of the signal.

Noise excitation

Noise signals can be used for the purpose of RIR measurement utilising random or pseudo-
random broadband noise output from a loudspeaker. The decay curve of the room response
can be measured once the noise source has been switched off. Time-based room acoustic
parameters can be obtained this way, but energy-based parameters such as Clarity (Cgg)
cannot be evaluated since this method does not produce an impulse response to allow for

the calculation of energy content across the spectrum.

Sine sweep excitation

The exponential swept sine (ESS) technique allows the measurement of the impulse
response of a system, and at the same time, any distortion present in the system can be
removed (see Section 2.3.2). It has been developed by Farina [25] and has been shown to

be robust for many applications.

13
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A logarithmic sine sweep is synthesized with constant amplitude, increasing expo-
nentially in frequency per time unit. The resulting sweep moves slowly through low
frequencies but travels faster through the higher frequencies, meaning that the spectrum
is attenuated by 3dB per octave.

The sine sweep is output to the room, recorded and then deconvolved with an time-
inversed filter of the original input sine sweep. The time inverse filter must account for
the amplitude envelope of the input sweep, and hence an amplitude envelope must be
applied in order to eventually obtain an impulse response with a flat spectrum. This
results in a linear impulse response with an initial delay equal to the length of the input
signal [26, 25].

Any harmonic distortion present in the loudspeaker and recording equipment is now
seen in the time domain, and appears as a series of lower amplitude impulse responses
prior to the main RIR which can be easily excluded by editing out the initial time delay.
The matlab code used to generate the inverse filter and deconvolution of recorded sweeps
used in this thesis can be found on the data CDs - see Appendix A.

The exponential swept sine (ESS) technique has been used for many in-situ room
impulse response measurements in concert halls and other performance spaces (e.g.
27, 28, 25, 10]

The many different techniques for the measurement of Room Impulse Responses are
not addressed in depth here, instead the reader is referred to [26] in which Fausti and
Farina have authored a thorough comparison of RIR measurement methods. Methods for
synthesizing RIRs from computer models are outlined briefly in Section 2.5.3. A number
of objective room acoustic parameters can be calculated once the impulse response of a
room has been obtained, either through measurement or computer modelling.

The term “parameter” is used throughout this chapter (and thesis) in accordance with
ISO-3382 [29], although others prefer terms such as ”attribute” or ”"measure”. However,
there is no intention to imply that room acoustic " parameters” are able to be independently

manipulated.

2.3.3 Objective room acoustic parameters

The most well-known and widely quoted room acoustic parameter is Reverberation Time
(RT60), but of course this one measure alone cannot fully describe the complex room
acoustic conditions of performance spaces such as concert halls or churches. RT60 and a
small selection of some of the other more common room acoustic parameters are explained
briefly in this section, with particular attention paid to those which are of relevance to
the musician during performance. The equations for the objective parameters summarised

in this section are taken from [29] unless otherwise stated.

14
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Reverberation Time (RT60)

Reverberation Time (RT60) is traditionally defined as the time it takes for the sound
level in a room to decrease by 60 dB. It was Wallace Sabine (1868—1919) [30] who first
formulated the relationship between reverberation time, room volume and the total area
of sound absorbing surfaces within the room and their absorption properties.

Through exhaustive measurement and mathematical modelling, he found that reverber-
ation time for a theoretically ideal room, where all room surfaces are similarly absorbent,

is proportional to the ratio of volume to surface area and can be estimated as:

RT = 0.161V/A (2.4)

where V' is the room volume and A is a measure of the total absorption of all the
surfaces of the room.

A is calculated by multiplying each surface area by the correct absorption coefficients
for the surface material in octave frequency bands. An absorption coefficient of 1 is
equivalent to an “open window”, and so a low absorption coefficient corresponds to a

more reflective material.

A= Slal + SQ(IQ + ..+ Snan = Z SZ‘CLZ‘ (25)

where A is the absorption of the room, S, is the area of the surface (m?) and a,, is
the absorption coefficient of the surface.

Sound is also absorbed by the air inside the room especially at high frequencies and
needs to be taken into account in large auditoria. To take account of air absorption

equation 2.4 can be rewritten as

RT = 0.161V/(A+mV), (2.6)

where m is the air absorption coefficient, which is dependent on air temperature,
humidity and frequency.

Reverberation Time can be obtained directly from the RIR by measuring the rate
of decay after estimating the slope of the backward integration of the squared impulse
response [29] between -5dB and -30dB, which gives T30. Similary T20 is measured from
-5dB to -25dB. If the decay is linear then all measures of reverberation time, RT60 (T60),
T20 and T30 will be equal [25, 31].

Reverberation time varies according to frequency, meaning that RT60 values should be
calculated for frequency bands in order to characterise the room acoustics of a performance

space properly.
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Early Decay Time (EDT)

EDT is evaluated in the same way as reverberation time measurements outlined above,
but is measured from 0 dB to -10dB and then extrapolated to a drop in level of 60dB.
In this way it is another equivalent measure of Reverberation Time (RT60) and when
assessed together with T30 it can form an impression of the shape of decay within the
room. For example a shorter EDT than T30 would show that the initial rate of decay was
quicker; a rapid initial decay can be perceived as an overall shorter reverberation time
[32].

The initial rate of decay of reverberant sound appears to be more perceptually important
than the total reverberation time. A rapid initial decay is interpreted by the human ear
as meaning that the reverberation time is short [33]. Section 2.4.1 gives more on the

perceptual correlates of object room acoustic parameters.

Strength

Strength (G) is the level of the total sound in the room, relative to the free-field direct

sound energy at a distance of 10m [29].

T pA(t)dt

G = 10log {#} B (2.7)
0 plo(t)dt

where p?(t) is the sound pressure of the impulse response at the measurement point,

and p?,(t) is the sound pressure measured at a distance of 10m in the free field.

Clarity

Clarity measures, Cso and Cgg are calculated to quantify the ratio (in dB) between energy

arriving in the first 50 (or 80) milliseconds of the sound, and the energy arriving later.

E — ms
Cso = 10log {&} .dB (2.8)
E50—oo
_ EO*SOms
Cso = 10logs ——— ¢ ,dB (2.9)
ESOfoo

where Fy_s0ms is the early energy in the first 50 ms of the impulse response and Fsg_
is the late energy after 50 ms. For Cgy the upper integration limit in the calculation of

early energy is 80 ms rather than 50 ms.
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Brilliance (BR)

Defined as the ratio of energy decay in high frequencies to mid-frequencies, that is the
ratio of EDT5009 to EDT,,,;4, where EDT,,;4 is the average of EDT values at 500 and 1000
Hz.

Initial Time Delay Gap (ITDG)

Initially suggested by Marshall [34] as the delay between the direct sound and the first
reflection in the stalls and correlated with a sense of intimacy, (see Section 2.4.1). ITDG

is also a main perceptual cue for estimating a listener’s distance from a sound source.

Other objective parameters

Less frequently used parameters are not outlined here, save to mention that authors
often introduce new objective parameters when investigating room acoustics, which are in
the main reformulations of those outlined above. For example, in evaluation of acoustic
conditions of concert halls Bradley, [35] introduced “early-arriving relative sound level”
Ggo and “late-arriving relative sound level” GG, to describe listeners’ subjective impression

of spaciousness in the concert hall.

2.4 Room Acoustics and Musical Performance

A number of authors (e.g. [36, 24, 37, 38, 26, 32, 39, 40]) have studied the acoustics
of concert halls in order to identify which room acoustic characteristics are judged by
listeners to be important to the experience of listening to music in a live concert hall
setting. Knowledge of room acoustic parameters and their subjective counterparts are
used to improve the acoustic conditions of existing concert halls and to inform the design

of performance spaces in the future.

2.4.1 Perceptual evaluation of concert hall acoustics

In early studies of concert hall acoustics perceptual evaluations had to be made in situ
in the concert halls in question. Although evaluating concert halls this way provides the
most realistic and reliable listening experience, there are a number of drawbacks to this
method, including of course the time and cost involved in visiting the real venues, but also
the difficulty of comparison between halls [41]. Laboratory based methods of presenting
concert hall acoustics using auralisation techniques have been developed and the results

of these more recent studies are outlined in Section 2.6.4.
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A number of recent studies have sought to correlate subjective impressions of concert
hall acoustics with objective room acoustic parameters such as [37, 38, 32]. It should
be noted that some of the perceptual parameters outlined here have names similar to
the objective parameters summarised above. However, not all relationships between
qualitative and quantitative measures are clear cut. For example, a listener’s impression
of Reverberance can be correlated not only to reverberation time but also to the tonal
quality (bass ratio and treble ratio) of the sound in the hall.[42].

In order to distinguish concepts and indices with similar names, from this point in the
text subjective room acoustic parameters will be italicised.

For example, Cerda et al. [33] identified four perceptual categories which they found

correlated to the objective attributes of sixteen concert halls which are outlined below:

e Spatiality: measures of late lateral sound level and Inter Aural Cross-correlation

(IACC)

e Clarity-Balance: Cgy (Clarity), Speech Clarity (Cso) , Brilliance (Br), Bass Ratio
(BR)

e [Fnvelopment: Late Strength (Gygye)

e Reverberation: EDT,,;; (EDT) in mid-frequency range

Reverberance

Longer reverberation times RT60 can produce a sensation of “fullness of tone” and are
also related to a perception of warmth [43].

Early Decay Time (EDT) is very important to the perception of reverberation since
only the early part of reverberant decay is audible in continuous music or speech, whereas
late reverberant sound is only audible when there is a gap in speech or a period of silence
in music.[37]. Reverberance has also been found to correlate strongly with EDT and T30
[32].

Loudness

The perceived loudness of the sound in a concert hall or other room is described by the

Sound Strength parameter [31](see Section 2.3.3).
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Clarity

In subjective responses from audience members in Venetian churches Howard et al. found
that clarity was highly correlated with Cgg [32]. Higher values for Clarity correlate with
a perceived sense of “definition”, low values can add to the perceived “fullness of tone”,

whereas very low values can cause the impression of “muddiness”.

Warmth

The impression of Warmth can be related to long reverberation times, especially long
bass reverberation time [24]. It has also been shown to relate to strong low frequency

levels and bass ratio of reverberance [42].

Intimacy

Intimacy describes the subjective impression of the size of the concert hall, and how close
the listener feels to the sound source. A feeling of intimacy in the concert hall can be
affected by the listener’s proximity to the performers. Beranek argued [43] that ITDG,
(see Section 2.3.3 above), the time between the direct sound and the first reflection, can
be used to quantify a feeling of “acoustical intimacy” .

In his 1962 survey of 100 concert halls [43] Beranek found that the most well-liked
concert halls had Initial Time Delay Gap (ITDG) values of less than 20 ms and were
judged as more intimate. However, since the calculation of ITDG is dependent on the
location of the position in the auditorium relative to the stage, this link between intimacy
and short ITDG has been disputed. For instance, for seats further from the stage, the
delay between the direct sound and the first early reflection is shorter, and therefore
should be judged as more intimate, but subjective surveys of concert halls suggest that
the opposite effect is experienced.

Marshall [34] found also that the direction and strength of early reflections arriving

from the sides played an important role in the sense of concert hall intimacy.

Apparent source width

Early reflections which arrive from the side add to the listener’s sense of the width of the
source for example an individual instrument or the orchestra on stage. It can be described
as the “auditory width of the sound field created by a source as perceived at a particular
listener position” [44]. Marshall suggests that Apparent Source Width is influenced by
the level and time of arrival of early reflections [1].

Some room acoustic parameters seem to correlate well with the objective parameters

described above whereas for others the relationships are not simple, and inter-relationships
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occur between a number of objective and subjective characteristics.

Optiumum concert hall acoustics

Concert hall studies (for example [43, 2, 45, 34, 46, 24]) have suggested that optimum
room acoustic conditions for music performance have to strike a good balance between
clarity, sound intensity and liveness, all three of which depend on reverberation time and
the reverberant level of the sound. Sometimes this can be achieved through effective
design of the stage and auditorium, for example, by balancing a short EDT with a longer
RT60 to provide clarity and “liveness” to the music.

Sometimes, the optimum room acoustic conditions for a performance venue must also
depend on how the space is used, whether for music, presentations, orchestral or choral
music amongst other activities. In order to try and accommodate multiple uses more
effectively some performance spaces are designed with adjustable acoustic configurations
(see Section 2.4.5), usually through the use of absorbing panels and/or drapes, such as
the National Centre for Early Music (York) which is detailed further in Section 3.3.

2.4.2 Measuring Stage Acoustic Parameters

Although research into room acoustic conditions in concert halls has a long tradition, it is
only really since the late 1970s that the room acoustic preferences of performing musicians
have been investigated (for example [34, 2, 47, 24, 48, 45, 49]).

In 1989 Gade [2] produced a seminal study on room acoustic parameters from the
performer’s perspective. Gade [2] investigated the subjective room acoustic aspects which
contributed to orchestral musicians’ preferences for concert hall acoustics and tried to
relate them to objective room acoustic parameters which can be measured from the Room
Impulse Response. He also attempted to understand how concert hall design influenced
objective parameters, and in turn the musicians’ preferences.

Acoustic parameters of concert halls stages (podiums) can be calculated in a similar
way to parameters describing the room acoustics of the concert hall from the audience
area. However, the position of the source used in the RIR measurement needs to reflect
the performing position(s) on stage, and thus for his measurements Gade placed the
microphone receiver at a distance of 1m from the source in order to replicate the topology
of player and instrument [49].

With regards to podium acoustics it is generally more difficult to separate objective
parameters from their subjective correlations, especially since many of the studies in this
area arose from a desire to quantify musicians’ preferences for particular concert halls and

concert hall stages. For this reason the next section is not split along subjective/objective
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division, but rather each objective parameter is explained together with a note on subjective

preferences of musicians where these have been investigated.

2.4.3 Perceptual Stage Acoustic Parameters

The perceptual stage acoustic parameters outlined in this section are those which authors
have found most important for the musician in performance, and mostly relate to acoustic
characteristics found on the stages or platforms of concert halls.

The area of stage acoustics is relatively new, and therefore the number of parameters
defined and evaluated is small but some authors have recently investigated the relationships
between objective acoustic parameters and subjective impressions for musicians on stage
(podium), for example [50, 45, 10].

In a very recent study of the correlation between perceptual stage acoustic parameters,
perception of concert hall acoustics and musical performance Kalkanjiev et al. [10]
identified four main stage acoustic parameters, namely RT60, STy, (Late Support - see
Section 2.4.3), Early Strength (G.) and Br, which they interpreted as perceived duration
of reverberation, reverberant enerqgy, early acoustical support and timbre of reverberation
respectively.

Musicians’ preferences for concert hall and stage acoustics are varied and the same
performer may indeed express preferences for different acoustic characteristics of the
performing venue. The desire for two different types of feedback from the performance
venue is summed up in a quote from harpsichordist Tom Beghin who took part in a study

of virtual stage acoustics by Woszczyk et al.

Musicians prefer smaller, narrower spaces where much of the emitted sound
returns to them relatively early, but they also like rooms of larger cubic capacity

where ambient sound does not become excessively loud or reverberant [13].

Stage acoustic preferences of musicians can also be influenced by the repertoire
performed, or by the performing forces employed.

In general, stage acoustic conditions are concerned with levels of support for the
musician’s own sound, ease of hearing others on stage and the effect of other musicians
and musical instruments (as well as platforms, scenery, chairs etc.) on the stage [45].
These attributes are related to the ratio of measured levels of early and late energy in the

sound on the stage, and hence Stage Support and Ease of Ensemble are considered here.

Early Ensemble Level Hearing Others

Gade[39)] initially introduced Early Ensemble Level (EEL) measured across the stage, to

reflect the balance of early to later arriving sound, in order to quantify the impression of
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being able to hear fellow performers Hearing Others.

EEL = 10log {Eo‘ﬂ} ,dB (2.10)

0—10ms
where Ey_goms is the energy present in the impulse response between 0 — 80 ms, and
Eo_10ms is the energy present in the first 10 ms of the impulse response.

However, his later work found that EEL was directly related to ST .. which can be
used for assessing the ease of mutual hearing between musicians on stage for ensemble
playing.

It is worth noting that stage acoustical conditions are very diverse; even within a

single hall stage support values can vary in as much as 10dB (e.g. [51, 49]).

Stage Support Hearing Oneself

Gade [2] was the first to suggest the objective parameters of Stage Support (ST1 and
ST2) to quantify the musician’s impression of Support or Hearing Oneself.

Measures of support describe the energy ratio between the direct sound (of the
performer) and reflected sound (from the room or stage area). It is measured with a
source on stage at 1m above the floor and a microphone at a distance of 1m, to represent

the relative position of musician and instrument.

Es— ms
ST1 = 10log {ﬂ} .dB (2.11)
EO*IOms
Eso
ST2 = 10log {M} ,dB (2.12)
0—10ms
(2.13)

where F_100ms 18 the total energy present in the impulse response between 20 — 100
ms, Fog_200ms 1S the total energy in the impulse response between 20 — 100 and Fy_19pms
is the total energy present in the first 10 ms of the impulse response. The reference time
window of 0 — 10 ms is used to include the direct sound but to exclude the floor reflection
from the instrument.

Gade [39] found that musicians’ impression of Support was significantly correlated
to ST1 and ST2, and a ST2 value of around -12dB was preferred by orchestral players.
He found that ST1(equivalent to ST, was significantly correlated for the performing
musician with the subjective impression of being able to “hear oneself”.

Several measures of stage support are now used in the evaluation of concert hall
stages (for example [43, 51, 49, 49]) including STcqpiy, STiare and STy, where STy
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is equivalent to ST1 as defined by Gade [2]. ST is the balance of energy between the
direct sound and the late arriving energy, and STy, is the balance of energy between the

direct sound and the sound in the first second of the sound, calculated as follows:

Eioo— ms
STiate = 10log {w} ,dB (2.14)
EO—lOms
EQO*lOOOms
STorar = 10l0g { =20=1000ms L 7B (2.15)
0—10ms

Dammerud [45] compared measures of Stage Support on stages and found limited
subjective relevance for musicians’ sense of their own sound being supported. Although he
did find that ST, was useful for assessing the support from the room for hearing the

sound from the musician’s own instrument [45].

Strength

Dammerud suggested that measuring Strength (G) in both the audience area and on
stage of concert halls as more robust than Stage Support (ST), not only relating to
performers’ subjective impression of Support but also in terms of objective measurements.
He argues that although ST measurement should still be made to characterise stage
acoustic conditions, future studies should also measure Cgy, G, G, and Gyu. both on stage

as well as within the audience area [52, 45].

Voice support Voice comfort

Brunskog et al [53] studied spoken voice use and speaker comfort in a number of different
rooms, including an anechoic chamber, a medium size lecture room and large auditoria
and found that lateral and vertical early reflections were necessary for the speakers to feel
comfortable with a perceived good level of support for the voice.

Brunskog, Gade, Payéd-Bellester & Reig-Calbo [53] proposed a new measure of “Room
Gain” (Gpre) which is described as “the degree of amplification offered by the room to the

voice of a speaker at his/her ears, considering only the airborne paths” and defined as:

GRG = LE — LE,ach (216)

where Ly and Lg 40, are the overall impulse energy level of an impulse response taken
between the mouth and ear of a dummy head torso measured in the room and in the
anechoic chamber respectively. Room gain has been shown to correspond to the subjective

sense of the room adding Support to the voice.
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In 2011, in a comment on the Brunskog et al. paper [53|, Pelegrin-Garcia [54] proposed
a new measure of “Voice Support (STy)”, which is an equivalent metric to Room Gain
(Gge) but using a more sensitive measurement method by introducing restrictions on the
placement of the Head and Torso Simulator (HATS) used in the measurement. Making
sure that the HATS is at least 1m away from any reflecting surface, STy, can be calculated
from a single impulse response measurement by windowing the impulse response signal
to evaluate levels of direct and reflected sound separately. STy is then defined as the
difference between the reflected sound and the direct sound from the HATS’ mouth to

ears impulse response.

STy = Lg, — Lgq,dB (2.17)

where L, is the energy level of the reflected sound and Lg 4 is the energy level of the
direct sound [54, p.1162]. Pelegrin-Garcia noted that the measurement of Voice Support

is related to Room Gain through the formula:
Gra = 10log(10°7v/* 4+ 1), dB (2.18)

Reveberation Perception of Reverberation

Running Reverberation has been posited by Griesinger [55] as a measure of reverberance
as perceived by a musician whilst playing.

Following listening tests where musicians were asked to match varying reverberation
times and levels, Griesinger noted the levels of reverberation which musicians perceived to
be matching had similar ST levels if the integration times were adjusted to 160ms. This
lead him to propose that an objective parameter to account for subjective Musician Self
Support might be Running Reverberation (RR160)

(2.19)

E — ms
RRig = 10l0g {—}

FE160-320ms
where Ey_160ms and Figp_320ms 1S energy in the impulse response in the two time

intervals 0-160 ms and 160-320 ms respectively.

2.4.4 Performance spaces and musical style
Performance characteristics

It has already been suggested that musical performance changes according to the room

acoustics of the performance space, and this will be discussed in further detail in Chapter
4.
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It is also widely agreed that different styles of music are suited to different room
acoustics. For example, highly contrapuntal music with many independently moving
musical lines will be blurred and muddied in a performance space with long reverberation
times. The same long reverberation time, however, would suit slow moving homophonic
choral music or plainchant.

In their study of eleven Venetian churches Howard and Moretti found the “largest
churches poor for performance of complex choral music involving advanced polyphony
and /or multiple choirs” whereas in the larger churches higher frequencies were strongly
dampened, leading to low values for clarity and brilliance, which meant they were perhaps

best suited to plainchant consisting of one single melodic line [32].

Compositional styles

Distinct performance styles stemming from differences in room acoustics will in turn
influence the compositional style of music written for a specific place. Throughout history
musicologists, musicians and composers have noted that different spaces suit different
styles and vice versa. A composer writing with a particular performance space in mind
will alter their compositional style accordingly. For example, Henry Purcell’s compositions
for the resonant open spaces of Westminster Abbey differ in style to his music composed
for the smaller Chapel Royal [56].

It is interesting to compare how performances of different compositional styles (ideally
from the same composer) change to suit the room acoustics of their original performance
space. In Section 4.7 three pieces by the same composer but in different styles have been

recorded to allow such a comparison.

2.4.5 Adjustable room acoustics

Adjustable acoustic systems are often installed in buildings which are not primarily
designed as concert halls, or in multi-purpose venues, where a number of different room
acoustic settings are needed to accommodate performance of a wide range of musical
genres, as well as spoken presentations.

Passive adjustable acoustic systems which rely on the physical opening/closing of
boxes and drawing out of drapes are termed “passive acoustic systems”, whereas electronic

systems, employing microphones and loudspeakers are termed “active acoustic systems”.

Active acoustic systems

An active acoustic system, sometimes known as a Reverberation Enhancement System

(RES), can be used in auditoria or halls where the room acoustic properties are not
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desirable, in order to improve the architectural acoustic characteristics, or to optimize
parameters such as RT60 for specific purposes.

An active acoustic system detects sound in the auditorium via a number of microphones,
processes the microphone signals electronically and then outputs the processed sound
back into the auditorium [57].

Two main types of active acoustic systems exist, and there are a number of commercial

systems are currently available:

e in-line systems employ a small number of directional microphones close to the
performance platform and generate early reflections and late reverberation which
is fed to the main auditorium (seating areas). Acoustic feedback is avoided by

maintaining a high ratio of direct to reverberant sound [58].

— LARES system (Lares -Lexicon Inc [59])

— System for Improved Acoustic Performance (SIAP [60])

e non-in-line (regenerative) systems use microphones placed around the audito-
rium to increase reverberation time and signal processing methods are used to avoid
instability [57, 61].

— Wenger V-Room virtual rehearsal room
— Meyer Sound Constellation System
— Yamaha Active Field Control ([62])

For non-in-line (regenerative) systems a number of methods have been developed in
order to increase the Gain Before Instability (GBI) of the system, to avoid or lessen the
risk of acoustic feedback loops. For instance, by introducing time-varying gain to the
microphone signals or using time-variant filters in the reverberation algorithms deployed
62].

Griesinger has an informative article on his own website [40] about his recent experiences
with active acoustic systems in concert halls, and Poletti [57] gives a good overview of

systems currently in use.

Electro-acoustic enhancement of rehearsal rooms

Lokki and Hippaka implemented an RES “active wall” system in a rehearsal room,
consisting of an anechoic wall fitted with a number of loudspeakers, fed by microphones
in the “stage” area of the room. Such a system can be used to enhance the reverberation

in a (medium to large) rehearsal room [63]. Early reflections are present from the room
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Figure 2.4: Active wall system in rehearsal room for symphony orchestra from [63]

itself, but later reflections and diffuse reverberation, which would otherwise stem from the
main body of the auditorium, are modelled and output to the loudspeakers in the “active
wall”.

Lokki and Happaka’s system incorporates a time variant reverberation algorithm, in
which each of the four channels includes a delay line, a low-pass filter and a comb-all
pass filter. The feedback coefficient of the comb-all pass filter is modulated over time
by another continuous signal, such as a low frequency sinusoid. This has the effect of
avoiding the positive acoustic feedback which would otherwise arise between microphone
and loudspeakers at certain frequencies, leading to the characteristic “ringing” of feedback
loops in the system and eventual instability. The time-varying delays introduced in the
reverberation algorithm allow the gain before instability (GBI) to be higher. There are
no perceived pitch changes in the reverberant sound in this system since the modulation
shifts the frequency peaks in the spectrum in different directions.

Pétynen has developed a similar system suitable for use in small practise rooms with
good results. However, the system is not designed to simulate early reflections, and this
was recognised in the subjective responses from players using the “acoustically enhanced”
practice rooms, who advised that more support for ensemble playing was desired [64].
Indeed one player suggested that “there can never be too much support” [64, p68].

Such systems, where the stage acoustics (early reflections) stem from the physical
room, and the later reverberation is enhanced electronically, can be thought of as a step

towards a full interactive Virtual Acoustic Environment (VAE) (discussed in Section 2.6).
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The importance of room acoustic characteristics for performers and audience alike,
together with methods used to enhance the room acoustic conditions of performance spaces
have been outlined above. The next sections go on to describe the processes required in
providing “virtual room acoustics” for a performing musician, which might facilitate the
proposed investigation of musical performance attributes as they change with varied room
acoustic conditions. Section 2.5 begins by detailing the technique of “auralisation”, which
is part of the fuller process of implementing a Virtual Acoustic Environment or room

acoustic simulation.

2.5 Auralisation

As outlined in Section 2.3.3, an RIR can be evaluated through signal processing techniques
to enable measurement of various time and energy based room acoustic parameters.
However, in order to allow subjective evaluation of a room’s characteristics, “to hear the
room”, the numerical data contained in a room impulse response must be “auralised”.

Vorlander defines auralisation as: * the technique for creating audible sound files
from numerical (simulated, measured, synthesized) data” [22, p103]. In this sense it is
analogous to “visualisation” which renders numerical data in a visual format.

Kleiner et al. define auralisation more specifically relating to room acoustics as:

...the process of rendering audible, by physical or mathematical modeling, the
sound field of a source in a space, in such a way as to simulate the binaural

listening experience at a given position in the modeled (sic) space [65].
Kleiner et al [65] describe four main types of auralisation :

e “Fully computed auralisation ” - computer model used to predict binaural RIR,

which is then convolved with sound source material

e “Computed multiple-loudspeaker auralisation ” - computer model used to synthesize
RIR, convolved with sound source on multiple-channels and presented over multiple-

loudspeakers

e “Acoustic scale-model technique” - a physical scale model is produced, and audio
source material played into the model after being scaled in terms of frequency, the

resulting sound field is recorded and reproduced over headphones/loudspeakers

2

e “Indirect acoustic scale-model auralisation ” - a physical scale model is made,

binaural RIR of the model measured and convolved with sound source material
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The first two in this list are now the most commonly used, although scale-model
techniques were once popular, see for example [66, 67, 46, 24].

An RIR could also be obtained by in situ measurement (see Section 2.3.2) rather
than modelling, in which case the process is more correctly understood as “room acoustic
simulation” rather than complete auralisation where all elements of the auralisation chain

are modelled.

2.5.1 Auralisation chain

Auralisation is a multi-step process in which each element of the process, or auralisation
chain, must be carefully implemented in order to avoid undue colouration of the eventual

auralised sound field.

2.5.2 Sound Source

Two sound sources in the auralisation chain may be identified, namely the sound source
used in the original Spatial Room Impulse Response (SRIR) measurement and the sound
used as the source material (often music or speech) for the auralisation. In studies of
concert-halls, the measurement sound-source has traditionally been an omnidirectional

loudspeaker on the stage, and the RIR captured at different points in the audience area.

Sound source for SRIR Measurement

Methods of SRIR measurement were outlined in section 2.3.2. Early auralisation techniques
used omni-directional point sources as the measurement source and monophonic anechoic
recordings as source material. The poor perceptual quality of auralisations made in this
way means these early attempts have largely been superseded by techniques which now
aim to capture and retain the directional properties of the sound source, i.e. the frequency
dependent radiation characteristics of the musical instrument, speaker or singer within
the auralisation chain.

To enable successful and natural sounding auralisation the directivity of the eventual
source sound material must also be taken into account and replicated in the auralisation
chain.

The directivity information could be included at the SRIR measurement stage, by
outputting the measurement source signal with a loudspeaker which replicates the source
directivity of the instrument or voice which will eventually be included in the auralised
sound field.

Kearney has devised a method whereby a number of measured room impulse responses

(RIRs) are combined in suitable ratios in order to approximate the directivity characteristics

29



2.5. AURALISATION

of the source sound which improved the subjective evaluation of virtual acoustic recordings.
Kearney [44] showed that including some source directivity information in the signal
chain, even if in a simplified form, for example, averaged across perceptually relevant

frequency bands, increased listeners rating of the naturalness in auralisations.

Source Material - Directivity

At its most basic level the sound source in an auralisation can be represented by a
monophonic source. However, for complex sound sources, such as music ensembles or
orchestras, a point source will not suffice, since much of the spatial information of the
orchestra and also the variable and frequency dependent radiation patterns of orchestral
instruments are lost in this method [68].

Approaches in this area include directional filtering of an omni-directional source [69],
or the use of multi-channel recordings [70]. Lokki and Patynen have produced anechoic
orchestral recordings where each instrument is recorded individually (with timing and
dynamics aided by the use of a video of the orchestral conductor) and instrumental
radiation characteristics are maintained [71].

Other authors, (e.g. [72, 73, 69]) have developed multi-channel recording techniques
in order to preserve the source radiation characteristics of a single musical instrument,
singer or group of instrumentalists.

Wang and Vigeant [74] found that using an omni-directional source for auralisations
can lead to erroneous reproductions in terms of measures of Cgy and RT60. Although low
frequencies from the source loudspeaker are almost omnidirectional, higher frequencies
output will be more directional in nature, so that the room in effect is less excited at
higher frequencies and the receiver microphone captures less reverberant energy at higher
frequencies. The direct sound then has more relative energy at higher frequencies than
in the lower parts of the spectrum, leading to higher clarity values being calculated in
the upper octave bands. Their subjective testing revealed that, when convolved with
anechoic recordings of instrument or voice, highly directional sources (corresponding to a
sixteenth-tant of a sphere) were distinguished from those using an omni-directional source.

Recent implementations of virtual auditory environments for performance (speech and
music) have measured SRIRs using directional sources. Rindel [75] used a large number
of microphones arranged around the instrumentalist and used the resulting directivity
pattern in the sound source in a modelled auralisation. Subjective testing showed that a
directional sound source was preferred by listeners.

Head and Torso Simulator (HATS) have been used to capture the Binaural Room
Impulse Response (BRIR) for measurement of performance spaces for singers/speakers

such as classrooms and concert halls, and for the implementation of virtual performance
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spaces for singing or speech. For example, the measure of “room gain” used to characterise
the support offered to the voice user in a room proposed by Brunskog [53] (see Section
2.4.3) is based on the measurement of BRIR using a HATS.

Cabrera et al [76] use Oral-binaural room impulse response (OBRIR) to describe the
room acoustic response from the mouth to the ears of a dummy or real head measured with
a HATS in particular to measure “room gain” and “stage support” as this represents more
accurately the directivity of the spoken or sung voice. Although there is little published
data in this area Cabrera et al. [77] show that the singing voice is highly directional
especially in the 2 kHz and 4 kHz octave bands.

Anechoic source material

All studies mentioned above use anechoically recorded source material in the auralisations.
However, there is an inherent problem in the use of anechoic source material for auralisation,
in that a musical performance in an anechoic chamber will differ in many ways from
a performance given in a concert hall. Musicians adapt their performance to suit the
acoustic characteristics of the surrounding performance. Moreover, the anechoic chamber
itself is an unnatural acoustic environment which many musicians find negatively impacts

their performance due to the lack of auditory feedback from the room.

2.5.3 Room

Techniques for measuring Spatial Room Impulse Responses (SRIR) have already been
outlined in Section 2.3.2. SRIRs can also be synthesized by computer models, for which a

number of different methods exist.

SRIR Synthesis

A number of methods exist to computationally derive a SRIR from a 3-dimensional
computer model, the most common of which are scale models, wave-based methods and

ray-based methods.

Ray-tracing methods

Ray-tracing techniques consider sound waves as a ray, and track these rays as they travel
and reflect within a room. The main disadvantage of ray-tracing techniques is that sound
does not travel like a ray, and therefore a number of densely spaced rays need to be used

in order to try to model the sound field faithfully.
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Image source methods

A listener in a room perceives each reflection of a source within the room as if it were
radiating from a point beyond the reflecting wall. Image source methods model reflections
off the boundaries of a room as if they mirror virtual (image) sources beyond each

boundary.

Figure 2.5: Representation of image source model from [22, p.200]

Figure 2.5 illustrates a simple case of this model; S is the sound source within the
room, R is the receiver and the grey circle represents the virtual source which is modelled
to mimic the reflection path from source to receiver as it would reflect off the virtual
surface r. The main disadvantage of image-source models is that a large number of source
images need to be computed to accurately model the sound field and scattering and

diffraction characteristics of acoustic reflections are hard to achieve.

Wave-based methods

The wave equation is the complex mathematical equation which describes the propogation
of sound waves in time and space. Wave-based methods attempt to solve the wave
equation numerically, by generating a mesh of points to cover the space inside a room
(Finite Element Method (FEM)) or the surfaces of the room (Boundary Element Method
(BEM)). Using such methods a complex transfer function of the room can be obtained
in the frequency domain which can then be transformed into a SRIR by inverse Fourier
transformation. Finite-difference Time Domain (FDTD) methods make a time domain
approximation of the wave equation by discretizing time and space and calculating the

pressure or particle velocity for each point. Currently all such methods need to generate
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large numbers of elements in order to accurately simulate the sound field, which is heavy

on computation time.

Hybrid models

Vorldnder [22] argues that some of these methods alone are not yet capable of simulating
sound fields with sufficient accuracy, but that hybrid models which simulate specular and
diffuse reflections achieve much more plausible results.

Current research seeks to provide hybrid models for RIR synthesis in order to keep
the advantages of both methods, whilst ameliorating the drawbacks. One such model is
the hybrid digital waveguide mesh [78, 79, 80] which uses FDTD for low frequencies and

geometric modelling methods for high frequencies.

Comparison of modelled and measured SRIRs

At present auralisations using computer-modelled RIRs have never been judged to be as
“authentic” as those based on real acoustic measurement data (measured RIRs) [44, 81].
However, auralisations based on measured SRIRs are challenging since a large number of
listener positions need to be measured within the space.

On the other hand, a number of listener positions within an acoustic model can be
generated, and techniques are being developed to facilitate the interpolation between such

points to enable a virtual walk-through of a space, for example [82, 44].

Binaural Room Impulse Responses

A Binaural Room Impulse Response can be defined as “the signature of the room response
for a particular sound source and human receiver” [65]. A BRIR is needed if the final
auralisation is to be rendered binaurally over headphones or loudspeakers with cross-talk
cancellation. Previous room acoustic simulations for singers have shown that many singers
prefer not to wear headphones whilst singing (See Section 2.6.3 and Section 4.6.2 for more
information on this point). BRIRs are not necessary in loudspeaker-based multi-channel

auralisation reproduction methods and are therefore not explored further in this thesis.

2.5.4 Convolution

Convolution of the RIR with a sound source can be calculated either in the time domain
using finite impulse response filters (FIR) or in the frequency domain using Fourier
transformations (FFT) [22, p138].
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2.5.5 Rendering and Reproduction

Spatial sound rendering is a two stage process which encompasses the encoding of audio
signals to contain spatial information, and the subsequent decoding of the encoded signals
to allow playback over loudspeakers or headphones.

There exist numerous spatial sound rendering techniques for example,

Wavefield Synthesis (WFS) Attempts to recreate the spatial sound field by synthesis-

ing wave fronts via a large number of loudspeakers [83]

Ambisonics Represents the spatial sound field with four co-incident microphone signals
which are then decoded to simulate the pressure and velocity components of the

sound field at the central listening position [84, 85]

Vector Based Amplitude Panning (VBAP) recreates the positions of virtual sound
sources over multiple loudspeakers by amplitude panning between pairs or triplets

of loudspeakers [86]

Spatial Impulse Response Rendering (SIRR) Spatial Impulse Response Rendering
(SIRR) analyses the room impulse response to ascertain the direction and arrival
time of reflections which are synthesised using Vector Based Amplitude Panning

(VBAP) techniques; diffuse sound is reproduced across all loudspeakers [87, 88]

All the methods listed above are used in auralisations, but as yet there has been
no systematic objective or subjective comparison of different methods. However, some
authors have compared spatial audio techniques for specific purposes. For example,
Kearney compared different techniques for rendering audio to multiple listener scenarios
and found that VBAP was good for localization of stationary sources, but that Ambisonics

was best for moving sound sources [44, 89].

Reproduction methods

Reproduction of 3-D sound fields can be implemented over multiple loudspeakers or
headphones. Headphone based auralisation is not examined in great depth here due to the
inherent problems in headphone use by singers (see Section 4.6.2 for more on this point).

For Kleiner et al., [65] the advantage of multi-channel convolution for multiple loud-
speaker presentation is that the natural directionality of the sound field can be preserved.
However, the disadvantage of such an approach has been that the auralisation needs to be
presented in an anechoic chamber in order to avoid colouration from the room acoustics
of the listening room. Nevertheless, research on “active techniques” to allow multiple

loudspeaker systems to be used in rooms with some reverberation is ongoing [64, 90].
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Ambisonics is in effect both a rendering and reproduction method. The spatial sound
field is captured by four co-incident microphone signals (A-format) and then translated
into B-format which comprises 4 signals; the omni-directional sound field (W channel) and
X (front —back), Y(left —right) and Z (up —~down) directions. The four channel B-format
representation can be decoded to any number of arrangement of loudspeakers.

Ambisonics is simple to implement; indeed a number of software packages and digital
audio workstation (DAW) plug-ins are now available for Ambisonic reproduction over
multi-channel loudspeaker arrays (e.g. [91, 92, 93]). It is easy to adapt for presentation
over any number of loudspeakers and the decoding process means that the whole sound
field can be manipulated easily and rotated in space by applying simple trigonometric
functions.

The disadvantages of Ambisonics include the size of the suitable listening area (sweet
spot) which is extremely limited, since the method seeks to reproduce a sound field that
has been captured by co-incident microphones. In addition the presence of a listener
within the recreated sound field itself will lead to colouration of the sound field due to
obstruction and reflection effects. These disadvantages are somewhat ameliorated through
the use of higher order Ambisonics, that is adding groups of more directional components
to the original B-format signals [85]. Despite its limitations, Ambisonic reproduction has
been used successfully by a number of authors in auralisations for music and speech.

Guastavino et al [94] looked at subjective ratings for transaural (cross-talk cancelled
binaural reproduction over loudspeakers), Ambisonics and stereo and found that Ambison-
ics was rated as more enveloping and immersive than the other reproduction methods.

In a loudspeaker-based room acoustic simulation for auditory research, Favrot [6, 95]
found that a lower Ambisonics order was sufficient for auralisation of rooms where source

localization is not of immediate concern.

2.5.6 FEvaluation of Auralisation

Since there exist a number of variables in the auralisation chain, results of auralisation
can differ greatly according to the procedures used and the choices made at all points in
the process and indeed all of the components in the auralisation chain have the potential
to spectrally colour the resulting sound field. A number of studies have evaluated the
perceptual relevance of choices made at each point in the auralisation chain whilst others
have used auralisation methods to make evaluations of room acoustic conditions.
Traditionally, research in the area of auralisation of concert hall acoustics has concen-
trated on simulating and evaluating room acoustic conditions from the listening position
in the audience [96, 43, 46, 97, 36, 98, 97]. In addition most studies are undertaken under

ideal listening conditions for a single listener.

35



2.5. AURALISATION

Objective evaluation

One aim of evaluating auralisation methods is to compare the simulation against the real
listening space (e.g., concert hall) to verify that the auralisation has produced sufficiently
realistic results. The overall quality of an auralisation can be assessed objectively by
comparing the room acoustic parameters of the modelled space with those of the real
space.

For example, Lokki [99] compared reflection density, reverberation time (T30), EDT
and Csp between modelled impulse responses and measurements in the real-space.

Favrot and Buchholz [5] tested a room auralisation over multiple-loudspeaker by com-
paring six different room acoustic parameters (RT60, EDT, Cgy, G, Speech Transmission
Index (STI) and IACC) and found only small differences occurred. However, in the same
set-up speech intelligibility scores were improved by using fourth order Ambisonics instead
of first order Ambisonics.

Just Noticeable Difference (JND)s for Cgy values were studied by Cox et al., [38] by
varying Cgg values whilst keeping RT60 the same through delay and effect units played
over 8 channels. they found that different musical motifs produced different JNDs; a
Handel motif had a Cgg JND of 0.44dB whereas a musical phrase by Mendelssohn had a
Cgo JND of 0.92dB.

Subjective evaluation

Auralisations can be evaluated objectively through comparison of acoustic parameters,
but the subjective impression of the resulting acoustics should also be evaluated.

The use of auralisation techniques allows the researcher to control room acoustic
parameters or simulate the room acoustics of a concert hall under laboratory conditions
and greatly facilitates the subjective evaluation and comparison of auralisations (e.g.
[41, 100, 101, 18, 19]).

However, listening test methodology for assessment of auralisations is not standardised,
and yet the design of subjective experiments and subsequent analysis of results are not
trivial. Since auditory memory is short, ideally a listening test will give the listener
adequate opportunity to compare short audio examples a number of times, or to switch
between auralisations in real-time.

Lokki and Savioja suggest that the evaluation methodology from audio codec quality
testing can be used with good results [100, 102, 19]. A number of different methods exist
which fall broadly into three groups; 1) absolute evaluations of audio signals in terms of
subjective parameters e.g.pleasantness or warmth 2) different kinds of paired comparison

test or 3) ratings of similarity. Methods for the subjective evaluation of audio material
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are discussed further in Chapter 5.

Room acoustic evaluations can be influenced by the source material used, e.g. different
musical instruments or styles of music. For example, Chiang and Huang [103] compared
varied acoustic environments through binaural auralisation over headphones to assess
listener preferences when convolved with two different musical sources, solo cello and solo
xylophone. Overall listeners preferred RT60 values of 1.4s, but preferred longer RT60
times for cello music than for the xylophone.

Farina and colleagues [104] have compared the room acoustic conditions of five auditoria
using a subjective questionnaire and related the objective room acoustic parameters to the
subjective responses of listeners. Results have not been conclusive, for example they found
that ratings of room size were not clearly related to the actual size of the auditorium
simulated, but they did suggest that the stimulus SPL (strength factor) can substantially
influence the auditory perception of distance.

Farina et al., [28] asked listeners to use nine pairs of adjectives to assess room acoustics
whilst being able switch in real-time between auralisations of different concert halls using
the same sound source material. They found that subjective results were not well correlated
with objective parameters when the auralisation was reproduced over headphones, but
results were improved when the listening test was reproduced over loudspeakers in a

listening room.

2.6 Room Acoustic Simulations for Musical Perfor-

mance

2.6.1 Virtual Acoustic Environments

The previous section outlined the steps involved in auralisation, that is the process
of rendering a modelled or measured room acoustic sound field audible. Many of the
techniques needed for room acoustic simulation are similar to those used in the production
of virtual acoustic environments, of which auralisation is a subset.

The implementation of a VAE —also referred to as a virtual acoustic display —as defined
by Savioja et al., [68] is a three step process involving : 1) Definition, 2) Modelling and
3) Reproduction (as illustrated in Figure 2.6).

The terms auralisation and virtual acoustics are often used interchangeably in the
literature, but Savioja et al. [68] use the term “Virtual acoustics” specifically to cover the
modelling of three main aspects of acoustic communication: 1) source, 2) transmission
medium (room) and 3) receiver (listener).

Whereas they suggest that
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Figure 2.6: Schematic Diagram of Auralisation Chain, adpated from [68]

the term “auralisation” is understood as a subset of the virtual acoustic concept

referring to the modeling and reproduction of sound fields. [68, p675]

Thus, auralisation encompasses steps 2 and 3 of the implementation of a VAE. In order
to implement a real-time interactive room acoustic simulation for the performing musician,
auralisation techniques will be utilised, but certain modifications will be required at a

number of points in the auralisation chain.

2.6.2 Interactive Room Acoustic Simulations

Most of the studies outlined above use “non real-time” auralisation i.e. the audio material
is processed in advance of being presented to the listener for evaluation. However, there is
an increasing interest in the use of “real-time” auralisation (within interactive VAEs) to
investigate subjective responses to virtual acoustic displays, both from the perspective of
the listener and performer.

Recent work by Lokki et al. has added interaction into a VAE which allows a listener
to change listening positions in a simulated concert hall [68]. Another type of interactivity
is to allow the listener to move about physically within a room auralisation, for example
[105, 106].
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2.6. ROOM ACOUSTIC SIMULATIONS FOR MUSICAL PERFORMANCE

2.6.3 Interactive Room Acoustic Simulations for Musical Per-

formance

In his seminal work in 1989 [2, 39] Gade investigated musicians’ impressions of a number
of room acoustic parameters within a simulated sound field presented in an anechoic room.
His main finding for solo musicians was that the impression of Support was related to the
presence of early reflections. However, there were limitations to the simulated sound field
where the direct sound, a small number of early reflections and the reverberation was
simulated and fedback to the musician over four loudspeakers. Technical issues including
the risk of acoustic feedback (also present in active acoustic systems, as considered in
Section 2.4.5), sound signal colouration due to the use of a closely placed unidirectional

microphone and problems with calibrating the levels involved led Gade to suggest that:

The primary requirement for carrying out relevant experiments is that room
acoustic sound fields —of proper realism and with the possibility of changing

variables of potential importance —can be presented to musicians while playing

2].

A real-time room acoustic simulation for performance allows researchers to gather
subjective responses from musicians to different room acoustic parameters e.g. [107, 3, 13,
49, 108|.

Whereas a full VAE comprises three components which must be modelled —source,
medium and receiver —a virtual acoustic for real-time performance always include a real
source and receiver, and hence only the room acoustic characteristics are modelled (from
measured or synthetic RIRs). For this reason such systems for real-time performance
should be thought of as a subset of virtual acoustics, and might be more properly named
a Real-time Room Acoustic Simulation.

A Real-time Room Acoustic Simulation (RRAS) for performance must include “sound
interactivity”, i.e., the listener is also able to make a sound and hear back the response
of a simulated room in real-time. It must be noted that such a system not operate
strictly in real-time as there is always some delay inherent in the processing and sound
rendering. The term “real-time” is used here to contrast to “off-line” processing, and
encompasses systems which operate in “pseudo-real-time” that is, as near to real-time
as can be achieved and with only short latency times which are either not noticed, or
accepted, by those who use the system.

A small number of research teams are using measured RIRs specifically to recreate
a performer’s position on stage/in the hall for presentation of an interactive acoustic

environment, or room acoustic simulation, for the performer.
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The implementation of a real-time room acoustic simulation with source interactivity
involves some considerations to be made at all points of the auralisation chain and certain

challenges arise, as are outlined in the following sections.

Sound source

The source signal —i.e., the musician’s sound —must be accurately captured in a real-time
room acoustics simulation (RRAS), whilst avoiding undue colouration of the signal due to
microphone placement.

Ideally the source radiation pattern of the measurement source should reflect those of
the eventual source in the real-time auralisation. For example, Martens and Woszczyk
[109] modelled the source directivity during the RIR measurement in historic concert
halls by using a group of omnidirectional loudspeakers in order to simulate the complex
directional radiation of the pianoforte. During their subsequent performance experiment
in the VAE a spaced microphone array was used to capture the sound of the pianoforte

which was then convolved with the measured SRIR.

Source and receiver positions

In contrast to non-real-time auralisation methods, in real-time room acoustics simulations
for performance the performer’s sound acts as the sound-source and must be convolved
with the RIR of the simulated space in (as near as possible to) real-time. In order for this
to be properly achieved the Room Impulse Response must be modelled or measured from
the position of the performer in the space, rather than from a listening position in the

audience as is usual, i.e. the source and receiver positions should be co-located.

RIR editing

The RIR used in a real-time room auralisation (whether synthetic or measured) has to be
edited to remove the direct sound. Whilst editing the RIR the Initial Time Delay Gap
(ITDG) must be maintained i.e., the time between the direct sound and the first reflection.
If the listening room used for the presentation of the RRAS has a floor, then the first
floor reflection should also be removed [110, §].

Ueno et al. [7, 9] presented an RRAS for musicians in a six-sided anechoic room,
but noted the difficulty of simulating the first floor reflection since the floor in a real
performance venue could be 1.5 m from the musician (or closer if seated), much closer
to the musician than the loudspeakers located beneath the mesh floor in the anechoic

chamber.
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Real-time Convolution and Latency

“Off-line” convolution of the source sound with the SRIR can be performed in the time
or frequency domain. Frequency domain processing is quicker but both methods can be
computationally expensive, therefore, another method is needed for real-time applications.
In real-time convolution the input signal is segmented and processed frame by frame, with
the results being output in sequence [111].

In contrast to “off-line” auralisation outlined in Section 2.5 the sound source needs
to be convolved in real-time with the RIR of the simulated room either via hardware
or software applications (such as a VST plug-in in a Digital Audio Workstation), whilst
ensuring that latency is low so that no delay in the early reflections and reverberant sound
is perceived.

Miller et al. [112] infer from studies of the minimum audible movement angle for real
sources, that the minimum perceptible end-to-end latency for a virtual audio system is
about 70 ms for head movements (assuming a source velocity of 180°/s). They presume
that the same threshold would apply for all types of source-listener motion, including
when the source is fixed and the listener moves.

Wenzel [113] proposes a method of measuring end-to-end latency (which she terms
TSL, Total System Latency) and similarly expects thresholds of 92 ms, 69 ms and 59 ms
for slow, moderate and fast moving sources respectively.

Chafe et al. [114] showed that musicians asked to clap a rhythm with a partner were
able to do so successfully when the partner’s sound was delayed with time delays of up to
77 ms. However, delays above 14ms led to a deceleration of tempo, whereas short delays

up to 11.5 ms helped stabilise the tempo.

Rendering and Reproduction

Most singers report that wearing headphones alters the balance of bone conducted and
airborne aural feedback, which can be detrimental to their singing performance. Similarly
Libeaux et al., [115] carried out investigations to determine whether a virtual environment
could be used to assess the effect of room acoustic conditions and choir formation on
singers’ voices. They reproduced a virtual choir environment over loudspeakers and
headphones, to assess vocal parameters such as intonation and vocal loudness. Singers
preferred the virtual environment to be presented over an array of loudspeakers rather
then a binaural rendering over headphones. Singers reported that they found timing,

rhythm and intonation easier to control in the loudspeaker reproduction.
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Avoiding instability

In a multi-channel room acoustic simulation the sound-source is located within an array
of loudspeakers, which greatly increases the possibility of acoustic feedback loops arising,
and the system becoming unstable. A close microphone can be used to capture the
sound-source in order to ensure the level of direct sound is high relative to the reverberant
sound and hence loudspeaker output levels can be higher without instability. However,
close miking loses the directivity of the sound-source and can also cause colouration of

the output signal.

2.6.4 Evaluation of real-time room acoustic simulations

This section outlines some of the recent studies which seek to evaluate the effectiveness of

providing real-time room acoustic simulations for performing musicians.

Objective evaluation

As was seen in Section 2.5.6, an impulse response of a multichannel room auralisation
can be measured and compared with the impulse response of the real room. In her room
acoustic simulation for musicians, Ueno et al. found “quite a good accordance of the early
reflection and reverberation process ... between the real field and the simulated one” [48].

Nevertheless, as is the case for auralisation in general, the objective comparison of real
and simulated performance spaces needs also to be supplemented by subjective assessments

from performing musicians.

Subjective evaluation

Lokki et al. [105] adjusted a simulated room impulse response in a VAE and asked
participants to assess the size and shape of the virtual room with some good results, with
most of the participants reporting that they could imagine that they were in a real space,
although some small artefacts appeared such as echoes or “something unnatural” in the
end of the reverberant sound.

Ueno et al. [3] simulated a sound field for the musician using a 6-channel system
incorporating specially measured RIR on the stages of a number of concert halls of
differing sizes. The instrument sound was picked up by a unidirectional microphone and
convolved with the directional RIR in real-time. In an earlier study by the same team,
the participating musicians gave subjective responses to the simulated sound field [48];
most players found the simulated sound field gave a natural impression of playing on a
stage in a concert hall, although there was some reported tonal coloration in the higher

frequencies, due to limitations in the simulation system.
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Ueno et al [9, 3, 107, 110] used measured RIRs in order to examine musicians’ responses
to differing room acoustic conditions, by asking the musicians to evaluate their own
performances in a number of simulated concert halls. In addition they have taken
objective measures of performance such as tempo, vibrato rate and extent (see Section
4.3.11) and correlated these to subjective impressions of the room acoustics.

Woszcyk et al. [12] presented virtual stage acoustics in real-time to two violinists, whilst
being able to adjust early, mid and late parts of the sound field. Through questionnaire
and interviews with the musicians they found that three aspects were important for
performance; 1) the balance of direct sound to reverberation 2) the loudness level of
support and 3) the angle from which the early reflections arrive.

In another experiment where virtual stage acoustics were presented to a harpsichordist
in real-time, [13] Woszczyk and Martens investigated the player’s response to the room
auralisation. The harpsichordist described different aspects of the room acoustics as
forming a “triangle of listening”, where the direct sound enabled him to perceive the
sound of instrument, the early reflections and support were important for him to hear his
own playing, and the reverberation in the concert hall allowed him to imagine what the

performance might sound like to the audience.

2.7 Summary

After a brief introduction to acoustics in general and room acoustics in particular (Section
2.3), the objective and subjective evaluation of room acoustic conditions in concert halls
has been described. (Section 2.3.3). Section 2.4 outlined some of the room acoustic
parameters which are understood to be of importance for performing musicians, especially
measures which describe the musician’s impression of “hearing onself” such as ST, G,
Room Gain and Voice Support (ST,).

The chapter went on to describe the process of auralisation, that is, making numerical
data audible, which is at the heart of any room acoustic simulation (Section 2.5). Recent
and ongoing work in this area was described and the considerations necessary at all parts
of the auralisation chain were considered, in order that the most natural sounding results
are achieved.

The presentation of Real-time Room Acoustic Simulation for musical performance is a
growing area of interest at present with research teams in Japan, Canada and Finland
active in this area. The implementation of a VAE for real-time interactivity differs in
a number of ways from that outlined in Section 2.6 and certain challenges arise. These
challenges include the measurement of SRIR for use in the simulation, preserving the

directivity characteristics of the source sound and convolving the input source sound with
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the SRIR in near to real-time with no noticeable delay.

Whilst Ueno and Kato [15] have compared recordings of musicians in a number of
simulated concert hall environments, there has not yet been any thorough comparison of
musical performances produced in simulated and real performance spaces.

The following chapter describes the implementation and objective evaluation of a room
acoustic simulation (Virtual Singing Studio (VSS)) which is designed to facilitate such an
investigation. The VSS should ideally provide the singer with the required impression
of Support, without undue colouration effects from the signal processing involved, whilst
avoiding any risk of instability and acoustic feedback. These requirements will be addressed
further in Chapter 3.
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Chapter 3

The Virtual Singing Studio-

Implementation and Verification

3.1 Introduction

This chapter describes the design, implementation and evaluation of the Virtual Singing
Studio (VSS) - a (pseudo) real-time room acoustic simulation which will allow singing
performances to be recorded in a simulation of a real performance venue, subjective
evaluations by singers to be collated, and singing performances in the real and virtual
performance spaces to be compared. In order to be able to change acoustic variables of
the simulation, a real performance venue with manually adjustable acoustics was chosen
as the basis for the simulation. This allowed the measurement of a number of different
room acoustic configurations in one venue.

Section 3.2 describes an initial pilot experiment with the prototype VSS, which was
undertaken to test methodology for the main set-up.

Section 3.4 outlines how room impulse response measurements were taken to provide
the basis for the VSS and Section 3.3 gives more details of the real performance venue
chosen for the VSS.

Room acoustic parameters are evaluated in the real performance space and the virtual
performance space (as provided by the VSS) and presented in 3.5 in order to check that
the simulation was correctly implemented.

Section 3.6 then goes on to describe subjective evaluation of the room acoustic

simulation by a number of professional singers.
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3.2. PROTOTYPE VIRTUAL SINGING STUDIO

Figure 3.1: Interior, as viewed from altar, of St. Patrick’s Church, Patrington

3.2 Prototype Virtual Singing Studio

3.2.1 Methods and materials

The production of the prototype Virtual Singing Studio is a multi-step process which
involves capturing or synthesizing a SRIR, editing the SRIR to remove the direct sound
and the floor reflection, real-time convolution of the microphone input (singer) on 3
channels (Ambisonic B-Format W, X and Y channels) and decoding the resulting output

for presentation over a number of loudspeakers.

3.2.2 The Performance Space

The performance space which was simulated in this pilot study is the Parish Church of St.
Patrick, Patrington, East Yorkshire. A large parish church, it is cruciform in shape with a
length of 46m, width of 27m and internal volume of 8078 m3. This church was chosen
because its acoustic properties are known and documented and a number of computer

models of the church have already been made and perceptually tested [81, 116].
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Figure 3.2: Mean values of T30 for synthesized SRIR (model) compared with T30 values of
measured SRIR of the same space

3.2.3 Measured and Modelled SRIR

Measurements taken in the performance space are further documented in [116]. To
summarize: an omni-directional source (Genelec S30D) emitted a 15 second long log sine
sweep based on the Exponential Swept Sine (ESS) Method, as described in [25]. The
recorded sine wave sweeps were deconvolved using “AirSupply”, software written by Dr
Simon Shelley (Audio Lab, University of York) available online at www.openairlib.net
and described in [117].

The source was positioned in the middle of the crossing i.e. the area under the central
tower, and the receiver was positioned at a distance of around 8.7m in the nave, outside
the critical distance of the space which is approximately 3.76 m.

A model of the church had previously been produced by a fellow researcher (in ODEON
7.0 Auditorium), with surface absorption and scattering co-efficients, which had been
selected and optimised as part of another study whose aim was to replicate the measured

SRIR of the space as closely as possible. [116]

3.2.4 Acoustic Characteristics of the Space

In terms of reverberation time T30 the measured SRIR and the synthetic SRIR are closely
matched, as can be seen in Figure 3.2. T30 is 1.73s at 1kHz and the mean EDT is 1.4s as
quoted in [116].
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3.2.5 Editing the Impulse Responses

In the virtual acoustic environment used in this performance experiment, the singer in
effect provides the sound source (see Figure 2.6 in Section 2.5.1), so it is necessary to edit
the SRIR to remove the direct sound component. It is also necessary to remove the floor
reflection from the SRIR, as this is provided by the floor in the studio room in which the
test takes place. The relative timing, i.e. the gap between the direct sound and the first
lateral reflection, is retained in the edited SRIR. See section 3.4.6 for more on editing

impulse responses in this way.

3.2.6 Real-time Acoustic Simulation

In the performance experiment the microphone signal was convolved in real-time over
three channels (Ambisonic B-format, but the Z channel was not used as no overhead
loudspeakers were available) with the edited SRIRs in Reaper [118] using the “ReaVerb”
plug-in. The resulting signals were then decoded for a hexagonal Ambisonic loudspeaker
array using the VST plug-in “B-dec High Resolution First Order Ambisonic B-format
Decoder” [93].

microphone F——— e —— =

| | LF
| | 3channel convolution Ambisonic decoding / L

[ Channel T_| ]

I'| Ambisonic ch 1 / LB
| | B-format: W, X, ¥ g:% L
| ch4 ——— RB
| ch5 I

electrolaryngograph ch & R
| \L\
| l RF
Reaper DAW Loudspeakers

Figure 3.3: Graphical representation of real-time convolution process in proto-type Virtual
Singing Studio

Six Genelec 8040a loudspeakers were used as illustrated in Figure 3.4, mounted at
ear-height and positioned 1.75m from the central position for the performer.

A head-mounted AKG CK77 omnidirectional condenser capsule microphone was
positioned approximately 5cm from the mouth, to capture the output signal from the
singer as illustrated in Figure 3.5.

Singers were also asked to wear an electrolaryngograph, which captures a small
electrical signal measuring the contact between the vocal folds during phonation. The
electrolaryngograph signal was simultaneously recorded via the Reaper DAW to allow for

potential closed quotient analysis (see Section 4.3.5).
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Microphone  Laryngograph

Figure 3.5: Participant in trials of the prototype VSS wearing headset microphone and electro-
laryngograph

Two versions of the performance space simulation were presented to the singer (in a
randomly chosen order); one using the synthetic SRIR (“modelled space”) and one using

the measured SRIR (“measured space”).

3.2.7 Experimental Protocol

The singer was asked to warm up the voice as usual before a performance and to perform
a prepared piece of their choice. After performing in one of two simulations the singer
was asked to complete a short questionnaire based on a standard questionnaire produced
and used by Arup Acoustics as published in [37, 32] (Appendix B includes the experiment

protocol and a copy of the questionnaire).
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Participants were asked to rate, on a scale between 1 to 10, characteristics of the room

acoustics as follows:

e Volume: loud - quiet

e (Clarity: muddy - clear

o Reverberance: dry - live

o FEnvelopment: frontal - enveloping
e [ntimacy: remote - intimate

e Warmth: harsh/thin - warm

e Brilliance: dull - bright

e Tuimbre: unpleasant - beautiful

e Querall impression: poor - excellent

Eight participants took part in the study; six singers who sang and two participants
who spoke in the space. One of the participants knew the space well and was able to give
extra information about the naturalness of the simulation in comparison to his acoustic

memory of the church surroundings.

3.2.8 Results

Subjective evaluation of the simulations

Figure 3.6 illustrates the average ratings from the participants of the two simulations i.e.
the measured space (green) and modelled space (blue).

The modelled space was judged as quieter, with less clarity, reveberance, Warmth
and brilliance than the measured space. Seven out of eight participants preferred the
measured space when asked supplementary questions, and all felt that both versions
presented a frontal soundfield, which is reflected in equal low ratings for both spaces of
envelopment. The measured space scored more highly than the modelled space in terms

of overall impression.
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Figure 3.6: Average ratings (with standard deviations) by singers for the acoustic simulations:
left hand bar in each pair represents the “measured space”, right hand bar in each pair represents
“modelled space”

Analysis of vocal performances

Some initial analysis of the vocal performance was carried out, although results are difficult
to generalise since a very small number of singers took part, all with different levels of
training and singing in different styles.

One singer in particular reported that singing in the listening room (an acoustically
treated studio, with short reverberation time used for audio recording and production)
without the “virtual singing studio” system resulted in difficulties maintaining tuning,
which he thought stemmed from the lack of aural feedback provided by the acoustically
dead room. However, an analysis of the average fundamental frequencies within note
classes of sung pitches G3 (196Hz) and C4 (261Hz) for this singer shows that intonation
patterns with the system turned on or off (treated listening room) are not consistently

distinct.

System ON System OFF
Note name | Mean F0 deviation | St.Dev. | Mean FO deviation | St. Dev
G3 15.9 2.2 24.0 3.3
C4 21.2 3.5 12.7 2.8

Table 3.1: Average difference of sung note from mean measured F0 for each note class (cents)
and standard deviation (cents) with system turned on and off
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3.2.9 Discussion
Subjective evaluation

This investigation involved a small number of participants and yet produced some inter-
esting results for the further improvement and development of a Virtual Singing Studio.
The subjective questionnaire included some characteristics which participants felt
were not very relevant for the experience of singing in the real-time simulation. For
instance participants found it hard to assess Clarity, Intimacy, Timbre and Brilliance of
the simulation. This area needs further investigation as certainly some of the traditional
room acoustic parameters are not relevant when the listener and sound source are the
same person. For example, Timbre and Brilliance relate to the spectral quality of the
sound in the performance space and participants seemed to find this hard to assess.
Although T30 values are well matched between the modelled and the measured space
it is notable that all participants rated the measured space as more reverberant. It is
interesting to note that a study by Bonsi [37] looked at the audience response in eleven
Venetian churches, and concluded that the subjective evaluation of Reverberance correlated
not only to T30, but also EDT. The EDT value for the modelled space is 1.7s and 1.4s
for the measured SRIR. All participants also rated the measured space as “warmer” than
the modelled space. Bradley has shown that “warmth” can be related to high levels of

energy at low frequencies and the bass ratio of reverberance [42].

SRIR measurement

The measured SRIR used in this study was obtained with the source and receiver positions
at a distance of around 8.7m and the synthetic impulse response was based on source
and receiver at the same positions. This may explain the partcipants’ rating of the sound
field as frontal and not enveloping. In contrast, in order to correctly simulate the sound
source and sound receiver positions of a single performer (mouth and ears) the source
and receiver positions should be very close, or indeed co-located as far as this is possible

within the measurement procedure (see Section 3.4.1).

3.2.10 Summary

The main conclusion from this pilot study was that although participants rated the two
different simulations as being “good enough”, they were able to identify a difference
between the simulation based on a synthetic SRIR and that based on a measured SRIR.
Moreover the simulation based on the modelled SRIR was rated less well in terms of

Reveberance, Warmth, Clarity and QOverall Impression. It was therefore decided to use
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only measured spatial room impulse responses for the main version of the Virtual Singing

Studio as described in the following section.

3.3 The Real Performance Space

The National Centre for Early Music is housed in the medieval church of St. Margaret’s in
York. In 1999/2000 the redundant church was refurbished and converted into a performing
arts venue, especially for concerts of Early Music (music written prior to 1750). Figure
3.7 shows the interior of the church space prior to renovation, and Figure 3.8 illustrates

how the space looks when used for a concert.

Figure 3.7: Interior of National Centre for Early Music Prior to refurbishment, from the
archives of the NCEM, used with permission

The performance space has an internal volume of 3600m?® and is equipped with a
passive variable acoustics system which gives performers the opportunity, via manipulation
of wall panels, boxes and ceiling drapes, to adjust the overall absorption in the space and
subsequent reverberation time. Some of these panels are shown in Figure 3.9; the lighting
racks in the roof void can also be seen in this picture, although the black ceiling drapes

which are also housed here are difficult to make out against the dark woodwork.

3.3.1 Room acoustic configurations

The adjustable acoustics system allows at least five different configurations of the per-

formance space. For this research project three different configurations were chosen
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Figure 3.8: Concert at National Centre for Early Music to illustrate position of staging against
back wall (right of picture)

Figure 3.9: Position of a number of acoustic panels on the back wall

for measurement and investigation as outlined in Table 4.2. Mean T30 values at 1kHz,
measured across 26 receiver positions for the three acoustic configurations considered are

quoted in Table 3.2 and are evaluated by Foteinou [81] who undertook a full survey of the
space to inform room acoustic models.

Full details of room acoustic parameters evaluated in the real performance space for
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Acoustic Acoustic Qualities Mean T30

Activit Ceiling Drapes
Y Boxes 8 P of Space at 1kHz (s)

Highest berati
ighest reverberation, 9.99

Large choral (LC) All boxes closed  All drawn back .
warmth, spaciousness

Even balance between clarity and reverberation

Music recitals(MR) All boxes closed  All drawn out discrete sounds stand apart clearly 1.83
but ample reverberation

Sound absorbent space,

Lectures and speech (SP)  All fully open All drawn out giving maximum clarity 1.32
for speech
Table 3.2: Summary of acoustic configurations in the real performance space
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Figure 3.10: Floor plan of National Centre for Farly Music, York

performer positions A - D and at the listener position can be found in Appendix D and

are summarised in Section 3.5.2.

3.4 The Virtual Singing Studio Implementation

The investigation of a prototype version of the Virtual Singing Studio (Section 3.2) showed
that all singers who took part in the pilot study preferred the measured SRIR simulation,
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judging it to sound ‘warmer’, ‘more natural’ and ‘more reverberant’ and so it was decided
to use measured SRIRs for the main implementation of the Virtual Singing Studio as

described in this section.

3.4.1 Measurement of Spatial Room Impulse Responses (SRIR)
SRIR measurement sound source

The B-format room impulse responses were measured in the real performance space at a
sampling rate of 96 kHz using the Exponential Swept Sine (ESS) Method as developed by
Farina and described in [25] and outlined in Section 2.3.2.

Although traditionally an omni-directional source is used for the measurement of
spatial room impulse responses, more recently authors have used directional sources for
virtual auditory environments as is discussed in Section 2.5.2. Directivity of the source is
also important during the auralisation chain as is discussed in Section 3.4.3 and others
have used a Head and Torso Simulator for the measurement of the SRIR for this reason.
As no HATS was available for this thesis it was decided to use a Genelec 8040 loudspeaker

as an approximation of a suitable directional source for auralisation purposes.

SRIR for listener

SRIRs were measured from four separate positions to reflect the placement of individual
members of a quartet of singers (see Section 4.7). Four performance positions were chosen,

reflecting the positions freely chosen by a quartet of singers.

T

11420 Omm
1 1900.0mm

1630.0mm
2200.0mm

Singer B — Singer C

3200.0mm

_______________________________________________________________________________________________________

Singer D

Singer A
i

N

H Soundfield Microphaone

Figure 3.11: Singer positions relative to back wall

Singer positions are marked: A - Soprano; B - Alto; C - Tenor; D - Bass and their

placement relative to the far wall (back wall) of the venue are illustrated in Figure 3.11
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Figure 3.12: Relative performance positions of vocal quartet indicated by music stand placement

and a photograph showing the placement of music stands for the quartet of singers using
these positions is shown in Figure 3.12.

For each performer position the loudspeaker height reflected the actual height of the
singer involved, and four sets of measurements were made with the loudspeaker positioned
at four azimuth angles (0°, 90°, 180°, 270°).

A Soundfield SPS422B microphone was positioned to reflect a typical audience position
(2nd row of audience) as seen Figures 3.13 and 3.14. Due to time limitations only one set
of the four source performer positions SRIRs were measured in this way in the second

acoustic configuration ( Music Recital (MR)).

Measuring SRIR for performer

SRIRs were also recorded to specifically emulate the performer’s experience i.e. with
source and receiver co-located. A Genelec 8040 loudspeaker emitted a 15 second long log
sine sweep, but in this case the Soundfield SPS422B Microphone was positioned directly
above the loudspeaker as pictured in Figure 3.15.

As a HATS was not available, this loudspeaker and microphone arrangement was

chosen to mimic the mouth and ears of the performer as closely as possible.

Performer positions

At each performer position (A, B, C, D) the loudspeaker height was adjusted, and four

sets of measurements were made with the loudspeaker positioned at four azimuth angles
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Figure 3.14: Photograph to illustrate listener position Soundfield microphone position at
head-height of seated audience member

(0°,90°, 180 °, 270 °)

3.4.2 VSS Implementation

The signal chain involved in the implementation of the VSS is illustrated in Figure 3.16
and further details of all elements are found in the following sections. The singer’s voice
is captured by the head-worn DPA4066 microphone and is converted into digital format
via the RME Fireface800 external soundcard (Section 3.4.3). The voice signal is then
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Figure 3.15: Position of Soundfield Microphone placed above the Genelec 8040 loudspeaker
used to measure performer position SRIRs in the real performance space
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Figure 3.16: Graphical representation of the processing chain involved in the VSS
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convolved over four channels in the Reaper Digital Audio Workstation (Section 3.4.4) with
the measured SRIR (Section 3.4.1). The reverberant sound is then decoded for Ambisonic

presentation over a 3 dimensional array of loudspeakers (Section 3.4.4).

3.4.3 Capturing the voice signal

Using a head-worn DPA4066 microphone means that the ratio of direct-to-reverberant
sound captured at the microphone is high, which ensures that the problem of acoustic
feedback and instability can be avoided (the output level of the loudspeakers can be higher
before instability becomes a danger). It is also unseen so that the singer is not effected by
the “PA effect” of seeing and knowing they are using a microphone, which could in turn
cause the singer to alter their performance to incorporate a perceived need for microphone
technique.

As an alternative to a head-mounted microphone, a cardioid microphone attached to
the ceiling over the head of the singer was trialled for use in the VSS by a small number of
singers. Although the overhead microphone affords a high degree of realism, due mostly
to being unseen by the performer and therefore not contributing visually to the PA effect,
some singers reported informally that they perceived the reverberated sound field being
played back at a higher pitch. It was thought that this perceptual effect might arise from
spectral balance of the reverberant field produced in the VSS stemming from colouration

in the auralisation chain due to microphone type and placement.

Method

In order to compare a number of different microphone placements and types, a recording
of a female singer was made in an anechoic chamber simultaneously on 3 different

microphones:

Head-mounted microphone DPA 4066 (as used in the VSS) positioned 5 cm from

singers mouth

Baseball cap microphone DPA 4066 attached to the peak of a baseball cap worn by

the singer (a possible alternative placement) at 10 cm from singers mouth

Overhead microphone AudioTechnica PRO45 Cardioid Microphone positioned at 20cm

directly above the singers head
Far microphone AKG C414 XLS at a distance of 1m from the singers mouth

The frequency response plots of the overhead (AudioTechnica) and head-mounted
(DPA 4066) microphones are shown in Figure 3.17.
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Figure 3.17: Frequency responses of AudioTechnica Pro45 Cardiod (upper panel) and DPA
4066 (lower panel) microphones from [119]

The singer was asked to perform an excerpt from a prepared piece, and three English
language spoken word tongue-twisters on a sustained pitch (e.g. “Peter Piper picked
a peck of pickled pepper”). Recordings were made using a TASCAM DR-680 recorder
at a sampling frequency of 96kHz. Wideband spectrograms are plotted of the recorded
singing for each microphone, using the voicebox MATLAB toolbox [120] for a frequency
range up to 10,000 Hz using a Hamming window with bandwidth of 200 Hz. Long-term
average spectra are calculated by computing the average power spectra across short
time frames, to provide a ‘typical’ spectral envelope of the sound source recorded [121]
allowing longer term spectral characteristics of the recordings to be more easily compared.
Long-term average spectra (LTAS) were computed using a MATLAB function based
on Monsons [121] analysed over 2048 data points resulting in a frequency resolution of
46.87Hz (96000Hz/2048).

Results

Comparisons are made here between recordings captured at the Head-mounted Mi-
crophone and the Overhead Microphone. It is striking in Figure 3.18 that although
there seem to be gaps in the spectrum of the head-mounted microphone recording around
5 kHz and 8 kHz, energy is still present in these frequency regions during the impulsive
release of the plosive /t/ seen as vertical lines in the spectrogram above, for example, at
around 1.5 secs and just before 6 secs.

In addition it can also be seen in Figure 3.18 that the spectrogram of the phrase
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Figure 3.18: Spectrograms of sung phrase recorded at head-mounted (upper panel) and overhead

(lower panel) microphones.
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Figure 3.19: LTAS of sung phrase recorded at overhead, head-mounted and 1m distance
microphones

recorded using the overhead microphone shows generally more energy in the spectrum
above 5 kHz than the head-mounted microphone recording. These differences at higher
frequencies can be more readily distinguished when long-term average spectra are plotted
for the same recorded phase using different microphones (Figure 3.19) whereas at lower
frequencies the microphone responses are very similar.

If the difference in response between the overhead and head-mounted microphone is
plotted, as in Figure 3.20, the higher energy in frequencies above 5000Hz is more easily
seen.

The overhead microphone placement also appears to boost frequencies below 100 Hz
due to the proximity effect caused by the cardioid microphone. On the other hand there
are prominent dips in the spectrum around 1500Hz and 3000Hz which are most probably
due to the shadowing effect of the singers head.

Summary

Although the overhead cardioid allows a realistic feel to the simulation because it is out of
sight, some singers have perceived the simulated reverberant field to be sharper in pitch
than expected. This could be due to colouration introduced by this microphone in the
region above 5 kHz, which shifts the spectral locus - the balance of energy between higher
frequencies and the region around the fundamental frequency - of the reverberated sound.
A shift in spectral locus has been shown to affect listeners’ perception of the pitch of a

tone [122] even if the fundamental frequency remains unchanged [122].
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Figure 3.20: Difference between long-term average spectra of the overhead (20cm from mouth)
and head-mounted (5¢cm from mouth) microphone recordings of the phrase “Peter Piper” recorded
simultaneously

The head-mounted DPA4066 microphone was generally well liked by singers who
trialled the VSS, and although one concern is that this microphone gives undue emphasis
to mouth noises and plosive sounds (/p/,/t/,/k/ etc.), as can be seen in spectrograms
in Figure 3.18 ; moving the microphone further back and away from the air-stream

ameliorates this effect.

Directivity of sound source

There are however some disadvantages associated with using a head-mounted microphone,
one of which is the loss of directivity information in the signal. The voice is, in effect,
“spatially sampled” and treated as a point source within the auralisation, losing the
directivity pattern of the voice signal. This point source then convolved with a SRIR which
has originally been captured with a directional source (non omni-directional loudspeaker).
So, although the direct sound includes the normal directivity pattern with which the singer
is familiar, the simulated room reflections and reverberated sound are fashioned with a
directivity pattern (that of the source loudspeaker used in the initial SRIR measurements)
which does not fully correspond to that of the singing voice.

However, it is hoped that since the directivity of the Genelec 8040a loudspeaker
used has similar directivity characteristics [123] to the singing voice - subcardiod at low
frequencies becoming increasingly directional in nature in the higher octave bands - that

this would not impair the plausibility of the simulation unduly. Future improvement
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to the VSS might include some method of capturing and replicating the directivity of
the singing voice in the simulation by developing real-time implementation of methods

proposed by Vigeant [70] and Kearney [44] (see Section 2.5.2).

3.4.4 Rendering the Soundfield

A number of spatial sound rendering techniques exist as outlined in Section 2.5.5. Ideally,
to ensure portability and future-proofing the encoding process in the simulation should
be “blind” to the eventual playback system used, so that possible different loudspeaker
layouts can be used to reproduce the 3 dimensional sound field with the correct decoding.

Since first order Ambisonics was used successfully in a loudspeaker-based room acoustics
simulation by Favrot [6] and localization of the source is not an issue for the simulation
in this project (since the singer is both the source and listener) first order Ambisonic

decoding was chosen to render the soundfield.

Real-time convolution

The vocal signal captured by the head-mounted microphone is convolved over four channels
(Ambisonic B-format) with an edited version of one of the measured Perfomer SRIRs (see
section 3.4.6) in Reaper [124] using the low-latency convolution reverb audio processor
Reverberate plugin by Liquidsonics [118].

The forward facing SRIR (0°) was replicated in the VSS only and singers using the

system were asked to remain facing in one direction, which all singers did naturally

Ambisonic decode

The first order Ambisonic decoder used is provided as a VST plugin by Bruce Wiggins
(Wigware) [85] and freely available at [92].

Reproduction

It was shown by Libeaux et al. [115] (see Section 2.6.3) that singers preferred a virtual
environment to be presented over an array of loudspeakers rather than a binaural rendering
over headphones and that with loudspeaker presentation singers reported that they found
timing, rhythm and intonation easier to control.

Wearing headphones alters the signal chain between the mouth and the ear of the singer;
having an enclosure over the pinnae alters the balance of low-frequency to high-frequency
energy transmitted to the singer’s ear. Singers rely on four types of acoustic feedback:
bone conducted sound, air-borne direct sound, reflected sound and kinesthetic feedback

(see Section 4.6.1 for more on this point). For many singers the disruption to the normal
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balance of air-borne and bone-conducted sound which arises from wearing headphones
makes for an uncomfortable singing experience. Since the goal of this study is to recreate
the performance environment as effectively as possible, loudspeaker presentation was
chosen: Sixteen Genelec 8040 loudspeakers, eight in the horizontal ring at ear-height
(loudspeakers numbered 1 - 8 in Figure 3.21, together with a cube arrangement of ceiling
and floor loudspeakers (ceiling A-D and floor E-H as illustrated in Figure 3.21).

The system is housed in an acoustically-damped listening room measuring 4.7 m x 10.8
m. x 2.6 m with a short reverberation time (T30 0.196 s and EDT of 0.162 s at 1kHz).
The performer stands at the central point of the loudspeaker array, at a distance of 1.95m
from the loudspeakers. Figure 3.22 shows the positions of floor, ceiling and horizontal
ring of loudspeakers. Also suspended from the ceiling centrally is a metal housing for
a data projector - when the VSS is in use this metal housing is covered by (removable)
absorption treatment as pictured in Figure 3.23 and seen also in Figure 3.22 above the
head of the singer’s poistion marked by KEMAR (head and torso mannequin).

A heavy acoustic black curtain (kilowool) surrounds the loudspeakers to provide
additional mid and high-frequency acoustic absorption. After initial trials with singers,
who reported that being able to see loudspeakers might affect the way they would perform,
an additional curtain of thin white cloth (muslin) was manufactured and hung in a circle

between the singer and the loudspeakers obscuring them from view.

Figure 3.21: Graphical representation of the position of loudspeakers in the 3 dimensional
loudspeaker array
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Figure 3.22: Photograph of the Virtual Singing Studio as set up in the acoustically treated
listening room (KEMAR denotes position singer would take)

Figure 3.23: Additional acoustic absorption treatment for ceiling of Virtual Singing Studio

Orientation of singer

In the virtual performance space the vocal signal is convolved with a pre-chosen SRIR;
for example, the singer can decide to face into the performance space by using the SRIR
measured at a particular performer position oriented forward (labelled 0°). However, if
the singer then rotates on the sweet spot in the centre of the loudspeaker array by 180°,
the sound field remains static but the singer (and their ears) are facing away from the

auralised soundfield meaning that the soundfield is simulated as if the singer were singing
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out from the back of the head. However, in practice, having to stand in the sweet spot
facing in one direction was not a problem for the singers in the VSS, as in fact, this reflects

usual practice for performance.

Acoustic instability

Acoustic instability was avoided in the VSS due to the use of a close head-mounted
microphone, as considered in Section 3.4.3, giving a large direct to reverberant sound

ratio, meaning that gain before instability was sufficiently high (see Section 2.6.3).

3.4.5 Latency

As discussed in section 2.6.3 any detectable latency in the VSS would impair the plausibility
of the simulation and recent research in this area has suggested a perceptual threshold of

59ms for fast moving sound sources in a VAE.
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Figure 3.24: Block diagram of system latency measurement illustrating input microphone
(DPA4066), VSS processing (in rectangle with dashed border) running through Reaper DAW,
microphone inputs and loudspeaker outputs via RME Fireface800 soundcard.

In order to evaluate the end-to-end latency of the VSS system the following method
was used (Figure 3.24 provides a diagrammatic representation of this method):

An impulse-like signal (balloon pop) was captured at the central point of the loud-
speaker array via the DPA4066 microphone used in the VSS and input into the VSS
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convolution system (which is described in 3.4.4). A recording of the inital balloon pop
was made on a single track (track 1 recording) within the Reaper DAW.

Using the same software and hardware as in the VSS the balloon pop was convolved
over 4 channels (Ambisonic channels W X|Y,Z) with a 4 second long Dirac impulse
approximation (comprising one sample of amplitude 1 at time point 1), decoded for
Ambisonic presentation and output to the 3 dimensional loudspeaker array. The Dirac
impulse used for convolution here allows the processing time of the convolution plug-in

(Liquidsonics Reverberate [118]) to be assessed within the overall latency measurement.

Figure 3.25: Photograph of microphone placement used to capture balloon pop in measuring
end-to-end latency of the system

The convolved balloon pop was additionally captured at one of the head-height
loudspeakers by an AKG cardiod microphone placed at a distance of lcm in front of the
loudspeaker (See Figure 3.25). The DPA4066 and cardiod microphone parallel signals
were recorded on separate tracks in Reaper and inspected. The time delay between the
initial balloon burst (recorded on track 1), and the arrival of the convolved balloon burst
(recorded on track 2) was measured as 14ms. The additional time taken for this burst
to arrive at the listener central position was calculated to be 5.67ms, giving an overall
end-to-end latency of the VSS of 19.67ms. The latency time evaluated in this way is

equivalent to the latency which occurs for a singer in the VSS as it includes all the steps
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in the processing where latency might arise i.e. convolution, ambisonic decode, output to
loudspeaker and input via microphone.

The measured latency in the system can be obviated in the eventual implementation
of the VSS by editing the SRIR as is described in the next section.

3.4.6 Editing SRIRs

. Microphone '

_________

c=1.425m

Figure 3.26: Diagrammatic representation of loudspeaker and microphone topology showing the
relative positions and distances between the Soundfield Microphone, and the loudspeaker tweeter
and woofer.

The sine wave sweeps recorded in the space were deconvolved in MATLAB and
normalised across each set of 16 impulse responses (four azimuth angles * 4 channels (W,
X, Y, Z) for each singer position.

Inspection of the recorded impulse responses in the time domain revealed that the
direct sound, and the first reflection (from the floor) consisted of two peaks: one arising

from the loudspeaker tweeter and one from the loudspeaker woofer. In the direct sound
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the tweeter sound arrives first followed by the woofer sound, whereas the opposite is
true for the floor reflection. As can be seen in diagram 3.26 the floor reflection from the
tweeter travels a longer path than that of the woofer. The tweeter floor reflection path
is 2c+2a+b, whereas the woofer floor reflection path is 2c+a+b and so arrives at the

microphone approximately 0.0005 s earlier than the tweeter floor-reflections.
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Figure 3.27: Test signal to illustrate processing of RIRs for use in the VSS

Since the singer in the VSS provides the direct sound, it is necessary to remove the
direct sound from the SRIR and the first (floor) reflection whilst preserving the arrival
time of the first lateral reflection.

In order to remove the floor reflection and preserve the correct arrival time of the first
lateral reflection the following procedure was carried out in MATLAB (readings taken
in the venue at the time of measuring the impulse responses averaged 23° C and 45%

humidity, therefore the speed of sound used for these calculations was 345 m/s) :

e The distance to the floor from the tweeter and the woofer is noted for each singer
position, as the loudspeaker height was adjusted for each singer position to replicate

the singer involved

e The expected arrival times of the tweeter and the woofer floor reflections are

calculated from measurements of the loudspeaker/microphone set up
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e The expected time delay (marked TD) between tweeter direct sound and woofer
floor reflection (thus encompassing the whole floor reflection delay time) is verified
by inspecting the time domain representation of the Impulse Response (as marked
on Figure 3.27)

e The overall delay between the tweeter direct sound and the first lateral reflection is

measured from the waveform (marked LR)

e The initial portion of the impulse response is edited to remove the direct sound and

floor reflections

e The impulse response is edited by removing the first 19.67ms (the measured latency
of the system) from the beginning of the impulse response. This ensures that the
first lateral reflection arrives at the singer’s ear after the required delay (LR) and

also removes the direct sound and the floor reflections as is required.

Using the editing procedure above, which was verified by producing a test signal of a
direct sound, floor reflection and reverberant sound using ideal distances as illustrated
in Figure 3.27, ensures that the first lateral reflection arrives at the singer’s ears at the

“correct” time when convolved through the VSS system.

3.4.7 Calibration

The proper level of the simulated soundfield relative to the direct sound (singer) needs to

be determined and replicated in the virtual performance space via the VSS.

Method

Following a procedure developed by Laird, Murphy and Chapman [125] calculations of
the energy in the early and late parts of the RIR of the VSS were made and compared to
those measured in the real performance space. A 15 second long log sine sweep (as used
in the original measurements) was output via the Genelec 8040a loudspeaker, captured by
the DPA4066 microphone in front of the loudspeaker as pictured in 3.28, convolved with
placed at the central point of the loudspeaker array.

The input sine sweep was convolved in the VSS convolution engine (running on Reaper
DAW as described in Section 3.4.4) and output to the 16 loudspeakers of the array,
convolved via the VSS with a SRIR measured in performer position A (See Section 3.4.1))
and subsequently captured by the Soundfield microphone placed above the loudspeaker

(in a similar topology to the original measurements).
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Figure 3.28: Arrangement of source loudspeaker (Genelec 8040) with DPA066 microphone in
front and Soundfield microphone above as used in the calibration experiment

The sound source level was measured at 10cm from the loudspeaker as 88.5 dBA. All
levels on the external RME Fireface800 soundcard and Reaper DAW were noted and
maintained whilst the procedure was repeated, changing only the output level of the
convolution channel BUS to the Ambisonic decoder. Four different level settings (-43dB,
-36dB, -29dB and -22dB) were tested in this way, and the output sine sweep captured by
the Soundfield microphone was deconvolved to provide an impulse response of the wvirtual
performance space.

Measures of Support namely ST¢q and ST econg wWere calculated for the real perfor-
mance space at the five different gain settings of the wvirtual performance space. ST secona is
a new parameter, based on Support measures as outlined in Section 2.4.3 but evaluating

the balance of the later arriving energy to the direct sound.

E1p0- ms
S$Tiuse = 10l0g {—} B (3.1)
EO—IOms
E1000—2000m8
STecona = 10log { —1X0=2000ms & 3 (3.2)
EO—lOms
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Results
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Figure 3.29: Comparison of STjqe values of the real performance space and virtual performance
space at different decoder output levels.
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Figure 3.30: Comparison of STsecond values of the real performance space and virtual perfor-
mance space at different decoder output levels.

74



3.5. VERIFICATION OF THE VIRTUAL PERFORMANCE SPACE

Discussion

The ambisonic decoder output level of -29dB was chosen as the best fit of the levels
tested. However, when the settings were replicated and a singer, wearing the head-mounted
microphone used the VSS set up in this way the level appeared to be too high for the singer
to accept as realistic or plausible. A singer who was familiar with the real performance
space, and had performed there on several occasions was able to advise on the adjustment
of the loudspeaker outputs to a plausible level. The level was adjusted until the singer was
happy that the level replicated what she felt to be natural for the real performance space.
This new setting for the convolution channel BUS of -45dB was furthermore maintained
for all singers who used the VSS and care was taken to ensure that the head-mounted
microphone was the same distance from the mouth (5 ¢cm) for all singers

The calibration method used here suffered from a loudspeaker and microphone topology
which do not sufficiently replicate the levels and directivity of the singer source signal. A
more robust method of calibrating the VSS should be a priority for further development,

and will involve the use of a head and torso simulator.

3.5 Verification of The Virtual Performance Space

An assessment of the perceptual relevance of the errors found is based on a method used
by Favrot [95, 6, 5] which compares potential errors introduced by the room acoustics
simulation system to single and double tolerance subjective limen. These subjective limen
are taken as 1 and 2 times respectively the quoted “just noticeable differences” (JNDs)
for each parameter [38, 126, 74].

3.5.1 Method

The objective evaluation of the VSS was carried out in order to assess any errors which
were introduced due to the signal processing involved, playback methods and spatial
properties of the listening room in which the VSS is located.

Using a method developed by Farina [25] the SRIR of the virtual performance space
was captured and evaluated in the same way as the SRIRs in the real performance space.

A 15 second log sine sweep was convolved over four channels (W,X,Y,Z) with the SRIR
measured in the real performance space (input SRIR), decoded with the same ambisonic
decoder and output to the loudspeaker array. This output sine sweep was captured via a
Soundfield SPS422B microphone at the central point of the array. “Output” SRIRs were
then obtained via deconvolution implemented in MATLAB as described in Section 3.4.1.
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Room Acoustic Parameters

Room acoustic parameters were evaluated across seven octave bands ranging from 125Hz
to 8 kHz as outlined in the Table 3.3 with subjective limen (JND) values as stated in [126].
It should be noted that there are no published subjective limen for RR169 and measures
of stage support so a JND of 1dB has been assumed, in line with other parameters which

evaluate the relative energy of direct to late sound.

Parameter Name Definition Subjective Limen
EDT energy drop from 0 to -10 dB. 5%
Reverberation Time (T30) energy drop from -5 to -35 dB. 5%
Early Support (STeapy) ratio of direct sound (0-10 ms) to early arriving reflected energy (20-100 ms) 1dB
Late Support (STjae) ratio of direct sound (0-10 ms) to late arriving reflected energy (100-1000 ms) 1dB
Total Support(STiotar) ratio of direct sound (0-10 ms) to total energy (20-1000 ms) 1dB
Running Reverberation (RR1g) | ratio of early energy (0-160 ms) to later energy in early part of sound (160- 320 ms) 1dB

Table 3.3: List of room acoustic parameters evaluated in the real performance space and the
simulation (VSS values from [126])

Room acoustic parameters were calculated using AcMus MATLAB toolbox developed
by Masiero et al. [127] and available at [128]. Additional scripts were written to work with
this toolbox to evaluate levels of Support and RR160 as described in Section 2.4.3 . Note
that measures of Support evaluated here are not fully comparable to those used by other
researchers as originally proposed by Gade [2] since the standard Support measurements
specify that the microphone should placed at 1m from the source loudspeaker to replicate
the topology of player and instrument [49, 39].

The room acoustic parameters listed in Table 3.3 as evaluated in the real and virtual
performance spaces can be found in Appendices D and E, and are presented in graphs in
Sections 3.5.2 and 3.5.3.

Section 3.5.2 presents a comparison of T30, ST, and STq between the different
acoustic configurations of the real space, to give a sense of the differences in settings.
Section 3.5.4 compares the real and virtual performance spaces by plotting graphs of the

errors arising from the room acoustic simulation.

3.5.2 Room acoustic parameters of Real Performance Space
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Large Choral Setting (LC)
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Figure 3.31: Mean T30 and EDT wvalues evaluated in the Large Choral setting of the Real
Performance Space as as measured in the four performer positions
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Figure 3.32: Mean of Support and RR160 values of the four performer positions evaluated in
the Large Choral (LC) setting of the Real Performance Space
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Music Recital Setting (MR)

Real Performance Space - Music Recital (MR)
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Figure 3.33: Mean T30 and EDT values of the four performer positions evaluated in the Music
Recital (MR) setting of the Real Performance Space
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Figure 3.34: Mean Support and RR160values of the four performer positions evaluated in the
Music Recital setting of the Real Performance Space
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Speech Setting (SP)

Real Performance Space - Speech Setting (SP)
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Figure 3.35: Mean T30 and EDT values of the four performer positions evaluated in the Speech
(SP) setting of the Real Performance Space

Real Performance Space - Speech Setting (SP)
0 T T T

—@— STearly
—©— STlate

—sk— STtotal

2r —&— RR160 []

20 I I I I
125 250 500 1000 2000 4000 8000

Octave Bands (Hz)

Figure 3.36: Mean Support and RR160values of the four performer positions evaluated in the
Speech (SP) setting of the Real Performance Space
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Comparison of Acoustic Configurations of the Real Performance Space

To give an indication of the differences between the three acoustic configurations chosen
for use in this research, Figures 3.37 to 3.39 plot mean T30, ST, and ST, values for
the performer positions in the Large Choral (LC), Music Recital (MR) and Speech (SP)

settings.

Real Performance Space - T30 values
3 T

LC

——e—— MR

251 —p— spP —

0 | | | |
125 250 500 1000 2000 4000 8000

Octave Bands (Hz)

Figure 3.37: Mean T30 values of the four performer positions evaluated over seven octave
bands in the three acoustic configurations : Large Choral (LC), Music Recital (MR) and Speech
(SP)

Discussion

As is common in a mid-sized church building ([129, 32]), T30 values rise with frequency
up to a peak in the 500Hz octave band (see Figures 3.37 and 3.40). In both the listener
position and performer position T30 values decrease with frequency in the octave bands
above 500 Hz In the Speech Setting EDT values peak at the 125Hz octave band which
could be due to the location of a nearby column and early reflection from the back wall of
the stage area.

Gade [2] found that “good” concert halls (those rated highly by performers) have STu.
values 1 to 3 dB higher than ST.4,,, which does seem to be the case in this performance
venue (see for example Figure 3.32).

In larger performance spaces such as the 30,000-seat concert hall measured by Kim
et al. [49], STqy values between 250hz and 4kHz can be as low as -19.9dB to -11.3dB
and ST, of between -18.8dB and -15.4dB. It should be noted that ST values can vary
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Real Performance Space - STearly
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Figure 3.38: Mean FEarly Support values of the four performer positions evaluated over seven
octave bands in the three acoustic configurations : Large Choral (LC), Music Recital (MR) and
Speech (SP)
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Figure 3.39: Mean Late Support values of the four performer positions evaluated over seven
octave bands in the three acoustic configurations : Large Choral (LC), Music Recital (MR) and
Speech (SP)

greatly (in the region of + 10 dB) at different positions on the stage. Nevertheless stage

Support measures here give some sense of the levels of Support the singer might expect in

this venue.
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T30 Real Perfromance Space - Music Recital Setting
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Figure 3.40: Comparison of T30 values measured at Listener Position and Performer Position
B across seven octave bands in Music Rectial Setting

3.5.3 Room acoustic parameters of Virtual Performance Space
Discussion

In all three acoustic configurations values of T30 and EDT differ from the real space in
the lower (125Hz and 250 Hz) octave bands and at the 2000 Hz octave band. Support
measures and RR160 also do not match well at these octave bands. The next section
presents these differences as errors produced by the implementation of the VSS and makes

an assessment of their perceptual relevance.

3.5.4 Comparison of Real and Virtual Performance Space

Since EDT and T30 are measured in seconds the relative errors (%) are calculated as
the difference between the output and input SRIRs (virtual - real). Errors in Support
and RR160 are presented as absolute errors, again calculated as the difference between
the virtual and real performance space. The single and double subjective limens for each
parameter (one and two times the JND) are also plotted, as in Favrot [5], as an indication

of the perceptual relevance of the errors.

82



3.5. VERIFICATION OF THE VIRTUAL PERFORMANCE SPACE

Large Choral (LC)

Virtual Performance Space - Large Choral (LC)
3 T T T

—4— EDT
—— T30

1 1
125 250 500 1000 2000 4000 8000
Octave Bands (Hz)

Figure 3.41: Mean EDT and T30 values evaluated in the Large Choral setting of the Virtual
Performance Space as simulated for the four performer positions
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Figure 3.42: Mean Support and RR160 values evaluated in the Large Choral setting of the
Virtual Performance Space as simulated for the four performer positions
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Music Recital Setting (MR)

Virutal Perfromance Space - Music Recital (MR)
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Figure 3.43: Mean EDT and T30 values of the four performer positions evaluated in the Music
Recital (MR )setting of the Virtual Performance Space
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Figure 3.44: Mean Support and RR160 values of the four performer positions evaluated in the
Music Recital (MR) setting of the Virtual Performance Space
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Speech Setting (SP)
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Figure 3.45: Mean EDT and T30 values of the four performer positions evaluated in the Speech
(SP) setting of the Virtual Performance Space
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Figure 3.46: Mean Support and RR160 values of the four performer positions evaluated in the
Speech (SP) setting of the Virtual Performance Space
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Errors in time-based parameters
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Figure 3.47: Differences between virtual and real performance space EDT values in performer
position, for octave bands 125hz - 8000Hz. Dashed lines indicate double subjective limen.
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Figure 3.48: Differences between virtual and real performance space T30 values in performer
position, for octave bands 125hz - 8000Hz. Dashed lines indicate double subjective limen.
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Errors in energy-based parameters
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Figure 3.49: Differences between virtual and real performance space Farly Support values in
performer position, for octave bands between 125hz - 8000Hz. Dashed lines indicate double

subjective limen.
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Figure 3.50: Differences between virtual and real performance space Late Support values in
performer position, for octave bands 125hz - 8000Hz. Dashed lines indicate double subjective

limen.
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Figure 3.51: Differences between virtual and real performance space Total Support in the
performer position, for octave bands 125hz - 8000Hz. Dashed lines indicate double subjective
limen.
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Figure 3.52: Differences between virtual and real performance space RR160 values in the
performer position, for octave bands from 125hz - 8000Hz. Dashed lines indicate double subjective
limen.

Discussion

EDT values are not well matched between input and output RIRs except at the 500Hz
and 1000Hz octave bands (see Figure 3.47). In the 250 Hz octave band EDT is longer in
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the VSS than in the real space, whereas above the 1000 Hz octave bands EDT is shorter.

These errors lie outside of the double subjective limen and are greatest for the “Speech”
setting. As EDT calculations rely heavily on the direct sound and early part of the RIR,
the positive errors in EDT under 500Hz are most probably a symptom of room modes
and an early reflection (ceiling) in the listening room.

The “Speech” setting SRIR is the least well matched to the input RIR at 500Hz and
below (See Figures 3.47 and 3.48). This is probably because the shorter reverberation time
in this setting mean that the rate of decay is more strongly influenced by the presence of
early reflections in the listening room itself.

Most of the T30 errors lie within the double tolerance subjective limen (10% - dashed
line) with the greatest errors occurring in the 2000Hz octave bands in the “Speech” (SP)
setting (see Figure 3.48). The “Large Choral” and “Music Recital” settings are most
closely matched to the input RIR in terms of T30 with error values lying within the single
tolerance subjective limen (5%) at all but 500Hz and 2000Hz octave bands.

RR160 (running reverberation) has been suggested by Griesinger [55] as a measure
of reverberation the musician perceives whilst playing music (see Section 2.4.3) and as
an alternative way to evaluate musician self-support. Errors in RR160 all lie within the
double subjective limen (10%) indicating that in at least one measure of support for the
musician the virtual and real performance space are well matched (see Figure 3.52).

ST eariy errors lie within the double subjective limen only at the 1000 Hz, 4000 and
8000 Hz octave bands (See Figure 3.49). STu. similarly are mostly outside of the double
subjective limen, however this parameter has a smaller error than the ST, in the
250 and 500 Hz octave bands, whereas the error is greater in the 2000 Hz octave band,
suggesting discrepancies in the early part of the impulse response at the lower octave
bands and, in contrast, in the later part of the impulse response in the upper part of the
frequency spectrum.

There does seem to be a clear difference between the real and virtual performance space
parameters in the 2000 Hz octave band. In order to investigate this further a spectrogram
of the input (real) and output (virtual) impulse response (256 sample Hanning window,
25 % window overlap, 256 frequency bins, sampling rate 48 kHz) is plotted in Figure 3.53.

It can be seen that reverberant energy appears to decay more quickly in the 2000Hz
octave band (indicated by the black arrow). The lower level of energy in this frequency
band would explain the lower ST}, and STy values in the virtual performance space.

It is more difficult to explain the positive errors in the 250 Hz and 500 Hz octave
bands. It could be the case that the reference level (the total energy in the first 10ms of
the impulse response) is lower in the virtual space in comparison to the real, leading to

an overall higher ST, value in the virtual. Gade’s original Support calculations [39]
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Frequency (Hz)

Frequency (Hz)

Figure 3.53: Spectrograms of impulse responses measured in the real performance space (upper
panel) and virtual performance space (lower panel)

measure Support with the receiver at a distance of 1m from the source, to reflect the
topology of musician and instrument, and the initial 0 - 10ms window is chosen to contain
the direct sound of the instrument, but not the first early (floor) reflection. However, in
the measurement of Support used here, where the source loudspeaker was placed directly
below the receiver (sound field microphone) the floor reflection is contained in this 0 - 10
ms window. The real performance space has a stone floor, whereas the virtual performance
space’s floor is carpeted, suggesting that the floor reflection in the simulation might be at
a lower level than the real space, leading to higher ST, values.

An additional confounding factor in achieving suitable levels of Support for the musician,
is probably the output level chosen for the implementation of the simulation system,
which, due to difficulties with objective calibration, was set heuristically after feedback
from one singer. As was noted earlier a more robust calibration method for the VSS is a
priority for future development of the VSS and recent work (e.g. [54] and [53]) will help
inform this improvement.

In the virtual performance space it is not possible to simulate any early reflections to
arrive earlier than the time delay resulting from the distance from the loudspeaker to
the singer/listener. In this case the loudspeaker-to-performer distance is 1.95 m meaning
that no reflections can be simulated to arrive earlier than 5 ms. Happily, in the real
performance space the first lateral reflection arrives, for example in tenor position C (see
Figure 3.11), at 8.6 ms, after reflection off the back wall, which is at a distance of 1.48m
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from the singer.

Whilst JNDs provide a useful benchmark for potential errors there is some debate as to
how relevant they are to the listener. Since JNDs are established using carefully controlled
laboratory experiments Bradley [42] argues that in the perception of bass reverberation
in concert halls, for example, “Differences that can be detected by listeners in actual
halls are probably much larger. This is partly because more than one aspect of the sound
field will change when the listener moves in a concert hall, making it more difficult to
identify the individual effects of each changing parameter”. The increase in JNDs for the
performing musician is probably similar, if not greater, and especially for the singer who

is at once listening whilst vocalising.

3.5.5 Summary

All T30 errors lie within the double tolerance subjective limen (10% - dashed line) and
all except the 250 Hz band are within the single tolerance subjective limen (5 %). EDT
values are not as well matched, due to the acoustic presence of the listening room in which
the VSS is housed.

In general the virtual performance space does not mimic the real performance space
well in the lower octave bands, which is most probably due to listening room reflections
or possible room modes at lower frequencies. In all parameters there is a difference in
the 2000 Hz octave band (indicated by the arrow in Figure 3.53), due to a faster decay
of energy in this frequency region, as can be seen in the spectrogram of the input and
output SRIRs in Figure 3.53. The causes for this discrepancy in this region and their
perceptual relevance need to be further investigated.

Measures of support evaluate the balance of cumulative energy, that is they do not
indicate the arrival time nor direction of early and late reflections, so in practice two
perceptually very different concert hall stages might have similar ST, values, for example,
but be highly dissimilar in terms of the performer’s experience of the sound field on stage.

Further work might also seek to understand and verify the arrival time and direction
of early and late reflections, which could be carried out by a SIRR analysis of the impulse
responses [87] (see Section 2.5.5).

The objective evaluation of the VSS has shown that the performance space is simulated
within subjective limen for T30 and RR160 values and that larger errors occur in the 250,
500 and 2000 Hz octave bands. The next section presents subjective evaluations of the
VSS from a number of professional singers who were recorded in both the real and virtual

performance spaces.
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3.6 Singers’ Evaluation of the VSS

3.6.1 Method

A number of professional singers were asked to sing in the virtual and real performance
spaces and their singing was recorded via the head mounted microphones used in the VSS
as described in 3.4.3.

Seven professional singers took part in the recordings (1 soprano, 1 mezzo-soprano, 2
altos, 1 tenor and 2 basses) ranging from 24 to 35 years old (Average age 30, SD 3.25
years). All were experienced singers with 6-27 years (Mean 19.43, SD 7.89) years of musical
training and 6-19 (mean 12.14, SD 4.3) years of specifically vocal training. All singers
sang regularly in professional solo voice ensembles, and most (5) also performed regularly
as soloists in oratorios and recitals. One singer (soprano) also worked as a member of a
professional opera chorus. All singers cited “early music” (music written prior to 1750) as
a specialism; one singer (alto) also had expertise in extended vocal techniques.

After the singer had performed in each acoustic setting in the virtual and real spaces a
questionnaire was completed using an on-line interface; informal interview was also carried
out by the author to gain further insight into the singer’s experience of the performance

spaces. The questionnaire is available on-line at http://tinyurl.com/032h9c7.

3.6.2 Results of questionnaire

Ratings of Virtual Performance Space

Average Score

Figure 3.54: Mean scores (and standard error) of singers’ responses to questionnaire on the
Virtual Singing Studio

In general, for the virtual space (3.54), in the Large Choral setting (LC) “ease of
hearing your own voice” and “enjoyment of singing in this space” was rated most highly.
“Amount and quality of reverberation”, “tonal balance” were rated most highly in the

Music Recital setting in the virtual space.
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Figure 3.55: Mean scores (and standard error) of singers’ responses to questionnaire on the
Real Performance Space

For the real performance space (3.55) on the other hand, ratings of the SP and LC
settings (the two settings which were evaluated in the real space) are much more distinct.
The LC setting was rated more highly for all questions.

In the wvirtual performance space both sopranos and the bass preferred the Speech
setting (SP), whereas the altos and tenor preferred the Large Choral (LC) setting. [NEW]
In the real performance space there was no discernible pattern of preference for the different
configurations between the different voice types.

[INEW]In order to examine the effect of simulation and acoustic setting on the experience
of the solo singers who performed in the wvirtual and real spaces, a number of two-
way ANOVA were run with simulation (real vs virtual) and acoustic (Large Choral
vs Speech setting) as the independent variables, and singers’ rating as the dependent
variable. A separate ANOVA was conducted for each of the questions which were common
to the questionnaires for the real and virtual spaces namely ratings of: “amount of
reverberation”, “ease of hearing own voice”, “ease of maintaining tempo”, “ease of hearing
dynamics”, “quality of reverberation”, “clarity”, “sense of envelopment”, “tonal balance”
and “enjoyment of singing in the space”.

There was a significant effect of acoustic on the perceived “amount of reverberation”
(F1,6=4.25, p < 0.05) , ease of maintaining tempo (F(;6=4.35, p j0.01) , and the
perception of “clarity” (F(1,6=5.02 p <0.05). There was also a significant effect of acoustic
(Fae = 7.19, p <0.05) and of acoustic*simulation (F(16 = 5.69, p <0.05) on the “sense
of envelopment”.

There were also significant effects of simulation on the ease of maintaining tempo
(F,6) =8.45, p <0.01) and on perception of “clarity” (F(1,6=4.85 p <0.05). The effect of

simulation on perceived quality of reverberation (F(; 6=14.15, p<0.001) was the strongest
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effect. There were no significant effects of either acoustic or simulation on the ratings of

enjoyment of singing in this space .

3.6.3 Discussion of results

Singers comments about their experience of singing in the real and virtual spaces can be
found in Appendix F. Singers mentioned support, reverberation and hearing oneself as
being important aspects of room acoustic conditions for the performing musician. These
perceptual qualities relate to the objective parameters of ST g1, STiate, T30 and RR160.

[INEW] Singers’ ratings of perceptual qualities vary between the different acoustic
configurations as expected given the values of the corresponding objective parameters, both
in the real and virtual spaces. For example singers’ ratings of “amount of reverberation”
and “clarity” were expected to vary between the acoustic settings, since rooms with longer
reverberation times generally have lower levels of clarity, and indeed the effect of acoustic
on these ratings is significant.

It is interesting that acoustic also has a significant effect on the “ease of maintaining
tempo”; most probably this relates to the perception of the amount of reverberation and is
an aspect that three of the singers remark upon as differing between the acoustic settings.

Singers’ sense of “envelopment” also differed significantly between the acoustic settings
with comments by the singers suggesting that the more reverberant setting (Large Choral)
was the most enveloping. However, it should be noticed that longer reverberation times
are not always correlated with a sense of envelopment (for the listener at least), and
indeed the visual aspect of a virtual simulation can also influence a sense of envelopment.
The inclusion of a visual aspect to the VSS is mentioned by the majority of singers in this
study as a possible improvement to the VSS in order for the simulation to becoming more
enveloping

“Tempo” and “Clarity” ratings were also affected by the simulation, but not the
“amount of reverberation” which suggests that there may be another aspect of reverberation
which differs between the real and virtual simulations. Indeed the strongest and most
significant effect of simulation was on the ratings of “quality of reverberation” indicating
that the spectral characteristics of the reverberated sound in the virtual simulation does
not successfully match that of the real performance space.

The objective comparison of a number of room acoustic parameters measured in the
real and virtual performance spaces presented in Section 3.5.4 have shown some differences,
which here could have led to singers impressions of the quality of reverberation. Chapter
7.1.1 outlines further work which will be undertaken to minimise undue signal colouration
in the system and to mitigate against the auditory effects of the acoustics of the listening

room itself.
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Nevertheless, on the whole singers were happy that the VSS was a plausible simulation
of the real performance space and enjoyed singing in the system; in fact some singers

expressed surprise when taken to the real venue at how realistic they found the simulation
had been.

3.7 Conclusion

This chapter described the implementation of the VSS, covering the methods used to
measure the real performance space SRIRs, editing them for use in the simulation and
methods of rendering and reproducing the sound field for the singer.

It has presented an objective evaluation (Section 3.5) of the VSS undertaken by
calculating a number of room acoustic parameters seen to be relevant to the performing
musician. Section 3.6 briefly described the subjective responses to the VSS through
interview and questionnaire.

Although the objective evaluation of the VSS show that some errors exist, singers’
evaluations rated the simulation highly. Chapter 6 describes how recordings made in the
VSS and real venue are analysed and compared in order to ascertain if singing performance
changes are similarly elicited in the matching acoustic configurations of the real and

virtual performance spaces.
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Chapter 4

Singing in space(s)

4.1 Introduction

This chapter begins with a an overview of music performance analysis and its development
throughout the 20th and 21st centuries, and describes more recent automated/semi-
automated techniques. Section 4.2 outlines the parameters which can be extracted from
musical performances and how they are used to calculate or analyse musical performance
attributes, introducing some of the specifics of singing voice performance analysis (Section
4.3)

Music performance analysis is covered in more detail in Section 4.3 and many of the
attributes which can be extracted from musical performances are described together with
the analysis of music performance attributes.

Section 4.4 summarises the empirical research that has investigated the ways in
which musical performances are influenced by the room acoustic characteristics of the
performance environment.

Section 4.5 outlines what is known about the alterations voice users make to their
spoken voice use according to the surrounding room acoustics for example, the lecture
theatre or classroom. Section 4.6 examines in more detail the changes in singing voice
performance which have been explored by others working in this area of research.

The last section (Section 4.7) reports the experiences of members of a vocal quartet
who were asked to sing in different room acoustic conditions provided by the adjustable
acoustics of the real performance space which forms the basis for the room acoustic

simulation of the VSS.
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4.2 Music Performance Research

4.2.1 History of Music Performance Research

In 1893 Max Planck, the German theoretical physicist who formulated quantum theory,
wrote a contentious article on the use of “natural tuning” in modern vocal music [130].
Since recording devices were not available at that time, he relied on his own acute sense
of hearing for the analysis of the size of musical intervals in vocal music. In order to
train his ear to hear the small differences between intervals differing by only a small
number of cents, he had built a special harmonium with 104 notes per octave, comprising
8 manuals each of which differed from its neighbour by one ‘syntonic’ comma. Such a
laborious process of ear training was necessary as data on actual performance of music
was extremely difficult to obtain at that time without easily available recording devices.

Systematic studies of music performance analysis began around the beginning of the
20th Century, since it was at that time that the necessary mechanical and technical
tools became available. Such tools were able to record, reproduce and analyse music
performances; performances that had previously only existed fleetingly in time and were
non-reproducable and therefore difficult to capture and analyse.

In 1916 Dayton Miller invented the “phonodeik” (also called the “phonautograph”),
which recorded sound waves photographically, and used it to study the acoustic properties
of flutes made from different materials [131].

Other such devices began to appear in the early 20th century, and as it became
easier to record and reproduce musical performances, analysis of musical performance
increasingly became a topic of scientific interest. In 1937 Vernon [132] undertook a study
of the timing and synchronisation of chords in piano playing, which was facilitated by the
use of piano rolls used to record and reproduce performances on mechanical pianos. This
device together with a specially designed piano camera provided a rich source of data
about timing and tempo.

The most comprehensive of these early studies in music performance analysis were
undertaken by Seashore [133, 134] during his time at the University of lowa. His studies
looked at a great number and variety of aspects of music performance analysis including:
vibrato, pitch and loudness. The use of oscillographs and stroboscopes allowed him to
analyse fundamental frequency, tonal, temporal and intensity-related characteristics of
a number of instrumental performances (including bassoon, clarinet, cornet, trombone,
violin) as well as investigating aspects of the singing voice. He was the first to describe
vibrato of the singing voice in scientific terms, identifying three individual parameters
- pitch, intensity and timbre - all of which vary in rate, extent and form (see 4.3.11 for

more on vocal vibrato).
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Seashore’s pioneering work [133, 134] led him to categorise music performance attributes
into four main groups: tempo/timing, loudness/intensity, pitch and timbre. Lerch [135]

explains these categories in more detail as follows:

e tempo and timing: global or local tempo and its variation, rubato, or expressive

timing, subtle variation of note lengths in phrases, articulation of tones, etc.

e velocity, loudness or intensity: musical dynamics, crescendo and diminuendo, accents,

tremolo, etc.
e pitch: temperament, tuning frequency, expressive intonation, vibrato, glissando, etc.

e timbre: sound quality and its variation resulting from instrumentation and instru-

ment specific properties such as bow positioning

Manual music performance analysis

Until the second half of the twentieth century, studies of music performance such as those
outlined above relied on time consuming manual techniques based on inspection of the
audio waveform, identification of the onsets and offsets of notes, followed by subsequent
analysis of other features such as average fundamental frequency or vibrato rate and
extent.

In many cases the most time consuming task in performance parameter extraction
is to find the time stretches which correspond to individual notes. Some authors have
managed to undertake empirical performance analysis studies despite their having to use
labour intensive techniques of annotating note beginnings and endings manually after
inspection of the audio waveform, counting cycles and calculating fundamental frequency
values. For example, in 1961 Shackford [136] undertook a study of the sizes of musical
intervals in string quartet performances by hand counting wave peaks captured on 35mm
film. Automatic cycle counting could not be used due the presence of vibrato in the
tones, and so the study also investigated the perceived pitch of the vibrato tones, as
well as calculating the performed interval sizes in cents and discussing the use of equal
temperament and other tuning systems.

When using such time-consuming techniques, usually only a small number of pieces or
performances could be analysed and evaluated, and often special exercises were written
in order to produce specific information about the issue in question - specially written
exercises were used for example in Shackford’s study [136] and in Planck’s study [130] on
“natural tuning”)

It was not until much later, towards the end of the twentieth century, that music

performance analysis gained ground, as increasingly automated methods were devel-
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oped, although similar investigations continued in the 1960s and 1970s in the field of

ethnomusicology and studies of acoustic properties of musical instruments.

Automated Music Performance Analysis

The standardisation of MIDI (Musical Instrument Digital Interface) technology in the
early 1980s, meant that not only could electronic musical instruments be connected and
communicate with each other, but also a rich seam of musical performance data was
available to the researcher. MIDI carries messages which indicate note numbers together
with key-velocity, as well as parameters for volume, vibrato, panning, and clock signals
which are used to relay tempo and timing of notes.

MIDI-enabled pianos which appeared in the 1980s provided rich data about piano
performance and gave the investigator exact details on a large number of parameters
including onset velocity, duration of tone, and the pitch of the note played. For this reason
keyboard performances have been studied in great detail since the 1980s. Interestingly one
of the first studies of piano performance using MIDI-data [137] analysed piano performances
given by the same pianist but in different room acoustic settings; the findings of this study
are summarised in section 4.4.5.

The development of digital signal processing techniques towards the end of the 20th
century has also been an important contributing factor to the growth of the research area of
music performance analysis. Standard office/home personal computers were now able to be
used for recording and storing audio signals, and meant that larger quantities of data could
be recorded and analysed, allowing investigators to attempt more general descriptions
of music performances of different styles and genres, different groups of performances or,
indeed, performances given in different acoustic environments (see Section 4.4 for more on
these).

In recent years, newer techniques for data extraction and data mining have been devel-
oped (for example [138, 139, 140, 141, 142, 143, 144, 145]) and such automated techniques
have enabled large quantities of performance data to be extracted and analysed. Lerch’s
book “An Introduction to Audio Content Analysis: Application in Signal Processing
and Music Informatics” gives a thorough exposition of the history of music performance
analysis, current techniques for Music Information Retrieval and analysis, and the ever
increasing number of applications for research in this field [135].

Music Information Retrieval (MIR) has grown from a need to help organise and retrieve
digital music from vast collections either stored on-line or locally. Digital music files can
be accompanied by meta-data describing the music/audio (metadata-based approach)
which facilitates indexing, searching and storing data. Nevertheless, attaching meta-data

to a music file can be a laborious process, and therefore much research concentrates on the
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extraction of music information from the audio signal alone which can then be stored as
meta-data to accompany the file (content-based approach). Applications for both types of
MIR lie in the organisation of music collections (multiple audio tracks of different genres,
types and by different performers), automated software to suggest music choices to the
listener based on past preferences, or for music retrieval (finding particular tracks amongst
a large collection of audio via some given input data).

There are now available a number of musical parameter (or feature) extraction software
tools. Notable software applications for automatic audio content analysis include the
MIDI-toolbox for MATLAB [146], which allows the user to visualise MIDI data and melody,
using visualisations similar to the historical piano-rolls, and facilitates the retrieval of
data on keys, meter and melodic similarity.

Researchers at Queen Mary University London have developed Sonic Visualiser [147,
148, 149] a software application for viewing and analysing the contents of music audio files,
which can be augmented by VAMP plugins, many of which perform music performance
analysis audio feature extraction, or MIDI file score matching.

Devaney et al. [150, 151] recently developed AMPACT (Automatic Music Performance
Analysis and Comparison Toolbox) which builds on a number of existing MATLAB
toolboxes including the MIDI-Toolbox [146] and is specifically optimised for analysis of
the singing voice. Further information on AMPACT and its use in the present research

can be found in section 6.4.

4.2.2 Musical Score and Performance

For many years musicologists relied on the consideration of the musical score for musical
analysis. However, it should be noted that musical performances can vary in many
complex ways from that which is indicated a in musical score, and therefore analysis and
measurement of actual performances are more valid than descriptions of scored music
[152].

More recently researchers have investigated the relationship between the performer’s
intention and the listener’s perception, especially in terms of how emotion is expressed
through musical performance [152]. Some of these studies are outlined in section 5.2.3

below.

4.2.3 Musical Structure and Performance

50The relationship between musical structure and musical performance attributes has
been a rich area of research. Many authors, for example, identify correlations between

tempo and loudness, and the overall musical structure of a piece [153, 154, 155, 156, 157].
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Lerch [158] gives a good overview of the role of musical structure and performance stating:

Most authors agree on the close relationship between musical structure
such as musical phrases or accents and performance deviations mainly in tempo
and timing. In particular, larger tempo changes seem to be most common at
phrase boundaries. There is a general tendency to apply ritardandi or note

lengthening at the end of a phrase and moments of musical tension [158].

Repp [159] found that musical structure played the largest role in influencing expressive
timing for pianists playing the same piece at three different tempos, whereas tempo and
intensity-related features changed in proportion with the global tempo differences.

For example, to emphasize a particular note in a phrase for musical effect a musician
has a number of options. A note can be “stressed” by increasing its relative intensity,
lengthening its duration or delaying its start - these aspects were already understood by
Seashore [134]. So, the interplay between temporal and intensity related parameters must
be noted, given that a change in intensity is not always needed to signify the emphasis of
a particular note and subsequent shaping of a musical phrase.

In contrast, in a study of string quartet performances, Lerch [158] found that timbral
aspects did not systematically vary with musical structure, concluding that, unlike tempo

and loudness, variations in timbre were not clearly related to musical structure.

4.2.4 Music Performance Studies

Studies have often shown differences in performance attributes between different groups
of performers: beginner learners and more experienced or trained musicians [160, 161,
162, 163]; different cultural styles such as early music style singing and operatic singing
[164]; country singing and classical singing [165].

Timmers, in a study of historical and modern recordings [166], also notes that perfor-
mance style and fashion can change over longer time periods. She found that performances
recorded in the early 20th century included more extreme tempo fluctuations, more
frequent pitch glides and less prominent vibrato than more modern singing performances.
Similarly Bowen [167] measured the length of performances of Beethoven Symphonies and
looked at the historical trends in tempo from a series of orchestral recordings dating back
to 1912.

It should be noted that in the MIR literature the terms “parameter” (also known
as “feature”) and “attribute” are very frequently used interchangeably; nevertheless it
is beneficial to make a distinction between the them. In this thesis, “parameter” will

be used in regard to data which can be extracted (either instantaneous or over periods
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of time) and “attribute” will refer to a characteristic of musical performance which can
be described by the analysis of extracted parameter data. For example, fundamental
frequency is one parameter which needs to be extracted in order to be able to further

characterise attributes such as vibrato or intonation.

4.2.5 The Singing Voice

The vocal system can be analysed in three parts, the Power Source (lungs), the Sound
Source (vocal folds) and the Resonator (or Sound Modifiers) i.e. the lips, tongue, jaw,

mouth, vocal tract.

Power Source

The lungs are connected to the diaphragm and the intercostal muscles of the rib cage and
behave like a set of bellows: as the diaphragm (a flat, dome-shaped muscle cross-sectioning
the body at the bottom of the rib cage) contracts, the rib cage expands and the abdominal
organs move downwards, which in turn means that the lungs expand, creating negative
pressure in the thorax causing air to move into the lungs. As the diaphragm rises and
the rib cage returns to its pre-expanded state, air leaves the lungs via the wind pipe. If
the glottis is closed, or partially closed when air leaves the lungs phonation occurs and a
pitched sound is produced [168, 20]

Sound Source

The vocal folds primary function is to act as a valve to protect the lungs from solids such
as food stuffs and liquids. The positioning of the larynx and function of the vocal folds
have evolved and are now also adapted for use in communication through speech. The
vibrating motion of the vocal folds results in a complex periodic waveform. This waveform
consists of a fundamental frequency and its relative partials (overtones) in the harmonic
series. The creation of a pitched sound through the vibration of the vocal folds is known
as phonation. The fundamental frequency (and associated perceived pitch) produced by
the vocal folds corresponds to the number of times they vibrate every second (Hz).

The phonation frequency is controlled by the complex musculature of the laryngeal
mechanism with prominent control from the cricoid and thryroid cartilages, which con-
tribute to the tilting of the larynx, via a hinged mechanism, in order to stretch the vocal
folds. The folds stretch and lengthen to raise the fundamental frequency of a sung note
through the contraction of the cricothyroid muscle, which tilts the thyroid forwards and

tenses and elongates the vocal folds. The complex musculature system of the larynx is
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explained clearly in [169]. Some of the techniques used to measure production-related

parameters concerning the vocal output are described in Section 4.3.5.

Sound modifiers

Garcia [170] was the first to consider and prove that the area above the vocal folds (the
sound modifiers): the vocal tract, tongue, mouth, jaw, teeth, lips and nasal passages act
as a resonator. As mentioned above, the speed at which the vocal folds vibrate controls
the perceived pitch of the sound being sung (i.e. the phonation frequency). However, it is
the manipulation of the sound modifiers which changes the quality of the sound, including
the perception of different vowel sounds, overall timbral quality and perceived loudness.

The position and shape of the sound modifiers changes the relative energy of the
harmonics in the frequency spectrum of the vocal sound, producing broad peaks in the
spectral envelope, known as formants. Section 4.3.3 presents more detail on formants and

the “singer’s formant cluster”, two important aspects of vocal sound production.

4.2.6 Vocal Performance Analysis

Although acoustic analysis of speech has a long tradition, objective analysis of the singing
voice is a more recent field of research. Even so, there is now a good body of singing voice
science and vocal performance research; thorough summaries of much of this research
have been provided by Sundberg in 1981 [171], Cleveland in 1994 [172] and similarly on
choral acoustics by Ternstrom in 2003 [173]. Kob et al. [174] also summarised the state
of the art in singing voice research, highlighting areas of voice analysis which still need
further investigation. Many of these challenges are being addressed by researchers from
diverse backgrounds in a lively interdisciplinary international field of research.

For the singing voice, correlations between internal/external influences on the singer
and the resulting acoustic output are not clear cut. Given the large number of quantitative
parameters and the seemingly myriad aspects of the singing voice which can change
depending on a number of inter-related factors, such as differences in singing style, modes
of phonation, frequency dependent vocal function and voice classification, to name but a
few, most authors focus mainly on quantifying a small number of attributes. Many of the
studies undertaken seek to address the differences in vocal performance between diverse

groups of singers or different means of producing vocal sound, for example:

e singing styles e.g. musical theatre and opera [175], yodellers and non-yodellers [176]

e performance styles, e.g. early music, opera and naive [164] or solo vs chorus
(177, 178, 179]
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e different voice classifications e.g. tenor, baritone, bass [180]
e categories of timbre [181]

e modes of phonation/vocal register [182, 183, 184, 185, 186]
e changes over time, due to training [160]

e spoken voice and singing voice [187]

e production-related vocal function aspects [182]

e trained and untrained singers [160]

e developing voices in children and teenagers [188] [189, 190, 191]

The next section is organised according to five main categories of music performance
attributes: timbral, production-related, intensity related, temporal and tonal and describes
briefly some of the relevant music performance research that has been undertaken. In
particular it discusses some of the quantitative voice measures/vocal parameters in general
use. Focus is given to those already pinpointed by other authors as being varied under
different room acoustic performance conditions. Some of these parameters are therefore
used in the present analysis of vocal performances recorded in the real performance space

and in the virtual performance space as described in Section 6.4.

4.3 Music Performance Analysis

This section outlines some - but by no means all - of the music performance parameters
and analysed attributes which are discussed in the now considerable research literature on
music performance analysis. A number of performance attributes and findings relating to
their measurement and analysis are summarized below. It is by no means an exhaustive
list; more comprehensive reviews of current understanding in this area and the digital
signal processing techniques used to analyse features extracted from audio are given by
Gabrielsson [192, 193] and Lerch [135].

A number of objective measures of performance have been used recently by authors
to quantify aspects of musical performance in order to compare different performance
styles (for example [194, 164]), differences between trained and un-trained musicians (for

example [195]) or intonation and tuning (for example )[139, 195]).
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4.3.1 Timbral Parameters

The Oxford English Dictionary defines timbre as “the character or quality of a musical
sound or voice as distinct from its pitch and intensity” [196]. Timbral properties of musical
sound relate first and foremost to the spectral characteristics of the signal, and indeed this
interpretation of timbre echoes Helmholtz’s [197] reason to coin the word “Klangfarbe”
(tone colour) making an analogy with colour as changes in the spectrum of light. However,
since timbre (also sometimes termed tone quality) is a multi-dimensional property, a
number of additional acoustic features can contribute to the timbre of a musical note,
such as its amplitude envelope and temporal characteristics.

In order to examine timbral attributes, following the narrower definition of timbre, a
frequency domain representation of the audio waveform is needed, which can be gained
by using a Fourier transform to identify the component frequencies and their relative

magnitudes.

4.3.2 Timbral Attributes

Perceptual aspects of timbre are difficult to pin-point, but often they are best described
by listeners in listening tests in terms of bi-polar scales such as soft-hard, dark-bright,
lean-full. A large number of timbral attributes relating to the spectral properties of musical
sounds have been posited in music instrument acoustics research and music performance

analysis, and some of them are described here:

e Spectral Flux - a measure of the rate of change of the spectral shape, with low

values signifying low roughness and steady-state signals [158, p.77].

e Spectral Centroid - sometimes denoted as Harmonic Spectral Centroid is the
weighted mean of the frequencies or harmonics in the audio signal, or the centre of

gravity of the spectral energy [158, p.78].

e Spectral Spread - describes the concentration of energy around the Spectral
Centroid.

e Spectral Slope/Roll-off Frequency - a measure of the bandwidth of the audio
signal which is dened as “the frequency bin below which the accumulated magnitudes
of the STFT reaches 85% of the overall sum” [158, p.76].

e Mel Frequency Cepstral Coefficients(MFCC) - Mel Frequency Cepstrum is
a perception-based analysis of the frequency spectrum using linearly spaced filters

below 1000 Hz, and logarithmically spaced filters above 1KHz, in order to mimic the
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way the human ear processes the sound spectrum. The first 20 coefficients of the

discrete cosine MFC transform are seen to represent formant peaks in the spectrum.

4.3.3 Vocal Timbral Attributes

Vocal timbre is generally analysed by looking at the LTAS of the recorded voice signal
but some authors have also studied voice source characteristics and how they contribute

to voice timbre [198, 175, 199, 200, 201]

Long-term Average Spectrum

A long-term average spectrum where the spectral envelope of the voice signal is averaged
over time, is often used to enable spectral characteristics of singing to be compared. It
has been shown that a sample of speech or singing needs to be longer than 30 seconds
in order for the spectrum to stabilise [168]. An LTAS is understood to be insensitive to
the linguistic content of speech or singing (when the sample used is sufficiently long),
as formant patterns arising from vowels are averaged over time, so that longer term
characteristics may be examined.

A number of authors have examined LTAS of different singing styles, for example
Barlow and Lovetri found that for young singers Musical Theatre singing differed from
‘classical’ singing in the relative strengths of the first six harmonics [189]. Monson [121]
looked at the balance of high-frequency energy and low-frequency energy in speech and
singing. He found that listeners were able to perceive changes in high frequency energy
(HFE), especially in the the 8kHz octave band, and were more sensitive to these changes
in singing rather than speech where listeners reported that HFE was important for voice

quality evaluation.

Singing Power Ratio and Energy Ratio

Singing Power Ratio (SPR) has been used by some authors to characterise differences
between singing voices. SPR is defined as the ratio of the peak intensities between the
regions 2kHz - 4kHz and 0 - 2kHz [202, 203]. Lower SPR values indicate greater energy
in the higher harmonics of the vocal sound, which are often seen to correlate with the
perception of “ring” and “richness” of the voice. Watts found differences in SPR measures
between untrained talented and untrained nontalented singers [203]. Similarly, the energy
ratio (ER) measures the balance of the average energy in the low (0 -2 kHz)and high (24
kHz) ranges of the spectrum. Low ER and SPR values indicate more energy in the high
range and singers formant region relative to the energy in the low range of the spectrum
[177].
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Formants

Formants were defined by Fant as “spectral peaks of the sound spectrum of the voice”
[204]. The centre frequencies, bandwidths and relative amplitudes of formants in the
vocal spectrum allow different vowels to be distinguished by the listener. Of course, the
positions of formants relate to vowels, and are therefore mostly determined by the text or
lyrics of a song.

For example, Figure 4.1 gives an idealised illustration of the formant peaks which
make up an /a/ (“ah” vowel). The first two peaks (formants 1 and 2) are close together

whilst the third formant is further separated.
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Figure 4.1: Images showing the impact of the sound modifiers on the voice source sound
spectrum to create formant peaks when producing an “ah” vowel from [20] reproduced with
PErmission

If the second formant is raised towards the third formant, via the movement of the
middle of the tongue upwards towards the hard palate, the ear recognises /i/ (an ‘ee’
vowel).

A small number of authors have measured formant frequencies and bandwidths to
account for the perceived differences in timbre between singing styles such as solo and

choral singing [178, 205, 206, 177] or between trained and untrained singers [161].

Singer’s Formant Cluster

Several techniques are employed by singers, particularly opera singers, to increase their
perceived loudness and allow them to be heard over large orchestras in concert halls and
opera houses.

The most commonly known of these techniques is the “singers formant ” which applies
most significantly to the operatic tenor voice. The singer’s formant (now more usually
known as the Singer’s Formant Cluster (SFC)) was first suggested by Sundberg [168] to
describe an area of increased spectral energy in the vocal sound in the region between
2.5kHz and 5.5kHz; it is generally found in operatic singing and related western Classical

styles, but is usually absent in other types of singing and speech.
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The Singer’s Formant Cluster (SFC) manifests as a peak in the spectral envelope
between around 2 kHz —4 kHz. It is usually achieved by manipulation of the sound
modifiers (e.g. an increase of pharyngeal space) which results in the bunching together
of formants 4,5 and 6 and is particularly related to the technique of lowering the larynx.
Although the spectral envelopes of each orchestral instrument differ (giving each instrument
its identifiable timbre), an idealised spectral envelope of the acoustic output from a whole
orchestra, illustrated in Figure 4.2, produces a gradual decay in amplitude of harmonics,
meaning relatively low amplitude in the frequency region of the singers formant cluster.
The 2kHz-4kHz frequency region of the SFC is also the most sensitive frequency region of

the human hearing response, adding to the auditory significance of the technique.

Text alone Orchestra alone Singer and orchestra
} b }
/
@ -7} 1] /\/\
= = =
=3 =3 =
= = =
g g £
T T T T T 1 T T T T T T
1 2 3 4 1 2 3 4 1 2 3 4
Frequency (kHz) —= Frequency (kHz) — Frequency (kHz) —»

Figure 4.2: The impact of the singers formant cluster on an idealized spectral envelope of an
orchestra and singer from [20].

The SFC increases the relative amplitude of harmonics in the spectrum between 2-4
kHz. As a complex tone includes harmonics at integer multiples of the fundamental
frequency (F0), (i.e. 1st harmonic (H1) = FOx1, 2nd harmonic (H2) = F0«2, 3rd harmonic
(H3) = F0%3 etc.) the higher the fundamental frequency, the fewer harmonics will be
present in the singers formant area of the spectrum.

The acoustic possibilities of the SFC become less useful the higher in the pitch range the
voice-type of the singer is placed. Whilst low female voices may make use of the technique,
soprano voices in particular make use of alternative techniques, both physiologically and
acoustically. For example, in the speech of an adult female the expected frequencies of the
first 3 formants for this vowel would be 850Hz, 1200Hz and 2800Hz. However if singing an
A5 (fundamental frequency of 880 Hz) the first formant is redundant as there is no sound
energy in this frequency range to amplify. The soprano singer therefore tunes the (now
redundant) first formant (again by manipulating the placement of the sound modifiers)
up to (or near to) the fundamental frequency, greatly increasing the relative intensity
of the fundamental and increasing the perceived loudness of the sung tone. However,
the spectral envelope no longer has distinguishable peaks, putting into question vowel

recognition when higher fundamental frequencies are sung (see idealised illustration in
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Figure 4.3).
Sound source Sound modifiers Output
fvocal fold vibration) fvocal tract response) (form lips)
i ' i
by J &
= = o E=]
= R = =
= —— O ! =
o (=] {w
= o £
< o <
Fregquency—m= Freguency—me Frequency—ses
i i i
$ 3 é
2 c 2
= -l o Ll S
= 2 =
=Y o <
Fregquency—ams- Frequency—s- Frequency—sm-
T =Rl 1:
E g /v\/\ S
= - 2 - =
£ o E
= x T
Fregquency—am Frequency—mm Frequentcy—am

Figure 4.3: Showing the spacing of the harmonics at different fundamental frequencies changing
the impact of the formant frequencies on the spectral envelope. (Reproduced with permission

from) [20]

Once the technique to produce the SFC has been learnt, it can be difficult to avoid.
Howard [207] demonstrated that a professional singer trained in Western Classical style
still produced a strong spectral peak around the singer’s formant region, even when
performing in a non-operatic style. However, not all singing styles employ the SFC, for
example, Cleveland [165] found no evidence of the singer’s formant in country singers
and indeed showed that country singers’ vocal output spectra were similar for speech and

singing.

Autocorrelation Function (ACF)

Autocorrelation is a signal processing technique which provides a measure of similarity
between a signal and a time-delayed copy of itself at a given time lag (7.). When a
reference window of the original signal matches the time-lagged window, the correlation
value is large. In the case of a periodic signal, peak correlation values will be reached at lag
distances which correspond to one period, or integer multiple periods, of the fundamental

frequency.
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A handful of authors have attempted to use ACF as a measure of the timbral quality
of singing voice, for example, Noson et al. [208] investigated the effectiveness of using
Te(min) as an evaluation criterion for singing voice. 7.(min) is defined as the minimum
value of effective duration of the running autocorrelation function (r-ACF). Noson et
al. used this parameter to characterise the recorded audio signal of a singer in an opera
house to quantify the “blendedness” of the singer’s voice in the performance venue and
argued that 7.(min) showed close correlation with the listeners’ and performers’ subjective
impression. They also showed that 7.(min) varies according to performance style, singing
style, vowel, relative pitch, extent of vibrato and intonation and argued further that the
fine structure of the running ACF (rACF) related to the identification of vowels in the

singing voice.

4.3.4 Production-related Parameters

The extraction of data on the technical mechanisms or physiological processes which are
involved in playing a musical instrument is often used as another source of information
on musical performance. Production parameters are not usually investigated in isolation
but rather examined in relation to the corresponding timbral or temporal aspects of
performance. With the standardisation of MIDI in the 1980s it became easier to extract
production parameters such as key velocity for studies of piano playing; more recently
other sophisticated sensors have been developed to obtain data of finger force, pedal
timing etc.

For bowed instruments, motion tracking sensors have recently been developed which
can be used to detect motion and other aspects such as bow force and bowing speed. For
example, Chudy et al. [209] studied the relationship between gesture, tone production and
perception in classical cello performance and extracted not only acoustic parameters of
the music performance, but also features of the production mechanism and instrumental

playing technique.

4.3.5 Vocal Production-related Parameters
Inverse filtering

A number of voice source parameters have been analysed through the use of inverse
filtering, which filters the voice output signal with the inverse of an estimated vocal
tract filter shape, in order to ascertain the original voice source waveform. Voice source
parameters which can be calculated from the inverse filtered voice signal include glottal
flow, glottal closure, opening and closing phase, open and closed quotient (see also Section
4.3.5).
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Cleveland & Sundberg [210] examined the voice source properties of three different
male voice categories by measuring the closed phase of the glottal cycle from an acoustic
glottogram achieved by inverse filtering the acoustic voice signal. They found that the
fundamental frequency amplitudes differed between the bass, baritone and tenor singers,
with the bass singer demonstrating the strongest fundamental.

The present author used inverse filtering techniques to study the differences between
male opera singers’ chest and head voice registers [198, 183]. Other researchers have used
inverse filtering techniques to examine differences between vocal registers [211, 198, 183],

or to analyse and synthesise the voice source in speech, for example [201, 212].

Electrolaryngograph

The output signal from an electrolaryngograph enables not only very accurate analysis of
fundamental frequency of the singing voice, but also analysis of the shape and regularity
of vocal fold vibration. An electrolaryngograph consists of two disk electrodes which are
worn externally by the singer on either side of the neck in line with the thyroid cartilage.
A small constant radio frequency (RF) voltage flows between the electrodes and the
resulting output signal (Lx) plots the current flow against time. When the vocal folds are
in full contact the current flow is high, and as the vocal folds move apart the current flow
decreases [213, 194].

Open and Closed Quotient

The percentage of each cycle when the vocal folds are open can be measured from the
Lx waveform. A number of different methods exist to determine the exact start and end
points of the closed phase and open phase (see [213, p5]).

Authors have also found differences in closed quotient measures in the changing voices
of young singers [189, 188] and changes in closed quotient values as a function of singing
training [160].

4.3.6 Intensity-related Parameters
A number of intensity-related parameters can be extracted and calculated from the audio
signal and are generally correlated to the perception of musical dynamics.

Sound Pressure Level

Average sound pressure levels across bars, notes or phrases can be calculated if the
reference level is known. Relative sound pressure levels can be analysed where the absolute

dB SPL is not available. Root Mean Square measures are generally used for this purpose -
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the mean root value of the squared sound pressure level of a signal over time - and denotes
the intensity of a signal.

For example, in a study of historical and modern solo singer recordings, Timmers
calculated the average sound level of each bar [214] and found that the correlation with

perceived dynamics was not very high.

4.3.7 Intensity-related Attributes
Loudness and Musical Dynamics

Some authors have employed perceptually motivated measures of loudness in order to
characterise differences in musical dynamics or overall loudness levels.

Overall loudness has been show to correlate with tempo in piano performances [215]
which is probably due to the large amplitude of vertical finger movement in the pianists’
playing technique.

Sound pressure level readings of singing performance have been found to differ between
performance styles. For example, Howard et al. found a difference of 17dB between three
different singing styles [164].

Loudness characteristics correspond generally to changes in musical dynamics such as
“crescendo” (increasing loudness over time) and “diminuendo” (decreasing loudness over
time), but other attributes also contribute to the perception of musical dynamics, such as

timing and timbre.

Intensity Vibrato

Some musical instruments such as woodwind instruments and the singing voice can exhibit
an intensity vibrato, which consists of (quasi-)periodic changes in intensity over time
during notes. Intensity vibrato (IV) very often co-exists with fundamental frequency

vibrato (quasi-periodic changes in fundamental frequency over time (see section 4.3.11).

4.3.8 Temporal Parameters

Temporal parameters are some of the most fully researched in music performance analysis
studies since they are relatively easy to extract using simple methods such as timing a
performance, or counting the number of beats in a performance of a certain time length to
obtain a tempo rating. Identifying note onsets and offsets is crucial to much performance
analysis, since not only can tempo related attributes such as variations in tempo/rubato

be calculated once these are found, but many other performance attributes such intonation
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Figure 4.4: [llustration of the note onset (initial portion of note between vertical lines) of a
saxophone note

(see Section 4.3.11) and vibrato (see Section 4.3.11), rely on successful identification of

note beginnings and endings.

Note Onsets

Pinpointing the position of individual notes in a musical performance is an important
first step before a number of other parameters can be calculated. Once note onset times
have been found other parameters can be subsequently calculated, such as note durations,
note-on ratio and inter-onset intervals. This is relatively easy for MIDI data taken from
keyboards, and indeed much research has been facilitated by using MIDI data which
includes note-on and note-off “messages” (e.g. [216, 137, 217, 153, 154, 218]). Note
beginnings and endings must also be determined in order that tone-related attributes such
as pitch, intonation, and vibrato can be analysed (see section 4.3.11).

Several authors have proposed algorithms to automatically identify the time instants
of note onsets. Most of these are based on peak-picking algorithms which detect local
maxima in the audio waveform and/or a sudden change in the amplitude of the waveform.
Bello et al. have produced a useful tutorial on onset detection in musical signals [219].

Very often the start of a tone includes a short time span from the start point of the
instrumental sound until the point where a quasi-periodic state is reached (see Figure 4.4)
This onset time span is also referred to as rise time or initial transient time. Different
musical instruments can exhibit varying note onset envelopes - indeed it has been shown
that the ability of listeners to distinguish between different instrument sounds relates to a
large extent on recognition of the note onsets [220]).

Nevertheless, it should be noted that the human singing voice and some musical
instruments, such as bowed string instruments, do not always demonstrate impulsive note

onsets, and in these cases different techniques have to be used.
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Vocal onsets and offsets

Accurate data on the temporal aspects of singing voice performance can be difficult to
obtain. Most note onsets in vocal music are non-percussive and so the standard peak-
picking algorithms used for automating the process of finding onset times and temporal
note positions are not adequately accurate. Vocal onsets can also take a number of
different forms primarily determined by the text of the song. For instance, vocal onsets
might comprise a glottal onset (where the vocal folds are closed prior to the onset of
voicing) or glide onset (where vocal fold vibration starts from an open glottis), whilst
notes that begin with consonants demonstrate many different characteristics according
to the acoustic properties of the consonants involved. Transition times between vowels
and consonant sounds, relate to the overall articulation of the text and can be used as a

quantitative measure of articulation in vocal performance.

Note offset times

A decision must be made by the researcher to identify the point at which one can measure
the note offset. For example, in a recent study of drum and speech sounds, Patel &
Iverson [221] defined the note decay time as the ‘duration between envelope peak and
point at which the envelope decays to 50% of the peak value’.

A number of quantitative measures can be derived once note onset and offset times

have been determined, such as those outlined below.

Note durations

Note durations can be easily calculated as the difference between note onset and offset
times. Variations in note lengths and phrases contribute to agogics - see section 4.2.3.
Note durations are denoted by some authors as note-on ratio. For example, in a study
of piano performances in different room acoustic conditions Bolzinger and Risset [137]
found that notes were played more “staccato” i.e. the note-on ratio was smaller, when

reverberation time in the room increased.

Inter-onset Intervals (IOIs)

Inter-onset intervals (also sometimes called inter-tone onset intervals) can also be calculated

from the identified note onset times.

to(i+ 1) —t,(4)
fs

[01(i) = (4.1)
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Where [OI(4) represents the inter onset interval (in seconds), t,(¢) is the sample number
of the detected onset and ¢,(7+ 1) the sample number of the next onset, and fs is the
sample frequency.

In a highly detailed analysis of 28 recorded piano performances by a number of
performers, Repp extracted Inter-tone Onset Intervals (IOIs) and undertook a series of
statistical analyses of the data [222]. He found that, within the constraints of global
and local timing patterns which appeared to be determined by musical structure of the
piece (e.g. ritardandi at the end of major sections), pianists displayed a huge amount of
individual variation at the lower levels of the structural hierarchy, such as in the timing of

individual notes and phrases.

Beats

In order to ascertain the tempo of a performance the position of musical beats must first
be identified. This can either be achieved by annotating the onset times in a waveform
editor e.g. [153] or using one of the beat tapping systems designed to allow a listener
to tap along to the beat whilst listening to the audio signal [223]. Once accurate beat
positions are known, temporal attributes such as global or local tempo can be calculated.
Others have used automatic or semi-automatic beat tracking systems, for example [224],
or more recently developed automatic alignment algorithms which use information from
the score of a MIDI file to guide the detection of beats [225, 150].

4.3.9 Temporal Attributes
Tempo

Extracted timing parameters allow the changes in tempo in a musical performance to be
plotted by means of a tempo curve, which simply plots the tempo as a function of time
for the duration of a piece. A number of authors have used this method in a descriptive

approach to musical performance analysis.

Global tempo

Global tempo is the average tempo calculated across the whole of a piece, song or
substantial section of piece. In an investigation of recorded performances of keyboard
pieces by J.S. Bach, Schulenberg [226] calculated the proportions between overall average
tempo of the piece in certain key sections. He found that tempo relationships between the
opening section and the fugue showed a broad continuum, which did not seem to relate

to age of the recording, nor the instrument on which the piece was played (harpsichord,
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piano). The study focussed on average tempos across large sections of the piece, rather
than on local tempo variations (musically known as “ritardandi”, or “rubato”) - such local
variations in tempo are often characterized by calculating local tempo rates as described
in the following section.

The average tempo of a sung passage can be found by measuring its overall length and
dividing by the number of musical beats it contains, giving a value for average beats per
minute (BPM)- equivalent to musical metronome markings. However, care needs to be
taken when there are silences between musical phrases (musical rests), or between verses
of a song, as these may not be of the “correct” duration, especially if a singer is singing

unaccompanied.

Local tempo

Measures of local tempo are evaluated by the length of individual local beats. The variation
in this local tempo can be used to identify “rubato” or expressive timing. For example,
Repp [222] studied the variations in the timing microstructure in several performances of

the same piano piece given by a number of pianists. Local beats are calculated as follows:

B 60s
(i 1) — t(4)

Where BPM,,cqi (i) represents the local tempo (measured in Beats Per Minute), #,(1) is

BPMlocal(i)

(4.2)

the time point of the detected beat measured in seconds, and t,(i+ 1) the time point of
the next beat measured in seconds.
A bar-level measure of local tempo can also be calculated by measuring the duration

of each bar of a piece, and dividing by the number of beats in the bar.

Rubato - variation in tempo

Many of the numerous studies on variation in tempo and timing in musical performances
have examined performances of solo piano music. For example, Todd looked at the rubato
(and dynamics) in piano playing [156, 227] and produced a model which related these
attributes to musical structure.

Clarke [157] also related rhythmic tendencies in piano performances to the structural
hierarchy of the piece and note-level expressive gestures. Repp [222] similarly investigated
the timing in performances of piano music by Beethoven and Schumann, and found that
instances of “ritardando” related to the overall structural hierarchy of phrases, e.g. the
higher the structural level of the phrase the more pronounced the “ritardandi”.

Friberg and Sundberg [228] undertook an experiment where listeners were asked to

adjust the onset time of one note in a sequence and found that the JND for tempo (at
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least in a regular monotonic phrase) was fixed at 6ms for tones that were shorter than
250ms. For tones longer than 250ms there was a constant relative JND of 2.5 %.
Timing has also been shown to be a crucial factor in the synthesis of musical per-
formances; as Sundberg et al. demonstrated, [217] a computer based MIDI-controlled
musical performance will sound more human-like if the timing and variations in timing

(rubato) are correctly mimicked [217].

Agogics

Agogics concerns the emphasis of 