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Abstract 

This dissertation assesses the contribution of CCS in mitigating climate change, 

investigates Computational Fluid Dynamics (CFD) in aiding the development of CCS 

technology, and presents the results of air and oxy-fuel combustion experiments 

conducted in a 250 kW furnace. 

Coal combustion was investigated using non-preheated and preheated air. Preheating 

increased the heat input to the flame and the radiative heat transfer near the flame 

region, enhancing flame stability and burnout. Radiative and convective heat transfer 

measurements showed that the total heat transfer is mainly influenced by thermal 

radiation, data on which is essential in validating newly developed radiation models. 

Oxy-fuel experiments produced flue gas with over 90% CO2 concentration (allowing 

CCS without chemical scrubbing). Exit concentrations of NO and SO2 increased with 

reduced recycle ratio, largely due to the reduction in dilution. However, total NO 

emissions reduced by ~50% compared to air-firing, which was attributed to low levels 

of atmospheric N2 in the oxidiser and significant reductions in fuel NO formation.  

Air and oxy-fired peak radiative heat transfer corresponded to a range typical of coal-

fired boilers. For the oxy-cases, in-furnace temperatures and heat flux increased with 

total O2 concentration. Radiative heat transfer increased with higher gas emissivity. 

The results indicated that the air-fired temperature profiles can be matched when 

retrofitting to oxy-firing by modifying the recycle ratio, and the optimum ratio lies 

between the investigated cases of 27% and 30% O2 concentrations (using a dry 

recycle). The radiative heat flux profiles can also be adjusted. Temperature and heat 

flux measurements indicated delayed combustion due to the higher heat capacity of 

CO2 and delayed mixing between the Primary and Secondary/Tertiary streams.  

CFD modelling was undertaken on 250 kW and 2.4 MW coal-fired furnaces under 

air-firing conditions, and a 500MWe utility boiler firing coal, a biomass blend, and 

100% biomass under air and oxy-fuel conditions. Using wet recycle, the optimum 

total O2 concentration lies between 25 and 30%, where air-fired heat transfer 

characteristics can be matched without significant modifications when firing coal or 

the biomass blend, but not 100% biomass. 
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Chapter 1  

Introduction  

1.1 The Issue of Climate Change 

The broader context for this project is the continuing global effort to mitigate the 

effects of Climate Change. In 2013 the Intergovernmental Panel on Climate Change 

(IPCC) published its 5th assessment report, which reconfirmed that human activity ï 

primarily the burning of fossil fuels, industrial activity and land use changes ï has led 

to a dramatic increase in the concentration of CO2 in the atmosphere which, along 

with other so-called greenhouse gases (CH4, N2O, CFCs), is largely responsible for 

climate change (IPCC, 2013). Figure 1.1 shows the increase in global anthropogenic 

CO2 emissions since the industrial revolution. There is a particularly dramatic rise 

since circa 1950, with current annual CO2 emissions stand at over 30 thousand 

gigatonnes. This increase correlates to changes in atmospheric CO2 concentration 

shown in Figure 1.2, which when compared to the data from ice core records over a 

400,000 year period, illustrates the historic nature of the increase that has occurred 

over the last century. 

 

Figure 1.1. Global CO2 emissions from Fossil-Fuel Burning, Cement Manufacture, 

and Gas Flaring, in gigatonnes (CDIAC, 2014). 
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Figure 1.2. Record of past variations in atmospheric CO2 concentrations from ice core 

records  (Met Office, 2011). 

The level of CO2 concentration in the atmosphere currently stands at 398 ppm 

(USNOAA, 2014), which is an almost 40% increase since the beginning of the 

industrial revolution and is substantially higher than levels recorded in ice cores from 

the last 800,000 years (IPCC, 2013). The level is predicted to reach 550 ppm by 2050 

(Stern, 2006). In order to avoid the most dangerous effects of climate change ï which 

includes the melting of glaciers and arctic ice sheets, the acidification of the Worldôs 

oceans, extreme weather conditions such as droughts and floods and other possible 

consequences such as food supply shortage (Royal Society, 2005; Stern, 2006), which 

could even lead to civil unrest and the destabilisation of developing countries, mass 

migrations of refugees etc. ï it is recognised by the Copenhagen Accord that the global 

average temperature rise must not exceed 2°C (ZEP, 2010b). According to Stern 

(2006), at the current emissions trends, there is a 77 to 99% chance that this 2°C rise 

will be exceeded. Therefore, in order to keep the temperature rise below this critical 

2°C, global emissions must be stabilised before 2020 (PIK, 2009) and reduced by 50% 

below 1990 levels by 2050 (CCC, 2009). 

When modelling future climate change for its Fifth Assessment Report (2013), the 

IPCC identified four scenarios (Representation Concentration Pathways, or RCPs), 

which were identified by their estimated total radiative forcing in year 2100 relative 
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to 1750: RCP2.6 (2.6 W/m2); RCP4.5 (4.5 W/m2); RCP6.0 (6.0 W/m2); and RCP8.5 

(8.5 W/m2). These corresponded to one mitigation scenario (RCP 2.6), two 

stabilization scenarios (RCP 4.5 & RCP 6.0), and one scenario with very high levels 

of greenhouse gas emissions (RCP 8.5).  These were chosen to represent a range of 

likely climate policies (or lack thereof) during the course of the coming century, each 

resulting in different land use practices and levels of greenhouse emissions leading to 

2100. The predictions for global surface temperature increases are shown in Figure 

1.3. It shows starkly that a policy of óbusiness as usualô, with continuing high levels 

of CO2 emissions (RCP8.5), is projected to lead to temperature rises well in excess of 

the 2°C target identified above. 

 

Figure 1.3. Time series of global annual mean surface air temperatures (IPCC, 2013). 

Given our continuing reliance on fossil fuels (in 2007 they provided over 80% of the 

worldôs total primary energy supply) (ZEP, 2010a), the burning of which produces 

large quantities of CO2 emissions, mitigating climate change will be a major 

challenge. Indeed, recent figures suggest that fossil fuel power plants, together with 

heavy industry, produce 52% of global CO2 emissions - approximately 15 billion 

tonnes of CO2 per year (ZEP, 2010a). 
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1.2 Energy Sector 

The 4th IPCC report showed that the energy sector is a key contributor to CO2 

emissions. In 2004 it was responsible for 26% of the total anthropogenic CO2 

equivalent emissions (IPCC, 2007). This is due to the major part of the electricity 

being generated from fossil fuels, with over 41% coming from coal. In the UK coal 

provided 29% of the electricity in 2012 (World Coal Association, 2014). Figure 1.4 

shows the projected electricity generation trends for the next two decades, indicating 

a significant increase in energy demand, which is predicted to rise by 50% over the 

next 20 years alone. This increase is driven primarily by population growth (the world 

population is predicted to grow from 7 billion to 9 billion by 2050), economic 

development and rising standards of living in the developing parts of the World (ZEP, 

2010a). 

 

Figure 1.4. World net electricity generation by fuel (IEA, 2010). 

It is clear that to meet this demand a combination of improved energy efficiency (both 

in the generation sector and at end use), and increased reliance on low carbon energy 

sources will be needed to mitigate climate change (Pielke, 2009). Over the longer term 

this increased demand is expected to be met entirely from low carbon energy sources. 

These technologies include renewables (such as solar, wind, hydroelectric and 

geothermal power as well as sustainably farmed biomass) and nuclear power (and in 

many decades to come perhaps power provided by fusion reactors). However, each of 

these technologies face unique challenges. Nuclear power, for example, is very 
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expensive, due to the high cost of construction and decommissioning, and also has 

issues regarding safety and the difficulty of long term waste disposal (Fyfe, 1999). 

Although many renewable technologies share the problems of high cost, the main 

challenges derive from their unreliable and unpredictable nature. Figure 1.5, which 

shows the significant changes in the UKôs daily energy demand, illustrates the 

importance of technologies that are reliable, flexible and capable of adjusting to 

sudden changes in consumption. Balancing an intermittent demand with generation 

technologies that are inherently intermittent is too great of a challenge to be met in 

the near future.  

m 

Figure 1.5. UK electricity demand & generation by fuel type - over a period of 9 days 

(ELEXON, 2011). 

Therefore the IEAôs predictions (Figure 1.4) that energy generation will continue to 

rely on fossil fuels over the short and medium term are justified.  

From the major fossil fuel sources, coal is the most abundant with proven reserves of 

109 years, whereas natural gas reserves are estimated to last for 56 years, and oil for 

53 years (based on 2012 reserves and production rates) (BP, 2013). 
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As a first step towards reducing the carbon intensity of fossil fuel-based power 

generation, increasing the efficiency of existing technologies is required.  Although 

efficiency increases alone cannot reduce emissions to near zero, they will help to 

lower CO2 emissions per unit of energy generated. While numerous cost effective 

end-user efficiency improvements, such as home insulation, have been identified and 

are being promoted, these fail to realise carbon savings on the scale required to 

mitigate global CO2 emissions (Figure 1.6). On the other hand, this figure shows the 

substantial abatement potential of CCS technologies, although these come at much 

higher costs.  

 

Figure 1.6. CO2 abatement cost and potential of a range of technologies (McKinsey 

& Company, 2014). 

Biomass is a promising alternative fuel source that can be co-fired with or replace, 

coal in pulverised fuel boilers. When sustainably produced, the process can be 

considered close to carbon neutral because the CO2 released during the combustion of 

the biomass is removed from the atmosphere by a new generation of crops. Biomass 

also contains less sulphur and nitrogen, lowering both SOx and NOx emission 

compared to coal firing. Furthermore, as part of a balanced energy mix, biomass can 

increase energy security (DECC, 2012b). There is considerable experience of co-

firing small amounts of biomass with coal in coal-fired power stations; and in the UK, 
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the government has provided additional incentives for full conversion to biomass 

firing in the form of Renewable Obligation Certificates (DECC, 2012a). However, 

given the constraints (such as the availability of suitable land, and concerns that 

switching agricultural production away from food will lead to higher prices, or even 

shortages of staple foodstuffs), it is clear that coal will remain a key part of the energy 

mix for at least several decades (see IEA predictions in Figure 1.4). This is because 

substantial reserves of coal remain (see above), and many countries, both advanced 

and developing countries, currently rely heavily on coal (see Table 1.1). Therefore, 

CCS technologies for coal-firing will be essential for any successful effort to mitigate 

global climate change. 

Table 1.1. Share of coal in the worldwide energy generation mix in 2012 (World Coal 

Association, 2014). 

South Africa 94% Indonesia 44% 

Poland 86% USA 43% 

PR China 81% Germany 43% 

Australia 69% UK 29% 

India 68% Japan 27% 

1.3 Carbon Capture and Sequestration 

CCS is widely regarded as having the potential to enable the continued use of fossil 

fuels over the coming decades whilst also reducing the CO2 emissions of the sector to 

near zero. Thus, it promises to enhance the energy security of nations with significant 

fossil fuel reserves, and enable those nations that rely on energy imports to maintain 

a more diverse range of supply. Another advantage of CCS is its technological 

maturity for short term deployment (Florin and Fennell, 2010). Stern (2006) stresses 

the economic benefits of early action in climate change mitigation, as opposed to a 

reactive approach of dealing with the consequences down the line. According to the 

IEA (2010), CCS is an essential part of the strategy to achieve substantial CO2 

reductions by 2050. They estimate that the cost of mitigation is considerably higher if 

CCS is not included in the strategy to decarbonise the energy sector. In the IEAôs 
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óBlue Map scenarioô, 19% of the emissions reductions are met by CCS (a mixture of 

35 coal fired and 20 gas fired CCS units of 500 MW capacity).  

When it comes to the UK, CCS has been endorsed by both the UK Government (2009) 

and the industry lead coalition of the APGTF (2014). In order to achieve the 2050 

target of reducing the emissions of the power generation sector to close to zero, while 

maintaining energy security and diversity, HM Government (2009) plans the 

implementation of CCS, with the potential to secure close to 90% CO2 reductions 

across the energy sector, as well as significant reductions within heavy industry (e.g. 

cement manufacture) and even transport (if widespread electrification of vehicles is 

introduced). As of 2009, all new coal and gas fired plants, over the 300 MW net 

generation capacity, have to be built ready for retrofitting with a CCS plant. 

CCS involves three technological components:  

¶ first, the technology to capture the CO2 emissions of large point source 

emitters such as power stations (these are discussed in Chapter 2). 

¶ second, the means to transport the captured CO2 to the storage site. The 

cost of storage is nonlinear with increasing scale (Katzer, 2007), therefore 

newly built power stations should be placed close to a storage site and 

ideally in clusters, possibly together with heavy industry plants suitable to 

CCS such as cement manufacturing or refineries, to take advantage of 

economies of scale. In the UK there are many such suitable areas, dense in 

power stations and heavy industry and relatively close to depleted natural 

gas reservoirs under the North and Irish Sea, for example in the Yorkshire 

and Humber region. 

¶ and thirdly, its injection to deep geological formations, such as deep saline 

aquifers or depleted oil and gas reservoirs, where it is initially trapped in 

the small pores of the porous rock, then it migrates through the formations 

and over the longer term it undergoes mineralisation and it is considered 

immobile.  
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Figure 1.7. Schematics of CCS (ZEP, 2010a). 

Each of these 3 components is a separate scientific field in its own right, and this thesis 

looks only at the first part of this process. However all technologies have now been 

developed sufficiently to allow the deployment of CCS in the near future. These can 

be categorised as pre-combustion, post-combustion and oxy-fuel combustion (Florin 

and Fennell, 2010), and will be explored in more detail in Chapter 2. 

1.4 Objectives and Aims 

This thesis helps advance our understanding of the oxy-fuel combustion process, and 

the role that it may play in the development of technologies for Carbon Capture and 

Sequestration. It presents the results of an experimental programme conducted on a 

250 kW solid fuel combustion test facility (located at the PACT national facilities near 

Sheffield), and investigates CFD modelling for oxy-fuel combustion. 

Chapter 2 presents a literature review of experimental oxy-fuel research. It describes 

the physical processes taking place during combustion, as well as their applicability 

to oxy-fuel Computational Fluid Dynamics (CFD) modelling, which can be an 

important tool in aiding the design and development of this promising technology. 

The liquid CO2  
is pumped deep 
underground into 
one of two types  
of CO2 storage 
reservoir  
(porous rock) 

Cap rock 

Cap rock 

Deep saline aquifer 

700 - 3,000m 

up to 5,000m 
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Chapter 3 provides a detailed description of the facilities and measurement devices.  

It describes the fuel used and the experimental conditions investigated. Experimental 

practices and estimation of measurement errors are also presented, along with the 

experimental schedule. 

Chapter 4 describes the combustion of coal under both air- and oxy-fired conditions 

in a state-of-the-art 250 kW CTF. A range of measurement techniques were used to 

obtain a detailed picture of the combustion process, with a particular focus on flame 

characterisation and heat transfer performance.  

Measurements presented and discussed include radiative and total heat flux taken 

along the length of the furnace, flame temperature profiles, flue gas emissions of O2, 

CO2, CO, SO2 and NOx as well as burnout. 

Chapter 5 describes the CFD modelling studies, beginning with pilot scale simulation 

work on the 250 kW facility. The CFD results are compared to the results obtained 

from the experimental programme.  In addition, modelling work conducted on a 

commercial 500 MW power station is outlined.  The investigated cases on this include 

the validation of the air-fired base case against data provided by the power station. 

Then the theoretical cases of converting to biomass co-firing and oxy-fuel operation 

are analysed. 

Chapter 6 summarises the major findings and makes suggestions for future work. 
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Chapter 2  

Literature Review and Combustion Modelling 

2.1 Chapter Overview  

This chapter outlines the literature that relates to both the experimental and the CFD 

modelling aspects of the research into air and oxy-fuel combustion.  A brief summary 

of the three  major CCS technologies is provided.  Then, the chapter describes the 

physical processes taking place during combustion, as well as their applicability to 

the two methods that were utilised: experimental investigations, and Computational 

Fluid Dynamics (CFD) modelling.  These are important in aiding the design and 

development of commercial-scale CCS technology. 

2.2 Commercial CCS Technologies 

Three technologies, pre-combustion, post-combustion and oxy-fuel combustion,  have 

been developed to a sufficient extent to allow the deployment of CCS in the near 

future (Florin and Fennell, 2010). 

2.2.1 Pre-combustion 

A schematic of the technology is shown in Figure 2.1. The main feature of the process 

is the conversion of solid fuel sources (including coal) to gaseous fuel, called synthesis 

gas or ósyngasô, in a gasifier. During the conversion process, the fuel undergoes partial 

oxidation to provide energy for the conversion process. The produced syngas consists 

mainly of CO, H2, CH4, CO2 (plus tars and other trace components, the exact nature 

and amount of which will depend on the composition of the fuel source). In the next 

step, the syngas is reacted with steam in a water-gas shift reactor where the CO is 

converted to CO2, which produces a stream with a high CO2 concentration, typically 

50%. The CO2 then can be separated from the stream at high temperature and pressure. 

At the end of this process a gas mixture, consisting primarily of H2, is produced which 

can be combusted in a gas turbine or used to run a fuel cell. 
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Figure 2.1. Schematic of the pre combustion process (ZEP, 2010a). 

One of the main disadvantages of the process is the high cost of the gasifier, which 

requires continuous operation of the unit in order to be cost effective. This reduces 

the flexibility of this technology and makes it more suitable only for base line 

operation (unless, at times of low electricity demand, the excess hydrogen can be 

stored on site or used as a feedstock for chemical manufacture process) (Florin and 

Fennell, 2010).  

Another problem of the process is the issue of complexity, which imposes challenges 

for flexible operation. Even the commercially available IGCC plants still have issues 

with the operability and availability of the plant (Katzer, 2007). 

However, an advantage of the process (over post combustion) is that the scrubbing 

plant runs at high temperature and pressure and the partial pressure of CO2 in the 

treated stream is high, and thus enables the use of physical scrubbing agents, which 

bind to the CO2 less strongly than chemical agents and therefore their regeneration 

requires less energy. The current energy penalty of pre-combustion plants is 

approximately 7-9% (APGTF, 2011). 



 

  13 

 

2.2.2 Post-combustion 

This technology is the least intrusive option. It does not require modifications to the 

power plant and its boilers, and involves attaching a scrubber at the end of the 

generation plant. Thus one of the main advantages of the process is retaining 

operational flexibility of the power plant. A schematic of the process is shown in 

Figure 2.2. 

 

Figure 2.2. Schematic of the post combustion process (ZEP, 2010a). 

The flue gas from the boiler needs to be cleaned as the scrubbing process is 

particularly sensitive to the impurities that are present. The flue gas is then drawn 

through the scrubbing unit at typically 80°C and atmospheric pressure where 

approximately 90% of the CO2 is removed and the remaining flue gas, which consists 

largely of N2 and H2O and some CO2, is sent to the chimney.  

Due to the low concentration of CO2 in the flue of conventional power stations 

(typically 12-14%), the process requires the use of chemical scrubbers, which bind to 

the CO2 and carry it to a second unit where the CO2 is recovered and the scrubbing 

solvent is regenerated. However, regeneration requires large amounts of heat (20% of 

the generated power), thus imposing a parasitic load on the power plant which lowers 

its overall efficiency by 12% (APGTF, 2011). Another disadvantage of the process is 

that the scale up and capital and operational cost of the capture plant is significant, 

due to the large volume of flue gas which needs to be treated. 
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2.2.3 Oxy-fuel Combustion 

 

Figure 2.3. Schematic of the oxy-fuel combustion process (ZEP, 2010a). 

Oxy-fuel technology is one of the leading contenders for CCS. The main difference 

from conventional air firing is that the fuel is burned in a mixture of O2 and recycled 

flue gases. Flue gas recycle (FGR) is necessary as burning coal in pure O2 (without 

N2 acting as a diluent) would produce furnace temperatures which could not be 

withstood by conventional furnace materials. By removing the N2 upstream of the 

process, a flue gas rich in CO2 and water vapour is produced. The water vapour can 

be removed simply by condensation, leaving a product stream of high purity CO2 

which, after subsequent purification and dehydration, is ready to be pumped away to 

a geological storage site. This eliminates the need for a costly post-combustion capture 

plant, although the extra cost is now shifted to the oxygen plant. 

2.3 Economic and Feasibility Issues  

The question of which of these technologies will ultimately be widely adopted 

depends on numerous factors, including the economy, technological maturity, 

expected plant availability and operational flexibility, and environmental 

performance. 

All the technologies offer above 90% CO2 capture efficiency (Dhungel, 2010). The 

maximum efficiency that each technology can achieve will be especially important in 
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the event that a carbon tax is introduced. Post- and oxy-fuel combustion are both 

suited to retrofit existing plants, whereas pre-combustion is only applicable for newly 

built facilities (Florin and Fennell, 2010).  

The main economic challenge of the carbon capture technologies is to reduce the 

overall plant efficiency loss, which is caused by the parasitic energy requirement of 

CO2 separation (for pre- and post-combustion), of O2 separation (for oxy-fuel), and 

of CO2 processing (for all of the above). For a supercritical unit, this results in 

approximately 9% reduction in overall efficiency (e.g. from 38% to 29%), which 

requires a 32% increase in coal consumption to maintain the same output (Katzer, 

2007). This means that CCS will result in significantly increased CO2 production, 

although most of this CO2 can be captured and stored, thus resulting in overall 

reductions in CO2 emissions. 

A way to reduce the cost associated with CCS is the sale of the captured CO2. So far, 

CO2 is utilised on a large scale for enhanced oil recovery (EOR) or enhanced coal bed 

methane (ECBM) extraction.  High purity CO2 can also be used as feedstock for 

various chemical processes, e.g. urea or methanol production. As an alternative, CO2 

is being investigated as a feedstock for 3rd generation biofuel production (i.e. large 

scale bioreactors, where algae transform the CO2 rich flue to bio-oils). However there 

are a number of issues with all of the above technologies. For example, given the 

quantities of emissions around the globe only a fraction of this CO2 can be viably 

recycled as a chemical feedstock, and also when considering the life cycle assessment, 

the overall CO2 reduction may be drastically reduced. 

As Toftegaard et al. (2010) have pointed out, techno-economic studies have shown 

that based on current knowledge there is no significant cost difference between the 

three available CCS technologies (although some early studies suggested that oxy-

fuel technology might be the most cost efficient). However, there exists a degree of 

uncertainty concerning the configuration and cost assumptions that have been built 

into these assessments.  

A number of detailed studies have explored the potential cost effectiveness of oxy-

fuel technology compared to a conventional air-blown power station. For example 

Xiong et al. (2009) explored the economic feasibility of oxy-fuel technology for 

retrofit in China. Taking into account both the cost of electricity (COE) and CO2 
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avoidance cost (CAC). They predicted that the COE is comparable to conventional 

air firing as long as the unit price of CO2 is within 17-22 $/t (according to the authors 

15-25 $/t sale price is acceptable in China) or, if a carbon tax is considered, when the 

unit CO2 tax is between 29-36 $/t. They also found the cost of CAC to decrease with 

increasing power output by 1-3 $/t (from 300 to 600 MW), which is due to the scale 

dependence of the economic viability of steam cycles. Thus oxy-fuel technology is 

more suitable to large scale power plants with advanced steam cycles. 

MITôs The Future of Coal report found that a 500 MW oxy-fuel combustion plant 

may offer 10% lower COE and 25% lower CAC than supercritical post combustion 

plant of the same unit size (Katzer, 2007). 

Oxy-fuel technology can lead to increased efficiency associated with the reduced flue 

gas losses, as the overall volume of the flue gas is lower, it is cooled further, and the 

latent heat of water vapour is recovered during the condensation step. Furthermore, 

due to significantly lower total NOx production, the costly de-NOx plants are often 

omitted from the cost estimates of oxy-fuel plants, along with de-SOx units when the 

co-storage of SO2 along with CO2 is assumed. Although it should be noted that this 

latter option has not been proven, and raises serious concerns for transport and storage 

due to the corrosive nature of SO2. 

When considering oxy-fuel technology, the major cost is associated with the O2 

production. Shah (2006) estimates this to be 57% of the overall cost, and the CO2 

processing unit (CPU) and FGR accounting for 36% and 7%, respectively. At present, 

on a large scale, cryogenic air separation is the most viable option (though as part of 

the ENCAP project other innovative technologies are also being investigated, 

including membrane separation and chemical looping). Darde et al. (2009) found that 

the efficiency of cryogenic air separation units (ASU) has more than doubled since 

1971, and project a continued increase due to technological learning advances, ñsince 

the overall energy of separation is still significantly greater than the theoretically 

required separation energyò. 

The operational cost of the ASU also depends on the purity of O2 required, and Shah 

(2006) found that 95-97.5% purity is optimal, but also recognised the need for 

minimising air ingress to the system). Jordal (2004) notes that this may be particularly 

challenging for retrofit purposes for boilers where the level of air leakage into the 
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boiler or downstream may already be significant. Another way of reducing the energy 

penalty of the ASU plant is by successful heat integration of the ASU and the low 

temperature heat sources of an oxy-fuel plant (flue gas condensation, CO2 

compression, steam cycle) (Jordal et al., 2004) - though higher degree of integration 

poses additional process control challenges, which will need further investigation.  

van der Broek et al. (2009) noted the significant potential that, over time, 

technological learning curves may decrease the capital and operational cost of 

separation and CO2 processing technologies. However, overall it is difficult to assess 

fully the cost effectiveness of any of the CCS technologies, given that the national and 

international policy frameworks remain uncertain (e.g. carbon tax and measures to 

support CCS). Moreover public confidence in the safety and reliability of CO2 

transportation and storage will be necessary for overall success (this might be 

particularly important for landlocked nations with no access to deep sea aquifers).  

2.4 Technological Challenges of Oxy-fuel Combustion 

Oxy-fuel combustion has long been a common process in the glass, cement and steel 

industries. However, oxy-fuel technology with FGR for fossil fuel plants was first 

proposed by Abraham et al. (1982), with the aim of producing CO2 for Enhanced Oil 

Recovery (EOR). Since then a number of small and medium scale experiments have 

been conducted and, together with several demonstration projects, have significantly 

contributed to our current understanding of the process. Although the individual 

components of the process are all commercially available, they have never been 

integrated together on a large scale. There was, therefore, a requirement for full scale 

plant experience to assess the plantôs availability and load following capability when 

using high pressure steam cycles, viable with unit sizes of typically above 250 MWe 

(Davidson and Santos, 2010). 

A number of large scale oxy-fuel plants are currently at the planning and development 

stages (MIT, 2014). These include: 

¶ 426 MW coal fired CCS plant at Selby, UK, a partnership between 

ALSTOM and Drax Power Ltd., 

¶ a 200 MW retrofit project to Amerden's coal fired plant, in Illinois, USA 

ï as part the FutureGen 2.0 initiative, 



 

  18 

 

¶ a 350 MW power plant in China, a partnership between Alstom and China 

Datang Corporation, 

¶ one possible option for the Korea-CCS2 project promoted by the Korea 

Carbon Capture and Sequestration R&D Center the building of 500 MW 

oxy-fuel power plant, 

¶ and CIUDEN is pursuing a 323 MW circulating fluidised bed oxy-fuel 

plant at El Bierzo, Spain. 

A number of demonstration projects have been successfully implemented in order to 

provide information for scaling up, which include: 

¶ Doosan Babcockôs 40 MW OxyCoalTM system at Renfrew, UK, 

¶ Vattenfallôs 30 MW plant at Schwªrze Pumpe, Germany, 

¶ CS Energyôs Callide óAô, a 30 MW retrofit plant in Queensland, Australia, 

¶ CIUDEN 20 MW plant (along with a 30 MW CFB unit) in Spain, 

¶ Totalôs 35 MW gas fired Lacq project in France, 

¶ Babcock & Wilcox Groupôs 15 MWth facility in Indiana, USA, 

¶ and also their 30 MWth Clean Environment Development Facility (CEDF) 

in Ohio, USA (Davidson and Santos 2010; MIT 2014) 

These demo plants all contribute to important advancements in our technical 

understanding of oxy-fuel technology.   

2.5 CFD Modelling as a Development Tool  

Oxy-fuel technology is still in development and to facilitate Research & Development 

Computational Fluid Dynamics (CFD) can be used. 

In short, a CFD software package is used to model the real life combustion application 

on a computer. It uses an array of mathematical models (so called submodels) to 

describe the numerous thermo-physical phenomena taking place during combustion 

(e.g. devolatilisation, char combustion, radiation etc.), and their interaction with one 

another. 

The first commercial CFD packages became available more than 25 years ago and, 

due to the state of the computational park (especially limited power and processing 
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speed), simplified models were used to make predictions (Schmidt et al., 2004). But 

simplifications require assumptions that introduce errors in the predictions, and, as 

combustion modelling incorporates numerous submodels, these errors can compound 

and distort the results significantly. 

Due to significant advances in computational power, CFD can now be used to model 

the complex physical and chemical processes taking place during combustion more 

accurately. Therefore CFD has become a useful tool aiding burner and furnace design 

and development. Even though computer modelling cannot (yet) replace physical 

testing of a new design, it can, for example, be used for pre-screening of alternate 

designs, thereby reducing the physical simulations required and offering significant 

cost and time savings (Smith et al., 2003). The use of CFD is recognized to be able to 

provide reliable qualitative solutions (i.e. correctly predict trends) (Williams et al., 

2002), of, for example, in-furnace temperature profiles, heat flux distribution, flame 

characteristics, pollutant formation trends, etc. In certain aspects predictions can 

match experimental results within 10%, e.g. NOx emission from single burners (160 

kW & 40 MW) and in full scale 500 MW furnaces at Didcot and Ratcliff power 

stations both equipped with 48 low NOx burners (Stopford, 2002). 

CFD may also be used to model furnace performance changes due to the usage of 

different coal blends, which is common practice nowadays to counter price 

fluctuations of coals used. Thus, there are increasing requirements for CFD codes to 

provide not only qualitative trends, but quantitative results as well (Williams et al., 

2002). 

Currently, however, the submodels are not yet refined enough to produce quantitative 

results for conventional combustion applications. In the case of Oxy-fuel combustion, 

modelling is further complicated by the fact that the submodels were developed (and 

validated) for air fired coal combustion.  

Detailed knowledge and understanding of the underlying elementary physics is 

required in order to successfully describe them by mathematical models, which when 

incorporated into the overall model, should in theory, be more general and accurate, 

and also retain this accuracy throughout a range of different problems. 

Although Magnussen and Hjertager (1977) noted that one must be cautious with 

model selection, as they may mask important effects with less important ones. 
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Figure 2.4. Illustration of different submodels and components of a CFD model. 

Each mathematical submodel of combustion requires numerous inputs. These include 

physical properties related to the materials whose behaviour they describe (e.g. in the 

case of char combustion the porosity and chemical structure of the char particles), 

which require empirical data, often specific to that particular material, and also 

physical conditions (e.g. the heat transfer to the particle, concentration species 

surrounding the particle), which is calculated by the CFD code during modelling of 

the fluid flow. 

The modelling process begins firstly with defining the computational domain and 

discretizing it into a finite number of cells. Within these cells partial differential 

equations of mass, momentum, species concentration and energy are solved by 

integrating them over the domain, converting the integrals to algebraic equations and 

solving them via iterative methods. This, in essence, is the finite (or control) volume 

method. 

The following sections detail the physical combustion phenomena as well the 

approach for modelling them using CFD. 

In order to maximise the chance that the large scale plants will succeed (and thus 

demonstrate the technological and economic feasibility of the process) the 
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fundamentals of oxy-fuel combustion technology have to be understood (for recent 

reviews of the technological developments and overall status of the field see Chen et 

al. (2012), Scheffknecht et al. (2011), Davidson and Santos (2010), Toftegaard et al. 

(2010), Wall et al. (2009)). 

It is clear that replacing N2 with CO2 changes the fundamentals of the combustion 

process.  This is due to the fact that the thermophysical properties of CO2 differ 

significantly from N2. The differences are listed below (and are illustrated graphically 

in Figure 2.5): 

¶ CO2, being a tri-atomic gas, actively participates in thermal radiation thus 

impacting the in furnace heat transfer profiles, 

¶ CO2 (57.83 kJ/mol at 1127°C) has a higher heat capacity than N2 (34.18 

kJ/mol at 1127°C), which can impact on the adiabatic flame temperature, 

¶ CO2 has a higher molecular weight (44 g/mol) than N2 (28 g/mol), which 

will increase the density of the mixture, 

¶ the thermal conductivity of the O2/CO2 mixture differs from O2/CO2, and 

may have an impact on the heating up rate of the coal articles, and 

consequently flame characteristics.  

¶ the increased CO2 concentration in oxy-fuel combustion results in a lower 

O2 diffusion rate than in conventional cases, hindering O2 diffusion to the 

char particle and may also increase the importance of the Boudouard 

gasification reaction, influencing char burnout. 

The presence of the flue gas recycle and the additional process plants (O2 production 

and CO2 processing units) further complicates the process and, as a result, oxy-coal 

combustion differs from conventional air fired combustion in a number of ways: 

¶ Flame characteristics  

¶ Coal reactivity 

¶ Heat transfer 

¶ Emissions characteristics 

¶ Corrosion 

¶ Process control 
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Figure 2.5. Comparison of thermophysical property differences between CO2 and N2 

- determined at 1127°C and 1 atm. Data taken from Toftegaard et al. (2010). 

2.5.1 Flame Temperature 

In pulverised fuel flames, the flame temperature is considered to be the most important 

factor influencing particle heat up, ignition and burnout (Dhungel, 2010). At the same 

O2 concentrations, the adiabatic flame temperature (ATF) of an oxy-fuel flame is 

lower than an air fired one. This is due to differences in the thermal property of the 

mixture, which is characterised by the product of density and specific heat and is 

referred to as the heat sink (Shaddix and Molina, 2009). However, by increasing the 

O2 concentration, and as a result reducing the CO2 concentration and thus the heat 

sink, the AFT of the air firing application can be matched. This is typically achieved 

at 30% O2 concentration, which is, at a fixed oxygen to fuel ratio, controlled by 

varying the amount of the recycled flue gas, requiring approximately 60% recycled 

(Wall, 2007). 

2.5.2 Particle Heat Up, Ignition and Flame Propagation 

Increasing the O2 concentration also enhances reaction and heat release rates and 

consequently increases the rate of devolatilisation, lowers the time required for 

ignition, and increases the flame propagation speed (all of which is retarded by 

substituting N2 with CO2). Thus by proper O2/CO2 ratio selection, it is possible to 
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match ignition times and volatile flames of oxy-fuel furnaces to conventional flames 

(Shaddix and Molina, 2009). Ignition studies carried out by Man and Gibbins (2011) 

on thirteen coals from a wide range of coal ranks, confirmed these findings. The 

optimal recycle ratio was found to be 30-35% percent. 

Smart and Riley (2011) carried out tests firing South African bituminous and Russian 

semi-anthracite coals, fired with a 0.5 MW burner operated in RWE npowerôs 

Combustion Test Facility (CTF). They found that by reducing the recycle ratio (thus 

increasing the O2 enhancement and flame temperature) the flame stability and 

luminosity may both be increased, and demonstrated that oxy-fuel combustion allows 

for a wider range of coals to be burned in a conventional utility boiler (potentially 

including semi-anthracites).  

2.5.3 Burnout  

Toftegaard (2010) notes that char combustion is typically controlled by both kinetics 

and diffusion (Zone II), and as the diffusivity of O2 in CO2 is 0.8 times that of its 

diffusivity of N2 (at 1127°C), at the same O2 partial pressures, the lower diffusivity is 

expected to lower the rate of char combustion. Similarly, as the diffusivity of small 

hydrocarbon is also lower in CO2 atmospheres, the rate of volatile combustion is also 

negatively affected by the increased presence of CO2. However, when the AFT is 

matched, the increase in O2 concentration results in an overall enhanced burnout of 

char and volatiles.  

The enhanced burnout may also be explained by the increased importance of the 

Boudouard reaction at a high CO2 partial pressure: 

ὅ ὅὕᴼςὅὕ 

However, as at high O2 partial pressures, the CO2 has to compete with the O2 for the 

char, the influence of this reaction is not yet clear, and requires further investigation 

(Wall et al., 2009).  

2.5.4 Heat Transfer 

In pulverised fuel furnaces, radiation is the principal mode of heat transfer, which is 

dependent on the flame temperature and the radiative properties of the gas mixture 

and the particles. Furthermore, as the emissivity of the CO2 and H2O is higher than 

that of N2, oxy-fuel combustion results in higher radiation fluxes, and therefore for 
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retrofit applications lower AFT is required to match the HT to the radiative section. 

The increased heat transfer in the radiative section will, though, result in lower gas 

temperatures in the convective section. This heat transfer between the two sections 

will have to be optimised for retrofit applications.  

Smart et al. (2009), Smart et al. (2010b) and Smart and Riley (2011) investigated the 

effect of the recycle ratio on the furnace radiation profiles and found that overall the 

radiative heat transfer matched air firing cases at 72-74% recycle ratios. Even when 

semi-anthracite was used, the radiation profile away from the burner region (axial 

distance >0.75 m) could be matched to profiles produced by bituminous coals under 

air fired conditions (Smart and Riley, 2011). Although near the flame region (axial 

distance <0.75 m) the radiation flux was significantly lower for the semi-anthracite 

(due to low volatile content of semi-anthracites). 

2.5.5 Emissions 

Numerous studies have been conducted on the impact of oxy-firing on the pollutant 

formation (see for example Shaddix and Molina, 2011, Smart et al., 2010b). The 

consensus view is that oxy-fuel combustion results in significantly lower NOx and 

SOx emissions per unit of energy produced than conventional air firing. The 

concentration of pollutant species in the flue is, though, significantly increased due to 

the accumulating effect of the recycle. The reduction of NOx may be attributed to a 

number of reasons, including: decreasing thermal NOx formation by the low nitrogen 

concentration and lower AFT, limiting the fuel-N conversion by the high NO 

concentration, the reduction of the recycled NO (Davidson and Santos, 2010). 

Toftegaard et al. (2010) list the following methods resulting in lower NOx emissions: 

oxidant staging, wet flue gas recycling (thus increasing the H2O concentration), 

increasing the partial pressure of NOx in the oxidant, increasing oxygen purity and 

limiting air ingress. The decrease of SOx emissions is attributed to higher retention 

rates of S in the fly ash particles due to the higher in-boiler SOx concentrations. 

2.5.6 Corrosion 

Jordal (2004) notes that the high concentration of CO2, sulphur and chlorine species 

increases the corrosive nature of flue gases. Also Fleig et al. (2009) found that as the 

partial pressure of SO2 increases, the percentage of SO3 conversion also increases 

compared to conventional air-blown combustion. Therefore as the dew point is a 
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function of the partial pressure of the gases, the increase in SO3 (and H2O) 

concentration may result in operational problems due to low temperature corrosion. 

The increased partial pressure of CO2 may also exacerbate issues associated with 

carburization of Cr containing steel tubes (Toftegaard et al., 2010). 

2.6 Coal Combustion Processes and Modelling Strategies 

Coal is supplied to conventional utility boilers in a pulverised form. The coal is milled 

directly before it is combusted in ball mills, to a typical diameter range of 4-500 µm 

and it is transported to the burners via the primary air stream. In the combustion 

chamber the coal is heated rapidly (typically at the rates of 105 °C/s (Williams et al., 

2007)) and first its moisture and then is volatile content is released leaving behind the 

porous char, which is then oxidised to CO and CO2 leaving the inert ash, which in 

case of incomplete combustion, contains some unburned carbon.  

Coal combustion is generally divided into the following three parts: 

¶ particle heat up and dehydration, 

¶ volatile release and combustion, 

¶ char combustion. 

In reality these steps can overlap with each other. The late stage devolatilisation and 

onset of char combustion, for example, have been found to overlap, particularly for 

lower rank coals (due to the higher reactivity of lignite chars). For high rank coals, on 

the other hand, the lower volatile flux can allow sufficient O2 to diffuse to the particle 

and reach high enough concentration to initiate heterogeneous combustion before all 

the volatiles are released (Fletcher and Hardesty, 1992). However, for simplicity, 

these steps are modelled in succession (while the successive steps are not allowed to 

commence before the previous step is completed).  

2.6.1 Coal Analysis 

Many of the models used for coal combustion modelling require parameters which 

depend on the type of coal. Therefore experimental analysis of the coal used is 

required. 
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The different types of coals are classified based on coal rank, where a higher rank 

represents a further stage in the process of the evolution of coal. The proximate and 

ultimate analyses are used commonly to assess the rank of the different types of coals.  

Coal originates from biomass that over millions of years has been ñphysically 

compacted and chemically carbonisedò (Abbas et al., 1996) forming a diverse range 

of coals with variable chemical as well as physical properties. These depend on the 

type of biomass materials from which the coal is formed, as well as the geological, 

geographical and climatic conditions during the process. Coal is made up of organic 

compounds, so called macerals (vitrinite, liptinite and inertinite), and inorganic 

mineral matter. The properties of different maceral vary (especially in their swelling 

behaviour and the structure of char produced). However, due to their relatively small 

unit size (typically 2-5 µm in diameter), the pulverised fuel particles can be considered 

as pseudohomogeneous when modelling their combustion (Williams et al., 2000). 

Mineral matter originates either from the biomass or mineral matter from the 

surroundings of the coalification site and thus the composition may vary significantly, 

and can influence slagging and fouling in boilers (Abbas et al., 1996). This effect has 

to be considered (especially when firing blends of different coals) as slagging and 

fouling reduces the heat transfer to the steam banks because of the added thermal 

resistance of the deposits, and thus can require more frequent maintenance shutdowns 

of the furnace.  

Coal also contains S, N, and trace amounts of Cl, Hg, K, etc., from which during 

combustion various pollutant and corrosive gases and vapours can form, which have 

to be dealt with accordingly in order to minimise the environmental impact of the 

combustion plant and adhere to emissions regulations.  

2.6.2 Particle Heating and Dehydration 

As the pulverised coal enters the combustion domain, its temperature rises due to 

convective and radiative heat transfer to the particle: 

ά ὧ
ὨὝ

Ὠὸ
Ҋὃ Ὕ Ὕ ‭ὃ„ɡ Ὕ  

The film heat transfer coefficient is evaluated using the correlation of Ranz and 

Marshall (1952a, 1952b). The rate at which the particle is heated is proportional to the 

temperature gradient and the surface area of the particle. The surface area is dependent 
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on the particle diameter, which is modelled by discretising the complete size range 

into an adequate number of size intervals, each representative of an average diameter. 

This is based on sieving data fitted to the Rosin-Rammler distribution (ANSYS Inc., 

2013). 

Another assumption during modelling is that the internal resistance to heat transfer is 

negligible compared to the boundary layer resistance (ANSYS Inc., 2013), i.e. for 

typical pulverised coal particle diameters, the Biot number is low, and internal 

temperature profile of the particle can be assumed as uniform (Williams et al., 2000).  

The moisture content of particle is evaporated between a specified onset temperature 

11°C and 100°C. Below 100°C the vaporisation is assumed to be governed by 

diffusion, driven by the water vapour concentration gradient between the surface of 

the particle and the bulk of the gas: 

ὔὭ Ὧ ὅȟ ὅȟ  

where kc is the film mass transfer coefficient, and it is evaluated using the Ranz and 

Marshall (1952a, 1952b) correlation. 

When the particle reaches a temperature of 100°C, the droplet boiling law is activated. 

During this process the particle temperature is assumed to remain constant and the 

rate of moisture release is driven by the convective and radiative heat transfer to the 

particle: 

Ὠά

Ὠὸ
Ҋ Ҋὃ Ὕ Ὕ ‭ὃ„ɡ Ὕ  

After all the moisture is evaporated, the particle temperature begins to increase again, 

initiating the evolution of volatile products. 

2.6.3 Devolatilisation 

Devolatilisation governs the major characteristics of the flame, including flame shape, 

size, stability, etc. (Williams et al., 2007). Therefore correct predictions are necessary 

for accurate modelling of pulverised fuel combustion.  

Devolatilisation is an endothermic process (Baum and Street (1971) estimated that 

devolatilisation becomes significant at 327°C), and it depends on a number of 

structural parameters of the parent coal matrix (Williams et al., 2000). At the heating 

rates encountered in typical pulverised fuel applications (~105 °C/s), and considering 
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the small size of the pulverised fuel particles, devolatilisation is a rapid process and it 

is measured in milliseconds (for Pittsburgh coal at 1427°C devolatilisation times were 

measured as 6 to 12 ms in a range O2/N2 mixtures (Shaddix and Molina, 2009), in 

contrast with char combustion which may require several seconds to complete).  

The volatile matter content of coal is routinely measured by the proximate analysis at 

950°C (which is comparable to pulverised fuel conditions), but at relatively low 

heating rates. As the volatile release depends significantly on the encountered heating 

rates (Fletcher and Hardesty, 1992), specification of the dimensionless óhigh 

temperature volatile yieldô is necessary for CFD modelling. The coal characterisation 

experiments conducted by the IFRF found that for most high volatile coals, the high 

temperature volatile yield exceeds the value obtained during proximate analysis by up 

to 60% to 70% (Peters and Weber, 1997), but low and medium volatile coals do not 

exceed the proximate yield. Ideally high temperature volatile yield should be 

determined experimentally for each coal (Fletcher and Hardesty, 1992, Peters and 

Weber, 1997). 

Volatile release is typically estimated based on Arrhenius rate expressions fitted to 

empirical devolatilisation data or by the use of network pyrolysis codes. The models 

available are as follows. 

2.6.3.1 Constant Rate Model 

This model assumes a single rate for devolatilisation, which remains constant from 

the onset of the devolatilisation until all the volatiles are evolved. Pillai (1981) 

recommends the appropriate value of 12 1/s for coal combustion. However, as the rate 

of devolatilisation increases with the particle temperature (Fletcher and Hardesty, 

1992), the use of more complex models is necessary to obtain realistic results. 

2.6.3.2 Single Rate Model 

This model assumes that the volatile release is first order dependent on the amount of 

volatiles left in the particle: 
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The rate of devolatilisation is related to the particle temperature and it is expressed in 

the form of Arrhenius expressions: 
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The pre-exponential factor and the activation energy are determined by best fit 

approach (plotting the log of empirically obtained reaction rates against 1/RT).  

A limitation of this model is that these constants are specific to the type of coal and 

also to the combustion conditions, and thus have to be determined empirically at 

heating rates relevant to pulverised fuel combustion (typically at 105°C/s). 

2.6.3.3 Two Competing Rates 

The volatile release is described by two reactions with different rates, both of which 

compete for the coal available: 

ὅέὥὰOὠέὰὥὸὭὰὩὙὩίὭὨόὩ 
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where the rates are expressed as: 

Ὧ ὃὩ ϳ  

Ὧ ὃὩ ϳ  

Kobayashi et al. (1977) recommended  setting the yield of the first (slow) reaction, 

y1, to the proximate volatile content of the coal, and the second (fast) reaction, y2, to 

1. 

The low yield reaction is favoured at low temperatures and high yield at higher 

temperatures. Therefore this model takes the effect of increasing the heating rate into 

consideration on predicting the ultimate volatile yield. However a comparison of one 

and two step devolatilisation models by Fletcher and Hardesty (1992) found that using 

the coefficients of Kobayashi resulted in poor predictions compared against 

experimental data, but coefficients proposed by Ubhayakar et al. (1976) agreed more 

closely with the data. However the constants in these models are still dependent on 

the coal type, thus experimental measurements are still necessary, and limit  its 

application by the availability of such data. 

2.6.3.4 Network Pyrolysis Models  

Alternatively these rates can be estimated using network codes, such as FG-DVC 

(Functional-Group Depolymerization, Vaporization, Crosslinking), FLASHCHAIN 
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or CPD (Chemical Percolation Devolatilisation). They are based on the description of 

the structural network of coal, and if measurements of these properties are available 

then these network codes can be used as pre-processor to estimate the constants 

required by singe and two competing rate models (Williams, 2002). For a detailed 

description of the former two models, see Smith et al., 1993; Solomon and Fletcher, 

1994; and Niksa, 1996. The CPD model is available in FLUENT. 

2.6.3.5 CPD Model 

This model was developed at Sandia National Laboratories and describes the 

devolatilisation rates based on the chemical and physical transformations of the coal 

structure. It considers the parent coal as a network of chemical bridges, which connect 

the aromatic clusters. As a result of pyrolysis, these bridges are cleaved to form light 

gases, which having low vapour pressures, escape the particle at the early stages of 

devolatilisation, and heavier tar precursors which remain in the lattice for longer and 

vaporise at later stages to form tars. The CPD code models this process by assigning 

Arrhenius type rates to these processes. These rates are shown to be independent of 

coal type and thus do not require measurements (which would have to be carried out 

at temperatures, heating rates and oxidising atmospheres appropriate to the modelled 

conditions). A number of structural parameters still have to be determined empirically 

using 13C NMR spectroscopy (ANSYS Inc., 2013, and Fletcher & Hardesty, 1992). 

This is an expensive technique, but a collection of results for thirteen typically utilised 

coals is listed by ANSYS Inc. (2013). Alternatively the correlation of Genetti et al. 

(1999) can be used to estimate NMR data from the ultimate and proximate analysis 

of the coal.  

Williams et al. (2007) found that the choice between the above models influences the 

predicted location of the flame front slightly.  

2.6.3.6 Swelling 

Swelling is an important phenomenon as it increases the diameter of the particle (thus 

the reactive surface available for the subsequent char combustion). It takes place 

during the devolatilisation process and its progress was found to be related to the 

extent of volatile evolution (Street et al., 1969): 
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where Csw is the swelling coefficient and it is determined experimentally. 

Swelling ceases at the end of devolatilisation and the char particles burn 

approximately at a constant diameter, forming hollow spheres (so called cenospheres) 

in the process (Anson et al., 1971). 

2.6.4 Char Combustion 

Towards the end of devolatilisation, when the particle temperature is sufficiently high 

and diffusion flux of volatiles away from the particle has decreased (allowing O2 

diffusion towards the particle to intensify) the combustion of char particles begins. 

This is a heterogeneous process, thus resulting in mass transfer between the two 

phases (solid char and gaseous mixture). Char combustion occurs on the surface, and 

thus first requires the absorption of the oxidant onto the char surface, where 

recombination takes place, forming CO and CO2. The products of combustion then 

diffuse away from the char surface.  

When char oxidation is considered, it is generally modelled as a two step reaction, 

assuming that the carbon oxidises to form CO on the particle surface and this CO is 

added to the gas phases through source terms: 

ὅ
ρ
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The heat of formation of CO is assumed to be liberated entirely onto the particle, 

where the heat of combustion of CO is added to the gas phase enthalpy. This is based 

on Baum and Streetôs (1971) calculation, which predicted that a 50 ɛm particle 

burning at 1000°C at O2 concentrations between 10-21%, less than 6% of the CO is 

burnt within a distance of two diameters away from the particle. Although Peters and 

Weber (1997) suggest that at higher temperatures the fraction of carbon reacting in 

the close vicinity of the particle is increased. 

The rate at which the chemical processes take place (oxidiser absorption to the 

surface, recombination, and diffusion of products away from the particle) is a function 

of the particle temperature, due to the dependence of the surface reaction on the 

Arrhenius term. Whereas the diffusion of the oxidiser to and products away from the 

surface is only weakly dependent on temperature (Griffiths and Barnard, 1995). 



 

  32 

 

Thus at low temperatures, the rate of combustion is limited by chemical kinetics. This 

temperature region is called Zone I (illustrated in Figure 2.6). At higher temperatures, 

the chemical reaction rate is increased, and the diffusion rate of O2 towards the particle 

surface becomes significant (Zone II). Whilst at very high temperature the chemical 

rate is sufficiently high that the combustion is limited only by the rate at which the O2 

diffuses towards the particle (Zone III). 

 

Figure 2.6. Schematic of the combustion regimes. 

The transition temperature between these zones is a function of coal char reactivity, 

as well as the particle size. Typically very small particles never burn under diffusion 

control alone, whereas combustion rates of particles > 10 mm are limited by diffusion 

alone.  

The reactivity of coal chars is a function of the parent coal, thus reactive brown coal 

chars burn at Zone I conditions up to approximately 377°C, whereas less reactive 

anthracite chars may burn under chemical control up to about 527°C (Griffiths and 

Barnard, 1995). However, Baum and Street (1971) concluded that in the majority of 

pulverised fuel applications char particles burn under Zone II conditions. 

For modelling purposes the onset of char combustion is only initiated after completion 

of the devolatilisation process. A number of different approaches exist for char 

combustion modelling, which are discussed below.  

Until the 1970s, mathematical modelling considered the char particles as spheres of 

constant density, the diameter of which reduced as a function of the carbon burnout. 
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However, as illustrated by Figure 2.7, char particles burn approximately at a constant 

diameter, forming hollow spheres (so called cenospheres) in the process (Anson et al., 

1971). Thus,  Baum and Street (1971) developed their model,  which took this into 

account.  

 

Figure 2.7. SEM of Thosby char produced in a drop tube furnace (DTF) at 1377°C 

and 250 ms at 5% O2 (Williams et al., 2002). 

2.6.4.1 Diffusion Limited Model  

A simplified version of their approach is the diffusion limited model, which assumes 

that the rate of char combustion depends only of the diffusion of O2 onto the particle 

surface. The particles are assumed to burn at a constant diameter with decreasing bulk 

density (thus increasing the porosity). The rate of mass release is governed by: 
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This approach assumes that the diffusion of the oxidant is the rate determining step 

(Zone III), and thus there is no need for experimental determination for the Arrhenius 

rates of surface combustion. However, neglecting these rates means that the effect of 

chemical control is neglected as well, and as Zone II conditions are dominant in 

pulverised fuel combustion, the effects of chemical kinetics have to be included. 



 

  34 

 

2.6.4.2 Kinetics/Diffusion Limited Model  

The char combustion model of Baum and Street (1971) determines the rate of char 

combustion based on both bulk diffusion and chemical kinetics rates, according to: 
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where Ap is the surface area of the particle, pOX is the partial pressure of the oxidant 

in the surrounding mixture, D0 is the diffusion limited rate and җ is the chemical 

kinetics rate, which are evaluated as: 
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where C1 and C2 are the binary diffusion coefficient of O2 in the air and are the 

Arrhenius pre-exponential factor, respectively. 

The weighting built into the rate equation means that it will be applicable to Zone I 

and III conditions as well, since when either D0 or җ assumes a large value its effect 

its negated on the  overall rate of mass loss. 

The disadvantage of this approach is that the Arrhenius constants of the chemical 

reaction have to be determined experimentally, in order for each coal to be modelled. 

However, this also means that the effect of the internal surface area and pore diffusion 

are also included in this rate. This is because C1 incorporates the surface factor, ‪, 

defined as the area of the reacting surface over the external surface area of the particle, 

which is adjusted to match the experimental measurements. 

However, Williams et al. (2000) noted that this model still neglects a number of 

important characteristics that influence the char combustion, namely (i) changes in 

the pore structure during combustion, (ii ) Stefan flow, (iii) particle fragmentation, (iv) 

effect of char petrographic structure and impurities on the reactivity, and (v) continued 

change in the char surface area.  

2.6.4.3 Intrinsic Model  

Schmidtôs Intrinsic (1982) model is similar to the previous model in assuming the 

importance of both the bulk diffusion and chemical kinetics rates. It also incorporates 
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the effects of the pore structure (porosity and pore radius) on the internal diffusion 

rate of the O2 into the latter: 

җ –
Ὠ

φ
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where ɖ is the effectiveness factor (the ratio of actual combustion rate if no pore 

diffusion resistance existed), Ag is the specific internal surface area, and ki is the 

intrinsic reactivity expressed in Arrhenius terms. The effectiveness factor incorporates 

the effect of Knudsen diffusion, thus taking the internal pore structure into account.  

The continued change of particle size and density, are also expressed considered by 

this model (as a function of burnout). 

Backreedy et al. (2006) noted that the specific internal surface area, Ag, increases 

during char combusting. This is due to the swelling of vitrinite compounds (whereas 

inertinite does not contribute to swelling). Therefore they proposed to express the 

changes in the original Ag as a function of carbon burnout (using a quadratic equation 

fitted to DTF experimental data).  

In order to make their empirical equation applicable to different types of coals, a 

maceral correction factor, fmac, was defined in terms of the inertinite and vitrinite 

content of the parent coal.  

Another important process influencing the char burnout is the thermal annealing of 

the particle during char combustion, which decreases the reactivity as a function of 

temperature and time (Hurt, 1998). Therefore Backreedy et al. (2006) introduced a 

simple annealing factor, fann, into the overall rate equation, which is described as a 

function of particle temperature, carbon burnout and particle diameter. The overall 

char burnout rate thus takes the form: 
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where D0 is evaluated based on the correlation used by Baum and Streetôs (1971) 

kinetics/diffusion limited model, and  җ is based on Smithôs (1982) intrinsic reactivity 

rate equation. 

Thus the intrinsic model with the above modification has been an accepted method 

for modelling char combustion by the ETII group for both conventional air-blown 
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combustion (Backreedy et al., 2006, Ma et al., 2009, Pallarés et al., 2007) and oxy-

fuel combustion (Edge et al., 2011b).  

Another recent method for char combustion predictions is the carbon burnout kinetics 

(cbk) model, which is a variation of the intrinsic model and was designed to predict 

the carbon burnout and resulting carbon content of the flash based on temperature and 

O2 concentration histories. Modifications to the original cbk model have been 

proposed to include the effects of morphological changes in char structure, maceral 

composition, char annealing and the effect of char gasification (Edge et al., 2011a).  

Due to the complexity of coal combustion, quantitative predictions of burnout is 

shown to be inaccurate, when the reaction of char with species other than O2 is not 

included in the models, e.g. H2O, CO2 (Stopford, 2002), which is especially important 

in the case of oxy-fuel combustion where the partial pressure of these is significantly 

increased due to the recycle and the elimination of N2. Blending, applied routinely 

nowadays, increases the uncertainties about char burnout predictions further. 

2.6.5 Volatile Combustion 

As the products of devolatilisation (tars and lighter volatile gases), diffuse away from 

the particle, they react with the oxidiser species and break to form lighter 

hydrocarbons and intermediate species (CO, H2, and also radical fractions (e.g. OH-, 

H-, CHx-)). In subsequent steps, these oxidise to form CO2 and water vapour. At high 

temperatures, a significant amount of CO is present in the flue gases (even if there is 

adequate amount of O2 available), as CO is an equilibrium product of combustion. 

Whereas at lower temperatures, the exit CO concentration is negligible (provided 

there is enough oxidiser present). Besides C, H and O, coal contains a wide range of 

other compounds (S, N, Cl, K etc.), many of which react during combustion to form 

pollutant and corrosive species, including SOx and NOx, HCl, KOH and KCl. 

Combustion is an exothermic process, which increases the temperature of the gas 

mixture and consequently heats the particles, thus enhancing char combustion and 

shaping the in-furnace heat flux profiles. This heat release rate is dictated by the rate 

at which the volatiles are consumed, therefore modelling of volatile combustion is 

also crucial to the success of combustion models.  

As noted by Magnussen and Hjertager (1977) in turbulent non-premixed flames, the 

chemical reactions may assumed to be very fast, and therefore the rate of 
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homogeneous combustion is determined by the rate of mixing between the oxidiser 

and reactant species on the molecular scale (eliminating the need to calculate complex 

and often ambiguous chemical rates). In diffusion flames, the fuel and oxidiser occur 

in separate eddies, and their intermixing is determined by the rate of dissipation of 

these eddies. The fuel and the oxidiser are both fluctuating quantities, with a 

relationship between their mean concentration and their fluctuations. Magnussen and 

Hjertager (1977) proposed that their mean concentration is adequate to express the 

rate of dissipation. Therefore the reaction rate is taken as the lower value of the 

following equations: 
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where Ri,r is net rate of production of i due to reaction r, YP is mass fraction of product 

species, YR is mass fraction of reactant species, ɜô and ɜôô are the stoichiometric 

coefficients of reactants and products, respectively, and A and B are constants 4 and 

0.5, respectively. 

The reaction rate will depend on the local concentration of the reactants and will be 

proportional to the inverse of the large eddy mixing time scale, k/Ů. Therefore, volatile 

combustion rates depend on performance of the turbulence model. Consequently the 

accuracy of the above models can be increased by the use of more advanced 

turbulence models. Therefore the use of LES modelling is recommended. 

The second equation is significant during premixed combustions, where fuel and O2 

occur in the same eddies but separated by eddies containing the hot product species. 

In cases when the concentration of the hot product gases are low the effect of their 

dissipation on the combustion rate is taken into account by the second equation 

(Magnussen and Hjertager, 1977). 

This means that the combustion rate is independent of the temperature (as infinitely 

fast kinetics is assumed), but also when combustible gases are present the combustion 

does not require an ignition source. Therefore the EDM is not suitable for premixed 

combustion when the burner annuli are included into the geometry, as the EDM would 



 

  38 

 

initiate combustion as soon as the reactants enter the domain (for this situations the 

finite rate/eddy-dissipation model is recommended). 

In most combustion situations, the assumption of infinitely fast chemistry is 

justifiable, with the exception of situations when flame ignition and extinction is 

investigated via unsteady simulation, and also when intermediate species do need to 

be taken into account. For example, when predictions on pollutant formation are 

required, as these may involve complex intermediate steps. 

The Eddy-Dissipation Concept (EDC)  is a modified version of the EDM, and also 

introduced by Magnussen (1989), considering non equilibrium chemistry (i.e. 

includes the effect of chemical kinetics). It assumes that the reaction takes place over 

a small time scale, in small turbulent structures, called fine scales, and the rate is 

dictated by an Arrhenius expression. This model is suitable for assessing formation 

and destruction of pollutants in modern combustors (Schmidt et al., 2004). 

A distinct type of homogeneous combustion modelling is the use of statistical 

averaging techniques, using probability density functions (PDF), with an assumed 

shape of the probability curve derived from experimental data. The system is modelled 

as two streams of fuel and oxidiser, the PDF table is pre-processed, and used as a 

ólook upô reference during the simulation to determine the rate of the combustion 

based on the mixture fraction. With the assumption of equilibrium conditions the 

species fractions, temperature and density are uniquely related to the mixture fraction 

(ANSYS Inc., 2013). 

2.7 Pollutant Formation 

Emissions for electricity generation from coal fired power plants are covered under 

the Large Combustion Plant Directive (LCPD) 2001/80/EC, setting emissions limits 

for NOx, SOx, CO and particulate matter, due to their detrimental effect on the 

environment. Therefore emissions predictions of these compounds are vital in 

combustion modelling applications. 

2.7.1 Nitrogen Oxides 

Nitrogen monoxide (NO) is a major pollutant generated during pulverised coal 

combustion, a small proportions of this is converted to nitrogen dioxide (NO2) in the 
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flue gases and together they are referred to as NOx. Eventually all the NO is converted 

to NO2 in the atmosphere, where it may cause acid rain, which is dangerous to plant 

life, water systems, the built environment and human health. The formation of N2O is 

favoured at low temperatures and may be significant in fertilizer production, but it is 

a negligible pollutant when pulverised fuel combustion is considered.  

In pulverised coal applications the most important methods of NOx formation are the 

oxidation of molecular nitrogen (thermal NO) and oxidation of nitrogen containing 

compounds present in the char (fuel NO). The latter accounts for approximately 70-

80% of the total NOx formation, and the letter to around 20% (Edge et al., 2011a).  

Thermal NO formation is due to the oxidation of N2 molecules in air. At high 

temperatures, O2 molecules dissociate to O radicals, which in turn attack the N2 

molecules to form NO and N radicals (this reaction is the rate controlling step). The 

N radicals than reacts with an O2 molecule to form more NO and an O radical (de 

Nevers, 2000). The rate of this process is exponentially related to temperature. 
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These above two reactions are usually referred to as the Zeldovich mechanism. In fuel 

rich and near stoichiometric air-fuel mixtures the presence of the OH radicals also 

becomes important. 

. /(
 ȟ
ựựự ./ ( 

Prompt NO is formed in fuel rich regions of the flame, where N2 is attacked by 

hydrocarbon radicals to form cyanide and hydrogen cyanide, according to the 

equations: 

#( . ᴼ(#.. 

# . ᴼ#. . 

The cyanides are then oxidised to NO after the fuel rich zone (de Nevers, 2000). The 

contribution of prompt NO to total NOx formation is small (~5%) (Edge et al., 2011a). 

Fuel NO is a result of the chemically bound nitrogen in the pulverised fuel. Part of 

this nitrogen is released during devolatilisation (volatile-N) to the gaseous phases in 
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the form of hydrogen cyanide (HCN) and ammonia (NH3), which after subsequent 

oxidisation steps can be converted to NO.  The remaining fraction of the nitrogen in 

the char (char-N) is released via heterogeneous reactions to the cyanide/amine pool, 

where they can be oxidised forming NO. However if the N containing intermediate 

species evolve in reducing atmospheres the conversion of the reduction of these 

species to molecular N2 is promoted (Figure 2.8). This mechanism is used for NOx 

reduction in burner or fuel staging applications, where fuel rich zones with very low 

O2 concentration are produced near the burner where devolatilisation is taking place.  

Another form of NO reduction technique takes advantage of the reburn mechanism, 

by recycling NO formed downstream of the flame to the root region via internal 

recirculation patterns. This NO then can be reduced to N2 by other volatiles or 

recycled back to intermediate volatile-N products through heterogeneous char surface 

reactions (Hill and Smoot, 2000). 

 

Figure 2.8. The simplified fuel-NO formation and reduction mechanisms ï MNx refer 

to the main and INx to the intermediate nitrogen containing species (Peters and 

Weber, 1997). 

Predicting accurately the distribution of fuel N between the char and volatiles is 

important, as they release nitrogen species at different regions of the flame. This 

distribution depends on the particle temperature, heating rate, coal type and particle 

size. Network codes, such as FG-DVC or CPD models, may be used as pre-processors 

to determine the N partitioning between volatiles and char.  

The rate of fuel NO formation and destruction depends on the concentrations of the 

nitrogen containing species and on the temperature. Where formation reaction is also 


























































































































































































































































































