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Summary 

Cities growing up on rivers due to the benefits they provide produce various effects 

associated with urbanisation on rivers and riparian corridors.  One evident effect is the 

alteration in the thermal environments.  Riverine environments could both affect, and be 

affected by this change, but the thermal, and associated ecological, patterns in riverine 

environments have rarely been explored.  The aims of this thesis are to show the 

temperature profile in rivers, riparian corridors and non-riparian areas, and to investigate 

whether this thermal pattern has an effect on river and riparian ecology.  Twenty study 

sites across a rural-urban gradient were monitored for temperature, tree phenology, leaf 

decomposition rate and insect emergence phenology.  Riparian corridors were slightly 

cooler in hot weather and warmer in cool weather than non-riparian areas.  Particularly, 

the proximity of a river could reduce daily thermal ranges, suggesting that urban rivers 

potentially mitigate localised warming resulting from urban heat islands at local scales.  

By virtue of this thermal microclimate, bud burst phenologies for ash and sycamore in 

riparian corridors differed from non-riparian areas.  Leaf fall phenologies for the two 

species also differed, but temperature might not be the only driver of this pattern.  

Associated with riparian canopy and river morphology, urban rivers were warmer than 

rural rivers in spring and summer.  Warmer rivers advanced the phenology of emergent 

aquatic insects, suggesting that a change in river temperature potentially affects riparian 

ecosystems through influencing the phenology of aquatic-terrestrial subsidised resources.  

No significant effect of river temperature on leaf breakdown rates in winter was found, 

and invertebrates rather than microbes played a major role in facilitating decomposition 

in cold environments.  The thermal and ecological patterns observed in this study have 

implications for conservation and restoration of riverine ecosystems in the face of 

increased urbanisation and changes in climate change. 
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Chapter 1: General introduction 

 

1.1 Introduction 

Ecosystems around the world are currently threatened by a range of human-induced 

pressures (Malmqvist & Rundle 2002; Defeo et al. 2009; Bradley 2010; Hoegh-Guldberg 

& Bruno 2010; Hooper et al. 2012).  Of these global warming and urbanisation are two of 

the most difficult environmental problems that humans have to address (Pettorelli 2012).  

Increasing global average temperatures have been observed over the past few decades 

(Lorius et al. 1990; Ghil & Vautard 1991; Cox et al. 2000; Hughes 2000) and over 67% 

of people are expected to reside in urban areas by 2050 (United Nations 2011).  Both of 

these anthropogenic changes influence the thermal regime of the environment but they act 

at different scales.  Climate change operates at large spatial scales (e.g. global or regional), 

whereas changes in land use (such as the change from rural to urban) operate at more 

local scales (e.g. cities).  Additionally, particular activities, associated with land use 

changes, within local spatial areas (e.g. discharge of heated effluents), cause variation in 

microclimate at small scales (e.g. river reach).  Human impacts at all of these may have 

important ecological consequences and may interact with each other.  

 

Temperature is a major determinant of many biological processes and ecological 

patterns – in particular these are metabolic rate, life cycle of organisms, population 

distributions and dynamics, community structure and ecological functioning (Gillooly et 

al. 2001; McCarty 2001; Peñuelas, Filella & Comas 2002; Peterson et al. 2002).  

Biological effects have been observed in response to subtle changes in environmental 

temperatures (Brown et al. 2004), suggesting that even small scale local changes in 

thermal microclimates may have significant biological effects.  Understanding these 

patterns of temperature changes and how organisms respond to them are clearly important 

for future ecosystem conservation and restoration.    
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Rivers provide a variety of benefits for human societies, such as fresh water, fishery 

products, irrigation for agricultural systems, and transportation (IUCN 2000).  As a result 

of this, many cities have grown up on rivers.  Hence, rivers and associated surrounding 

areas have historically been influenced by human disturbances and urban development 

(Naiman & Décamps 1997).  Cities, towns and urban areas have expanded and had a 

profound effect on the ecology of rivers and adjacent terrestrial environments at a wide 

range of scales (Luck & Wu 2002).  The consequences of urban development, associated 

with an increase in impervious surfaces (e.g. parking lots, buildings and roads) and 

materials (e.g. concrete and asphalt) with high thermal capacity used for pavement and 

building and a decline in green space reducing the process of evapotranspiration, result in 

localised warming and the creation of urban heat islands (Oke 1987).   

 

Understanding the patterns of human-induced temperature changes and how organisms 

respond to them is clearly essential for the management of ecosystems and the 

conservation of biodiversity and ecological functions.  This thesis investigates 

temperature variations in rivers and their surrounding terrestrial areas and the ecological 

consequences across a rural-urban gradient.  This chapter describes the environment of 

rivers and associated terrestrial areas, highlighting their importance, before providing an 

overview of what is known about the general pattern of microclimates and their effects on 

associated ecosystems.  In the latter part of the chapter, I explain the aims and objectives 

of the study. 

 

1.2 What is the riverine environment and why is it important? 

In this thesis, the word riverine refers to rivers and adjacent riparian corridors.  ‘Riverine’ 

is useful concept from a landscape perspective as it includes the interdependence of 

ecological processes between rivers and riparian corridors, such as energy production and 

resource exchanges (Woodward & Hildrew 2002).  The term ‘riparian’ pertains to living 

or situated on the banks of rivers and the land adjacent to a river, known as the riparian 
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corridor, is a transitional semi-terrestrial zone frequently influenced by fluvial systems 

(Naiman, Décamps & McClain 2005).  However, the complexity of the interaction 

between aquatic, riparian and terrestrial ecosystems makes ‘riparian’ areas difficult to be 

delineated precisely (Naiman & Décamps 1997).         

 

Associated with their hydrology, geomorphology, light and thermal condition, riparian 

corridors have distinct ecological characteristics (Malanson 1993; Naiman, Décamps & 

McClain 2005).  Many studies have shown that riparian corridors harbour more diverse 

plant species than non-riparian areas (Catterall et al. 2001; Brown & Peet 2003), and this 

high biodiversity may be driven by the disturbance caused by frequent flooding and the 

transporting function of running rivers (Johansson, Nilsson & Nilsson 1996).  The distinct 

community of riparian plants might also be driven by variation in soil moisture related to 

the local topography (Pabst & Spies 1998; Yanagisawa & Fujita 1999).  However, even 

when environmental conditions are similar in riparian and non-riparian areas, the 

composition of plant communities might not differ significantly (Naiman, Décamps & 

McClain 2005).  For example, if environmental gradients, such as soil water content, light 

availability and thermal conditions, across riparian and non-riparian areas are gentle, the 

composition of plant communities in the two areas may be not distinct.  On the other hand, 

some plant species have a great ability to adapt to different environmental events, such as 

drought or flooding, and these plants may successfully inhabit both riparian and non-

riparian areas even though these environments are somewhat different.  Compared to 

hydrology and geomorphology, the effect of light and thermal regime on riparian plant 

communities has been less thoroughly investigated (Brosofske et al. 1997; Naiman, 

Décamps & McClain 2005).   

 

Riparian environments also impact on invertebrate (Antvogel & Bonn 2001).  Rykken, 

Moldenke and Olson (2007) found that the abundance of beetles and snails was 

significantly different between riparian and non-riparian areas and that aspect of the 
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microclimate, such as soil temperature and soil water content were important explanatory 

variables.  The influence of microclimates on riparian plants and invertebrates may 

impact on higher organisms and macro fauna.  A number of studies have indicated that 

the high density of woodland along streams, results in a higher abundance and diversity 

of birds in riparian corridors than in non-riparian areas (Darveau et al. 1995; Bub, 

Flaspohler & Huckins 2004; Mosley, Holmes & Nol 2006).   

 

In addition, riverine environments serve some crucial ecological functioning.  Being the 

edge of water and land, riparian corridors are the habitat where subsidised resources (e.g. 

shed leaves in autumn for terrestrial-aquatic subsidies and emerging aquatic insects in 

spring and summer for aquatic-terrestrial subsidies) frequently exchange and make both 

river and riparian ecosystems more integrated (Baxter, Fausch & Carl Saunders 2005; 

Paetzold, Schubert & Tockner 2005; Sabo et al. 2005; Richardson, Zhang & Marczak 

2010).  Furthermore, one essential ecosystem functioning, leaf decomposition processes, 

may also respond differently to riparian and non-riparian environments.  For example, 

associated with the higher moisture and thermal condition, leaf decomposition rates were 

faster in riparian corridors compared to non-riparian areas (Shure, Gottschalk & Parsons 

1986; Molles, Crawford & Ellis 1995).   

 

As a result of the uniqueness of ecological structure and ecosystem function, riverine 

environments play essential roles in integrating riverine and other habitats at landscape 

scales (Naiman, Décamps & McClain 2005), such as facilitating nutrient recycling and 

retention (Mulholland et al. 1995) and providing linear habitat for the dispersal of 

animals and plants (Croonquist & Brooks 1993; Spackman & Hughes 1995) and refugia 

for wildlife in disturbed areas (Harrison 1992; Naiman & Décamps 1997; Wissmar & 

Beschta 1998).  They are the site of resource (e.g. organic matter) exchange between 

habitats at lateral scales (i.e. rivers and riparian corridors) and longitudinal scales (i.e. 

upstream and downstream watersheds) (Naiman & Décamps 1997; Paetzold et al. 2007).  
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In addition, riverine environments have economic and social value.  Riparian corridors 

can function as a buffer against pollutant (e.g. pesticides, metals and nutrient) from 

upland areas and hence reduce water pollution inputs (Qiu & Prato 1998; Groffman et al. 

2003), hence improving water quality.  Reconnecting river channels with their floodplain 

and the removal of levees, may benefit flood control for urban and agricultural 

watersheds by increasing the storage of storm water further up the catchment (Sommer et 

al. 2001; Golet et al. 2006).  It is also being increasingly recognised that riparian zones 

are an important location for human interactions with nature (Naiman, Décamps & 

McClain 2005).  Being natural corridors in urbanised areas, riverine environments may 

provide an opportunity to enhance the interaction of residents with nature (Fuller et al. 

2007). 

 

1.3 The thermal microclimate in riverine environments  

There is a strong interdependency between the microclimate of rivers and their riparian 

corridors: water temperatures are influenced by riparian vegetation and land use, riparian 

air and soil temperature are influenced by rivers (Chen, Franklin & Spies 1995; Brosofske 

et al. 1997; Moore, Spittlehouse & Story 2005).  For example, riparian woodland can 

reduce the amount of solar radiation reaching a water body, and thus reducing the river 

water temperature.  Many studies have shown that river reaches with a dense riparian 

canopy have lower daily mean and maximum temperatures than those without a riparian 

canopy (Weatherley & Ormerod 1990; Moore et al. 2005; Malcolm et al. 2008; Brown et 

al. 2010).  Whereas in many cases, the effect of riparian forest on daily maximum river 

temperature was most evident in spring (1 to 3˚C reduction) and summer (2 to 8˚C 

reduction) (see review in Bowler et al. 2012), although in some situations forested rivers 

had higher winter daily minimum temperatures than reaches without a riparian canopy.  

This is  because trees can trap long-wave radiation emitted from surfaces and keep 

riparian environments warm (Oke 1987; Hannah et al. 2008).  In terms of daily thermal 

fluctuation, it has been reported that wooded riparian zones can reduce the daily thermal 
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range of rivers by between 4 and 7˚C (Malcolm et al. 2008; Imholt et al. 2013).  The 

shading effect of the tree canopy on river temperatures has been shown to be independent 

of riparian vegetation type for coniferous woodland (Moore et al. 2005; Webb & Crisp 

2006; Brown et al. 2010); deciduous woodland (Weatherley & Ormerod 1990); and 

mixed woodland (Hannah et al. 2008; Malcolm et al. 2008; Imholt et al. 2013). 

 

Heat exchange, driven by the temperature difference between water and air, rivers can 

have an impact on the thermal microclimate of surrounding riparian corridors.  Riparian 

corridors can be 3 to 4˚C cooler in summer afternoons than non-riparian forest (Malanson 

1993; Brosofske et al. 1997; Rykken, Chan & Moldenke 2007).  Not only can rivers 

provide a cooling effect in hot weather, they have been shown to have a 0.5˚C warming 

effect on riparian areas in cold weather (Brosofske et al. 1997).  The thermal effect of 

rivers on riparian corridors has been observed in urbanized areas.  For example, riparian 

corridors were about 1.5˚C cooler than locations 30 m from the river in spring (Hathway 

& Sharples 2012) and a 1˚C reduction in air temperature was recorded after the 

deculverting of the Cheonggyecheon stream in Seoul, South Korea (Kim et al. 2008).  

These findings suggest that rivers could have a role in reducing the localised warming 

effect resulting from urban heat islands.   

 

Urbanisation can have a major influence on the thermal condition of riverine 

environments.  For example, thermal discharges from industrial and domestic premises 

can be an important source of thermal pollution in urban watersheds (Kinouchi, Yagi & 

Miyamoto 2007).  The runoff of storm water, which has been heated by flowing over 

impervious surfaces, can account for the frequent temperature surges observed in urban 

rivers (Nelson & Palmer 2007; Herb et al. 2008).  Another common effect of urbanisation 

on riverine environments is the logging of riparian trees.  Without the protection of a 

riparian canopy, the effect of solar radiation on river temperatures becomes pronounced 

(Bourque & Pomeroy 1999; Johnson & Jones 2000).  Increasing impervious surfaces in 
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urban areas result in an increase in air temperatures, which may in turn warm up urban 

rivers.  For example, Martin et al. (2012) found that daily temperatures in urban riparian 

corridors were higher at sites with a high housing density than in areas that were less built 

up.  Moreover, Kaushal et al. (2010) revealed a long-term (> 20 years) trend of increasing 

urban river temperatures due to increasing air temperatures associated with urban heat 

islands, which paralleled the development of cities.   

 

1.4 The thermal-induced ecological pattern of riverine environments 

An alteration of river water temperature can have an effect on the ecological structure and 

functioning of aquatic systems.  The physiological performance of macroinvertebrates, 

such as fecundity, growth rates, maturation, voltinism and emergence, is strongly 

influenced by environmental temperatures (see review in Ward & Stanford 1982).  An 

alteration in the thermal condition of environments may change thermal niche availability 

and have an impact on ecological structure (Magnuson, Crowder & Medvick 1979).  For 

example, Durance and Ormerod (2007) summarised a long-term (i.e. over 25 years) 

monitoring project in Welsh upland watersheds and found that the total abundance of 

macroinvertebrates in spring declined with increasing water temperatures.  In the study, 

the core species which have wide thermal tolerances (i.e. eurythermal species), could 

persist but rare species with a narrow thermal tolerance (i.e. stenothermic species) could 

not, leading to a change in the structure of  macroinvertebrate communities (Durance & 

Ormerod 2007).  Similar patterns have been observed in a number of other studies 

(Lessard & Hayes 2003; Barquín & Death 2011; Chinnayakanahalli et al. 2011).  For fish, 

water temperature is known to be an important determinant of the growth rate of 

salmonids (Elliott & Hurley 1997; Lund et al. 2002), and trout are especially sensitive to 

water temperatures; temperatures over 23˚C affect the mortality of trout and consequently 

impact their populations (Caissie 2006).  It has also been suggested that variation in the 

thermal conditions of river reaches may affect the density of fish and influence their 

distribution (Welsh et al. 2001; Lessard & Hayes 2003). 
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Water temperature also influences aquatic ecosystem functions and processes.  For 

example, warmer rivers may have increased autochthonous production, such as 

periphyton biomass, and higher gross primary production than cooler rivers (Morin, 

Lamoureux & Busnarda 1999).  A change in the thermal condition of environments may 

trigger trophic cascades.  For example, higher river temperatures may stimulate primary 

production, such as the increase of periphyton, providing more food for grazers and 

boosting the bottom-up effect in food webs.  On the other hand, through top-down effect, 

thermal stresses may be related to the predation pressure on the abundance of lower 

trophic levels, the feeding activities of fish and caddisflies larvae on periphyton for 

instance (Kishi et al. 2005).  In addition, leaf decomposition process is highly 

temperature-dependent: the warmer the water temperatures, the faster the breakdown 

rates due to microbial activities (Irons et al. 1994). 

 

Compared to river systems, the effects of temperature on ecological patterns and 

processes in the terrestrial part of riparian corridors have been less well studied.  

Temperature is one of the determinants of the structure of plant communities (Watt 1947).  

However, some studies have shown that hydrological regime and soil moisture content 

are more important than temperature in driving plant distribution and community 

composition in riverine environments (Pabst & Spies 1998; Nilsson & Svedmark 2002; 

Hagan, Pealer & Whitman 2006), especially when there is a strong hydrological gradient 

across riparian corridors (Naiman & Décamps 1997).  Rykken, Moldenke and Olson 

(2007) found that the composition of soil invertebrate communities was related to riparian 

soil temperature and soil moisture content.  The ecological pattern in riparian corridors 

was difficult to pin down to specific drivers because of co-related environmental 

variables or an effect of the combination of microclimatic effects, such as hydrology, 

geomorphology, light and temperature (Naiman, Décamps & McClain 2005).  Some 

species, such as amphibians, show a high affinity to riparian habitats and potentially use 

these areas for dispersal (Burbrink, Phillips & Heske 1998).  Amphibians are sensitive to 
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environmental temperatures because warmer environments may increase the risk of a 

lethal disease outbreak (Pounds et al. 2006).  Higher riparian air temperatures have been 

shown to increase the mortality of emergent aquatic insects and might therefore have an 

effect on insect populations (Smith & Collier 2005).   

 

1.5 Aims and thesis outlines 

Despite the increased recognition of the importance of rivers and riparian environments, 

for the economic, aesthetic, cultural and environmental benefits they can provide, the 

ecological processes and environmental conditions in these areas have been relatively 

poorly studied.  In particular the microclimatic conditions and the ecological 

consequences of these largely remain unknown (Naiman, Décamps & McClain 2005).  

Greater understanding of the effect of thermal microclimate on the ecological structure 

and functioning of rivers and riparian corridors will improve our ability to protect riverine 

ecosystems in changing climates.   

 

Riparian ecological patterns have been largely documented in small streams, such as 

headwater reaches (Doyle 1990; Jonsson 1997; Briers & Gee 2004; Bub, Flaspohler & 

Huckins 2004; Richardson et al. 2005; Hagan, Pealer & Whitman 2006; Richardson & 

Danehy 2007; Rykken, Moldenke & Olson 2007).  The thermal and ecological patterns in 

other river systems, and across specific land use transitions, such as a rural-urban gradient, 

are less well explored.  Examining thermal regimes in a wider range of situations, and the 

ecological patterns associated with these, has the potential to provide insights into the 

potential effect of the most extreme forms of land-use alteration on ecosystems, which 

may inform future environmental management and conservation.   

 

The central aims of this study were to explore the effect of the thermal microclimate 

along rivers in rural and urban environments and to understand how rivers can modify 

local temperature conditions and whether such effects can influence biological systems.  
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This study sought to answer three questions: (1) What are the patterns in thermal 

microclimate in a riverine environment across a rural-urban gradient? (2) Are there 

ecological effects of the proximity of a river on the ecological processes in the terrestrial 

riparian environment? (3) Do river water temperature differences across a rural-urban 

gradient affect ecological processes in river and riparian ecosystems?  In order to address 

these questions, the following three objectives were formulated. 

 

1. To examine the thermal characteristics of a riverine environment across a rural-urban 

gradient. 

 

Short-term patterns (i.e. within seasons) in the thermal microclimate of riverine 

environments have been examined in a few studies.  However, studies addressing longer 

term patterns (i.e. across seasons) in the thermal environment are needed to understand 

fully the nature of the thermal microclimate.  Previous studies addressing the thermal 

microclimate have been carried out solely in homogeneous sites, such as forested streams 

(Brosofske et al. 1997; Rykken, Chan & Moldenke 2007) and urban rivers (Murakawa et 

al. 1991; Hathway & Sharples 2012).  Systematic studies of how the thermal 

microclimate responds to a spatial gradient embedded in different land uses are rare and 

studies specific to riverine environments across a rural-urban gradient with variable 

environmental characteristics are particularly rare.  Chapter 3 describes the thermal 

conditions of riverine environments and examines the temperature variation in rivers, 

riparian corridors and non-riparian areas across a rural-urban gradient.  It explores the 

relationships between seasonal river water temperatures and riparian air temperatures, 

riparian and non-riparian air temperature, and daily thermal indices (i.e. mean, maximum, 

minimum and range) and environmental factors.  Furthermore, variation in rural and 

urban river water temperatures, daily thermal indices and the relationship between the 

thermal variation and environmental variables were described and explored. 
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2. To investigate the ecological significance of the thermal microclimate of rivers on 

riparian corridors. 

 

Temperature has an intimate relationship with the timing of the life cycle of organisms, 

such as the leaf phenology of deciduous trees.  Many studies have shown that 

environmental temperatures have an effect on the timing of bud burst and leaf fall, 

suggesting that tree phenology may be a suitable biological indicator for investigating 

how temperature influences ecological processes.  Chapter 4 describes how tree 

phenology was used to examine whether the thermal effect of rivers on riparian corridors 

has ecological significance.  The phenological pattern (i.e. bud burst and leaf fall) of 

riparian and non-riparian ash (Fraxinus excelsior) and sycamore (Acer pseudoplatanus) 

was monitored in two consecutive years.  The phenological response of the two species to 

location (riparian v non-riparian) and distances from the river was examined, and the 

relationship between the timing of phenology and environmental temperatures  was 

explored. 

 

3. To investigate how ecosystem functioning in riverine environments responds to thermal 

variations associated with a rural-urban gradient. 

 

Leaf decomposition is an essential catabolic and mineralization process, which transfers 

energy through food webs.  Aquatic-terrestrial subsidies (e.g. emergent aquatic insects) 

are an important resource for terrestrial riparian consumers and can influence the 

structure of riparian food webs.  Both of these two ecological processes play important 

roles in the functioning of riverine environments and are sensitive to environmental 

temperature.  Chapter 5 investigates how thermal changes associated with a rural-urban 

gradient affect leaf decomposition processes and the phenology of emergent aquatic 

insects.  The taxonomic and functional feeding group composition of macroinvertebrate 

communities were analysed and then compared between rural and urban watersheds.  
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Patterns in the rate of leaf decomposition in rivers and riparian corridors were compared 

between rural and urban sites, and the relationship between the breakdown rates and 

environmental temperature and invertebrates was explored.  The abundance and timing of 

emergent aquatic insects (i.e. Ephemeroptera, Plecoptera, Trichoptera and Chironomidae) 

were quantified.  The abundance and phenology of emergent insects between rural and 

urban rivers was compared, and the effect of river temperatures on emergence phenology 

was described. 

 

The final chapter, Chapter 6, highlights the main findings of this study and provides a 

synthesis of how these findings contribute to an understanding of thermal microclimates 

and their ecological consequences in riverine environments.  The study’s findings are 

within the broader context of ecosystem conservation and restoration under the escalating 

stress of urbanisation and climate change. 
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Chapter 2: Study sites 

 

The study is based in and around the city of Sheffield, which is located in South 

Yorkshire, Northern England, UK (53˚22’N, 1˚20’W; Figure 2.1).  Sheffield was a key 

centre for steel production during the period of the Industrial Revolution (Tweedale 1995).  

Because of industrial development, the population rose rapidly from just 40,000 in 1801 

to more than half a million by 1921 (Jones 2009).  In the latter half of the 20th century, the 

steel industry started to decline due to competition from international trade, and during 

the 1990’s it went through a period of economic and industrial decline, followed by 

initiatives to redevelop and regenerate both the city’s economy, and the former industrial 

zones.  The current population is 552,700 (ONS 2011).   

 

Sheffield is located in the catchment area of the River Don and lies at the confluence of 

the Don and four of its main tributaries: the Loxley, Rivelin, Porter and Sheaf (Figure 2.1).  

It is largely surrounded by agricultural landscapes to the north, south and west and by 

urban areas to the east.  The lowest point of Sheffield stands in Tinsley, located in the 

northeast of the city centre, at just about 30 m above sea level, while to the west the land 

rises to up to about two hundred metres at the border of the Peak District National Park 

(Figure 2.1).  The climate in Sheffield is temperate with mean annual precipitation of 

826.0 mm (1971-2012), average annual monthly maximum temperature of 21.4˚C and 

average annual monthly minimum temperature of 0.81˚C (Met Office 2013). 

 

Historically, water power played an important role in industry and urban development in 

Sheffield.  Until the eighteenth century, water power gave rise to a scattered industry 

along the valley of the Don and its tributaries, the Loxley, Porter, Rivelin and Sheaf 

(Jones 2000).  Consequently, rivers in Sheffield have suffered from pollution resulting 

from industry, mining effluents and the disposal of solid waste for more than two 

centuries (Amisah & Cowx 2000).  Associated with the use of water power, weirs can be 
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found in high numbers in these rivers (Shaw et al. 2012).  The extreme degradation of the 

rivers through the city – the Don in particular – through the period of industrial growth 

and population increase was only really addressed in the latter part of the 20th century, 

with a combination of controls on effluent discharges, increased sewage treatment, and 

closure of much of the heavy industry (Ball, Crossley & Flavell 2006).  As a result of 

these interventions, there have been significant improvements in biological and ecological 

quality in both the river and riparian environments, as well as an increased value placed 

upon these areas by residents, businesses and the local authority (Fuller et al. 2007; 

Dallimer et al. 2012).  

 

This study utilises the rivers flowing into and through Sheffield.  The core data for the 

study come from a set of twenty monitoring sites established across this river network, 

both in the urban and upstream rural areas.  Ten sites are on the River Don, five the River 

Loxley, three the River Sheaf and two the River Rivelin.  Ten rural sites are on the upper 

River Don, Loxley and Rivelin (i.e. D1 – D5 [Don], L1 – L3 [Loxley] and R1 and R2 

[Rivelin]), and ten urban sites are on the lower River Don, Loxely and Sheaf (i.e. D6 – 

D10 [Don], L4 and L5 [Loxely] and S1 – S3 [Sheaf]).  The distribution of sites is shown 

in Figure 2.1; images of each site are presented in Figure 2.2, and their characteristics are 

outlined below.  The analyses of site characteristics (e.g. altitude, urbanised area and 

riparian canopy cover) are presented in Chapter 3 (section 3.2.1).  The seasonal average 

values of physical and chemical measurements of the rivers are in Table 2.1, 2.2 and 2.3.  

The analyses of these physical and chemical measurements and the geographic 

characteristics of the sites are presented in Chapter 5 (section 5.3.1).      

 

The source of the River Don is the Pennines, and it flows east into Sheffield.  Outside the 

urban areas, five sampling sites (D1, D2, D3, D4 and D5) are located in the upper Don, 

where riparian corridors are forested (Figure 2.2).  Most areas in the valley are rural, and 

some are used for housing.  Ewden Beck supplies the Broomhead and More Hall 
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reservoirs and flows into the River Don between D1 and D2.  D3 is located near, 

Wharncliffe Side village, and sites D4 and D5 are near Oughtbridge (Figure 2.1).  Within 

urban areas the river is wider, and the five lower Don sites, D6, D7, D8, D9 and D10, are 

situated in areas occupied by a mixture of steel plants, warehouses, offices, retail parks, 

leisure centres and sport facilities.  An obvious environmental change observed at lower 

Don sites is a reduction of riparian vegetation due to urbanisation.  Kelham Island, where 

D6 is located, is in the heart of the original industrial area of Sheffield.  D7 is near 

Attercliffe, an industrial suburb of northeast Sheffield.  D8, D9 and D10 are in the eastern 

end of the Lower Don valley, the former location of the large steelworks developed in the 

late 19th and early-mid 20th century, now the location of sports stadiums and the 

Meadowhall shopping centre (Figure 2.1).   

 

The Loxley, a western tributary of the Don, rises on Bradfield Moors and flows easterly 

through the Damflask reservoir to the west of Sheffield (Ball, Crossley & Flavell 2006).  

Land in the Loxley valley is largely rural, although some is residential and there is little 

industry.  Three sites, L1, L2 and L3, are located in woodland areas.  After the confluence 

of the Loxley and Rivelin at Marlin Bridge, L4 and L5 are located in urban areas.  L5 is 

near Owlerton, just before the confluence of the River Don and River Loxley.  

 

The River Rivelin rises on Hallam Moors to the west and joins the River Loxley to flow 

into the Don (Ball, Crossley & Flavell 2006).  The slopes of the valley have been cleared 

for agriculture, and woodland has been left on steeper slopes and beside the river.  

Although small-scale water power industry was extensive along the river, as larger scale 

industry grew in the centre of Sheffield and lower Don Valley, it declined in the Rivelin 

valley.  As a result, the Rivelin valley has reverted back to a relatively wild area along the 

river, with housing development only in the lower end of the valley.  The two sites on the 

Rivelin, R1 and R2, are located, where the riparian corridor is densely forested. 
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The River Sheaf is formed from two main streams, the Old Hay Brook and Totley Brook, 

which rise to the south west of the city centre.  The Sheaf is joined by the River Porter in 

a culvert underneath Sheffield railway station and flows into the River Don in the middle 

of Sheffield.  All sampling sites on the River Sheaf are inside the urban area, although the 

riparian corridors at S1 and S2 are largely wooded.  
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Figure 2.1 Map of the study sites in Sheffield, UK.  Ten rural (green circles) and ten 

urban (red circles) sites are categorised by estimating the percentage of urban index (i.e. 

rural [0.2-31.2%]; urban [15.5-70.9%]), please see sections 3.2.1 and 3.3.1 for detailed 

information. 
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Figure 2.2 Images of riparian sampling sites in the four river valleys (i.e. Don, Loxley, 

Rivelin and Sheaf) in Sheffield, UK.  D1 – D10 are on the River Don, L1 – L5 the River 

Loxley, R1 and R2 the River Rivelin and S1 – S3 the River Sheaf.  For a map of these 

locations, refer to Figure 2.1.  (Page 1 of 7). 
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Figure 2.2 Continued.  (Page 2 of 7).  
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Figure 2.2 Continued.  (Page 3 of 7). 
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Figure 2.2 Continued.  (Page 4 of 7). 
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Figure 2.2 Continued.  (Page 5 of 7). 
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Figure 2.2 Continued.  (Page 6 of 7). 
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Figure 2.2 Continued.  (Final page).
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The twenty sites used in this study were selected from a larger set of sites which were at 

the same time, being investigated as part of a larger project – Urban River Corridors and 

Sustainable Living Agendas – URSULA (www.ursula.ac.uk) which was concerned with 

sustainable management and regeneration of urban river corridors.  This study utilised 

URSULA sites so that (a) use could be made of other data, and (b) the results of this study 

could inform the wider project. 

 

The sites used in the study cover a range of different rivers and degrees of urbanisation, 

which are the chief factors of interest in this study, however categorising sites in terms of 

being urban or rural is not straightforward.  Although an approximate separation can be 

made according to whether sites are inside or outside the main urban boundary of 

Sheffield (Figure 2.1) at local scales, the urban area is not entirely built up, and the rural 

area also has developed areas.  Therefore, in many of the analyses that follow the degree 

of urbanisation for each site was quantified by calculating the proportion of impervious 

surfaces (i.e. buildings, roads and railways) within a certain distances of the site (see 

section 3.2). 

 

One consequence of the present study being focused on the urban river network in 

Sheffield is that a number of rivers flow into Sheffield, but they join in the urban area, 

and only one river flows out (Figure 2.1), and that flows into further urban and industrial 

areas.  This constrains the choice of sample sites such that the rural areas of the study are 

all upstream of the urban sites and are predominantly at higher altitudes.  This was 

unavoidable, but makes it difficult to separate out the mechanism for some effects.  

However, this configuration of riverine environments is also very common, with the 

upper part of many catchments being predominantly rural and large settlements and 

industrial areas typically downstream.  In this sense the system investigated here is a good 

model for many other rural-urban river transitions. 
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Table 2.1 Hydrological characteristics of rivers. 

Grid Reference  Hydrological Variable 
Area Site River 

Latitude Longitude River Width (m) River Depth (cm) Current Velocity (m/s) Discharge (m3/s) Riffle (%) Run (%) Glide (%) Pool (%) Deadwater (%) 

D1 Don 53.4583 -1.5524 11.5 33.5 0.16  1.4 17.5 47.5 27.5 0.0 7.5 

D2 Don 53.4543 -1.5519 19.2 19.0 0.39 1.7 44.0 28.5 13.5 6.5 7.5 

D3 Don 53.4514 -1.5496 12.1 27.4 0.19 1.5 57.5 35.0 2.5 0.0 5.0 

D4 Don 53.4402 -1.5359 11.4 47.5 0.19 1.4 20.0 35.0 12.5 30.0 2.5 

D5 Don 53.4328 -1.5321 13.4 43.1 0.05 1.3 0.0 25.0 64.0 1.0 10.0 

L1 Loxley 53.4008 -1.5432 6.4 30.6 0.46 0.8 45.0 41.5 10.0 0.0 3.5 

L2 Loxley 53.4003 -1.5365 7.0 35.5 0.26 0.4 0.0 5.0 90.0 0.0 5.0 

L3 Loxley 53.4027 -1.5238 7.2 68.2 0.23 0.5 0.0 0.0 84.0 5.0 11.0 

R1 Rivelin 53.3834 -1.5444 6.9 13.2 0.38 0.3 37.5 36.5 12.5 2.5 11.0 

Rural 

R2 Rivelin 53.3839 -1.5411 7.9 16.3 0.48  0.3 15.0 35.0 32.0 5.5 12.5 

D6 Don 53.3911 -1.4772 23.3 130.2 0.41 1.6 0.0 0.0 95.5 0.0 4.5 

D7 Don 53.3955 -1.4414 30.9 63.9 0.45 3.8 0.0 0.0 97.5 0.0 2.5 

D8 Don 53.4091 -1.4216 14.8 73.4 0.22 2.1 0.0 0.0 97.5 0.0 2.5 

D9 Don 53.4152 -1.4135 19.8 37.7 0.11 2.9 5.0 30.0 62.5 0.0 2.5 

D10 Don 53.4161 -1.4066 18.3 115.0 0.13 3.5 0.0 0.0 75.0 0.0 25.0 

L4 Loxley 53.3999 -1.5082 7.5 30.4 0.31 0.9 11.0 54.0 32.5 0.0 2.5 

L5 Loxley 53.4027 -1.5238 10.6 19.0 0.23 0.9 55.0 35.0 5.0 0.0 5.0 

S1 Sheaf 53.3479 -1.4927 3.3 36.1 0.42 0.3 40.0 30.0 20.0 0.0 10.0 

S2 Sheaf 53.3497 -1.4873 6.6 18.6 0.18 0.1 15.0 37.5 27.5 5.0 15.0 

Urban 

S3 Sheaf 53.3607 -1.4742 5.3 20.0 0.11 0.1 5.0 12.5 70.0 0.0 12.5 
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Table 2.2 Sediment composition. 

Bed sediment composition 
Area Site River 

Bedrock (%) Boulders (%) Cobbles (%) Pebbles (%) Gravel (%) Sand (%) Silt (%) Artificial (loose) (%) Artificial (bed) (%) Artificial (%) MSUB 

D1 Don 0.0 70.0 19.0 4.5 3.5 0.0 3.0 0.0 0.0 0.0 -6.92 

D2 Don 0.0 40.0 50.0 7.0 2.5 0.0 1.5 0.0 0.0 0.0 -7.09 

D3 Don 0.0 47.5 40.0 5.0 4.0 1.0 2.5 0.0 0.0 0.0 -6.85 

D4 Don 0.0 25.0 55.0 6.0 4.0 0.0 10.0 0.0 0.0 0.0 -5.73 

D5 Don 2.5 15.0 30.0 25.0 15.0 1.0 14.0 1.5 0.0 1.5 -3.71 

L1 Loxley 0.0 30.0 50.0 8.0 5.5 2.5 4.0 0.0 0.0 0.0 -6.27 

L2 Loxley 0.0 10.0 30.0 25.0 15.0 5.0 15.0 0.0 0.0 0.0 -3.10 

L3 Loxley 0.0 17.5 6.0 14.0 30.0 12.5 20.0 0.0 0.0 0.0 -1.40 

R1 Rivelin 87.5 2.0 3.0 1.5 3.5 2.5 0.5 0.0 0.0 0.0 -3.54 

Rural 

R2 Rivelin 0.0 22.5 52.5 9.0 7.5 2.5 6.0 0.0 0.0 0.0 -5.82 

D6 Don 15.0 3.5 11.5 15.0 25.0 0.0 30.0 0.0 0.0 0.0 -0.07 

D7 Don 0.0 1.5 19.5 7.5 16.5 0.0 27.5 0.0 27.5 27.5 -0.29 

D8 Don 0.0 0.0 22.5 25.0 40.0 0.0 10.0 2.5 0.0 2.5 -3.25 

D9 Don 0.0 0.0 25.0 25.0 38.5 0.5 7.5 3.5 0.0 3.5 -3.66 

D10 Don 0.0 0.0 11.5 16.0 40.0 1.5 30.0 1.0 0.0 1.0 -0.36 

L4 Loxley 0.0 0.0 40.0 10.0 7.5 0.0 2.5 40.0 0.0 40.0 -6.57 

L5 Loxley 0.0 7.5 65.0 15.5 6.0 1.5 1.0 3.5 0.0 3.5 -6.48 

S1 Sheaf 0.0 30.0 30.0 13.5 10.0 0.0 1.5 15.0 0.0 15.0 -6.46 

S2 Sheaf 0.0 17.5 40.0 16.5 12.5 1.0 7.5 5.0 0.0 5.0 -5.17 

Urban 

S3 Sheaf 0.0 11.5 15.0 21.5 31.0 5.0 11.0 5.0 0.0 5.0 -3.17 
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Table 2.3 Chemical characteristics of rivers. 

Area Site River 
Temp 
(˚C) 

Conductivity pH 
DO 

(mg/l) 
DO 
(%) 

Alkalinity 
(mg/l) 

Ammonium 
(mg/l) 

Nitrate 
(mg/l) 

Nitrite 
(mg/l) 

Phosphate 
(mg/l) 

Hardness 
(mg/l) 

Silica 
(mg/l) 

Colour 
(mg/l) 

Turbidity 
TSS 

(mg/l) 
FSS 

(mg/l) 
VSS 

(mg/l) 

D1 Don 12.80 401.67 7.4 8.68 86.15 56.67 0.50 2.80 0.19 4.55 90.00 5.95 32.50 4.00 6.08 2.34 3.73 

D2 Don 12.47 346.33 7.5 9.08 90.25 45.00 0.30 1.04 0.13 3.34 85.00 6.35 42.50 7.00 5.99 2.33 3.66 

D3 Don 12.63 370.67 7.5 9.27 91.05 66.67 0.13 3.38 0.09 3.09 85.00 7.35 35.00 6.00 5.95 2.59 3.36 

D4 Don 11.73 369.67 7.6 9.62 92.20 60.00 1.38 8.91 0.12 2.00 85.00 5.95 37.50 6.00 6.29 3.06 3.24 

D5 Don 11.83 365.00 7.8 9.64 93.50 51.67 1.70 6.73 0.11 3.25 85.00 6.25 37.50 6.00 5.77 2.67 3.10 

L1 Loxley 12.20 260.33 7.5 9.50 94.25 41.67 0.34 2.50 0.02 0.42 82.50 8.38 50.00 7.00 6.52 3.29 3.22 

L2 Loxley 12.13 267.00 7.6 9.19 90.40 33.33 0.09 2.12 0.02 0.31 92.50 8.63 50.00 5.00 5.15 2.58 2.57 

L3 Loxley 11.50 272.67 7.5 9.47 90.80 43.33 0.43 2.28 0.02 0.31 85.00 8.40 38.75 4.50 6.85 3.70 3.15 

R1 Rivelin 11.50 141.33 7.3 9.44 90.90 26.67 0.03 0.86 0.02 0.78 37.50 6.90 105.00 6.00 5.69 2.82 2.86 

Rural 

R2 Rivelin 11.43 143.33 7.2 9.45 90.25 23.33 0.01 0.96 0.02 0.75 32.50 7.25 115.00 6.00 5.44 2.67 2.78 

D6 Don 12.57 348.33 7.6 9.29 89.75 50.83 0.60 1.84 0.06 1.93 90.00 7.00 38.75 6.00 7.42 4.11 3.30 

D7 Don 12.27 379.33 7.5 8.95 86.60 51.67 0.49 1.86 0.20 2.01 110.00 5.25 20.00 6.00 6.01 2.98 3.02 

D8 Don 13.70 376.00 7.7 8.83 89.00 63.33 1.92 2.72 0.10 0.76 80.00 4.75 32.50 6.00 8.70 5.10 3.60 

D9 Don 13.43 402.33 7.6 8.57 85.80 80.83 0.33 3.06 0.14 1.00 115.00 4.75 27.50 6.00 8.26 4.61 3.65 

D10 Don 13.57 430.67 7.6 8.15 82.76 78.33 0.45 3.71 0.18 1.33 117.50 5.30 30.00 4.00 7.49 4.01 3.49 

L4 Loxley 11.30 254.33 7.1 9.22 88.50 38.33 0.03 1.07 0.03 0.42 75.00 7.68 62.50 9.00 12.27 7.60 4.67 

L5 Loxley 11.03 260.00 7.4 9.57 91.65 35.00 0.05 1.26 0.03 0.46 72.50 8.75 72.50 19.00 17.44 10.64 6.80 

S1 Sheaf 11.27 386.00 7.7 9.06 87.70 140.83 0.05 2.80 0.03 0.74 95.00 9.75 22.50 8.00 15.12 11.12 4.01 

S2 Sheaf 11.80 415.67 7.7 8.99 86.85 119.17 0.14 1.60 0.03 0.45 110.00 9.88 13.75 4.00 7.92 6.06 1.86 

Urban 

S3 Sheaf 11.97 425.33 8.0 9.52 92.70 106.67 0.23 1.86 0.03 0.52 100.00 8.50 27.50 3.00 13.55 11.65 1.91 
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Chapter 3: Thermal patterns in riverine environments 

 

3.1 Introduction 

Temperature is an essential determinant of the metabolic processes, population dynamics 

and life cycle events of terrestrial and aquatic organisms and of rates of ecosystem 

processes (Caissie 2006).  Riverine environments have a complex structure, including 

characteristics of both aquatic and terrestrial systems, and as a result form a complex 

thermal microclimate (Naiman, Décamps & McClain 2005).  The interaction between 

water and air temperatures is one of the important thermal characteristics of riverine 

systems. (Huang et al. 2008; Ritter 2011).   

 

A number of studies have shown that bodies of fresh water, associated with the 

characteristic of absorbing and releasing heat more slowly than many other natural 

materials in the environment (Ritter 2011), can have a significant thermal effect on local 

microclimate.  For example, Yokohari et al. (2001) found that streets opening on to a 

paddy field were cooler environments than closed streets, and Saaroni and Ziv (2003) 

demonstrated that a pond in a park could have a cooling effect on surrounding areas in 

hot weather.  The presence of a large flowing water mass along the length of a riparian 

corridor also creates the potential for strong effects on the local microclimate (Murakawa 

et al. 1991; Brosofske et al. 1997; Moore, Spittlehouse & Story 2005; Rykken, Chan & 

Moldenke 2007; Kim et al. 2008; Hathway & Sharples 2012).  One consequence of this is 

that urban rivers can potentially help mitigate urban heat island effects at local scales.  

For example, Murakawa et al. (1991) found that the 270 m wide Ota River in Hiroshima, 

Japan, had a significant cooling effect that extended 100 m from the river in summer.  A 

similar effect has been also observed with smaller rivers.  For example, Kim et al. (2008) 

recorded a 0.9˚C reduction in air temperature after the restoration of the 5 m wide 

Cheonggyecheon stream in Seoul, South Korea, which had been culverted for 46 years.  

The River Don in Sheffield, UK, which is 25 m wide, has been shown to cool air 
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temperatures a distance of at least 30 m from the river banks during warm weather 

(Hathway & Sharples 2012).   

 

The evidence about the thermal effect of rivers on local air temperatures has also been 

revealed in forestry streams.  For example, Brosofske et al. (1997) documented a cooling 

effect extending for 60 m on either side of 4 m wide streams.  A similar study showed a 

cooling effect extending for 30 m either side of 5 m wide streams (Rykken, Chan & 

Moldenke 2007).  Those forestry streams are located in steep valleys, which can reduce 

the strength of direct radiation (Rykken, Chan & Moldenke 2007) and amplify the 

thermal effect on riparian corridors due to the advection of cool air sinking down the 

valleys (Moore, Spittlehouse & Story 2005). 

 

The thermal microclimate in riparian corridors may also be influenced by surrounding 

land uses.  For instance, riparian woodland can reduce solar radiation, wind speed and air 

advection and enhance the thermal effect of rivers on riparian corridors (Moore, 

Spittlehouse & Story 2005).  Huang et al. (2008) investigated summer air temperatures in 

four types of land cover in a city.  They found that areas with dense trees were coolest and 

ponds, grasslands and bare concrete were, increasingly, warmer.  In highly areas with 

mosaics of many different types of land use, such as water bodies, green space and 

urbanised areas, the effect of different land covers on the local thermal microclimate may 

be complex and counteract each other.  For example, the local thermal effect of water 

bodies can be reduced by high density buildings and street structure because impervious 

surfaces, such as roads, buildings and parking lots, have a strong effect on air temperature 

(Murakawa et al. 1991).  Riparian canopy cover provides a shading effect therefore 

further reducing the water temperature and hence the surrounding air temperature, but this 

effect may not fully counter the thermal influence of impervious surfaces (e.g. Schueler 

1994).   
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Because river water temperature is sensitive to anthropogenic disturbances, the impact of 

urbanisation on river temperature is a concern (Caissie 2006).  Urban watersheds are 

usually warmer than rural watersheds.  This is the result of a combination of 

modifications to the landscape associated with the effect of urbanisation.  One common 

consequences of urbanisation is the reduction of the riparian tree canopy, which reduces 

shading and increases direct radiation to rivers (Burton & Likens 1973; Johnson & Jones 

2000).  Heating can also occur as a result of waste water coming from industries and 

domestic sources (Kinouchi, Yagi & Miyamoto 2007) and, as a result of the high 

proportion of impervious surfaces (Nelson & Palmer 2007).  There is also a potential 

direct influence of the urban heat island on rivers as a result of warming of water directly 

from the air (Kaushal et al. 2010).   

 

Apart from anthropogenic effects, the morphology of rivers and altitude can influence 

river water temperature as well.  The slope of rivers can indirectly influences water 

temperatures: the steeper the river valley the greater the thermal mixing effect of the 

water body, leading to lower river temperatures (Arscott, Tockner & Ward 2001).  Rivers 

generally become wider as the distance from the source increases, with the result that 

downstream areas are more exposed to solar radiation.  The orientation of rivers can have 

an effect on water temperatures due to the direct exposure of incoming radiation (Arscott, 

Tockner & Ward 2001).  River temperature also generally increase with decreasing 

elevation, suggesting river temperatures in downstream sites are influenced by higher air 

temperature of lowlands (Arscott, Tockner & Ward 2001).   

 

Even though various studies have examined particular aspects of the thermal environment 

in rivers and riparian corridors, there are none that systematically examine variation 

across multiple sites and seasons to characterise the variation in these effects.  Since the 

patterns of the thermal microclimate in riverine environments are expected to be 

somewhat different from river to river and season to season, it is important to understand 
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how they are influenced by different types of land use, how they vary over different 

seasons and the potential ecological consequences of these variations.  Then, the 

consequence of the thermal variation can be examined.   

 

In order to fill the gap, the aims of this chapter are to examine the thermal characteristics 

of riverine environments, to investigate the magnitude and extent of the rivers’ influence 

on local air temperature across a rural-urban gradient of land uses and to show the pattern 

of river temperatures in rural and urban watersheds.  River water temperature and air 

temperatures in riparian corridors and non-riparian areas were measured continuously for 

two years and these data were used to: (1) describe the inter- and intra-annual thermal 

patterns in rivers, riparian and non-riparian areas; (2) explore the correlation between 

river water temperature and riparian air temperature; (3) compare daily thermal indices 

(i.e. daily mean, maximum, minimum, range) between riparian corridors and non-riparian 

areas and to investigate how these vary seasonally; (4) explore the relationships between 

daily air temperatures for riparian corridors and non-riparian areas and environmental 

variables (i.e. canopy cover, location [riparian v non-riparian], urbanisation) and how 

these vary annually and seasonally; (5) compare differences in daily thermal indices of 

water temperatures between rural and urban rivers and assess the main drivers of river 

thermal patterns over seasons. 

 

3.2 Methods 

3.2.1 Site descriptions 

Twenty study sites were identified along the Don, Loxley, Rivelin and Sheaf; ten in rural 

areas and ten in urban areas (For a map showing rivers, urban area/land use and location 

of study sites, see Figure 2.1).  Of these, ten sites were in the Don valley, two in the 

Rivelin valley, five in the Loxley valley, and three in the Sheaf valley.  Individual sites 

were divided into three sampling areas: rivers, riparian corridors (< 5 m from the river) 

and non-riparian areas (> 50 m from the river).  The vegetation of riparian and non-
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riparian area includes sycamore (Acer pesudoplatanus L.), Norway maple (Acer 

platanoides L.), ash (Fraxinus excelsior L.), oak (Quercus spp.), alder (Alnus glutinosa L.) 

and willow (Salix spp.).  The elevation of each sampling location was estimated using a 

Global Positioning System (GPS, GARMIN® OregonTM 400t).  The slope and azimuth 

(orientation) of rivers were measured using digitised maps provided by Google Earth 

(Ford & Rodrigue 2001).  Azimuth was measured as the clockwise angle (in degrees) by 

which the longitudinal orientation of the site differed from due south (Hawkins et al. 

1997).  The current velocity was measured at each site in spring, summer and autumn 

using an electromagnetic flow meter (Model 801, Valeport Limited, Dartmouth, Devon, 

UK) and the mean of these three measurements was taken. 

 

Urban index (UI), the percentage of hard surface areas (i.e. buildings, roads, railways) 

within a 100 m radius from the centre of each sampling location, has been widely used for 

assessing the extent of urban environments (Lu & Weng 2006).  The average distance 

between riparian and non-riparian areas in this study was 140 m, and therefore a radius of 

100 m was also appropriate here.  Canopy cover (CC) was defined as the percentage tree 

cover within a 100 m radius from the centre of each riparian sampling location.  The area 

of hard surface and tree canopy around each sample were measured using GIS-based map 

analysis (ESRI® ArcMapTM 10.0 and Geospatial Modelling Environment, GME© Spatial 

Ecology LLC) with data layers from Digimap (MasterMap 2009) and Bing Map 

(Microsoft®, BingTM Maps 2012).     

 

3.2.2 Temperature monitoring 

Temperatures in the three sampling locations (i.e. rivers, riparian corridors and non-

riparian areas) at each site were recorded continuously between March 2010 and February 

2012 using thermal loggers (Range: -55˚C to 100˚C, ± 0.5˚C) (DS1921G# 1-Wire® 

Thermochron®).  Loggers recorded Celsius temperature hourly and were retrieved for 

data download and replaced every month.  At each location, six temperature loggers were 
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set up two in river, two in riparian corridors and two in non-riparian areas from March to 

September 2010 and one in each sampling location thereafter due to the number of 

loggers available.  The loggers in rivers were packaged by vacuum sealing them in plastic 

film to waterproof them and placed in plastic tubes which were tied to bricks using 

fishing lines.  Each bricks was placed in the water near the bank and secured in place by 

attaching the fishing line to a tree.  The loggers in riparian corridors and non-riparian 

areas were placed in plastic bags hanging on trees or hidden in marked holes at 1 m above 

the ground.   

 

3.2.3 Data analysis 

Paired t-tests were used to examine the differences in altitude, UI and CC between 

riparian and non-riparian areas, and two-sample t-tests were used to test the differences in 

altitude, UI and CC between rural and urban sites.  Hourly mean temperatures were used 

to generate thermal traces of rivers, riparian corridors and non-riparian areas throughout 

the two years of study.   

 

Twenty-four hourly thermal data records from each day during the study period were used 

to calculate daily mean, maximum, minimum and range of temperatures each site for all 

20 sites and then separately for the 10 rural sites and 10 urban sites.  Comparisons of the 

daily temperature variables were also made between rivers and riparian corridors and 

between riparian corridors and non-riparian areas for all 20 sites and then separately for 

the 10 rural sites and 10 urban sites using Local weighted scatterplot smoothing 

(LOWESS).  LOWESS was applied to represent the trend of temperature differences in 

the daily mean, maximum, minimum and range of temperatures between rivers and 

riparian corridors, riparian and non-riparian areas and rural and urban rivers throughout 

the study.  Temperature data were also grouped by season: spring (March – May), 

summer (June – August), autumn (September – November) and winter (December – 

February). 
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Linear mixed-effects models were used for building models of the relationships between 

the daily mean, maximum, minimum and range of air temperatures and UI, CC and 

location (riparian v non-riparian).  In these models ‘site’ and ‘year’ were included as 

random effects.  In addition, linear mixed-effects models were used to examine 

differences in daily mean, maximum, minimum and range of seasonal river temperatures 

between rural and urban rivers, and this method was also applied to detect the relationship 

between water temperatures and seven environmental factors (i.e. altitude, azimuth, 

canopy cover, current velocity, river width, slope and urban index).   

 

In these models ‘river’ and ‘year’ were included as random effects.  Stepwise model 

selection, using the Akaike Information Criterion (AIC) was used for the best model for 

daily mean, maximum, minimum values and daily ranges of seasonal river temperatures.  

All statistical analyses were performed on MATLAB (MATLAB 2009) and R (R Core 

Team 2013). In R the package, lme4 using S4 classes (Bates, Maechler & Bolker 2012), 

was used for running mixed effects models. 
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3.3 Results 

3.3.1 Site characteristics 

The altitudinal range of riparian areas was from 39.5 to 138.8 m and that of non-riparian 

areas is from 43.9 to 141.4 m (Table 3.1).  The elevation of non-riparian areas was 

significantly higher than that of riparian areas by an average of 6 m (t = 4.68, df = 19, p < 

0.001).  The elevation of both riparian corridors and non-riparian areas was significantly 

higher in rural sites than urban sites (t = 5.98, df = 18, p < 0.001 [riparian]; t = 5.73, df = 

18, p < 0.001 [non-riparian]).   

 

The differences of the percentage of UI and CC between riparian and non-riparian areas 

were examined to show the similarity of land use.  UI ranged from 0.6 to 70.9% in 

riparian corridors and from 0.2 to 69.6% in non-riparian areas (Figure 3.1 and Table 3.1).  

CC ranged from 9.9 to 88.6% in riparian and from 3.2 to 90.6% in non-riparian areas 

(Figure 3.1 and Table 3.1).  The difference in UI between riparian and non-riparian areas 

was not significant (t = 1.39, df = 19, p = 0.18), and neither was CC (t = 0.77, df = 19, p = 

0.45).  The UI of riparian corridors ranged from 1.1 to 9.5% in sites selected as ‘rural’ 

and from 16.6 to 70.9% in sites selected as ‘urban’, and that of non-riparian areas from 

0.2 to 31.2% in sites selected as ‘rural’ and from 15.5 to 69.6% in sites selected as ‘urban’ 

(Figure 3.1 and Table 3.1).  The CC of riparian corridors ranged from 47.9 to 88.6% in 

rural sites and from 9.9 to 39.4% in urban sites, and that of non-riparian areas from 22.1 

to 90.6% in rural sites and from 3.2 to 77.5% in urban sites (Figure 3.1 and Table 3.1).  

The difference in UI between riparian and non-riparian areas in rural and urban sites was 

not significant (t = 1.99, df = 9, p = 0.08 [rural]; t = 0.45, df = 9, p = 0.66 [urban]), and 

neither was CC (t = 1.85, df = 9, p = 0.10 [rural]; t = 0.54, df = 9, p = 0.60 [urban]).   

 

For the comparison between rural and urban sites, the difference in the UI of riparian and 

non-riparian areas between rural and urban was significant (t = 7.24, df = 18, p < 0.001 

[riparian]; t = 6.72, df = 18, p < 0.001 [non-riparian]), and the differences in the CC of 
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riparian corridors was significant (t = 2.39, df = 18, p < 0.001), but that of non-riparian 

areas was marginally significant (t = 2.06, df = 18, p = 0.054). 
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Figure 3.1 Box plot of the percentage of canopy cover (a) and urban index (b) for rural 

(grey closed circles and grey boxes) and urban (black closed circles and black boxes) 

sites.  Mean and median are represented by a circle and a solid line within each box.  

Boxes around the median line and mean marker showed 25th and 75th percentile with 

whiskers representing the maximum and minimum values, and the sign of crosses 

indicate the upper and lower outliers. 
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Table 3.1 Environmental variables in rivers, riparian corridors and non-riparian areas for each site. 

River  Riparian Corridors  Non-riparian Areas 

Area Site River Azimuth 
(degrees) 

Current Velocity 
(m/s) 

(standard deviation)   

River 
Width 

(m) 

Stream 
Slope 
(%) 

 
Distance 

(m) 
Altitude 

(m) 

Urban 
Index 
(%) 

Canopy 
(%) 

 
Distance 

(m) 
Altitude 

(m) 

Urban 
Index 
(%) 

Canopy 
(%) 

D1 Don -45 0.16 (0.16) 11.8 4  5 118 5.8 57.9  115.3 125.2 31.2 29.8 

D2 Don 20 0.39 (0.17) 19 2  5 112.3 1.3 47.9  164.7 125.8 13.9 41.1 

D3 Don -40 0.19 (0.11) 12.2 6  5 110.9 1.1 49.9  66.8 111.2 2.5 38.1 

D4 Don -40 0.19 (0.08) 11.7 1  5 98.9 0.6 51.8  74.3 97.3 0.2 22.1 

D5 Don -35 0.05 (0.05) 13.5 1  5 96.4 9.2 83  42.3 100 15.9 77.6 

L1 Loxley -90 0.46 (0.05) 5.8 5  5 114.6 9.5 71.8  59.3 118.9 8.5 76 

L2 Loxley 80 0.26 (0.03) 7.2 2  5 112.7 7.2 61.6  52.3 128.7 5.4 90.6 

L3 Loxley -90 0.23 (0.04) 7 1  5 94.9 9.1 85.4  52.4 99.5 13.7 82.5 

R1 Rivelin 80 0.38 (0.10) 6.3 2  5 138.8 8.3 82.1  79.4 141.4 12 49.2 

Rural 

R2 Rivelin -85 0.48 (0.05) 8.7 2  5 134.7 9.5 88.6  46.5 137.6 10.5 57.8 

D6 Don -35 0.41 (0.04) 23.5 1  5 53.5 63.4 17.2  246.4 56.7 68 3.2 

D7 Don 25 0.45 (0.03) 39 0.5  5 42.3 59.9 29.7  493.8 61 57.3 22.6 

D8 Don 0 0.22 (0.05) 15.5 0.5  5 36 31.4 28.5  92.4 37.5 42.7 77.5 

D9 Don 45 0.11 (0.08) 20.5 1  5 41.2 56.8 9.9  172.1 50.9 69.6 44.2 

D10 Don -40 0.13 (0.04) 19 1  5 39.5 67.9 42.4  393.6 43.9 52.5 40.9 

L4 Loxley 40 0.31 (0.06) 7.8 0.5  5 78 37.5 33.6  119.3 93.5 15.5 32.1 

L5 Loxley -20 0.23 (0.04) 11.5 1  5 62.7 35.4 19  207.6 69 47.6 35.1 

S1 Sheaf 45 0.42 (0.03) 3.2 1  5 98.4 16.6 61.6  190.9 103.5 35.3 62.7 

S2 Sheaf 55 0.18 (0.04) 6.5 3  5 92.4 43.8 39.4  82.2 93.9 59.9 19.3 

Urban 

S3 Sheaf 25 0.11 (0.13) 5.1 0.5  5 73.2 70.9 28.7  93.1 73.9 56 11.3 
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3.3.2 Temperature profiles of rivers, riparian corridors and non-riparian areas 

Two year temperatures profiles for each of the three sampling locations (rivers, riparian 

corridors and non-riparian areas) are presented in Figure 3.2.  The hottest timings 

recorded at 25˚C in riparian corridors and 25.6˚C in non-riparian areas at the end of 

spring of 2010 and at 17.9˚C in rivers at the beginning of summer of 2011.  On the other 

hand, the coldest timings were recorded at 0˚C in rivers, -8.3˚C in riparian corridors and -

9.3˚C in non-riparian areas in the winter of 2010.  Seasonal mean daily values, calculated 

from 1-hour temperature data, showed that temperatures in all sampling locations were 

generally higher in 2011 than in 2010; the exception being summer 2010 when air 

temperatures were higher than those of 2011 (Table 3.2).  Variation in air temperature 

(riparian and non-riparian areas) over the two year period was, as expected, greater than 

that for water temperature.     

 

At all sampling locations, daily maximum and minimum temperatures in autumn and 

winter were higher in 2011 than in 2010 (Table 3.2).  The seasonal maximum daily air 

temperatures (i.e. riparian and non-riparian temperatures) were higher than those of river 

water, whereas the seasonal minimum daily temperatures of river water were consistently 

higher than those of air (Figure 3.2 and Table 3.2).  The seasonal temperature range of 

river water was similar throughout the study period, but the range in air temperatures was 

greatest in spring and smallest in summer (Table 3.2).  Furthermore, the temperature 

range of non-riparian areas was consistently greater than that of riparian corridors (Table 

3.2).  A comparison of results obtained from rural and urban sites revealed similar 

patterns to those describe above for all 20 sites (Table 3.3, 3.4, Figure 3.3 and 3.4). 
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Table 3.2 Seasonal mean, maximum, minimum and range in daily temperatures for water 

(rivers) and air (riparian corridors and non-riparian areas) recorded at 20 study sites 

between March 2010 and February 2012.  

River Riparian Corridor Non-riparian Area 
Season Index 

2010 2011 2010 2011 2010 2011 

Mean 7.95 9.20 8.26 9.48 8.40 9.72 

Maximum 15.71 13.58 24.97 19.85 25.37 21.82 

Minimum 1.63 3.45 -4.13 -1.94 -4.38 -2.13 
Spring 

Range 14.09 10.14 29.09 21.79 29.74 23.94 

Mean 13.64 14.18 14.71 14.02 14.83 14.38 

Maximum 16.63 17.93 23.60 23.03 24.29 25.58 

Minimum 10.21 10.25 6.00 5.13 5.77 4.25 
Summer 

Range 6.42 7.68 17.60 17.90 18.51 21.33 

Mean 9.76 11.26 8.91 11.18 8.97 11.48 

Maximum 16.11 16.29 19.52 22.50 19.36 25.50 

Minimum 1.21 6.43 -6.08 1.83 -7.29 1.53 
Autumn 

Range 14.90 9.86 25.60 20.68 26.64 23.97 

Mean 3.67 5.01 2.59 4.28 2.66 4.50 

Maximum 7.44 8.43 12.63 15.00 13.25 16.23 

Minimum -0.03 1.00 -8.34 -4.37 -9.33 -5.18 
Winter 

Range 7.47 7.43 20.97 19.37 22.58 21.40 

*Winter is Dec. of the year and Jan. and Feb. of the next year. 
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Figure 3.2 Hourly average temperatures of (a) rivers, (b) riparian corridors and (c) non-

riparian areas across all sites. 
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Table 3.3 Seasonal mean, maximum, minimum and range in daily temperatures for water 

(rivers) and air (riparian corridors and non-riparian areas) recorded at 10 study sites in 

rural areas between March 2010 and February 2012. 

River Riparian Corridor Non-riparian Area 
Season Index 

2010 2011 2010 2011 2010 2011 

Mean 7.62 8.86 7.77 8.92 7.98 9.31 

Maximum 14.65 12.80 24.25 19.95 24.55 21.65 

Minimum 1.63 3.22 -4.13 -2.40 -4.38 -2.45 
Spring 

Range 13.03 9.58 28.38 22.35 28.93 24.10 

Mean 13.36 13.85 13.87 13.26 14.18 13.78 

Maximum 16.03 17.30 22.00 22.20 23.03 24.10 

Minimum 9.94 10.05 4.89 3.65 4.81 3.75 
Summer 

Range 6.09 7.25 17.11 18.55 18.22 20.35 

Mean 9.77 11.10 8.34 10.72 8.44 11.02 

Maximum 17.04 15.85 18.50 22.28 18.60 24.00 

Minimum 1.31 6.25 -7.28 0.40 -7.50 0.67 
Autumn 

Range 15.73 9.60 25.78 21.88 26.10 23.33 

Mean 3.62 4.76 2.24 4.09 2.20 4.14 

Maximum 7.31 7.83 11.83 15.15 12.60 16.40 

Minimum 0.19 1.06 -9.30 -5.55 -9.80 -5.80 
Winter 

Range 7.12 6.78 21.13 20.70 22.40 22.20 

*Winter is Dec. of the year and Jan. and Feb. of the next year. 
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Figure 3.3 Hourly average temperatures of (a) rivers, (b) riparian corridors and (c) non-

riparian areas in rural sites. 
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Table 3.4 Seasonal mean, maximum, minimum and range in daily temperatures for water 

(rivers) and air (riparian corridors and non-riparian areas) recorded at 10 study sites in 

urban areas between March 2010 and February 2012. 

River Riparian Corridor Non-riparian Area 
Season Index 

2010 2011 2010 2011 2010 2011 

Mean 9.09 9.55 9.83 10.10 9.81 10.16 

Maximum 16.78 14.56 26.00 20.50 26.31 23.83 

Minimum 4.90 3.65 0.75 -1.38 0.48 -1.80 
Spring 

Range 11.88 10.91 25.25 21.88 25.83 25.63 

Mean 13.97 14.53 15.50 14.78 15.43 14.99 

Maximum 18.17 18.55 25.67 23.90 25.54 27.40 

Minimum 10.44 10.45 6.98 6.50 6.64 4.70 
Summer 

Range 7.72 8.10 18.69 17.40 18.90 22.70 

Mean 9.75 11.40 9.47 11.63 9.43 11.91 

Maximum 15.36 16.83 20.53 22.70 20.20 27.00 

Minimum 1.03 6.40 -4.94 3.25 -7.15 2.15 
Autumn 

Range 14.33 10.43 25.48 19.45 27.35 24.85 

Mean 3.73 5.22 2.95 4.49 3.12 4.86 

Maximum 7.61 8.89 13.35 14.94 14.00 16.05 

Minimum -0.28 0.95 -7.50 -3.31 -9.00 -4.65 
Winter 

Range 7.89 7.94 20.85 18.25 23.00 20.70 

*Winter is Dec. of the year and Jan. and Feb. of the next year. 
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Figure 3.4 Hourly average temperatures of (a) rivers, (b) riparian corridors and (c) non-

riparian areas in urban sites. 
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3.3.3 Variation and differences in river and riparian temperatures 

Daily mean temperatures were higher in riparian corridors than in rivers in summer 2010, 

but not in summer 2011, and in autumn and winter, river temperatures were higher than 

riparian temperatures in both years (Figure 3.5a).  Except for winter, daily maximum 

temperatures were higher in riparian corridors than in rivers and differences in daily 

maximum temperatures were greatest in spring and summer 2010 and in spring 2011 

(Figure 3.5b).  Daily minimum temperatures were consistently higher in rivers than in 

riparian corridors and the magnitude of this was similar throughout years (Figure 3.5c).  

The seasonal and annual trend in daily temperature range was similar to that for daily 

maximum temperature (Figure 3.5d).  

 

Considering rural and urban sites separately revealed similar patterns to those from all 20 

sites combined (Figure 3.6 and 3.7).  Differences in daily mean temperatures were greater 

in urban sites compared to rural sites in summer, but were greater in rural sites compared 

to urban sites in autumn and winter (Figure 3.6a and 3.7a).  Differences in daily 

maximum temperatures were consistently and slightly larger in urban sites compared to in 

rural sites (Figure 3.6b and 3.7b), but differences in daily minimum temperatures were 

the reverse (Figure 3.6c and 3.7c).  Differences in daily temperature ranges between 

rivers and riparian corridors were slightly larger in rural sites than in urban sites (Figure 

3.6d and 3.7d).  

 

All measures of river temperatures were significantly correlated with air temperatures in 

riparian corridors (Table 3.5).  Correlations for daily mean, maximum and minimum 

temperatures were slightly lower in summer compared to other seasons, and correlations 

for daily temperature ranges in spring and summer were higher in spring and summer 

than in autumn and winter.  Similar patterns were observed for rural and urban sites 

separately as for all 20 sites combined, although correlations in summer daily thermal 

indices between rivers and riparian corridors were slightly higher in urban than rural sites.  
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In terms of daily temperature ranges, correlations in rural sites were consistently higher 

than those in urban sites, except in winter 2011. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

49 
 

49
   

 

Figure 3.5 Daily (a) mean, (b) maximum (c) minimum and (d) range differences between 

river water temperatures and riparian air temperatures.  Values above the zero line 

indicate that riparian air temperatures were higher than river water temperatures.  Grey 

open circles, black solid lines and black dashed lines indicate actual data, smoothed 

trends using LOWESS and 95% confidence intervals respectively. 
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Figure 3.6 Daily (a) mean, (b) maximum (c) minimum and (d) range differences between 

river water temperatures and riparian air temperatures in rural sites.  Values above the 

zero line indicate that riparian air temperatures were higher than river water temperatures.  

Grey open circles, black solid lines and black dashed lines indicate actual data, smoothed 

trends using LOWESS and 95% confidence intervals respectively. 
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Figure 3.7 Daily (a) mean, (b) maximum (c) minimum and (d) range differences between 

river water temperatures and riparian air temperatures in urban sites.  Values above the 

zero line indicate that riparian air temperatures were higher than river water temperatures.  

Grey open circles, black solid lines and black dashed lines indicate actual data, smoothed 

trends using LOWESS and 95% confidence intervals respectively. 
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Table 3.5 River-riparian correlation coefficients based on daily average values for river 

water temperature and riparian air temperature.  The range of the degrees of freedom of 

each model is between 88 and 90. 

2010 
 

2011 
Site Indices 

Spring Summer Autumn Winter 
 

Spring Summer Autumn Winter 

Mean 0.91 0.88 0.96 0.93 
 

0.93 0.90 0.92 0.92 

Maximum 0.86 0.82 0.96 0.93 
 

0.83 0.86 0.90 0.90 

Minimum 0.86 0.87 0.93 0.91 
 

0.90 0.89 0.88 0.89 

All 

Range 0.86 0.86 0.60 0.58 
 

0.86 0.79 0.64 0.64 

Mean 0.90 0.78 0.95 0.92 
 

0.92 0.88 0.90 0.89 

Maximum 0.85 0.67 0.96 0.91 
 

0.81 0.83 0.87 0.88 

Minimum 0.82 0.80 0.92 0.90 
 

0.87 0.86 0.85 0.86 

Rural 

Range 0.86 0.90 0.60 0.58 
 

0.90 0.82 0.62 0.58 

Mean 0.89 0.90 0.96 0.94 
 

0.93 0.89 0.93 0.94 

Maximum 0.78 0.80 0.95 0.93 
 

0.83 0.85 0.91 0.92 

Minimum 0.88 0.89 0.93 0.92 
 

0.92 0.90 0.91 0.92 

Urban 

Range 0.79 0.74 0.47 0.53 
 

0.74 0.72 0.62 0.67 
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3.3.4 Variation and differences in riparian and non-riparian temperatures 

Riparian and non-riparian air temperatures were higher in 2011 than in 2010, and non-

riparian temperatures were consistently higher than riparian temperatures in both years, 

except at the end of autumn and at the beginning of winter of 2010 (Figure 3.8).  

Differences in daily mean temperatures between riparian and non-riparian areas were 

highest in autumn 2010 and summer 2011 (Figure 3.8a), and temperature duration curves 

also revealed that riparian temperatures were consistently lower than non-riparian 

temperatures throughout the two years (Figure 3.11).   

 

Differences in daily mean temperatures showed annual cycles in rural sites, in which 

riparian temperatures were consistently lower than non-riparian temperatures from spring 

to autumn but warmer in winter 2010 and similar in winter 2011, and these differences 

were greater in 2011 than in 2010 (Figure 3.9a).  However, in urban sites, differences in 

daily mean temperature were not similar from year to year (Figure 3.10a).  In 2010, 

differences in daily mean temperatures were similar between riparian and non-riparian 

areas from spring to summer of 2010 but fluctuated considerably in autumn and winter, 

whereas, in 2011, riparian temperatures were consistently lower than non-riparian 

temperatures throughout 2011 (Figure 3.10a).   

 

Differences in daily maximum temperatures and temperature ranges were larger in non-

riparian areas than in riparian corridors throughout both years (Figure 3.8b and 3.8d).  In 

rural sites, daily maximum temperatures were consistently higher in non-riparian than 

riparian areas throughout two years (Figure 3.9b).  However, differences in daily 

minimum temperatures were similar between two areas (Figure 3.9c).  Daily temperature 

ranges were higher in non-riparian than riparian areas throughout two years (Figure 3.9d).  

Temperature duration curves for rural sites showed that non-riparian temperatures were 

higher than riparian temperatures for most of spring, summer and autumn but were 

similar in winter for both years (Figure 3.12).   
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On the other hand, in urban sites, differences in daily maximum, minimum and range of 

temperatures showed different patterns in 2010 and 2011.  Differences in daily maximum 

and ranges of temperatures were consistently higher in non-riparian than riparian areas in 

2011 but not in 2010 (Figure 3.10b and 3.10d), while daily minimum temperature 

differences were consistently lower in non-riparian than riparian areas in 2011 but not in 

2010 (Figure 3.10c).  Temperature duration curves for urban sites showed that non-

riparian temperatures were higher than riparian temperatures for most of winter but were 

similar in spring, summer and autumn in both years (Figure 3.13). 
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Figure 3.8 Daily (a) mean, (b) maximum (c) minimum and (d) range differences between 

riparian and non-riparian temperatures.  Values above the zero line indicate that non-

riparian temperatures were higher than riparian temperatures.  Grey open circles, black 

solid lines and black dashed lines indicate actual data, smoothed trends using LOWESS 

and 95% confidence intervals respectively. 
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Figure 3.9 Daily (a) mean, (b) maximum (c) minimum and (d) range differences between 

riparian and non-riparian temperatures in rural sites.  Values above the zero line indicate 

that non-riparian temperatures were higher than riparian temperatures.  Grey open circles, 

black solid lines and black dashed lines indicate actual data, smoothed trends using 

LOWESS and 95% confidence intervals respectively. 
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Figure 3.10 Daily (a) mean, (b) maximum (c) minimum and (d) range differences 

between riparian and non-riparian temperatures in urban sites.  Values above the zero line 

indicate that non-riparian temperatures were higher than riparian temperatures.  Grey 

open circles, black solid lines and black dashed lines indicate actual data, smoothed 

trends using LOWESS and 95% confidence intervals respectively. 
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Figure 3.11 Temperature duration curves based on hourly temperature differences 

between non-riparian areas and riparian corridors for (a) spring, (b) summer, (c) autumn 

and (d) winter of 2010 and 2011.  The intersection of each curve and the zero line 

indicates the percentage of time during the season that non-riparian areas were warmer 

(left hand side) and that the riparian areas were warmer (right hand side).  For example, if 

the curve intersects zero degrees of temperature difference at 50%, the riparian areas are 

warmer for half of the season, and non-riparian are warmer for the other half. 
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Figure 3.12 Temperature duration curves based on hourly temperature differences 

between non-riparian areas and riparian corridors for (a) spring, (b) summer, (c) autumn 

and (d) winter of 2010 in rural and urban sites.  The intersection of each curve and the 

zero line indicates the percentage of time during the season that non-riparian areas were 

warmer (left hand side) and that the riparian areas were warmer (right hand side).  For 

example, if the curve intersects zero degrees of temperature difference at 50%, the 

riparian areas are warmer for half of the season, and non-riparian are warmer for the other 

half. 
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Figure 3.13 Temperature duration curves based on hourly temperature differences 

between non-riparian areas and riparian corridors for (a) spring, (b) summer, (c) autumn 

and (d) winter of 2011 in rural and urban sites.  The intersection of each curve and the 

zero line indicates the percentage of time during the season that non-riparian areas were 

warmer (left hand side) and that the riparian areas were warmer (right hand side).  For 

example, if the curve intersects zero degrees of temperature difference at 50%, the 

riparian areas are warmer for half of the season, and non-riparian are warmer for the other 

half. 
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3.3.5 The relationships between air temperatures and environmental factors 

Mixed effects models were used to investigate the relationships between annual and 

seasonal daily thermal indices (daily mean, maximum, minimum, and ranges) and UI, CC 

and location (riparian v non-riparian).  The results for analyses combining data from all 

four seasons in each sampling year are presented in Table 3.6.  Location had a significant 

effect on daily maximum and minimum temperatures and daily temperature; riparian 

corridors had 0.4˚C higher daily minimum temperatures and 0.4˚C lower daily maximum 

temperatures than non-riparian areas (Markov Chain Monte Carlo Method: pMCMC < 0.01 

in daily maxima; pMCMC < 0.001 in daily minima and daily temperature ranges).  

Furthermore, daily mean, maximum and minimum temperatures had a significantly 

positive relationship with UI (pMCMC < 0.001).  CC had a significantly negative 

relationship with daily mean and maximum temperatures (pMCMC < 0.05).   

 

The same relationships were not apparent when considering urban and rural sites 

separately, however (Table 3.6).  In rural sites, riparian corridors had significantly lower 

daily maximum temperature than non-riparian areas (pMCMC < 0.05) and CC had a 

significantly negative relationship with daily temperature ranges (pMCMC < 0.01).  In 

urban sites, non-riparian corridors had higher daily minimum temperatures (pMCMC < 

0.001), lower daily maximum temperatures (pMCMC < 0.05) and larger daily temperature 

ranges (pMCMC < 0.001) than riparian areas.  Moreover, there was a significantly positive 

relationship between UI and either daily mean temperature (pMCMC < 0.05).   

 

The results for seasonal analyses are shown in Table 3.7.  Location had a significant effect 

on daily maximum, minimum and ranges of temperatures within each season; non-

riparian areas had lower daily minima in spring (pMCMC < 0.05) and summer (pMCMC < 

0.05), larger daily temperature ranges in autumn (pMCMC < 0.05), and larger daily maxima 

(pMCMC < 0.001) and ranges (pMCMC < 0.001) in winter than riparian corridors.  UI had 

significantly positive relationships with daily mean (pMCMC < 0.001), maximum (pMCMC < 
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0.001) and minimum temperatures (pMCMC < 0.001) in the spring; daily mean (pMCMC < 

0.001), maximum (pMCMC < 0.01) and minimum temperatures (pMCMC < 0.001) in summer; 

daily mean (pMCMC < 0.01), maximum (pMCMC < 0.01) and minimum temperatures (pMCMC 

< 0.001) in autumn; and daily mean (pMCMC < 0.001) and minimum temperatures (pMCMC 

< 0.001) in winter.  CC had negative relationships with the daily mean (pMCMC < 0.01) and 

maximum temperatures (pMCMC < 0.01) in summer.     

 

In rural sites, CC was an important factor for daily thermal indices in summer, whereas 

no significant effect of UI on temperatures was observed.  CC had significant 

relationships with daily mean (pMCMC < 0.05), maximum (pMCMC < 0.01) and range (pMCMC 

< 0.01) of temperatures.  Location had an effect on daily mean and maximum 

temperatures; non-riparian areas had higher daily mean (pMCMC < 0.05) and maximum 

temperatures (pMCMC < 0.05) in spring and daily mean temperature (pMCMC < 0.05) in 

summer, than riparian corridors.  In urban sites, location and UI were more important 

factors to daily thermal indices than CC.  Location was related to daily maximum, 

minimum and ranges of temperatures; non-riparian areas had lower daily minimum 

temperature (pMCMC < 0.05) in spring, lower daily minimum (pMCMC < 0.01) and higher 

daily temperature range (pMCMC < 0.05) in summer, lower daily minimum (pMCMC < 0.05) 

and higher daily temperature range (pMCMC < 0.05) in autumn and higher daily maximum 

(pMCMC < 0.01) and range (pMCMC < 0.01) of temperatures in winter.  UI had significant 

positive effects on daily mean (pMCMC < 0.05), maximum (pMCMC < 0.05) and minimum 

temperatures (pMCMC < 0.05) in summer and daily mean (pMCMC < 0.01), maximum (pMCMC 

< 0.05) and minimum temperatures (pMCMC < 0.05) in autumn.     
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Table 3.6 Mixed-effects models for thermal variables (daily mean, maximum, minimum 

values and ranges of temperatures based on all four seasons) and urban index (UI), 

canopy cover (CC) and location (riparian v non-riparian).  Asterisks indicate the 

significance of the p value estimated by the Markov Chain Monte Carlo method (10,000 

samples).  Coeff. and SE represent the estimated coefficient and standard error of each 

independent variable in each model. 

Rural & Urban  Rural Urban 
Index Effect 

Coeff. SE Coeff. SE Coeff. SE 

UI (%) 0.02*** 0.003 NS - 0.013* 0.01 

CC (%) -0.01** 0.003 NS - NS - Mean 

Location NS - NS - NS - 

UI (%) 0.02*** 0.01 NS - 0.03** 0.01 

CC (%) -0.01* 0.01 NS - NS - Maximum 

Location 0.42*** 0.13 0.39* 0.19 0.45* 0.19 

UI (%) 0.02** 0.01 NS - NS - 

CC (%) NS - NS - NS - Minimum 

Location -0.41*** 0.09 NS - -1.55*** 0.26 

UI (%) NS - NS - NS - 

CC (%) NS - -0.03** 0.01 NS - Range 

Location 0.83*** 0.14 NS - 1.03*** 0.21 

*** p < 0.001, ** p < 0.01, * p < 0.05, NS not significant (p > 0.1) 
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Table 3.7 Mixed-effects models for thermal variables (daily mean, maximum, minimum 

values and ranges of seasonal temperatures) and urban index (UI), canopy cover (CC) and 

location (riparian v non-ripairan).  Asterisks indicate the significance of the p value 

estimated by the Markov Chain Monte Carlo method (10,000 samples).  Coeff. and SE 

represent the estimated coefficient and standard error of each independent variable in 

each model. 

Rural & Urban  Rural Urban 
Season Index Effect 

Coeff. SE Coeff. SE Coeff. SE 
UI (%) 0.02*** 0.004 NS - NS - 
CC (%) NS - NS - NS - Mean 
Location NS - 0.24* 0.10 NS - 

UI (%) 0.03*** 0.01 NS - NS - 
CC (%) NS - NS - NS - Maximum 
Location NS - 0.87* 0.37 NS - 

UI (%) 0.03*** 0.01 NS - NS - 
CC (%) NS - NS - NS - Minimum 
Location -0.55* 0.20 NS - -0.84* 0.29 

UI (%) NS - NS - NS - 
CC (%) NS - NS - NS - 

Spring 

Range 
Location 0.96* 0.38 NS - NS - 

UI (%) 0.03*** 0.01 NS - 0.03* 0.01 
CC (%) -0.01** 0.004 -0.01* 0.003 NS - Mean 

Location NS - 0.32* 0.14 NS - 

UI (%) 0.03** 0.01 NS - 0.05* 0.02 
CC (%) -0.02** 0.01 -0.03*** 0.01 NS - Maximum 

Location NS - NS - NS - 

UI (%) 0.03*** 0.01 NS - 0.02* 0.01 
CC (%) NS - NS - NS - Minimum 

Location -0.44* 0.16 NS - -0.67** 0.22 

UI (%) NS - NS - NS - 
CC (%) NS - -0.04** 0.01 NS - 

Summer 

Range 

Location 0.90** 0.29 NS - 1.16* 0.42 

UI (%) 0.02** 0.01 NS - 0.02** 0.01 
CC (%) NS - NS - NS - Mean 

Location NS - NS - NS - 

UI (%) 0.02** 0.01 NS - 0.03* 0.01 
CC (%) NS - NS - NS - Maximum 

Location NS - NS - NS - 

UI (%) 0.03*** 0.01 NS - 0.03*** 0.01 
CC (%) NS - NS - NS - Minimum 

Location NS - NS - -0.67* 0.25 

UI (%) NS - NS - NS - 
CC (%) NS - NS - NS - 

Autumn 

Range 

Location 0.74* 0.26 NS - 1.07* 0.34 

UI (%) 0.01*** 0.003 NS - NS - 

CC (%) NS - NS - NS - Mean 

Location NS - NS - NS - 
UI (%) NS - NS - NS - 
CC (%) NS - NS - NS - Maximum 

Location 0.61*** 0.16 NS - 0.79** 0.22 
UI (%) 0.02* 0.01 NS - NS - 
CC (%) NS - NS - NS - Minimum 

Location NS - NS - NS - 
UI (%) NS - NS - NS - 
CC (%) NS - NS - NS - 

Winter 

Range 

Location 0.83*** 0.25 NS - 0.97** 0.37 

*** p < 0.001, ** p < 0.01, * p < 0.05, NS not significant (p > 0.1) 
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3.3.6 Variation and differences in rural and urban river water temperatures 

Daily mean temperatures were higher in urban rivers than rural rivers in spring and 

summer in both years, while in autumn and winter, urban river temperatures were slightly 

higher than rural river temperatures only in 2011 but not 2010 (Figure 3.14a).  The 

patterns of seasonal variations in daily maximum and minimum temperatures were 

similar to the pattern for daily mean temperatures between rural and urban rivers (Figure 

3.14b and 3.14c).  Daily temperature ranges were higher in urban rivers than rural rivers 

in summer in both years, but this pattern was opposite at the beginning of winter in both 

years (Figure 3.14d).   

 

In seasonal analyses, daily mean temperatures were higher in urban rivers than in rural 

rivers in spring 2010 (pMCMC < 0.001) and summer (pMCMC < 0.01) and winter 2011 

(pMCMC < 0.05; Figure 3.15a).  Urban rivers had higher temperatures than rural rivers in 

spring (pMCMC < 0.001) and summer 2010 (pMCMC < 0.05) and summer pMCMC < 0.001) and 

winter 2011 (pMCMC < 0.05; Figure 2.15b).  Daily minimum temperatures were higher in 

urban rivers than in rural rivers in spring 2010 (pMCMC < 0.001) and summer 2011 (pMCMC 

< 0.05; Figure 3.15c).  Urban rivers had greater daily temperature ranges than rural rivers 

in summer (pMCMC < 0.05), autumn (pMCMC < 0.05) and winter 2011 (pMCMC < 0.05), but 

daily temperature ranges were similar throughout 2010 (Figure 3.15d).  Combining both 

sampling years, for daily mean temperatures, urban rivers were significantly warmer than 

rural rivers by 1.1˚C in spring (pMCMC < 0.001) and 1.1˚C in summer (pMCMC < 0.001; 

Table 3.8).  Daily maximum temperatures were significantly higher in urban rivers than 

rural rivers by 1.1˚C in spring (pMCMC < 0.001) and 1.4˚C in summer (pMCMC < 0.001), and 

daily minimum temperatures had a similar pattern (pMCMC < 0.001 [spring]; pMCMC < 0.01 

[summer]; Table 3.8).  Daily temperature ranges were significantly larger in urban rivers 

than rural rivers by 0.5˚C in summer (pMCMC < 0.05) and 0.1˚C in winter (pMCMC < 0.05; 

Table 3.8).  
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Figure 3.14 Daily (a) mean, (b) maximum (c) minimum and (d) range differences 

between rural and urban sites.  Values above the zero line indicate that urban temperatures 

were higher than rural temperatures.  Grey open circles, black solid lines and black 

dashed lines indicate actual data, smoothed trends using LOWESS and 95% confidence 

intervals respectively. 
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Figure 3.15 Seasonal mean (+ 1 SE) of (a) daily mean, (b) daily maximum, (c) daily 

minimum and (d) daily range of river water temperatures for rural (open bars) and urban 

sites (solid bars).  Asterisks indicate significant differences between rural and urban sites 

(mixed-effects models, * pMCMC < 0.05, ** pMCMC < 0.01, *** pMCMC < 0.001). 
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Table 3.8 Mixed-effects models for thermal variables (daily mean, maximum and 

minimum values and daily ranges of seasonal temperatures) and areas (rural v urban).  

Coeff. and SE represent the estimated coefficient and standard error of each independent 

variable in each model. 

Mean Maximum Minimum Temp. Range 

Season Area 

Coeff. SE Coeff. SE Coeff. SE Coeff. SE 

Spring Rural/Urban 1.06*** 0.20 1.09*** 0.22 1.10*** 0.20 NS - 

Summer Rural/Urban 1.05** 0.28 1.39*** 0.31 0.87** 0.27 0.47* 0.18 

Autumn Rural/Urban NS - NS - NS - NS - 

Winter Rural/Urban NS - NS - NS - 0.09* 0.05 

*** pMCMC < 0.001, ** pMCMC < 0.01, * pMCMC < 0.05, NS not significant (pMCMC > 0.05) 
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3.3.7 The relationships between water temperatures and environmental factors 

The relationships between the daily mean, maximum, minimum and range of seasonal 

temperatures of 20 sites and seven riverine environment variables were fitted using 

mixed-effects models, shown in Table 3.9.  The process of stepwise model selection 

based on AIC values was used to obtain minimal adequate models.  Taking all seasons 

together, the result of annual patterns revealed that altitude was the most important factor 

among the seven variables in determining daily maximum (pMCMC < 0.05) and minimum 

temperatures (pMCMC < 0.05), and significant relationships between daily temperature 

range and canopy cover and current velocity were also found (canopy cover: pMCMC < 

0.001; current velocity: pMCMC < 0.05).  Taking each season separately, the morphology 

(i.e. river width and slope) of rivers was related to summer water temperatures (river 

width: pMCMC < 0.05 [daily maximum and range]; slope: pMCMC < 0.05 [daily maximum 

and minimum]; Table 3.10).  Urban index had a positive relationship with winter 

temperatures, though the degree of statistical significance was marginal (Table 3.10).  

Canopy cover had an effect on daily temperature range in spring (pMCMC < 0.01) and 

autumn (pMCMC < 0.01; Table 3.10). 
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Table 3.9 Results from stepwise model selections of the daily thermal indices (i.e. mean, 

maximum, minimum and range) of annual patterns.   

Index Factor Retained pMCMC Coefficient 

Altitude (m) N - - 

Azimuth (degree)   N - - 

Canopy Cover (%) N - - 

Current Velocity (m/s) N - - 

River Width (m) N - - 

Slope (%) Y = 0.06 -0.10 

Daily Mean 

Urban Index (%) N - - 

Altitude (m) Y  < 0.05 -0.01 

Azimuth (degree)   Y NS - 

Canopy Cover (%) N - - 

Current Velocity (m/s) Y NS - 

River Width (m) N - - 

Slope (%) N - - 

Daily Maximum 

Urban Index (%) N - - 

Altitude (m) Y  < 0.05 -0.01 

Azimuth (degree)   Y NS - 

Canopy Cover (%) Y NS - 

Current Velocity (m/s) N - - 

River Width (m) N - - 

Slope (%) N - - 

Daily Minimum 

Urban Index (%) N - - 

Altitude (m) N - - 

Azimuth (degree)   N - - 

Canopy Cover (%) Y  < 0.001 -0.01 

Current Velocity (m/s) Y  < 0.05 0.52 

River Width (m) N - - 

Slope (%) N - - 

Daily Range 

Urban Index (%) N - - 

NS not significant (pMCMC > 0.10) 
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Table 3.10 Results of stepwise model selections of daily thermal indices (i.e. mean, maximum, minimum and range) of seasons. 

Spring  Summer  Autumn  Winter 
Index Factor 

Retained pMCMC Coefficient  Retained pMCMC Coefficient  Retained pMCMC Coefficient  Retained pMCMC Coefficient 

Altitude Y NS -  N - -  Y NS -  N - - 

Azimuth N - -  N - -  N - -  N - - 

Canopy Cover N - -  N - -  N - -  N - - 

Current Velocity N - -  Y NS -  Y NS -  N - - 

River Width N - -  Y NS -  Y NS -  N - - 

Slope N - -  Y = 0.05 -0.18  N - -  N - - 

Daily Mean 

Urban Index N - -  Y NS -  Y NS -  Y = 0.08 0.01 

Altitude N - -  N - -  Y NS -  N - - 

Azimuth N - -  N - -  N - -  Y NS - 

Canopy Cover Y NS -  N - -  N - -  N - - 

Current Velocity N - -  N - -  Y NS -  N - - 

River Width N - -  Y < 0.05 0.05  Y NS -  N - - 

Slope N - -  Y < 0.05 -0.21  N - -  N - - 

Daily Maximum 

Urban Index N - -  N - -  N - -  Y = 0.07 0.01 

Altitude Y NS -  N - -  Y = 0.09 -0.02  N - - 

Azimuth N - -  N - -  N - -  N - - 

Canopy Cover N - -  N - -  N - -  N - - 

Current Velocity N - -  Y NS -  Y N -  N - - 

River Width N - -  N - -  Y N -  N - - 

Slope N - -  Y < 0.05 -0.18  N - -  N - - 

Daily Minimum 

Urban Index N - -  Y N -  Y N -  Y = 0.09 0.01 

Altitude N - -  N - -  Y  < 0.05 0.003  N - - 

Azimuth N - -  N - -  N - -  N - - 

Canopy Cover Y  < 0.01 -0.01  Y NS -  Y  < 0.01 -0.01  Y = 0.09 -0.003 

Current Velocity Y < 0.05 0.77  Y NS -  N - -  Y NS - 

River Width Y NS -  Y  < 0.05 0.03  N - -  N - - 

Slope N - -  N - -  Y NS -  Y NS - 

Daily Range 

Urban Index Y NS -  N NS -  N - -  Y NS - 

NS not significant (pMCMC > 0.10) 
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3.4 Discussion 

3.4.1 Key results 

The seasonal patterns of temperatures were similar for rivers, riparian corridors and non-

riparian areas.  The air temperatures in riparian corridors and non-riparian areas had 

greater daily thermal ranges than river temperatures.  The time series data in air 

temperatures showed that daily maximum and minimum temperatures for riparian 

corridors were consistently lower and higher than those for non-riparian areas.  

Furthermore, taking both sampling years together, mixed-effects models revealed that 

riparian corridors had 0.4˚C higher daily minimum temperatures and 0.4˚C lower daily 

maximum temperatures than non-riparian areas.  These models also showed that the 

percentage of UI had a significantly positive effect on daily mean, maximum and 

minimum temperatures, whereas the percentage of CC had a negative effect on daily 

mean and maximum temperatures.  For water temperature, daily mean, maximum and 

minimum temperatures were higher in urban than rural rivers in spring and summer by 

about 1˚C.  Taking all seasons together, mixed-effects models showed that altitude was 

the most important variable in determining daily maximum and minimum river 

temperatures.  However, taking each season separately, the variables for predicting river 

temperatures varied in different seasons.   

 

3.4.2 Riverine thermal patterns 

Surprisingly, systematic investigations of riverine thermal environments (i.e. rivers, 

riparian corridors, non-riparian areas) over seasons have been rarely conducted.  The 

present study describes annual and seasonal patterns in the temperature profile of rivers, 

riparian corridors and non-riparian areas across a river network, and explores how these 

patterns relate to environmental factors and anthropogenic land modifications.  The 

seasonal thermal patterns were similar for rivers, riparian corridors and non-riparian areas.  

As expected, variations in air temperature (riparian corridors and non-riparian areas) were 

greater than variations in river water temperatures.  This is consistent with the few studies 
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that have compared temperatures in rivers and riparian areas and seems to be independent 

of riparian vegetation types as results are consistent across moorland (Hannah et al. 2008; 

Brown et al. 2010), coniferous woodland (Brown et al. 2010) and mixed woodland 

(Hannah et al. 2008).  River water temperatures were positively correlated with riparian 

air temperatures, although this correlation was slightly weaker in summer.  Similarly, 

Friberg and Jacobsen (1994) also found that the correlation between river and air 

temperature was weakest in summer compared to spring and autumn.  The weaker 

correlation between air and water temperature in summer may be due to a physical 

mechanism, for example, evaporative heat losses limiting further stream temperature 

increase when air temperatures are high (Erickson & Stefan 2000) and the dew point 

temperature of water rising slowly in response to higher air temperatures (Mohseni & 

Stefan 1999). 

 

3.4.3 Riparian thermal microclimates 

In the current study, daily maximum temperatures, measured throughout the year in both 

rural and urban sites, were 0.4˚C lower in riparian corridors than in non-riparian areas, 

suggesting that rivers do provide a cooling effect.  A number of studies have reported 

lower summer daily maximum temperatures in riparian corridors compared to locations 

far from the river.  Brosofske et al. (1997) found a difference of 3˚C in summer daily 

maximum temperature when comparing riparian corridors to locations over 50 m from 

the river in a forested area in Washington, USA.  Similarly, Malanson (1993) recorded a 

4˚C difference in summer maximum temperatures between riparian zones and locations 

about 10 m from the river in north California in mixed forest, and Rykken, Chan and 

Moldenke (2007) also demonstrated a similar pattern in a forest stream in Oregon.  The 

sites used in these studies are located in steep valleys, which may enhance the thermal 

effect of rivers on riparian corridors due to cold air sinking down valleys in hot weather 

(Moore, Spittlehouse & Story 2005).   
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There is one study that found no significant differences in air temperatures between 

riparian corridors and locations at 30 m from the river in spring, summer and autumn 

(Brooks & Kyker-Snowman 2009).  Brooks and Kyker-Snowman (2009) suggested that 

they were unable to document the existence of air thermal gradients, probably due to a 

rather flatter topography (8%) of valleys and a shorter distance of the location from the 

river.  In the current study, the topography of valleys is even flatter: 7.7% in rural sites 

and 3.5% in urban sites.  Even though the topography of river valleys was relatively flat 

in this study, urban riparian corridors nonetheless had slightly lower temperatures than 

non-riparian areas over all seasons.  Thus, there seems to be a detectable influence of the 

river on the thermal environments of the riparian zone, which seems unlikely to be a 

result of topographical effects in the current study.   

 

Some previous studies have also shown that urban rivers potentially mitigate local air 

temperatures.  For example, a study conducted in Sheffield, demonstrated that the River 

Don had a 1.5˚C cooling effect on locations 30 m from the river in spring, and the authors 

stated that the cooling effect was greater in spring than in summer, because higher river 

water temperatures in summer limited the effect of cooling on nearby corridors (Hathway 

& Sharples 2012).  Similar patterns in the thermal effect of rivers on adjacent corridors in 

urbanized areas have been documented in Japan and South Korea (Murakawa et al. 1991; 

Kim et al. 2008).  In the current study, rivers provided a 0.4˚C warming effect and 

consequently reduced daily thermal ranges, about 1˚C, on riparian corridors throughout 

the two monitoring years, suggesting that urban rivers may alleviate some effects of the 

urban heat island at local scales. 

 

In addition to a cooling effect of rivers, the current study revealed that rivers provide a 

warming effect on air temperatures when air temperature was low.  That is, daily 

minimum temperatures were on average, 0.5˚C higher in riparian corridors than in non-

riparian corridors.  This effect was most apparent in urban sites, where the temperature 
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difference might be as great as 2˚C.  The warming effect of rivers on riparian corridors 

has been poorly documented; some previous studies showed that the effect was either not 

significant or highly site-specific.  Brosofske et al. (1997) did observe a 0.5˚C warming 

effect 67 m from the river on summer mornings but only after riparian woodlands had 

been removed.  A summer warming effect has also been reported for headwater streams in 

Oregon, USA, but only if they had a forested buffer of 30 metres.  Warming was not 

observed in fully forested or deforested sites (Rykken, Chan & Moldenke 2007).  The 

warming effect of urban rivers on riparian corridors has not previously been documented. 

The result of this present study, however, showed that the daily minimum temperature 

was consistently higher in riparian corridors than non-riparian areas. 

 

3.4.4 Effects of canopy cover, rivers and urbanisation on local air temperatures 

Urbanisation, as measured by the urban index (Lu & Weng 2006) was strongly associated 

with all measured daily thermal indices (i.e. mean, maximum, minimum) over all seasons.  

This finding is consistent with previous studies (Schueler 1994; Lu & Weng 2006; Yuan 

& Bauer 2007): the higher the proportion of impervious surfaces, the higher daily 

temperature in an area.  Unlike the urban index, the effect of canopy cover on air 

temperature was weaker and only detected in summer.  The effect of canopy cover was 

significant in summer because deciduous trees could effectively reduce air temperature 

through the process of evapotranspiration when leaves were present (Georgi & Dimitriou 

2010).  The effect of canopy cover on air temperatures was not found in other seasons, 

probably due to the fact that the effect of impervious surfaces overshadows the cooling 

effect of trees when leaves were not present (Schueler 1994).  Location (i.e. riparian v 

non-riparian) had a significant effect on daily temperature ranges in all seasons.  The 

ranges in non-riparian areas were 1˚C greater than riparian corridors, suggesting that 

rivers might play a role in stabilizing thermal conditions.  This phenomenon also occurred 

when analyses were restricted to urban sites, where the effect of the urban index on air 

temperatures was strong.  The stabilising effect of rivers on riparian corridors 
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temperatures persisted throughout entire years in urban sites but only occurred in spring 

and summer in rural sites.  This finding suggests that urban rivers may have a role in 

mitigating the variation of urban local air temperatures.    

 

3.4.5 Thermal patterns in river water temperatures across a rural-urban gradient 

Urban rivers were about 1˚C warmer than rural rivers in spring and summer but not in 

autumn and winter in terms of daily mean, maximum and minimum temperatures.  Daily 

temperature ranges were greater in urban rivers than in rural rivers in summer and winter.  

Associated with high impervious surface cover, the observed higher river temperatures in 

urban watersheds were expected and consistent with previous literature, which shows that 

urban land use has a profound effect on river water temperatures (LeBlanc, Brown & 

FitzGibbon 1997; Gomi, Sidle & Richardson 2002; Nelson & Palmer 2007; Malcolm et 

al. 2008).  Impervious surfaces, the main characteristic of urban areas, heat rivers up by 

channelling heated storm water into urban rivers (Nelson & Palmer 2007).   

 

Additionally, lack of the shading effect of riparian woods result in an increase in urban 

river water temperatures.  Bowler et al. (2012) reviewed studies addressing how riparian 

canopy cover affected the thermal regime of rivers and concluded that wooded riparian 

areas effectively reduced river water temperatures in terms of daily maximum 

temperatures in spring and summer.  Although the effect of canopy cover on daily 

maximum temperatures was not apparent in the current study, it did have a significant 

effect on reducing daily thermal ranges in rivers in spring and autumn.  The riparian 

woodland in the current study sites is dominated by deciduous trees.  A similar effect of 

deciduous trees on mitigating diurnal thermal fluctuations of rivers has been documented 

(Gray & Edington 1969; Johnson & Jones 2000).  However, the effect of riparian canopy 

cover on daily temperature ranges was only evident in spring and autumn in this study, 

not in summer.  The effect resulting from riparian canopy cover on reducing river 

temperatures may be impacted by the morphology of rivers because solar radiation can 
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affect the daily thermal regime of rivers in particular the rivers with greater widths.  A 

significant effect of canopy cover on daily temperature ranges suggests that the creation 

of wooded riparian zone may provide benefits in terms of stabilizing diurnal thermal 

fluctuation.  Moreover, a change in the morphology of rivers, such as channel 

modifications, may have an effect on the thermal regime of rivers.   

 

Considering all seasons together, altitude was the main determinant of river temperatures.  

Air temperature is affected by altitude, which consequently can influence river water 

temperatures (Arscott, Tockner & Ward 2001).  However, the effect of altitude became 

weaker when analyses were seasonally separated.  Pepin (2001) found that the thermal 

lapse rate, the rate of decrease of air temperature with increase in altitude, showed 

seasonal variation, where it was strongest in the summer and weakest in the winter.  Thus 

river temperatures might be driven by other local environmental factors rather than 

elevation when the weather is more constant within a season, summer and winter for 

instance.  For example, urban index seem to have an effect on river water temperatures in 

winter, in terms of daily mean, maximum and minimum, though the models were only 

marginally significant.  In summer, the morphology of rivers (i.e. river width and channel 

slope) had the potential to influence river temperatures.  Similarly, Hawkins et al. (1997) 

also found that the morphology of rivers was an important determinant of river water 

temperatures.  River morphology may influence the heat budget of rivers. For example, 

the river width could affect the amount of evaporative exchange between air and water of 

the river, and therefore it potentially might play a role in influencing the thermal regime 

of rivers (Webb et al. 2008).   

 

One limitation of the river system used in this study is that most rural sites are located 

upstream of the urban sites on each river, and by virtue of this are also at somewhat 

higher altitude.  This structure resulted in high correlations among environmental 

variables, especially canopy cover, altitude and urban index.  Some caution is therefore 
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required in drawing conclusion about how environmental variables affect river 

temperatures in this system.  Future studies addressing this issue in different systems are 

needed for understanding a general mechanism of how local environmental 

characteristics affect seasonal thermal regime of rivers.  

 

3.5 Conclusions 

Although the magnitude of the thermal microclimate varied with different land uses and 

different seasons, rivers provided significant thermal effects on riparian air temperatures, 

supporting the view that rivers can influence riparian air temperatures (Murakawa et al. 

1991; Brosofske et al. 1997; Rykken, Chan & Moldenke 2007; Kim et al. 2008; Hathway 

& Sharples 2012).  In particular here I have shown that the proximity of a river can 

reduce daily thermal ranges of riparian corridors by about 1˚C, suggesting that urban 

rivers can mitigate some effects of the urban heat island effects at local scales.  In 

addition, canopy cover was shown to reduce summer daily temperatures, while increased 

urban index seemed to have positive effect on temperature over all seasons.  Urban rivers 

were 1˚C warmer than rural rivers in spring and summer but not autumn and winter.  As 

suggested by Bowler et al. (2012), wooded riparian areas might provide benefits in 

reducing daily maximum temperature.  Though the influence of canopy cover on daily 

maximum temperatures was not apparent in this study, I found that canopy cover could 

effectively reduce daily thermal fluctuation of rivers.  Moreover, the morphology of rivers 

was an important determinant of the thermal regime of rivers in summer, indicating that 

not only riparian forest plantation but also the design and maintenance of river 

morphology might provide an insight into riverine management and restoration for 

thermal amelioration.  Although I found effects of land use on river water temperature, 

and of river water temperature on riparian air temperature, the effects were modest in 

magnitude.  This raises the important question: is the change in thermal microclimate 

large enough to have ecological significance? 
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Chapter 4: Phenological responses to riverine environments 

 

4.1 Introduction 

Analysis of two seasons’ temperature data from twenty sites across the Sheffield river 

network showed that riparian corridors had distinct thermal microclimate environments 

(section 3.3.4).  Compared to non-riparian areas, riparian corridors were consistently 

cooler in hot weather and warmer in cold weather over all seasons (section 3.3.4).  

Furthermore, the absence or presence of rivers was important for the magnitude of daily 

thermal ranges (section 3.3.5).  These findings suggest that rivers are potentially 

important for the mitigation of increased temperatures in urban environments, enhancing 

the environment for both humans and other organisms.  However, the magnitude of these 

thermal microclimate effects seems to be modest (section 3.3.4), and this raises the 

question of whether there are likely to be biologically significant effects associated with 

these thermal microclimates.  Temperature has a range of effects on biological systems, 

such as growth rates, reproductive cycle and distribution and dispersal (Gillooly et al. 

2001; McCarty 2001; Peterson et al. 2002).  One key effect of temperature that is likely 

to be particularly important ecologically is on the seasonal timing of biological events, 

especially the timing of life-cycle stages of organisms – their phenology (Schwartz 2003).   

 

Phenology, the timing of recurrent biological events is an important indicator of how 

animals and plants respond to variations in climate (Menzel 2002; Schwartz 2003).  

Environmental temperature drives of the phenology of many biological events, such as 

the timing of bird migration and nesting, hibernation of animals, such as marmots, ground 

squirrels and chipmunks (e.g. Inouye et al. 2000), insect emergence, such as pine beetles 

(e.g. Bentz, Logan & Amman 1991), and budburst, flowering, fruiting and leaf abscission 

(Menzel 2002; Menzel et al. 2006).  Even subtle changes in temperature may potentially 

affect the timing of biological events, a possibility borne out by the fact that in long term 

datasets warming associated with climate change is associated with a shift in the 
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phenology of animals and plants recorded at different climate regions (Walther et al. 

2002).  There are increasing numbers of experimental studies pointing out a causal 

relationship between environmental temperature and phenology (Bailey & Harrington 

2006; Morin et al. 2010; Gunderson et al. 2012).  However, information about how subtle 

variations in temperatures affect phenologies in the field is rather rare. 

 

Some studies have shown that the timing of bud burst, flowering and leaf fall of plants 

vary at the scale of the microhabitat.  Microclimate may drive such phenological patterns 

through its effects on plant physiology, morphology and ecology (Jones 1992; Herrera 

1995).  For example, the bud burst of deciduous trees occurred two weeks earlier among 

individuals at the top of a topographical depression compared to individuals at the bottom 

(Aizen & Patterson 1995), and trees located in shaded sites had earlier budburst than 

individuals growing in open areas (Wang 2006).  Variations in flowering timing of 

herbaceous species across small spatial scales have also been documented (Jackson 1966; 

Dahlgren, Zeipel & Ehrlén 2007).  For autumnal phenology, trees growing on upper 

slopes have been shown to drop their leaves earlier than individuals growing on lower 

slopes, over a 200 m topographical gradient (Tateno, Aikawa & Takeda 2005).  Taken 

together, studies such as these suggest that plant phenology is an informative indicator of 

how plants respond to thermal microclimates. 

 

Temperature has been shown to be a dominant factor driving the phenology of trees in 

temperate regions (Menzel et al. 2006; Richardson et al. 2006; Schwartz, Ahas & Aasa 

2006; Doi & Katano 2008).  Because of the distinct seasonality in the temperate regions, 

phenology plays an essential role in determining the length of the growing season and the 

reproductive cycle of trees, especially deciduous trees (Kramer, Leinonen & Loustau 

2000).  An extensive body of literature investigating the relationships between historical 

data of tree phenology and temperature has shown that, as a general rule, warmer 

temperatures in spring advance the timing of bud burst, flowering, and fruiting 
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(Matsumoto et al. 2003; Menzel et al. 2006; Doi & Katano 2008; Fujisawa & Kobayashi 

2010; Gordo & Sanz 2010; Ibáñez et al. 2010) and warm temperatures in autumn delay 

autumn events such as leaf senescence and leaf fall (Estrella & Menzel 2006).  

Furthermore, tree phenology has been shown to respond to variations in elevation 

(Vitasse et al. 2009b), latitude and longitude (Doi 2011), which are themselves correlated 

with temperature.  Despite a comprehensive body of literature addressing the 

phenological responses of trees to temperature changes over large temporal and spatial 

scales, little is known about how tree phenology reacts to micro-thermal environments. 

 

The aim of this chapter is to investigate whether tree phenology is related to the distance 

of the tree from the river channel, and assess whether any effects are consistent with 

differences in microclimate.  Bud burst and leaf fall of two deciduous trees, ash (Fraxinus 

excelsior L.) and sycamore (Acer pseudoplatanus L.), were monitored for two 

consecutive years (2010- 2011).  The objectives are to (1) show the phenological patterns 

of bud burst and leaf fall of ash and sycamore in riparian and non-riparian (at least 50 m 

from the river) areas; (2) explore the relationships between phenology and environmental 

temperatures.   

 

4.2 Methods 

4.2.1 Leaf phenology monitoring 

The study was conducted on rivers flowing into, and through, the city of Sheffield in the 

northern UK (53˚22´N, 1˚20´W).  Two species, sycamore (Acer pseudoplatanus) and ash 

(Fraxinus excelsior), were chosen for their widespread occurrence in both riverine and 

terrestrial habitats in the study area.  Twenty study sites were identified along the rivers 

Don, Loxley, Rivelin and Sheaf across a rural-urban gradient (Section 3.2.1).  There were 

two sampling locations at each sites, one within 5 metres of the river (‘riparian’) and 

another > 50 metres away from the river (‘non-riparian’).  At each sampling location, six 

to ten individuals of each study species were selected and marked.  A range of sizes and 
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ages, representative of the individuals present at each location, were used for monitoring.  

Trees were monitored in spring and autumn over two years, from March to May for bud 

burst and September to November for leaf fall in 2010 and 2011.  As far as possible the 

same trees were used throughout the study, but in some cases changes in habitat and 

access meant that some trees had to be replaced.  In 2010, bud burst was monitored in 448 

trees and leaf fall in 433 trees; 414 were monitored for both bud burst and leaf fall.  In 

2011, bud burst was monitored in 546 trees and leaf fall in 466 trees; 459 trees were 

monitored for both bud burst and leaf fall.  Understory trees, whose phenology might 

potentially be affected by microclimatic differences in sub-canopy habitats, contributed 

10.67% of total individuals chosen in 2010 and 3.8% of total individuals in 2011.  Eighty-

three percent of trees were monitored over both years.   

 

(i) Bud Burst  

Trees were monitored for bud burst every 2-3 days between March and May using the 

method of Wesołowski and Rowiński (2006).  On each sampling occasion, 10 buds on 

each tree were given a score of either 0 (undeveloped, dormant buds, broken buds still 

forming single tips), 1 (broken buds developing, leaves partly unfolding from the bud 

axis), or 2 (developed, leaves totally representing full bud burst) (Figure 4.1).  The scores 

of all the individuals at 20 sites were recorded within 2 to 3 days, at each sampling period.  

The full bud burst date of each tree was defined as the date when the tree was given a 

score of 20 (i.e. all 10 buds scored 2).  The mean of the full bud burst dates for all trees 

monitored at a site was defined as the site-specific full bud burst date.   
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Figure 4.1 Stages of bud burst development of (a) sycamore (Acer pseudoplatanus) and 

(b) ash (Fraxinus excelsior) classified as 0 (undeveloped), 1 (broken) or 2 (developed). 

 

(ii) Leaf Fall 

Trees were monitored for leaf fall every 3 - 4 days between September and December.  

On each sampling occasion, two digital colour photographs were taken, the exact position 

of the camera being recorded using a Global Positioning System (GPS, GARMIN® 

OregonTM 400t), and the direction for taking each image described on a map to ensure that 

the same views were taken on each sampling occasion.  Most images were taken looking 

vertically, with the sky treated as the background to improve image processing.  A 4 m2 

white fabric sheet was used as a background when taking photos of understory trees.  

Images were processed as follows.  First, the blue layer of each photograph was extracted 

from the original images for analysis, and then the grey-scale image was transformed to a 

binary image using Otsu's method (Otsu 1979).  The total number of black pixels in each 

image was calculated and transformed to cumulative percentage leaf fall.  Cumulative 

percentage leaf fall was plotted against time for each tree and the model proposed by 

Dixon (1976) for leaf fall (F(t)) was fitted (Equation 4.1) using nonlinear least square 

regressions (Dixon 1976; Tateno, Aikawa & Takeda 2005).  
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   Equation 4.1 

In Equation 4.1, P1 indicates total leaf fall and is standardized to a value of 1, P2 is the 

date of peak leaf fall (50% of leaves fallen), and P3 is the period between the start of leaf 

fall (10%) and the peak, or between the peak and end of leaf fall (90%).  The fitted model 

was then used to estimate the 50% leaf fall date (Figure 4.2).  The 50% leaf fall date of 

each tree was represented by a mean value estimated from two images.  Only the images 

with R2 values over 0.7 for the fitted models were taken into account in the calculation of 

the mean value (Appendix A).  The 50% leaf fall dates for all trees monitored at a site 

were averaged to give the site-specific 50% leaf fall date. 
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Figure 4.2 Calculation of 50% leaf fall date in sycamore.  Shown are (a) original, (b) 

binary images and (c) the non-linear least square model.  The numbers beside images 

indicate the order of the date the photographs were taken in 2010, where 1 = 27th 

September, 2 = 05th October, 3 = 18th October, 4 = 24th October, 5 = 01st November, 6 = 

08th November, 7 = 17th November, 8 = 24th November, 9 = 10th December.  These photos 

and the model are an example tree at site L3. 
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4.2.2 Temperature measurements and analysis 

Thermal loggers (DS1921G# 1-Wire® Thermochron®) at each sampling location were 

used to record hourly temperature from March 2010 to February 2011 (Section 3.2.2).  

Previous studies have reported a strong correlation between spring and autumnal 

phenology of the preceding months (Menzel et al. 2006; Doi & Katano 2008; Vitasse et 

al. 2009a; Vitasse et al. 2009b; Gordo & Sanz 2010).  Gordo and Sanz (2010) pointed out 

that the mean temperature of the three months preceding the onset of leaf unfolding and 

leaf fall had profound effects of the phenology of 29 Mediterranean perennial plant 

species, and Vitasse et al. (2009b) concluded that bud burst of ash and sycamore was 

highly sensitive to spring mean temperature (Mar - May).  The daily mean temperature 

estimated from the three months preceding the onset of either bud burst or leaf fall was 

used as the thermal predictors in mixed-effects models.  Based on the timing of bud burst 

and leaf fall for ash and sycamore in present study, spring temperature (Mar - May) was 

used as the thermal predictor for bud burst phenology for both ash and sycamore, and the 

thermal predictor of leaf fall phenology was temperature during late summer to early 

autumn (Aug - Oct) for ash, and autumnal temperature (Sept - Nov) for sycamore.   

 

4.2.3 Data analysis 

The normality of phenological data (i.e. bud burst and leaf fall) of riparian and non-

riparian trees for ash and sycamore in 2010 and 2011 was examined using the Anderson-

Darling test.  Differences between non-riparian and riparian trees in the timing of bud 

burst and leaf fall were tested for ash and sycamore separately by using paired t-tests.  In 

order to take both sampling years into account, linear mixed-effects models were used to 

examine the effects of location (riparian v non-riparian) and distance (distance from the 

tree to the river) on phenologies (bud burst and leaf fall).  Linear mixed-effects models 

were also used to explore the relationship between thermal predictors (see Section 3.2.2) 

and phenologies.  In the model, ‘site’ and ‘year’ were included as random effects.  Linear 

mixed-effects models used p values calculated by Markov Chain Monte Carlo Sample 
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(10000 samples) to indicate the significance of the fixed-effects.  Statistical analyses were 

carried out using MATLAB (MATLAB 2009) and R (R Core Team 2013).  R package 

lme4 (Bates, Maechler & Bolker 2012) was used for running mixed effects models. 
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4.3 Results 

4.3.1 Leaf phenology of ash and sycamore 

Sycamore had longer growing seasons with earlier bud burst and later leaf fall than ash.  

The timing of bud burst for both ash and sycamore in riparian corridors and non-riparian 

areas was significantly later in 2010 than in 2011 (paired t-tests, t = 14.48, df = 18, p < 

0.001 [riparian ash]; t = 7.86, df = 17, p < 0.001 [non-riparian ash]; t = 7.85, df = 19, p < 

0.001 [riparian sycamore]; t = 9.98, df = 17, p < 0.001 [non-riparian sycamore]).  The 

timing of leaf fall for both ash and sycamore were similar, except non-riparian ash, which 

was significant earlier in 2011 than in 2010 (t = 4.21, df = 18, p < 0.001; Figure 4.3 and 

Table 4.1).  
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Table 4.1 The mean value and range (earliest and latest date) for the timing of full bud 

burst (BB) and 50% leaf fall (LF) across the 20 study sites. 

Species Year Area BB Mean BB Range LF Mean LF Range 

riparian 16 May 5 May - 24 May 25 Oct 18 Oct - 05 Nov 2010 

non-riparian 13 May 1 May - 26 May 24 Oct 18 Oct - 1 Nov 

riparian 04 May 17 Apr - 18 May 24 Oct 13 Oct - 06 Nov 

Ash 

2011 

non-riparian 03 May 23 Apr - 14 May 18 Oct 08 Oct - 02 Nov 

       
riparian 30 Apr 16 Apr - 15 May 01 Nov 20 Oct - 13 Nov 2010 

non-riparian 02 May 14 Apr - 15 May 04 Nov 25 Oct - 16 Nov 

riparian 16 Apr 12 Apr - 22 Apr 04 Nov 18 Oct - 14 Nov 

Sycamore 

2011 

non-riparian 17 Apr 13 Apr - 22 Apr 01 Nov 22 Oct - 11 Nov 

 

 

 

Figure 4.3 Box plot of the timing of bud burst (left) and leaf fall (right) for riparian ash 

(black closed circles and black boxes), non-riparian ash (grey closed circles and grey 

boxes), riparian sycamore (black closed squares and black boxes) and non-riparian 

sycamore (grey open squares and grey boxes).  Mean and median are represented by a 

circle (ash) or a square (sycamore) and a solid line within the box for each phenological 

event in (a) the first and (b) the second year of monitoring.  Boxes around the median line 

and mean marker showed 25th and 75th percentile with whiskers representing the 

maximum and minimum values, and the sign of crosses indicate the upper and lower 

outliers. 
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4.3.2 Comparison between riparian and non-riparian trees  

Ash bud burst was significantly earlier for non-riparian individuals than that for riparian 

individuals in 2010, by an average of 3 days (paired sample t-test: t = 2.42, df = 16, p < 

0.05; Figure 4.4a).  No significant difference was found in 2011, but the timing of bud 

burst of non-riparian ash was still advanced compared to riparian ash by an average of 1 

day.  The timing of leaf fall was significantly earlier for non-riparian ash than for riparian 

ash by an average of 6 days in 2011 (t = 2.79, df = 19, p < 0.05; Figure 4.4b).  Even 

though not statistically significant, the timing of leaf fall of non-riparian ash was 1 day 

earlier than that of riparian ash in 2010.  For sycamore, there were no significant 

differences in the timing of any phenological events between riparian and non-riparian 

trees.  However, it is worth noting that the pattern of phenological differences in bud burst 

between riparian and non-riparian sites was reversed compared to the riparian pattern in 

ash: the timing of bud burst was later for non-riparian sycamore than for riparian 

sycamore by an average of 2 days in 2010 and 1 day in 2011 (Figure 4.4a).  The timing of 

leaf fall between riparian and non-riparian sycamore was not consistent between years.  

Non-riparian sycamore dropped their leaves later than riparian sycamore by an average of 

3 days in 2010 but the opposite pattern was observed in 2011 (Figure 4.4b). 

 

In rural areas, the phenology of bud burst for ash and sycamore was similar between 

riparian and non-riparian individuals.  However, significant difference in the phenology 

of leaf fall for ash and sycamore could be observed in 2010 and 2011 respectively.  Dates 

comparing riparian and non-riparian ash and sycamore trees in rural sites are presented in 

Figure 4.5.  Ash bud burst was earlier for non-riparian trees than for riparian trees, by 1 

day in 2011 and 4 days in 2010 (Figure 4.5a).  Riparian ash had earlier leaf fall than non-

riparian ash in 2010.  In contrast, in 2011 the timing of leaf fall for non-riparian ash was 

significantly earlier than that for riparian ash by 8 days (t = 2.96, df = 9, p < 0.05; Figure 

4.5b).  Compared to ash, the phenology of sycamore bud burst was less consistent 

between years.  Bud burst of non-riparian sycamore was 1 day earlier than that of riparian 
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sycamore in 2010, but 1 day later than that of riparian sycamore in 2011 (Figure 4.5a).  

Leaf fall of riparian sycamore was consistently earlier than that of non-riparian sycamore 

and average difference ranged from 3 days in 2011 to 6 days in 2010, and this difference 

was statistically significant only in 2010 (t = 2.37, df = 9, p < 0.05; Figure 4.5b). 

In urban areas, the phenology of bud burst and leaf fall were similar between riparian and 

non-riparian ash.  Data comparing riparian and non-riparian ash and sycamore trees in 

urban sites are presented in Figure 4.6.  In spring, even though not statistically significant, 

the timing of bud burst of non-riparian ash was consistently earlier than that of riparian by 

1 day in 2011 and 2 days in 2010 (Figure 4.6a).  In the autumn, ash leaf fall for non-

riparian trees was earlier than that for riparian trees by 2 days in 2010 and 6 days in 2011 

(Figure 4.6b).  Bud burst in riparian sycamore was 3 days earlier than bud burst in non-

riparian sycamore in both 2010 and 2011, but a significant difference was found only in 

2011 (t = 2.92, df = 8, p < 0.05; Figure 4.6a).  In the autumn, leaf fall of non-riparian 

sycamore was earlier than that of riparian sycamore by 1 day in 2010 and 8 days in 2011, 

but no significant difference could be observed in either year (Figure 4.6b). 
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Figure 4.4 Mean difference (± 1 SE) between non-riparian and riparian trees for timing 

of (a) bud burst and (b) leaf fall in ash (closed circles) and sycamore (open squares).  

Values below the zero line indicate that the phenological events of trees in riparian 

corridors were later than those in non-riparian areas.  Asterisks indicate significant 

differences between riparian and non-riparian trees (paired t-tests, p < 0.05).  
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Figure 4.5 Mean difference (± 1 SE) between non-riparian and riparian trees for timing 

of (a) bud burst and (b) leaf fall in ash (closed circles) and sycamore (open squares) in 

rural sites.  Values below the zero line indicate that the phenological events of trees in 

riparian corridors were later than those in non-riparian areas.  Asterisks indicate 

significant differences between riparian and non-riparian trees (paired t-tests, p < 0.05). 
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Figure 4.6 Mean difference (± 1 SE) between non-riparian and riparian trees for timing 

of (a) bud burst and (b) leaf fall in ash (closed circles) and sycamore (open squares) in 

urban sites.  Values below the zero line indicate that the phenological events of trees in 

riparian corridors were later than those in non-riparian areas.  Asterisks indicate 

significant differences between riparian and non-riparian trees (paired t-tests, p < 0.05). 
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4.3.3 Phenological responses to distance from the river 

In order to take both sampling years into account, linear mixed-effects models were used 

to examine the effects of location (1st model) and location and distance (2nd model) on 

tree phenology.  The second models including the factor ‘distance’ were used for 

assessing whether the phenologies were sensitive to continuous spatial scales from the 

river rather than just the categorical factor, location (i.e. riparian v non-riparian).  In the 

first model, when only the effect of location was included, there was no significant effect 

of location on bud bust for both ash and sycamore in spring.  In autumn, a significant 

effect of location on leaf fall was observed for ash but not sycamore.  Leaf fall was 

significantly earlier for non-riparian individuals than that for riparian individuals by a 

mean of 3.51 days (Markov Chain Monte Carlo Method: pMCMC < 0.05; Table 4.2).  In the 

second model, when both effects of location and distance were included, bud burst was 

more sensitive than leaf fall to distance.  For ash, the timing of bud burst was negatively 

related to distance from the river, the further away from the river the earlier the bud burst 

(pMCMC < 0.01; Table 4.2).  In contrast, the further away from the river the later the bud 

burst for sycamore (pMCMC < 0.01; Table 4.2).  However, in both models, no significant 

effect of location and distance on the leaf fall for sycamore was found.   

 

Considering rural and urban sites separately, the result of the analysis in rural areas 

revealed that there was no any significant effect of location or location and distance on 

bud burst, but location had marginally significant effects on leaf fall for both ash (pMCMC 

= 0.06) and sycamore (pMCMC = 0.07; Table 4.2).  In urban areas, leaf fall was overall 

more sensitive than bud burst to location and distance.  In the first model, leaf fall was 

significantly earlier among non-riparian individuals than riparian individuals by a mean 

of 4.10 days (pMCMC < 0.05), but a significant effect of location on leaf fall in ash was not 

observed (Table 3.2).  However, when the effect ‘distance’ was added into models, the 

timing of leaf fall in ash was negatively related to distance from the river, the further 

away from the river the earlier the leaf fall (pMCMC < 0.05; Table 4.2).  For sycamore, no 
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significant effect of distance on leaf fall was found, but the effect of location was still 

evident (pMCMC < 0.05; Table 4.2).  There were no significant effects of location or 

distance on bud burst of either both species in urban areas.   

 

Variance components analysis revealed that the year effect was by far the most important 

component of total variance for the timing of bud burst in ash and sycamore, whereas the 

site effect was an important part of the variance component for the timing of leaf fall in 

ash and sycamore for all models (Table 4.2). 
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Table 4.2 Mixed-effects models for the phenology of bud burst and leaf fall in ash and 

sycamore for all, rural and urban sites.  Results are presented for two models: location 

(riparian v non-riparian) and location and distance from river.  Asterisks indicate the 

significance of the p value estimated by the Markov Chain Monte Carlo method (10,000 

samples).  Coeff. and SE represent the estimated coefficient and standard error of each 

independent variable in each model. 

Ash  Sycamore  

  Bud Burst     Leaf Fall    Bud Burst    Leaf Fall Site Model 
Fixed 
/Random 

 Effects 

Coeff. SE Coeff. SE  Coeff. SE Coeff. SE 

Fixed Location NS -  -3.51* 1.27  NS - NS - 

Site 29.38%  36.91%  11.84%  49.31% 

Year 56.87%  7.92%  70.99%  0% 
1 

Random 

Residual 13.76%  55.16%  17.17%  50.68% 

Location NS -  NS -  NS -  NS - 
Fixed 

Distance -0.02** 0.01  NS -  0.03** 0.01  NS - 

Site 26.67%  50.65%  10.71%  49.96% 

Year 58.99%  0%  73.19%  0% 

All 

2 

Random 

Residual 14.35%  42.53%  16.10%  50.04% 

Fixed Location NS - -3.27p = 0.07 1.933 NS - 4.41p = 0.06 1.59 

Site 6.22 %  28.42 %  11.55 %  50 % 

Year 71.97 %  13.95 %  70.37 %  < 0.01% 
1 

Random 

Residual 21.81 %  57.14 %  18.08 %  50 % 

Location NS - NS - NS - NS - 
Fixed 

Distance NS - NS - NS - NS - 

Site 6.54 %  28.57 %  9.35 %  52.38 % 

Year 71.31 %  13.61 %  71.06 %  0% 

Rural 

2 

Random 

Residual 22.16 %  57.82 %  19.59 %  47.62 % 

Fixed Location NS - NS - NS - -4.10* 1.89 

Site 12.25 %  15.31 %  4.09 %  23.58% 

Year 73.08 %  3.48 %  86.13 %  < 0.01% 
1 

Random 

Residual 14.66 %  81.21 %  9.78 %  76.42% 

Location NS - NS - NS - -6.34* 3.09 
Fixed 

Distance NS - 0.046* 0.011 NS - NS - 

Site 12.09 %  51.30 %  7.14 %  20.65 % 

Year 73.74 %  3.14 %  85.44 %  0 % 

Urban 

2 

Random 

Residual 14.17 %  45.56 %  7.41 %  79.35 %  

*** p < 0.001, ** p < 0.01, * p < 0.05, NS not significant (p > 0.1) 
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4.3.4 The sensitivity of leaf phenology to air temperature 

In general, the results revealed that the timing of bud burst was more sensitive to air 

temperature than was the timing of leaf fall, in both ash and sycamore.  For ash, a highly 

significant negative relationship was found between bud burst date and spring 

temperature (Mar - May); the higher the spring temperature the earlier the bud bust 

(pMCMC < 0.001; Table 4.3).  In contrast, a highly positive relationship was found between 

bud burst date of sycamore and spring temperature (Mar - May); the higher the spring 

temperature the later the bud bust (pMCMC < 0.001; Table 4.3).  No significant 

relationships between the dates of leaf fall for ash and sycamore and air temperature were 

detected (Table 4.3).  However, when analyses were separated into rural and urban areas, 

no significant relationships between tree phenology and environmental temperature were 

detected (Table 4.3).  Variance components analysis revealed that, in the relationship 

between leaf phenology and air temperature, the year effect was the most important 

component of total variance for the timing of ash bud burst, and the site effect accounted 

for the largest part of overall variance for the timing of leaf fall of both species (Table 

4.3). 
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Table 4.3 Mixed-effects models for the phenology of bud burst and leaf fall in ash and 

sycamore.  Results are presented for the model of the average temperatures of preceding 

months: Mar - May for bud burst in ash and sycamore, Aug - Oct and Sept - Nov for leaf 

fall in ash and sycamore.  Asterisks indicate the significance of the p value estimated by 

the Markov Chain Monte Carlo method (10,000 samples).  Coeff. and SE represent the 

estimated coefficient and standard error of each independent variable in each model. 

Ash  Sycamore 

Bud Burst  Leaf Fall  Bud Burst  Leaf Fall Site 

 
 
Fixed/Random  Effects 

Coeff. SE  Coeff. SE  Coeff. SE  Coeff. SE 

Fixed Temperature -2.65*** 0.84  NS -  2.92*** 0.79  NS - 

Site 16.58%  39.23%  7.13%  50.05% 

Year 54.22%  0%  79.80%  0% 
All  

Random 
 

Residual 29.21%  60.77%  13.07%  49.95% 

Fixed Temperature NS -  NS -  NS -  NS - 

Site 8.32 %  29.33 %  10.96 %  44.88 % 

Year 61.56 %  0 %  64.15 %  0 % 
Rural 

Random 

Residual 29.61 %  70.67 %  24.89 %  55.12 % 

Fixed Temperature NS -  NS -  NS -  NS - 

Site 12.28 %  12.29 %  4 %  20.64 % 

Year 71.90 %  6.89 %  85.49 %  0 % 
Urban 

Random 

Residual 15.81 %  80.81 %  10.15 %  79.36 % 

*** p < 0.001, ** p < 0.01, * p < 0.05, NS not significant (p > 0.1) 
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4.4 Discussion 

4.4.1 Key results 

Paired t-tests showed that non-riparian ash had earlier bud burst date than riparian 

individuals in 2010 but not in 2011, and non-riparian ash dropped their leaves earlier than 

riparian individuals in 2011 but not in 2010.  In contrast, riparian and non-riparian 

sycamore had similar timing of bud burst and leaf fall in both monitoring years.  Taking 

both sampling years together, mixed-effects models revealed that the further away from 

the river the earlier the bud burst for ash and the opposite pattern for sycamore.  For leaf 

fall, riparian ash dropped their leaves later than non-riparian individuals, and no 

significant pattern of leaf fall for sycamore was observed.  The timing of bud burst for 

both ash and sycamore was sensitive to spring temperatures, but no significant 

relationship between leaf fall timing for both species and environmental temperatures was 

detected.  

 

4.4.2 Tree phenology across small spatial scales 

Leaf phenology of deciduous trees responded to the distance from the river.  Non-riparian 

ash trees had earlier dates of bud burst than riparian ash trees, but non-riparian sycamore 

trees had slightly later bud burst than riparian sycamore trees.  Furthermore, the timing of 

leaf fall was also significantly different between riparian and non-riparian trees.  Leaf fall 

in riparian ash trees was on average 4 days later than that of non-riparian ash.  There was 

no difference in leaf fall between riparian and non-riparian sycamore trees.  The results of 

the present study showed that tree phenology was sensitive to location on small spatial 

scales, which is consistent with a number of previous studies.  For example, bud burst of 

scrub oak (Quercus ilicifolia Wangenh.) growing at the top of a topographical depression 

(15m-deep and 400m-diameter) was on average of 2 – 3 weeks earlier than that of 

individuals in the bottom (Aizen & Patterson 1995).  Another study revealed that Acer 

amoenum Carriere tended to break their buds earlier in individuals growing in a shaded 

site than an open site located just 100 m apart (Wang 2006).   
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Similarly, associated with micro-thermal environments, the shading effect was associated 

with the earlier bud burst of the coniferous tree, Pseudotsuga menziesii (Mirb.) Franco 

(Bailey & Harrington 2006).  For leaf fall, a survey conducted by Tateno, Aikawa and 

Takeda (2005), revealed that all 27 study species of deciduous trees growing on the upper 

slopes of a valley (160 – 200 m) dropped their leaves 2 weeks earlier than those growing 

on the lower slopes (0 – 40 m).  In addition to bud burst phenology, the timing of 

flowering also forms a phenological gradient across small spatial scales.  Jackson (1966) 

investigated how microclimate affected plant phenology in a small gorge (≈ 61m-width at 

points).  Associated with the aspect of slopes, Jackson (1966) found that the timing of 

flowering for 9 herbaceous plants growing on south-facing slopes was delayed by an 

average of 6 days relative to that for individuals on north-facing slopes.  Dahlgren, Zeipel 

and Ehrlén (2007) also found that the timing of flowering of a perennial herb, Actaea 

spicata L., was earlier at higher locations in a small valley than other individuals in the 

bottom.  Phenological gradients can also be found across different canopy levels.  

Augspurger and Bartlett (2003) found that the timing of bud burst occurred 1 week earlier 

on average in sub-canopy trees than conspecific canopy individuals in all 13 tested 

species, as well as canopy-related differences in the timing of leaf fall in two species.   

 

4.4.3 The phenological response of trees to micro-thermal environments 

A potential important driver for the timing of bud burst and leaf fall is the temperature of 

preceding months (Matsumoto et al. 2003; Badeck et al. 2004; Estrella & Menzel 2006; 

Vitasse et al. 2009a; Fujisawa & Kobayashi 2010; Gordo & Sanz 2010; Ibáñez et al. 2010; 

Gunderson et al. 2012).  In this study, strong relationships between the timing of bud 

burst and environmental temperature were observed for ash and sycamore, although the 

pattern for these two species was opposite.  In contrast, no significant effect of 

temperature was found for the timing of leaf fall for either species.  These findings are 

consistent with a number of previous studies that demonstrate that spring phenologies, 

especially bud burst events, are more sensitive to air temperature than autumnal 
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phenologies, e.g. leaf senescence and leaf fall (Kramer 1995; Vitasse et al. 2009b; Gordo 

& Sanz 2010).  Vitasse et al. (2009b) also found no evidence that the autumnal phenology 

of ash and sycamore was sensitive to air temperatures.  However, a relationship between 

autumnal phenology and air temperature has been documented for a few species, e.g. 

Ginkgo biloba L. in Japan (Matsumoto et al. 2003), Betula pubescens ssp. in Norway 

(Shutova et al. 2006) and Fagus sylvatica and Quercus petraea in France (Vitasse et al. 

2009b).   

 

Although temperature differences were subtle, daily mean temperatures were consistently 

warmer in non-riparian areas than in riparian corridors in spring (Figure 3.8a). Warmer 

environments accelerate the rate of all chemical and biochemical processes in plants 

(Saxe et al. 2001; Badeck et al. 2004) and in turn lead to an earlier onset of bud burst 

(Kramer 1995; Richardson et al. 2006; Doi & Katano 2008; Vitasse et al. 2009b; Gordo 

& Sanz 2010; Doi 2011; Gunderson et al. 2012).   

 

In the current study, ash followed the general rule of advanced bud burst dates in non-

riparian areas, the warmer habitat.  A study conducted in southern France also revealed 

that the date of leaf flushing for ash was earlier in warmer areas (Vitasse et al. 2009b).  In 

the same study, sycamore trees behave similarly and also had earlier bud burst dates in 

warmer areas.  In contrast to the finding of Vitasse et al. (2009b), in the current study, 

sycamore showed an opposite pattern: earlier bud burst dates occurred in riparian 

corridors, the cooler habitat.  So far, no similar pattern in the bud burst phenology of 

sycamore in situ or from experimental studies has been reported.  Some known species, 

such as Fagus sylvatica L. (Heide 1993), Betula pendula Roth and Betula pubescens Ehrh. 

(Myking & Heide 1995) and Picea abies (L.) Karst. (Partanen, Koski & Hänninen 1998), 

have earlier bud burst under chilling treatments in greenhouses or growth chambers due 

to the demand of high chilling requirements.  Bailey and Harrington (2006) reported the 

bud burst for Douglas-fir (Pseudotsuga menziesii), a species needing high chilling 
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requirement, was 2 – 4 days earlier in cool habitats than in warm habitats in the field.  In 

the same study, the daily mean value of temperature differences between cool and warm 

habitats was about 0.5˚C, which was very similar to the thermal difference between 

riparian and non-riparian areas in spring in the current study.  Although the results were 

not statistically significant, the bud burst of sycamore was 1 – 2 days earlier in riparian 

than in non-riparian areas.  Therefore, the chilling condition in warmer non-riparian areas 

might be not enough for the onset of bud burst in sycamore.   

 

4.4.4 Tree phenology in rural and urban riparian environments 

Interestingly, considering rural and urban sites separately, no significant difference in bud 

burst phenology between riparian and non-riparian trees was detected in either ash or 

sycamore.  In contrast, the leaf fall phenology was significantly different between riparian 

and non-riparian areas for both species.  Non-riparian ash dropped their leaves earlier 

than riparian ash in both rural and urban sites.  Riparian sycamore dropped their leaves 

earlier than non-riparian sycamore in rural sites, while this pattern was opposite in urban 

sites.  In terms of bud burst phenology, year variations were greater than site variations 

for both two species, suggesting that the timing of bud burst was relative to varying 

climate in different years (Gordo & Sanz 2010).   

 

In contrast to bud burst, the timing of leaf fall had greater variations in sites than in years.  

Even though air temperature has been recognised as one of the important determinants of 

leaf fall phenologies (Vitasse et al. 2009b; Gordo & Sanz 2010), other environmental 

variables, such as soil water content (Escudero & Arco 1987), which can be highly 

heterogeneous across spatial scales (Breshears & Barnes 1999), might also influence the 

timing of leaf fall and overshadow the influence of other factors on local scales (Kemp 

1983).  For instance, Yanagisawa and Fujita (1999) found the upper slope of a valley 

suffered frequent and severe drought.  The effect of water content on plant phenologies 

has been detected for herbaceous species (Aronson et al. 1992) and some woody species 
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in the tropics (Seghieri, Floret & Pontanier 1995) but rarely for temperate deciduous 

species.  Data on soil water availability was not available in the current study.  Therefore, 

we could not rule out the possibility of an influence of soil water content on leaf fall 

phenology.  If this was the case in the current study, the earlier timing of leaf fall for non-

riparian ash might be driven by drier environments.  It should be noted that the 

temperature range in the current study was relatively small, which may mean other 

environmental factors, such as soil water content, might have a more marked effect on 

tree phenology, although the evidence for this effect needs further to be explored (Badeck 

et al. 2004).   

 

4.4.5 Ecological consequences and implications of riparian phenology 

A shift in tree phenology in riparian areas may have various ecological consequences.  

Aizen and Patterson (1995) found a close relationship between bud burst phenology and 

leaf damage resulting from thrips, suggesting that plant phenologies might affect the 

distribution of invertebrates.  The life cycle of folivorous insects is highly synchronized 

with plant phenology (Wang 2006; Van Asch et al. 2007).  Moreover, plant phenology is 

one of the main cues that insectivorous birds use to predict the timing of breeding seasons 

(Visser & Lambrechts 1999).  Thomas et al. (2010) found that plant phenology was the 

primary cue of breeding seasons for birds in deciduous forest, and in contrast, 

temperature rather than plant phenology became more important for those in evergreen 

forest.  Overall, changes in phenology are likely to affect biological events in a plethora 

of species that depend on plant for food resources or environmental cues.   

 

Riparian corridors play a crucial role in connecting the anthropogenic-causes 

fragmentations (Naiman, Décamps & Pollock 1993).  Riparian zones are vulnerable to 

exotic plant species due to high anthropogenic disturbances (e.g. changes in land use, 

hydrological regime and introduction of non-native species) (Naiman, Décamps & 

McClain 2005).  However, some previous studies showed that invasive plant species 
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tended to take advantage of the geographical character of riparian corridors, spreading 

along rivers throughout landscapes (Willis & Hulme 2002; Burton, Samuelson & Pan 

2005; Loewenstein & Loewenstein 2005).  Phenology is one important determinant of 

plant distributions (Chuine & Beaubien 2001), suggesting that an alteration in plant 

phenology may have an effect on the structure of plant communities.  So far studies 

addressing the phenological response of exotic species to local thermal microclimates, 

and the impact that these exotics may have on plant communities, are rare.  This issue of 

how microclimate indirectly influences plant populations and communities in riparian 

corridors through the effect of phenology may be a worthy future topic.    

 

4.5 Conclusions 

Leaf phenology of deciduous trees did respond differently to riparian and non-riparian 

areas and the distance from the river, suggesting that plant phenology is an environmental 

indicator showing the ecological significance of environmental variation at very small 

spatial scales (i.e. microhabitats).  The timing of bud burst of two study species was 

sensitive to spring temperature, but the phenological responses of the two study species 

were different, i.e. the phenological responses to environmental temperatures was 

species-dependent.  The lack of a significant relationship between leaf fall and 

temperature indicated that other environmental factors might be more important in 

determining autumn tree phenology.  Although the phenological effects detected in the 

present study were quite subtle, the knock-on effects of altered plant phenologies 

resulting from climate change on associated organisms, such as herbivorous insects, 

might still be of ecological significance if tightly coupled association occur within these 

species.   
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Chapter 5: Leaf decomposition and emergence phenology in riverine 

environments across a rural-urban thermal gradient 

 

5.1 Introduction 

Across the sampling network in this study the riparian corridors had a smaller daily 

thermal fluctuation compared to non-riparian areas (Chapter 3).  Even though the 

temperature difference was modest, leaf phenology differed between riparian and non-

riparian trees (Chapter 4).  The thermal effects observed previously and the differences in 

tree phenology (section 4.3.2) indicate that there is the potential for biological processes 

to be affected by the particular environment created within the riparian zone.  In addition 

to the thermal condition in the terrestrial environment, Chapter 3 also found that urban 

rivers were warmer than rural rivers by 1˚C (daily mean) daily mean in spring and 

summer, while temperatures in rural and urban rivers were similar in autumn and winter.  

In this chapter I examine differences in other biological processes across the rural-urban 

gradient and the associated thermal environments for both the riparian zone and the river 

itself. 

 

Many studies have shown the effect of temperature on aquatic macroinvertebrate 

communities (e.g. Arthur, Zischke & Ericksen 1982; Hogg & Williams 1996; Jacobsen, 

Schultz & Encalada 1997; Durance & Ormerod 2007; Woodward, Perkins & Brown 

2010).  These are known to play a key role in energy flow in aquatic systems (Wallace & 

Webster 1996; Wallace et al. 1997) and from aquatic to riparian systems via emergent 

insects (Huryn & Wallace 2000; Paetzold et al. 2007; Kominoski, Larrañaga & 

Richardson 2012).  Temperature can affect the physiology and ecology of benthic 

invertebrates (Ward & Stanford 1982) as well as the structure of macroinvertebrate 

communities.  For example,  Arthur, Zischke and Ericksen (1982) showed a significant 

difference in diversity between macroinvertebrate communities at ambient and elevated 

temperatures in outdoor experimental channels.  Similarly, Hogg and Williams (1996) 
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found a change in thermal regime had effects on the life history events of aquatic insects, 

which included alterations in abundance, density, growth rate, sex ratio and the timing of 

emergence.  When river water temperature increases, mesophilic species may persist, but 

species preferring cold environments (i.e. psychrophilic species) may be eradicated, 

leading to an alteration of macroinvertebrate communities and aquatic ecosystem 

functioning (Durance & Ormerod 2007). 

 

Aquatic insects use water temperature as a major cue for the timing of emergence (Ward 

& Stanford 1982) and a number of laboratory experiments have shown that a change in 

thermal environments can alter the timing of emergence of aquatic insects (Nebeker 1971; 

Wise 1980; Hogg & Williams 1996; Watanabe, Mori & Yoshitaka 1999; Harper & 

Peckarsky 2006).  The effect of temperature change associated with thermal discharge 

released from industry on the timing of emergent aquatic insects has been also reported 

(Langford 1990).  Over recent years there has been increased interest in the phenology of 

insect emergence as its importance as a resource to riparian ecosystems has been 

recognised (Polis, Anderson & Holt 1997; Loreau & Holt 2004; Baxter, Fausch & Carl 

Saunders 2005; Leroux & Loreau 2008).  As temperatures can affect the timing of insect 

emergence, a change in river water temperatures associated with the effect of urbanisation 

may potentially affect emergence phenology.   

 

In addition to emergence phenology, a change in river temperature may also affect leaf 

decomposition processes by altering the macroinvertebrate community responsible for 

these processes.  Shredders, which include several families of Trichoptera, Plecoptera and 

Crustacea, play an important role in transforming coarse particulate organic matter 

(CPOM) into fine particulate organic matter (FPOM) for decomposers in food chains 

(Allan 1995).  Some studies have shown that many of these species prefer a certain range 

of thermal conditions, and higher water temperatures can be lethal (Díaz Villanueva, 

Albariño & Canhoto 2011; Bottová et al. 2013).  In general, there is a positive 
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relationship between leaf breakdown rates and microbial activities (Irons et al. 1994).  

Hence, the effect of temperature on microbial activity may also influence leaf breakdown 

processes.  For example, Webster and Benfield (1986) reported that microbial 

decomposition of leaf material was affected more by cool environments than shredder-

mediated leaf breakdown.   

 

A positive relationship between leaf breakdown rates and environmental temperatures has 

been observed in both aquatic (Suberkropp & Klug 1976) and terrestrial environments 

(Swift, Heal & Anderson 1979).  A study conducted in the temperate zone found that leaf 

breakdown rates can vary seasonally and have a high correlation with seasonal river 

temperature change: highest rates observed in summer, then spring, autumn and winter 

respectively (Reice 1974).  On the other hand for terrestrial environments, some 

psychrophilic microbes can process litter in cold environments.  However, leaf litter 

processing, associated with microbial activity, generally shows a positive response with 

increasing temperature (Berg & McClaugherty 2003).  As in aquatic ecosystems, 

invertebrates can facilitate breakdown of terrestrial leaf litter, although in the soil itself 

the absence of larger invertebrates means microbial activity, and hence temperature, 

becomes more important for leaf breakdown processes (Cortez 1998).   

 

The aim of this chapter is to explore how leaf decomposition processes and the phenology 

of emergent aquatic insects respond to changes in the thermal characteristics of rivers 

across a rural-urban gradient.  Decomposition rates were measured in rivers and terrestrial 

riparian environments, and aquatic insect emergence was sampled to quantify the 

phenology of insect emergence.  As the aquatic macroinvertebrate communities are 

important to the process of leaf breakdown, and also to the timing of emergence peaks of 

aquatic insects, the composition of aquatic macroinvertebrate communities was analysed 

for the twenty study sites, using data collected as part of the URSULA project (Rouquette 

et al. 2013).  The objectives of this study were to: (1) compare rates of leaf 
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decomposition between rural and urban sites and explore the relationship between leaf 

breakdown rates, temperature and invertebrate community; (2) highlight patterns of insect 

emergence and compare these between rural and urban sites; (3) examine how river 

temperature affects the phenology of insect emergence. 

 

5.2 Methods 

5.2.1 Study sties 

Twenty study sites (10 rural, 10 urban) were identified along the rivers Don (10 sites), 

Loxley (5 sites), Rivelin (2 sites) and Sheaf (3 sites) in Sheffield (see chapter 2 and 

section 3.2.1 for detailed site descriptions).   

 

5.2.2 Environmental characteristics and macroinvertebrate community 

Aquatic environmental data (hydrological variables, bed substrate composition, 

physiochemical characteristics) were collected from all sites in spring, summer and 

autumn 2009 and the average values are presented (see Table 2.1, 2.2 and 2.3). Benthic 

macroinvertebrates were collected using 3-minute kick samples in spring and autumn 

2009 and identified to family level where possible (Appendix B, Table B1 and B2).  

Environmental and benthic macroinvertebrate data were obtained from a previous survey 

(Rouquette et al. 2013).  Each family was further classified by functional feeding group 

(deposit feeder, shredder, scraper, filter feeder and predator) following Usseglio-Polatera 

et al. (2000). 

 

5.2.3 Leaf decomposition experiments 

Leaf decomposition experiments were conducted in the river and riparian corridors of 

each site using leaf bags.  Both coarse (25 cm × 20 cm, 5 mm mesh) and fine (20 cm × 15 

cm, 600 μm mesh) mesh bags were used.  Coarse mesh bags allowed access for 

macroinvertebrates, whilst fine mesh bags did not. 
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Abscised alder leaves (Alnus glutinosa) were collected in October 2010 from 

Stainborough Dike (53˚31’N, 1˚30’W), South Yorkshire and Kelham Island (53˚23’N, 

1˚28’W), Sheffield.  They were then taken back to the laboratory and air dried.  Alder 

leaves were chosen for the leaf decomposition experiment due to their abundance in 

riparian areas and medium decomposition rates (Allan 1995).  Approximately 5 (± 0.1) g 

of air-dried alder leaves were placed in each bag and rehydrated in tap water for one day 

before deployment, to prevent leaf fragmentation in transportation.  One hundred and 

eighty coarse and 180 fine mesh bags were deployed across the sites; nine coarse and nine 

fine mesh bags per site.  Groups of three coarse and three fine mesh bags were tied to a 

brick by fishing line.  The brick was then placed on the river bed and attached to roots of 

bankside trees.  One hundred and twenty coarse mesh bags were deployed in riparian 

areas; six bags being deployed at each site within approximately 5 m of the river between 

15th of December 2010 and 28th of January 2011. 

 

All bags were retrieved 39 days after deployment in the field.  They were returned to the 

laboratory in individual plastic bags and kept frozen (-18˚C) until processing.  After 

defrosting, the leaf material in each bag was gently rinsed through a 250-μm sieve, and 

any attached sediments or debris were removed using a fine paint brush.  Remaining leaf 

material was oven dried at 50˚C for three days before weighing.  Oven-dried mass (Md, g) 

was converted to air-dried mass (Ma, g) using a regression model, Equation 5.1 (R-square: 

0.99), which was generated from fifty sets of leaf samples using simple regression 

analysis.  The values in air-dried mass were used for the analysis of leaf breakdown rates. 

da MM 04.102.0   Equation 5.1 

 

5.2.4 Emergent aquatic insect fluxes 

Sticky traps were used for collecting the adults of emerging adult aquatic insects at each 

site.  Each trap consisted of a 612-cm2 transparent acetate sheet, which was coated with 

an insect trap glue (Tangle-Trap® Sticky Coating, The Tanglefoot Company®, Grand 
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Rapids, MI 49504, USA) before being attached to a 1.5 m wooden stake at approximately 

1 m above the ground.  Eight hundred traps were deployed from 24th May to 5th 

September 2011.  Five traps were placed on the most accessible bank of the river at each 

site.  Traps were positioned so as to face the river to capture emerging insects.  They were 

retrieved and replaced after the first 7 days of deployment and then at 14-day intervals.  

The retrieved traps were covered with transparent acetate sheets in the field, taken back to 

the laboratory and stored at -18˚C until processing.  To analyse the traps, each of trap was 

divided into 24 squares and sub-sampled by randomly selecting four squares.  Numbers 

of Ephemeroptera, Plecoptera, Trichoptera and Chironomidae in each of the four 

subsampled squares were counted and the total multiplied by six to give the predicted 

number per trap.  

 

5.2.5 Data analysis 

Weighted principal component analysis (WPCA) was used to explore patterns in 

environmental variables across sites.  This method was also applied to macroinvertebrate 

communities sampled in spring and autumn 2009.  In order to reduce the effect of rare 

taxonomic groups, those groups that contributed less than 1% to the overall abundance 

macroinvertebrate were omitted from analyses.  Analysis of similarity (ANOSIM) (Clarke 

1993) was used to test whether there were significant differences in the composition of 

macroinvertebrate communities between different seasons and between rural and urban 

sites.  When a significant difference was found by ANOSIM, a similarity percentage 

procedure (SIMPER) was applied to calculate the percentage contribution of each 

taxonomic group to the differences in the structure of macroinvertebrate communities 

between seasons and between rural and urban sites.  Then, two-sample t-tests were used 

to test for differences in the abundance of taxonomic groups between seasons and 

between rural and urban sites.   
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Linear mixed-effects models considering rivers as a random effect were applied to detect 

the effect of land use (i.e. rural v urban) on the proportional composition of the 

community made up by functional feeding groups.  The models were used to test: (1) 

whether there were differences in the mass loss of leaf materials in aquatic coarse and 

fine mesh bags and riparian coarse mesh bags between rural and urban sites; (2) the 

relationships between decomposition rates and environmental temperatures; (3) the 

relationships between the difference in mass loss between aquatic coarse and fine mesh 

bags and the individual shredder families; (4) the effects of time and rural/urban land use 

on the abundance of emergent aquatic insects (Ephemeroptera, Plecoptera, Trichoptera 

and Chironomidae); (5) the difference in the relative abundance of emergent insects.  The 

cumulative percentages of emergence of Ephemeroptera, Plecoptera, Trichoptera and 

Chironomidae for each site over the sampling periods were fitted using logistic regression 

models.  The estimated timing of 20, 50 and 80% cumulative emergence for the four 

taxonomic groups at each site was then obtained from these models (Figure 5.1).  The 

statistical summary of the logistic regression models is shown in Appendix B (Table B3).   

 

The effect of water temperatures on the phenology of emergence for the four taxonomic 

groups was assessed using linear mixed-effects models.  Thermal predictors in these 

models were estimated by daily means of the periods between 1st March and the mean 

date of estimated timings at 20, 50 and 80% cumulative emergence of all sites.  

Abundance of macroinvertebrates and emerging aquatic insects were all log10(x+1) 

transformed, and proportional data were transformed using the arcsin square root 

transformation.  All analyses were carried out using MATLAB (MATLAB 2009) and R 

(R Core Team 2013).  In MATLAB, the toolbox, Fathom Toolbox (Jones 2013) was used 

for running ANOSIM and SIMPER procedures.  In R the package, lme4, using S4 classes 

(Bates, Maechler & Bolker 2012), was used for running mixed-effects models. 
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Figure 5.1 Logistic regression model for estimating the timing of 20, 50 and 80% of 

cumulative emergence percentage for each site.  The abundance of individuals 

(Trichoptera) which emerged in the site, S1, over experimental period (24th May – 5th 

Sept, 2011) is the example for this figure. 
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5.3 Results 

5.3.1 Environmental variables 

The results of the PCA for environmental variables (hydrology, substrate composition and 

water chemistry) are presented in Figure 5.2a.  For hydrology, the first component 

explained 47.92% of total variations, and the second component explained 20.59%.  The 

urban Don sites (D6 – D10) were closely related with higher values of discharge, river 

width and depth.  Four sites in the rural Don (D1 – D4), urban Loxley (L4 and L5) and 

one site in the rural Loxley (L1) were related to higher percentages of riffle and run.  The 

result of the PCA for bed sediment composition is shown in Figure 5.2b.  First and second 

components explained 35.69 and 19.76% of total variations, respectively.  The first 

component roughly separated sites on the basis of sediment particle size.  Sites in the 

urban Don (D6 – D10) were related to increased fine sediments, such as, gravel, sand and 

silt, whereas, sites in the rural Don (D1 – D5) and Rivelin (R1 and R2) were related to 

boulders and cobbles.  Figure 5.2c shows that each river was distinct in terms of water 

chemistry.  The detail of river water temperatures was presented in chapter 3 (see section 

3.3.6). 
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Figure 5.2 PCA investigating relationships between (a) hydrology, (b) bed sediment and (c) 

water chemistry and the study sites.  Open markers are rural sites; closed markers urban 

sites: Rural Don (open circles); urban Don (closed circles); rural Loxley (open squares); 

urban Loxley (closed squares); Sheaf (closed triangles); Rivelin (open inverted triangles). 
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5.3.2 Macroinvertebrate communities in spring and autumn 

PCA results for macroinvertebrate communities in spring and autumn 2009 are shown in 

Figure 5.3a and 5.3b.  For the spring community, the first and second principal 

components explained 36.51 and 26.94% of the total variation, respectively.  Rural and 

urban sites were separated along component 2.  Sites on the River Don (circles) were 

located at the left of the plot and all other sites on the right side.  The macroinvertebreates 

associated with urban sites were Hydracarina, Gammaridae, Leuctridae, Chironomidae, 

Hydrobiidae, Asellidae and Oligochaeta, while rural sites contained higher abundance of 

Baetidae, Limnephilidae and Sericostomatidae.  For the autumn data, the first and second 

components explained 31.51 and 18.85% of total variance, respectively.  Sites on urban 

Don were separated from other sites along component 1 and were associated with higher 

abundance of molluscs (Ancylidae, Lymnaeidae, Hydrobiidae and Sphaeriidae), 

Oligochaeta and Asellidae, while other sites were associated with higher abundances of 

Limnephilidae, Lecutridae, Leptoceridae, Heptageniidae, Elmidae, Baetidae, 

Hydropsychidae and Rhyacophilidae. 

 

Analysis of similarity (ANOSIM) showed that the macroinvertebrate communities were 

significantly different between spring and autumn (Global R = 0.42, p < 0.001).  

Abundance in ten of the eighteen invertebrate families identified by a similarity 

percentage procedure (SIMPER), explaining 43% dissimilarities, were significantly 

different between spring and autumn.  Abundance of Limnephilidae, Asellidae, 

Hydropsychidae, Lymnaeidae, Leptoceridae, Ancylidae and Rhyacophilidae were 

significantly higher in the autumn than in the spring (Table 5.1).  In contrast, the 

abundances of Hydracarina, Leuctridae and Chironomidae were significantly higher in 

the spring than in the autumn (Table 5.1).  Even though Baetidae was ranked as the 

highest contributor to the dissimilarity between spring and autumn communities, no 

significant difference in the abundance of that taxon was observed.  
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ANOSIM also detected a significant difference in macroinvertebrate communities in 

autumn and a marginally significant difference in spring between rural and urban sites 

(Global R = 0.095, p = 0.08 [spring]; Global R = 0.26, p < 0.01 [autumn]).  Further 

analysis in the dissimilarity of spring and autumn communities for each taxonomic group 

is shown in Table 5.2.  SIMPER analysis identified abundance of Baetidae, Lecutridae 

and Oligochaeta as first, second and third ranked contributors to the 29% dissimilarity 

between rural and urban sites in spring.  Only Hydrobiidae had significantly higher 

abundance in urban sites than rural sites (t = 3.39, df = 18, p < 0.01).  In contrast, 

Limnephilidae were the first ranked contributor to the 38% dissimilarity between rural 

and urban sites in autumn; with significantly higher abundance in rural sites than urban 

sites (t = 4.66, df = 18, p < 0.001).  In contrast, the Lymnaeidae which were ranked 

second had higher abundance in urban sites than rural sites (t = 2.89, df = 18, p < 0.01).  

Even though the abundance of Baetidae was similar between rural and urban sites, it was 

ranked as third among the 16 taxonomic groups.  In addition, Hydrobiidae had higher 

abundance in urban sites than rural sites (t = 2.71, df = 18, p < 0.05), whilst 

Rhyacophilidae had higher abundance in rural sites than urban sites (t = 2.55, df = 18, p < 

0.05).   

 

When comparing the relative abundance of functional feeding groups, deposit feeders 

were found to occur in similar proportions between rural and urban rivers in both spring 

and autumn (Figure 5.4).  Shredders and scrapers had higher relative abundance in rural 

rivers than urban rivers in autumn (pMCMC < 0.05 [shredder]; pMCMC < 0.01 [scraper]), but 

not spring (Figure 5.4b and 5.4c).  Analysing both seasons together, deposit feeders had 

higher relative abundance in urban rivers than rural rivers (pMCMC < 0.05; Figure 5.4a).  

When comparing relative abundance among taxonomic groups, deposit feeders were 

higher than other groups in spring (pMCMC < 0.001), and shredders were higher than other 

groups in autumn (pMCMC < 0.01; Figure 5.4).   
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Figure 5.3 Principal component analysis of the relationships between (a) spring and (b) 

autumn invertebrate communities and the six reaches.  Open markers denote rural sites; 

closed markers urban sites: Rural Don (open circles); urban Don (closed circles); rural 

Loxley (open squares); urban Loxley (closed squares); Sheaf (closed triangles); Rivelin 

(open inverted triangles). 
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Table 5.1 SIMPER and One-way ANOVA results for taxonomic groups of 

macroinvertebrate communities and for differences in abundance between spring and 

autumn.  Rank indicates the order of percent contributions (%) of taxonomic groups to 

total average among-group dissimilarity.  The season in boldface had significantly higher 

abundance than the other season. 

Group Rank % Two sample t-test df = 38 p 

Baetidae 1 7.8 Spring  Autumn - 

Hydracarina 2 7.21 Spring  Autumn < 0.001 

Limnephilidae 3 7.16 Spring  Autumn < 0.01 

Asellidae 4 6.8 Spring  Autumn < 0.05 

Hydropsychidae 5 6.8 Spring  Autumn < 0.001 

Lymnaeidae 6 6.45 Spring  Autumn < 0.001 

Leuctridae 7 6.43 Spring  Autumn < 0.001 

Leptoceridae 8 5.4 Spring  Autumn < 0.001 

Chironomidae 9 5.14 Spring  Autumn < 0.05 

Ancylidae 10 4.92 Spring  Autumn < 0.001 

Sphaeriidae 11 4.82 Spring  Autumn - 

Hydrobiidae 12 4.75 Spring  Autumn - 

Oligochaeta 13 4.64 Spring  Autumn - 

Elmidae 14 4.6 Spring  Autumn - 

Rhyacophilidae 15 4.48 Spring  Autumn < 0.05 

Heptageniidae 16 4.42 Spring  Autumn - 

Sericostomatidae 17 4.19 Spring  Autumn - 

Gammaridae 18 3.99 Spring  Autumn - 
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Table 5.2 SIMPER and One-way ANOVA results for taxonomic groups of 

macroinvertebrate communities and for differences in abundance between rural and urban 

areas in spring and autumn.  Rank indicates the order of percent contributions (%) of 

taxonomic groups to total average among-group dissimilarity.  The area in boldface had 

significantly higher abundance than the other area. 

Season Taxonomic Group  Rank % Two sample t-test df = 18 p 

Baetidae  1 17.45% Rural  Urban - 

Lecutridae  2 11.42% Rural  Urban - 

Oligochaeta  3 9.87% Rural  Urban - 

Sericostomatidae  4 9.84% Rural  Urban - 

Asellidae  5 9.55% Rural  Urban - 

Hydrobiidae  6 9.47% Rural  Urban < 0.01 

Chironomidae  7 9.26% Rural  Urban - 

Limnephilidae  8 9.24% Rural  Urban - 

Gammaridae  9 8.19% Rural  Urban - 

Spring 

Hyracarina  10 5.69% Rural  Urban - 

Limnephilidae  1 10.17% Rural  Urban < 0.001 

Lymnaeidae  2 9.98% Rural  Urban < 0.01 

Baetidae  3 8.32% Rural  Urban - 

Hydropsychidae  4 8.20% Rural  Urban - 

Asellidae  5 6.78% Rural  Urban - 

Hydrobiidae  6 5.86% Rural  Urban < 0.05 

Elmidae  7 5.86% Rural  Urban - 

Rhyacophilidae  8 5.84% Rural  Urban < 0.05 

Heptageniidae  9 5.64% Rural  Urban - 

Ancyclidae  10 5.55% Rural  Urban - 

Leuctridae  11 4.94% Rural  Urban - 

Gammaridae  12 4.65% Rural  Urban - 

Leptoceridae  13 4.42% Rural  Urban - 

Chironomidae  14 4.28% Rural  Urban - 

Sphaerridae  15 4.04% Rural  Urban - 

Autumn 

Oligochaeta  16 3.13% Rural  Urban - 
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Figure 5.4 Mean (+ 1 SE) in the relative abundance of (a) deposit feeders, (b) shredders, 

(c) scrapers and (d) filter feeders for rural (white bars) and urban sites (black bars) in 

spring and autumn.  Asterisks indicate significant differences between rural and urban 

sites (mixed-effects models, * pMCMC < 0.05, ** pMCMC < 0.01). 
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5.3.3 Biological and thermal effects on leaf breakdown rates 

Comparisons between the litter decomposition rates in aquatic coarse and fine mesh bags 

and riparian coarse mesh bags are shown in Figure 5.5.  The decomposition rate (i.e. mass 

loss) of leaf material was significantly higher in rural than urban sites for both aquatic and 

terrestrial bags (pMCMC < 0.001 [aquatic coarse bags, riparian coarse bags]; pMCMC < 0.05 

[aquatic fine bags]).  Leaf decomposition rate was higher for coarse mesh bags than for 

fine mesh bags both in rural (pMCMC < 0.001) and urban rivers (pMCMC < 0.01).  There was 

also a significant interaction between bag type (coarse/fine) and site type (rural/urban) on 

leaf decomposition rates (pMCMC < 0.001). 

 

The relationships between the leaf breakdown rate in coarse and fine mesh bags and 

water temperature were explored using linear mixed-effects model, while the simple 

regression model was used for examining the relationship between the leaf breakdown 

rate in riparian bags and air temperatures.  Temperature for predicting mass loss was 

estimated by the daily mean value from the periods of leaf bags deployed in the field 

(Table 5.3).  There was a significantly positive relationship between mass loss in riparian 

coarse bags and air temperatures, but no significant relationships between mass loss in 

either aquatic coarse or fine bags and river temperatures were found (Table 5.3).   

 

In order to explore the effect of shredders on leaf decomposition processes, the difference 

in leaf decomposition rates between aquatic coarse and fine mesh bags was used for 

fitting models with the abundance of each shredder family.  The first model included all 

sites and revealed a negative relationship between leaf breakdown rates and the 

abundance of Gammaridae (pMCMC < 0.05; Table 5.4).  The second model excluding two 

sites (D1 and D3, see Discussion section 5.4.2) showed that except Asellidae, all families 

had a positive effect on leaf decomposition rates, though some families showed marginal 

significance (pMCMC < 0.05 [Gammaridae, Limnephilidae]; pMCMC = 0.05 [Leuctridae]; 

pMCMC = 0.08 [Leptoceridae]; Table 5.4). 
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Figure 5.5 Mean (+ 1 SE) for mass loss of aquatic coarse, aquatic fine and riparian coarse 

bags in rural (white) and urban sites (black bars).  Asterisks indicate significant 

differences between rural and urban sites (mixed-effects models, * pMCMC < 0.05, ** 

pMCMC < 0.01, * pMCMC < 0.05). 
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Table 5.3 Models for the leaf breakdown rate of aquatic coarse bags, aquatic fine bags 

and riparian coarse bags and environmental temperatures.  The p value estimated using 

the Markov Chain Monte Carlo method (10,000 samples).  Coeff. and p value represent 

the estimated parameter and significance of models. 

Bag Coeff. p 

  Aquatic Coarse Bag - NS 

  Aquatic Fine Bag - NS 

*Riparian Coarse Bag 0.40  < 0.01 

NS not significant (p value > 0.10), * A simple linear regression was used. 

 

Table 5.4 Mixed-effects models for differences in leaf breakdown rate between aquatic 

coarse and fine bags and individual shredder families.  The abundance of each shredder 

family was log10(x+1) transformed prior to analysis.  The p value estimated using the 

Markov Chain Monte Carlo method (10,000 samples).  Relative abundance refers to the 

percentage of total shredder abundance occupied by that family.  Coeff. and p value 

represent the estimated parameter and significance of models. 

Model Taxonomic Family Relative Abundance % Coeff. p 

Asellidae 40.15 - NS 

Gammaridae 7.97 -0.45 < 0.05 

Leptoceridae 8.41 - NS 

Leuctridae 3.89 - NS 

1 

Limnephilidae 39.58 - NS 

Asellidae 38.03 - NS 

Gammaridae 8.27 -0.40 < 0.05 

Leptoceridae 8.71 0.21 = 0.08 

Leuctridae 4.08 0.23 = 0.05 

2 

Limnephilidae 40.91 0.24  < 0.05 

NS not significant (p value > 0.10) 
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5.3.4 The abundance of emergent aquatic insects 

The abundance of emergent insects in rural and urban sites from 24th May to 5th 

September 2011 is shown in Figure 5.6.  There were no significant effects of time, land 

use (rural v urban) or an interaction between time and land use on the abundance of 

emergent mayflies.  The abundance of emergent stoneflies was significantly lower on the 

25th July (pMCMC < 0.05) and higher on the 5th September (pMCMC < 0.05) than all other 

dates, but was similar between rural and urban rivers.  The abundance of emergent 

caddisflies was significantly higher on the 14th June (pMCMC < 0.05), 27th June (pMCMC < 

0.001) and 11th July (pMCMC < 0.01) than all other dates.  Although the abundance of 

emergent caddisflies was generally similar between rural and urban rivers, emergent 

caddisflies were more abundant in rural rivers than urban rivers at the end of the sampling 

period (pMCMC < 0.01 [22nd August]; pMCMC < 0.05 [5th September]).  The abundance of 

emergent chironomids was significantly lower at 22nd August (pMCMC < 0.05) and 5th 

September (pMCMC < 0.01).  The abundance of emergent chironomids was also generally 

similar between rural and urban rivers, emergent chironomids were more in rural river 

than urban rivers at the end of sampling periods (pMCMC < 0.05 [22nd August]).  Emergent 

chironomids were significantly more abundant and occupied the largest proportion of the 

relative abundance of total emergent insects (Figure 5.7).  Even though the total relative 

abundance of emergent stoneflies was lower than chironomids, the relative abundance of 

emergent stoneflies was significantly higher in rural rivers than urban rivers (pMCMC < 

0.05), whilst the relative abundance of other three groups were similar (Figure 5.7).   
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Figure 5.6 Mean (±1 SE) abundance of emergent (a) Ephemeroptera, (b) Plecoptera, (c) 

Trichoptera and (d) Chironomidae in rural (circles and dashed lines) and urban sites 

(squares and solid lines) caught by the traps throughout the study period. 
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Figure 5.7 Mean (+ 1 SE) relative abundance of (a) Ephemeroptera, (b) Plecoptera, (c) 

Trichoptera, (d) Chironomidae for rural (white bars) and urban sites (black bars).  

Asterisks indicate significant differences between rural and urban sites (mixed-effects 

models, * pMCMC < 0.05). 
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5.3.5 Thermal effects on phenology of emergence 

The logistic regression models fitted to cumulative percentage emergence are presented in 

Figure 5.8.  The slope of modelled curves for chironomids was significantly steeper in 

urban rivers than rural rivers (pMCMC < 0.05).  In contrast, the slopes of modelled curves 

for mayflies, stoneflies and caddisflies were similar between rural and urban sites.  River 

temperatures had a significantly negative effect on the timing of 20% (pMCMC < 0.05) and 

50% (pMCMC < 0.05) cumulative emergence of mayflies, 20% (pMCMC < 0.05) and 50% 

(pMCMC < 0.05) for stoneflies and 20% (pMCMC < 0.01) for caddisflies (Table 5.5).  Higher 

river temperatures were associated with earlier emergence dates for all taxa except 

chironomids (Table 5.5). 
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Figure 5.8 Logistic regression curves of percentages in (a) Ephemeroptera, (b) Plecoptera, 

(c) Trichoptera and (d) Chironomidae relative to the total number of emergent individuals 

in rural (dashed lines) and urban (solid lines) areas over the experimental period (24th 

May – 5th Sept 2011).   
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Table 5.5 Mixed-effects models for the phenology of the emergence of aquatic insects 

and river temperature.  The p value estimated using the Markov Chain Monte Carlo 

method (10,000 samples).  Coeff. and SE represent the estimated coefficient and standard 

error of each independent variable in each model. 

20% 50% 80% 

Taxonomic Group 

Coeff. SE Coeff. SE Coeff. SE 

Ephemeroptera -9.20* 3.33 -9.56* 3.48 NS - 

Plecoptera -20.09* 6.92 -21.12* 7.67 NS - 

Trichoptera -6.78** 2.13 NS - NS - 

Chironomidae NS - NS - NS - 

** p < 0.01, * p < 0.05, NS not significant (p > 0.1) 
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5.4 Discussion 

5.4.1 Key results 

The results of ANOSIM and SIMPER showed that the community structure of 

macroinvertebrates in rural and urban rivers was significantly different in autumn but 

similar in spring.  In autumn, rural rivers contained more shredders, in particular 

Limnephilidae, whereas urban rivers had higher abundance of molluscs (i.e. Lymnaeidae 

and Hydrobiidae).  Leaf decomposition rates were higher for coarse mesh bags than for 

fine mesh bags both in rural and urban rivers, but the difference was more evident in rural 

rivers.  No significant relationship was observed between leaf decomposition rates and 

river temperatures, a difference was observed in leaf breakdown rates between coarse and 

fine mesh bags in rivers, related to the abundance of the shredder (i.e. Limnephilidae).  

For terrestrial leaf bags, riparian air temperature had a significantly positive effect on leaf 

decomposition rates in coarse mesh bags.  Mixed-effect models revealed no significant 

effects of land uses (i.e. rural v urban) and sampling time on the abundance of emergent 

mayflies, stoneflies, caddisflies and chironomids, but river temperature in spring had a 

significant effect on advancing the timing of 20% and 50% of cumulative emergence for 

mayflies and stoneflies and 20% of that for caddisflies.    

 

5.4.2 Macroinvertebrate communities and functional feeding groups 

Land use can have a profound effect on aquatic macroinvertebrate communities (Lenat & 

Crawford 1994; Walsh et al. 2001; Roy et al. 2003; Suren & McMurtrie 2005).  In this 

study, urban locations had more snails (i.e. Hydrobiidae, Lymnaeidae), but abundance of 

oligocheata and chironomids were not statistically different.  The community structure of 

macroinvertebrates differed between rural and urban sites in autumn but was similar in 

spring.  The most significant difference in communities was that rural sites had higher 

abundance of Limnephilidae in autumn.  This was also reflected in the relative abundance 

of the different functional feeding groups.  More shredders were present in rural sites than 

in urban sites, whilst the higher relative abundance of scrapers in urban than rural sites in 
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autumn reflected the greater abundance of snails found in urban sections of the rivers.  

Apart from scrapers, urban sites were also found to support more deposit feeders than 

rural sites in both spring and autumn.  Suren and McMurtrie (2005) reported that deposit 

feeders dominate in urban watersheds because the characteristic of in-stream 

environments, such as substrate and food resources, benefit the colonization of deposit 

feeders.  In the current study, fine substrates in urban sites seems are associated with the 

increase in the abundance of deposit feeders.   

 

5.4.3 Leaf breakdown rate in rural and urban locations 

Leaf breakdown rates in both coarse and fine mesh bags were faster in rural rivers than in 

urban rivers.  A number of studies have reported low decomposition rates in urbanized 

watersheds, due to the low abundance of shredders (Walsh et al. 2001; Chadwick et al. 

2006; Arco, Ferreira & Graça 2012) or the low microbial activity as a result of pollution, 

e.g. by heavy metals (Maltby & Booth 1991; Sridhar et al. 2001; Duarte, Pascoal & 

Cássio 2004).  In contrast, some studies have observed opposite patterns.  For example, 

increased storm runoff, associated with a greater percentage of impervious surfaces in 

urban areas, can accelerate the process of leaf decomposition due to increased abrasion 

resulting from higher flows (Paul, Meyer & Couch 2006).   

 

Moreover, microbial activity stimulated by higher temperatures and concentration of 

nutrients, has been found to facilitate rapid litter breakdown in urbanized areas (Imberger, 

Walsh & Grace 2008).  In this study, high decomposition rates in coarse mesh bags in 

rural sites could be due to differences in invertebrate community structure.  Leaf litter 

breakdown in the current study may have been driven by Limnephilidae, which 

comprised 40% and 41% of total shredders in spring and autumn respectively and which 

have been reported to be important in processing leaf material (Ward & Woods 1986).  

Unlike other shredders, many species of Limnephilidae, are non-selective shredders and 

tend to consume the whole leaf, including mesophyll and venation (Wallace, Woodall & 
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Sherberger 1970).   

 

However, some urban sites also contained a high abundance of Asellidae in autumn.  

Asellidae, which are recognised as effective shredders and are wholly aquatic (i.e. have 

no terrestrial/aerial adult stage) (Williams 1979), are sensitive to river water temperatures 

and their populations show a seasonal pattern changing with temperatures (Murphy & 

Learner 1982).  A reduction in the abundance of Asellidae, as a result of lower 

temperatures, might contribute to the slower litter breakdown rates at urban sites in winter.  

Among rural sites, leaf material was decomposed quickly at two sites in upper Don (i.e. 

D1 and D3), but the abundance of shredders was not as high as other rural sites.  The high 

litter processing rates at these two sites might be driven by high current velocity (see 

Figure 5.2a).  A further potential confounding factor is that fine bed sediments (i.e. gravel, 

sand and silt) at urban sites, especially sites in the lower Don (see Figure 5.2b) could 

result in leaf bags becoming buried which could impede leaf processing (Sponseller & 

Benfield 2001).   

 

Reice (1974) found that the seasonal pattern of leaf decomposition rates was temperature-

dependent, the rate increasing with increasing ambient temperatures.  No effect of river 

temperature on in-stream leaf litter decomposition was detected in this study.  Webster 

and Benfield (1986) also pointed out the effect of invertebrates on leaf processing may 

overshadow the influence of microbes on leaf material when cold temperatures hinder 

microbial activity.  The result of the current study supports this hypothesis: invertebrates 

being more important for litter decomposition when microbial activity is limited by low 

temperatures.  However, in the terrestrial riparian habitat, litter breakdown rates in coarse 

mesh bags were higher in urban sites than in rural sites.  Furthermore, the effect of air 

temperature on breakdown rate was evident and explained 35% of the variation: the 

higher the temperature of riparian corridors, the higher the leaf decomposition rate.   
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In addition to temperature, soil moisture and the abundance of terrestrial invertebrates are 

also known to be important for leaf breakdown processes in terrestrial systems (Swift, 

Heal & Anderson 1979).  González and Seastedt (2001) found that the activity of soil 

invertebrates can be affected by microclimatic characteristics, such as temperature and 

moisture, which in turn influence invertebrate-mediated leaf breakdown rates.  

Information on soil invertebrates was not available in this study, and fine mesh bags, 

which minimized the effect of invertebrates, were not deployed in riparian corridors.  

Hence, it is difficult to interpret the effect of soil invertebrates on leaf breakdown rates in 

the riparian zone in this study.     

 

5.4.4 Emergence phenology and the influence of environmental temperature 

Effects of land use (i.e. rural v urban) on the abundance of aquatic insects, mayflies, 

stoneflies, caddisflies and chironomids emerging from late spring to early autumn, were 

not evident in the current study.  The abundance of emergent mayflies was lowest among 

the four taxonomic groups.  There was no significant difference in the abundance of 

emergent mayflies between rural and urban locations.  This was consistent with the fact 

that the abundance of mayfly larvae in the aquatic samples was similar between rural and 

urban sites.  In the larval stage, Baetidae comprised of 96 and 81% of the total abundance 

of spring and autumn Ephemeroptera across all sites.  Elliott and Humpesch (1983) 

documented that several British species of Baetidae are multivoltine and that their flight 

period could be rather long, from early spring and late autumn.  This could make 

detecting any difference in temporal pattern of emergence difficult.   

 

Although the abundance of Plecoptera, both in the larval and adult stages, was similar 

between rural and urban sites, the temporal pattern of stoneflies emergence was more 

apparent in rural sites than in urban sites.  In rural sites, stonefly emergence had two 

peaks, early summer and early autumn.  In the larval stage, Leuctridae were the dominant 

species and consisted of 86 and 85% of the total abundance of spring and autumn 
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Plecoptera communities.  Elliott (1987) demonstrated that in Britain some species of 

Leuctridae often do emerge in two periods each year, L. inermis Kempny and L. moselyi 

Morton emerging from late spring to early summer and L. geniculate (Stephens) and L. 

fusca (L.) emerging in summer and autumn.  Petersen et al. (1999) also found two species 

of Leuctridae emerged from spring to summer; they are L. nigra (Oliver) and L. hippopus 

Kempny.  The temporal pattern of stonefly emergence in rural sites was consistent with 

the description from previous studies.   

 

Both rural and urban rivers had a similar pattern in the timing of emergent caddisflies.  

The emerging caddisflies reached the highest amount in the early summer, and after this 

period, a declining trend could be observed.  Families of the Trichoptera were more 

diverse than mayflies and stoneflies in the current study.  Among those families, the 

larvae of Limnephilidae consisted of 28 and 44% of spring and autumn Trichoptera 

communities.  Wallace, Wallace and Philipson (1990) found the main flight period of 

species in British Limnephilidae was between summer and autumn.  Limnephilidae are 

the most diverse family of Trichoptera (Mackay & Wiggins 1979; Wallace, Wallace & 

Philipson 1990).  Therefore, even though the Limnephilidae consisted of rather high 

percentage of total abundance in Trichoptera communities, it is difficult to narrow down 

possible species driving temporal emergent patterns in the present study.   

 

Chironomids were the major contributor to emergent insects in terms of abundance, and 

numbers of emerging chironomids from both rural and urban rivers were high and 

constant through summer and declined in the early autumn.  A dramatic temporal pattern 

of Chironomidae was not observed in the current study, probably linked to the fact that 

Chironomidae need a rather short period of time to finish a life cycle (Kureck 1979; 

Wartinbee 1979; Pinder 1986). 
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Temperature is known to have a profound effect on the timing of emergence of aquatic 

insects (Ward & Stanford 1982).  In the current study, river water temperatures in spring 

and early summer potentially have an effect on the emergence phenology of mayflies, 

stoneflies and caddisflies but not chironomids.  Generally the higher the river temperature, 

the earlier the emergence of the insects.  The effect of water temperature on emergent 

chironomids was not evident in the current study, although this could be because most 

species are multivoltine, resulting in no clear emergence pattern (Kureck 1979; Wartinbee 

1979; Pinder 1986).   

 

Many studies have shown that a change in river thermal conditions can alter the timing of 

emergence.  For instance, subjected to unseasonably higher winter water temperatures 

(+10˚C) from November to July, the timing of onset of 3 species in Ephemeroptera, 3 

species in Plecoptera, 2 species in Trichoptera and 1 species in Chironomidae was earlier 

than their natural emergence time (Nebeker 1971).  The phenology of emergent 

Chironomidae was earlier in artificial channels with higher water temperatures (+10˚C) 

from April to August than control channels (Nordlie & Arthur 1981).  Moreover, 

following two years of thermal manipulation experiments, the timing of emergence of 

Nemoura trispinosa Claassen (Plecoptera: Nemouridae) and Lepidostoma vernale (Banks) 

(Trichoptera: Lepidostomatidae) was advanced by approximately two weeks in a warmer 

artificial channel (+3.5˚C) than a control one (Hogg & Williams 1996).  Though the 

impact of temperature on emergence phenology was significant, those studies were 

conducted in laboratories or artificial channels with the thermal manipulation being of 

large magnitude.   

 

Compared to experimental studies, the evidence of the effect of river water temperatures 

on the emergence phenology of aquatic insects in the field is limited.  Langford (1975) 

investigated the effect of thermal effluents released from power stations on emergence 

phenology and found that the effect of the thermal effluent on the phenology of emergent 
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aquatic insects (i.e. Ephemeroptera, Trichoptera and Megaloptera) was not significant, 

suggesting that other environmental variables might be more influential on the timing of 

emergence.  The thermal effect on the phenology of emergent aquatic insects is 

potentially harder to detect in the field because there are other factors which may mask 

this effect.  However, the results presented here suggest that river water temperatures 

potentially have an effect on the emergence phenology of aquatic insects (i.e. mayflies, 

stoneflies and caddisflies)  even though the temperature changes were modest.   

 

The importance of emergent aquatic insects as a subsidised resource for riparian 

ecosystems has been repeatedly emphasized (Polis, Anderson & Holt 1997; Loreau & 

Holt 2004; Baxter, Fausch & Carl Saunders 2005; Leroux & Loreau 2008; Richardson, 

Zhang & Marczak 2010).  Moreover, the importance of the timing of the emergence of 

aquatic insects for the distribution and population of riparian consumers has been 

recognised (Nakano, Miyasaka & Kuhara 1999; Sabo & Power 2002; Paetzold, Schubert 

& Tockner 2005; Fukui et al. 2006; Marczak & Richardson 2008).  Hence, changes in the 

thermal regime of rivers might potentially have an indirect effect on riparian ecosystems 

through an alteration in the phenology of aquatic-terrestrial subsidised resources.  

 

5.5 Conclusions 

Although temperature is an influential factor of leaf breakdown process in general, the 

thermal effect on leaf decomposition processes in aquatic environments was not 

significant in the current study.  Supporting the hypothesis of Webster and Benfield 

(1986), this study showed that in a cold and stable climate, e.g. winter, freshwater 

invertebrates (i.e. shredders) rather than microbes play the major role in decomposing leaf 

litter.  The results of the current study also revealed that increasing river water 

temperatures in spring had an effect on advancing the timing of emergence of mayflies, 

stoneflies and caddisflies, suggesting that river water temperature may be one of the 

determinants of the emergence timing of aquatic insects.  As the abundance and 
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phenology of emergent aquatic insects are important for riparian food webs, changes in 

river water temperatures might potentially have an effect on riparian ecosystems through 

a shift in the phenology of emergent aquatic insects, the aquatic-terrestrial subsidised 

resources. 
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Chapter 6: General Discussion 

 

Thermal variation in the environment occurs at many scales, through both natural and 

anthropogenic factors, from natural climate cycles and human induced climate at global 

scales, through topographic factors and urban heat islands at regional scales, to aspect and 

thermal effluents released by industry at local scales.  Understanding how to manage 

ecosystems for the conservation of biodiversity and ecosystem functioning requires us to 

understand thermal effects at multiple scales.  This study was set up to explore the effects 

of thermal microclimate along rivers in urban and non-urban environments to understand 

how rivers can modify local temperature conditions, and whether such thermal effects can 

influence biological systems.  The study sought to answer three questions: (1) What are 

the patterns in thermal microclimate in a riverine environment across a rural-urban 

gradient? (2) Are there ecological effects of the proximity of a river on the ecological 

processes in the terrestrial riparian environment? (3) Do river water temperatures 

differences across a rural-urban gradient affect ecological processes in river and riparian 

ecosystems? This chapter reviews the study’s key findings before synthesizing them and 

setting them within the broader context of the implications for ecosystem conservation 

and restoration.     

 

6.1 Principal findings 

6.1.1 Thermal pattern in riverine environments across a rural-urban gradient  

In this system, rivers reduced daily thermal ranges by about 1˚C in riparian corridors 

across a rural-urban gradient over all seasons.  Impervious surfaces had a positive 

relationship with daily mean and maximum air temperatures in all seasons.  Canopy cover 

significantly reduced the daily mean and maximum air temperatures, but only in summer.  

These results provide clear evidence that the proximity of a river could reduce daily 

thermal ranges, suggesting that urban rivers might mitigate some effects of urban heat 

islands at local scales.   
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Urban rivers were warmer than rural rivers, but there was seasonal variation in this 

pattern.  Temperatures in urban rivers were about 1˚C higher than rural rivers in spring 

and summer but similar in autumn and winter.  River water temperatures were mainly 

driven by altitudinal gradient when all seasons were taken into account.  However, this 

altitudinal effect on river temperatures became weaker, when analyses were restricted to 

specific seasons: summer and winter temperatures were related to the morphology of 

rivers (i.e. river width and the slope of river channel) and impervious surfaces (i.e. urban 

index), while other environmental factors were not significantly related to spring and 

autumn river temperatures.  In terms of daily thermal fluctuations, riparian canopy cover 

had an effect on reducing the daily thermal range in spring, autumn and winter, whereas 

the daily temperature range in summer was mainly driven by river width. 

 

This study provides the first such examination of the temperature patterns across a range 

of sites in a river network, characterising differences in the microclimate across a land use 

gradient, distance from the river and between seasons.  In terms of the effect of rivers on 

riparian temperature the results presented here are consistent with previous studies which 

demonstrated that riparian corridors are usually cooler than non-riparian areas in hot 

weather (Brosofske et al. 1997; Rykken, Chan & Moldenke 2007; Hathway & Sharples 

2012) and warmer in cool weather (Brosofske et al. 1997).  However, the temporal and 

spatial variation in this thermal effect had not been documented previously.  The current 

study showed evidence that this thermal effect was consistent over seasons and across a 

rural-urban gradient.  Although the association of the rural-urban gradient with altitudinal 

differences makes the interpretation of the difference somewhat complicated, this thermal 

pattern seemed to be independent of the type of land use and was observed both in rural 

and urban areas in the current study.  This result is also consistent with studies conducted 

in watersheds with different types of land use, for example forested streams (Brosofske et 

al. 1997; Rykken, Chan & Moldenke 2007) and urban rivers (Murakawa et al. 1991; 

Hathway & Sharples 2012).   
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6.1.2 Ecological processes in terrestrial riparian environments 

I used tree phenology (i.e. bud burst and leaf fall) as an indicator to assess the 

phenological response to the thermal microclimate in riparian corridors.  Significant 

differences in bud burst phenology for ash (Fraxinus excelsior) and sycamore (Acer 

pseudoplatanus) between riparian and non-riparian trees were found.  Ash tended to 

break their buds earlier in non-riparian areas, the warmer location, than riparian corridors, 

whereas the phenological pattern for sycamore was the opposite.  The result in the bud 

burst phenology for sycamore was unexpected because most studies have documented 

that warmer environments could advance the timing of the spring phenology of deciduous 

trees (e.g. Menzel et al. 2006; Richardson et al. 2006; Schwartz, Ahas & Aasa 2006; Doi 

& Katano 2008).  In contrast to the result found in the current study, Vitasse et al. (2009b) 

documented that the bud burst date of sycamore had a positive relationship with spring 

temperature and tended to break their buds earlier in warmer habitats.  Some plant species 

need a certain chilling requirement (i.e. low temperature and duration of chilling) in order 

to break their buds (Heide 1993; Myking & Heide 1995; Bailey & Harrington 2006).  

However, the information about the phenological response of sycamore to environmental 

temperatures is still rather poor.  Future research assessing the variation in phenological 

responses to environmental temperature within species would improve our understanding 

of how climate change influences plant phenology and associated ecological processes.  

 

Similarly to bud burst phenology, leaf fall phenology for ash and sycamore also differed 

between riparian and non-riparian trees.  Taking all sampling sites together, riparian ash 

and sycamore had later leaf fall dates compared to non-riparian individuals.  However, 

the leaf fall pattern varied within rural and urban sites.  The leaf fall date of non-riparian 

was earlier than that of riparian ash in rural sites, but riparian and non-riparian ash tended 

to drop their leaves at the same time in urban sites.  For sycamore, riparian individuals 

dropped their leaves earlier than non-riparian ones at rural sites; whereas the leaf fall date 
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of riparian sycamore was later than that of non-riparian sycamore in urban sites.  

Environmental temperature as an important factor driving autumnal phenology has been 

documented in some previous studies (Vitasse et al. 2009b; Gordo & Sanz 2010), but that 

was not the case in the current study: no significant effect of temperatures on leaf fall 

phenology could be detected.  Escudero and Arco (1987) found that water availability 

might be one of the environmental factors driving leaf fall processes, and it is possible 

that this, or other similar factors, which vary at small spatial scales, could be partly 

responsible for the variation in leaf fall we observed here.  Given the potentially marked 

variation in water availability to trees in the vicinity of rivers, this seems a plausible 

speculation, but further research is needed to test it properly.     

 

6.1.3 River water temperature differences across a rural-urban gradient 

Temperatures were 1˚C warmer in urban rivers than rural rivers in spring and summer but 

were not different in autumn and winter.  Leaf decomposition experiments were 

conducted in rivers and riparian corridors in winter in order to understand how 

environmental temperatures affected ecological processes.  Leaf decomposition rates 

were higher in coarse mesh bags (i.e. allow macroinvertebrates to process leaves) than in 

fine mesh bags in both rural and urban rivers, but the difference was less obvious in urban 

rivers.  The relationship between leaf breakdown rates and environmental temperatures 

was significant only in terrestrial riparian environments but not in the river.  It is worth 

noting that the thermal variation in riparian air (i.e. 0 to 3˚C) was slightly larger than that 

in river water (i.e. 2.5 to 4˚C), and this might be one of the explanations why leaf 

breakdown rates responded differently to environmental temperature between terrestrial 

and aquatic systems.  These results contrast with those of previous studies which suggest 

that leaf breakdown rates are mainly driven by environmental temperatures, as a result of 

warmer environments stimulating microbial activity (Suberkropp, Godshalk & Klug 

1976).  Rather than temperature and microbes, the high decomposition rate in rural rivers 

could potentially have been driven by the higher abundance of invertebrates, in particular 
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Limnephilidae.  The current study suggests that at lower temperatures, such as during the 

winter, microbial activity might be reduced and the effect of invertebrates (i.e. shredders) 

on leaf breakdown processes might become more important, an effect which may in turn 

be mediated by the composition of the invertebrate community.   

 

In the current study, although the effect of land use (i.e. rural v urban) on the abundance 

of emergent insects was not evident, river water temperatures advanced the timing of the 

emergence of aquatic insects, such as mayflies, stoneflies and caddisflies.  The higher the 

water temperature, the earlier the timing of emergence.  This is consistent with the 

suggestion that warmer river temperatures in spring and summer may advance the 

phenology of emergent aquatic insects (Ward & Stanford 1982).  Many laboratory 

experiments have shown that changes in water temperatures can alter the timing of 

aquatic insect emergence (Nebeker 1971; Nordlie & Arthur 1981; Hogg & Williams 

1996), but a similar pattern in the field has been rarely documented.  This study provides 

some of the first field evidence for such an effect, although the taxonomic resolution of 

the data collected here limits the ability to be precise about the exact contribution of 

phenological shifts within individual species, as opposed to alterations in species 

composition.   

 

6.2 Synthesis 

6.2.1 Implications for riverine thermal environments 

An increase in global temperature (1.1 – 6.4˚C) is predicted for the next century (IPCC 

2007).  The rapid development of urbanisation, associated with the expansion of human 

populations (United Nations 2011), has the potential to result in exacerbating the effect of 

urban heat islands in the foreseeable future (Hoffmann, Krueger & Schlünzen 2012).  

Such pressures will provide a challenge to maintaining healthy and functional ecosystems, 

which support current human societies (Costanza et al. 1997; Hoegh-Guldberg & Bruno 

2010).  Because rivers and riparian corridors play an essential role in providing various 
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services for humans and maintaining functional ecological processes at the landscape 

scale (Naiman, Décamps & McClain 2005), the conservation and restoration of riverine 

environments has been of a great concern in recent decades (Seavy et al. 2009). 

 

The microclimate of rivers and riparian corridors is one important indicator in assessing 

the integrity of riverine environments (Innis, Naiman & Elliott 2000).  The importance of 

the thermal microclimate of riparian corridors has been recognised, and it has been 

suggested that riverine environments may create thermal refugia which can help to 

counter the adverse impacts of urban heat islands exacerbated by a warming climate 

(Seavy et al. 2009).  However, a lack of studies investigating the thermal microclimate in 

the field means that we are unable to quantify the value of the thermal refugia (Naiman, 

Décamps & McClain 2005).  In the current study, rivers had an effect on reducing daily 

thermal fluctuation by about 1˚C. This meant that riparian corridors were consistently 

cooler in hot weather and warmer in cold weather compared to non-riparian areas over all 

seasons.  Furthermore, this phenomenon was more evident in urbanized areas.  These 

findings suggest that rivers may play an important role in moderating the thermal 

microclimate in riparian corridors and function to create the thermal refugia in summer, 

especially in areas where the urban heat island effect is more profound.    

 

As well as the influence of the river on terrestrial riparian environments, there is also 

evidence that riparian canopy cover can have effects on reducing river temperatures, in 

terms of daily mean, maximum and range (see review in Bowler et al. 2012).  A 

consistent result was observed in this study: an increase in riparian canopy reduced daily 

thermal fluctuation in the river temperature.  A number of restoration projects have 

attempted to plant trees to make use of this effect, and to maintain stable river 

temperatures in hot weather in order to protect aquatic organisms from lethal thermal 

conditions (Morrison & Hero 2003; Hari et al. 2006; Durance & Ormerod 2007; Malcolm 

et al. 2008).  The thermal regime of rivers in summer was sensitive to river width and the 
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slope of river channel, suggesting that the morphology of rivers was related to river water 

temperatures.  Bukaveckas (2007) showed that channelisation that involved the 

modification of river morphology, such as straightening, widening and  deepening 

operations, altered river thermal regimes.  Complex fluvial geomorphology can form 

diverse flow paths and currents and create heterogeneous thermal conditions, and this can 

buffer channel temperature (Poole & Berman 2001).  Effective river restoration should be 

possible by careful integration of all these measures.  

 

Evidence from the current study revealed some of the possible links between thermal 

conditions and ecological processes in terrestrial riparian systems and aquatic river 

systems.  The results suggest that phenological events (i.e. bud burst, leaf fall and insect 

emergence), and ecological cycling of materials (i.e. leaf litter breakdown) are likely to be 

affected by the temperature conditions in the riparian zone and river.  This accords with 

evidence from a number of other studies (e.g. Irons et al. 1994; Watanabe, Mori & 

Yoshitaka 1999; Smith & Collier 2005; Bailey & Harrington 2006; Harper & Peckarsky 

2006; Imholt et al. 2009; Vitasse et al. 2009b; Vitasse et al. 2010) of the same types of 

process, or organisms, and the temperature effects documented here also suggest that 

there may be implications for species that were not directly studied.  For example, Smith 

and Collier (2005) showed that riparian air temperatures were also important for the 

survival of adult insects and consequently might influence their populations.  Richardson 

and Danehy (2007) also point out that the thermal microclimate in riverine environments 

is a critical factor of some species whose life-cycles highly rely on aquatic-terrestrial 

habitats, such as amphibians.  Aquatic organisms other than invertebrates, mainly 

freshwater fish, are also influenced by river water temperatures (reviewed by Caissie 

2006).     

 

The idea of environments that create thermal refugia is a concern of riverine conservation 

and restoration because such refugia may not only help to mitigate the effects of climate 
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warming, but may also function to attract wildlife, especially temperature-sensitive 

species, into the habitat (Seavy et al. 2009).  Recruiting  wildlife to restored habitats is a 

key priority for current riparian research and management (Seavy et al. 2009).  The 

current study showed that riparian corridors were slightly cooler in hot weather and 

warmer in cold weather than non-riparian areas.  It suggests that riparian corridors 

serving as thermal refugia to protect temperature-sensitive species from extreme high 

temperatures imposed by global warming and urban heat islands may be more prominent 

in summer than other seasons.     

 

In addition, riparian thermal refugia may improve the thermal comfort of humans in 

summer, and riparian corridors, in turn, may act for social activities.  However,  there is a 

variety of microclimatic variables (e.g. air temperature, solar radiation, wind speed and 

humidity) which can affect humans' thermal comfort (Johansson & Emmanuel 2006; Han 

et al. 2007).  For example, associated with the river effect, riparian corridors possess not 

only thermal microclimates but also higher humidity (Moore, Spittlehouse & Story 2005).  

The cooling effect contributing to humans' thermal comfort in summer may be eliminated 

by higher humidity in riparian corridors, especially in hot-humid areas (Han et al. 2007).   

 

6.2.2 Implications for the conservation of biodiversity  

Riparian corridors are vulnerable to invasive species due to the combination of land 

transformation, altered hydrological regime and deliberate and accidental species 

introduction (Naiman, Décamps & McClain 2005).  The invasion of non-native species in 

riparian zones has been documented in a number of studies (e.g. DeFerrari & Naiman 

1994; Hood & Naiman 2000; Tickner et al. 2001; Washitani 2001; Burton, Samuelson & 

Pan 2005; Richardson et al. 2007; Thijs et al. 2012).  Studies investigating the structure 

of plant communities in riparian areas found one-quarter of the plant species along the 

river were non-native (Planty-Tabacchi et al. 1996; Hood & Naiman 2000).  Furthermore, 

previous studies have showed that invasive plant species can take advantage of the 
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geographical character of riparian corridors, spreading along rivers throughout landscapes 

and in turn threatening the regional biodiversity (Willis & Hulme 2002; Burton, 

Samuelson & Pan 2005; Loewenstein & Loewenstein 2005).   

 

The distributions of plants are strongly influenced by environmental temperatures (Parker 

1963), which is an essential driver of the timing of bud burst, flowering, fruiting, leaf 

senescence and abscission (Matsumoto et al. 2003; Badeck et al. 2004; Estrella & Menzel 

2006; Vitasse et al. 2009a; Fujisawa & Kobayashi 2010; Gordo & Sanz 2010; Ibáñez et 

al. 2010; Gunderson et al. 2012).  Chuine and Beaubien (2001) also pointed out that 

phenology is one of the major determinants of plant distributions because leaf phenology 

determines the growing season and in turn can influence the population dynamics of 

plants.  In the current study, the timing of bud burst for ash and sycamore across the 

lateral gradient in riparian and non-riparian areas was significantly different, though the 

phenological response to environmental temperatures was species-dependent.  This 

finding suggests that even subtle gradients in thermal microclimate may result in 

detectable phenological differences, therefore altering the growing season.   

 

The richness and abundance of alien plant species have been found to be positively 

related to environmental temperatures, suggesting that some alien plants might have high 

ability to colonize habitats, and gain from a warming climate (Pino et al. 2005; Vicente et 

al. 2010).  Links have been found between the colonization of invasive species and the 

hydrological regime in riverine environments (Planty-Tabacchi et al. 1996; Tabacchi et al. 

1996), but the link between the colonization of non-native species and plant phenology in 

riparian habitats is still unclear.  Godoy et al. (2009) found that as a result of the 

adaptation to local climates, some alien species had a different flowering period 

compared to native species, and because of this, alien species could reduce the 

competitive pressure and increase their population growth.  By virtue of distinct 

phenologies from native species, some invasive plants with short life cycles (e.g. couple 
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of months) could increase their population within years and could therefore alter 

community composition (Recasens et al. 2005).  The current study demonstrated that 

plant phenology responded to a small thermal gradient, suggesting that the thermal 

microclimate in riparian corridors might have an effect on the phenology of species not 

directly studied here.  The impact of phenology on the distribution of riparian plants is 

one of the priorities for future riverine research (Seavy et al. 2009).  From the viewpoint 

of the conservation of biodiversity, the issue of the impact of invasive species on 

ecosystems is one of some urgency (Dreiss & Volin 2013).  The evidence here shows that 

the ecological consequences of a change in plant phenologies, associated with thermal 

microclimates, on plant community composition deserve further study.       

 

6.2.3 Implications for the reciprocal subsidies in riverine ecosystems 

Reciprocal resource subsidy between rivers and riparian corridors is important for 

riverine ecosystem management (Baxter, Fausch & Carl Saunders 2005; Naiman, 

Décamps & McClain 2005; Paetzold et al. 2007).  A limited number of both theoretical 

and empirical studies have shown that the quality, quantity and phenology of subsidised 

resources from contributing systems can be substantial for the population, communities 

and food webs of recipients (Polis, Anderson & Holt 1997; Loreau & Holt 2004; Baxter, 

Fausch & Carl Saunders 2005; Leroux & Loreau 2008), but we know much less about 

how human impacts affect resource subsidy between environments.   

 

Emergent aquatic insects are one common aquatic-terrestrial subsidy important for 

riparian consumers, such as bats, birds, lizards, salamanders, spiders and adult odonates 

(see review in Baxter, Fausch & Carl Saunders 2005; Richardson, Zhang & Marczak 

2010).  Morphological (e.g. size) and climatological (e.g. temperate or tropical) 

characteristics of rivers can have effects on the abundance of emergent aquatic insects 

(Nakano, Miyasaka & Kuhara 1999; Baxter, Fausch & Carl Saunders 2005; Paetzold, 

Schubert & Tockner 2005).  On this basis it seems likely that human disturbances, such as 
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land use changes, may also influence the abundance and phenology of emergent aquatic 

insects (Baxter, Fausch & Carl Saunders 2005; Paetzold et al. 2007).  Some studies have 

shown that riparian deforestation may increase aquatic primary production and 

consequently increase the abundance of emergent aquatic insects (Hawkins, Murphy & 

Anderson 1982; Bilby & Bisson 1992; Tait et al. 1994).  Conversely, logging may reduce 

the abundance of emergent insects because of the loss of food resources (e.g. shed leaves) 

and habitats (e.g. wood debris and substrate) (Sweeney et al. 2004).  In this study, effects 

of land use (i.e. rural v urban) on the abundance of emergent aquatic insects were not 

significant, although the abundance of shredders was higher in rural rivers than in urban 

rivers, while urban rivers contained more scrapers and deposit feeders.  This suggests that 

changes in land use might have some effects on the composition of invertebrate 

communities, even though the abundance of emergent insects may be similar. 

 

Land use changes might indirectly influence the phenology of reciprocal subsidised 

resources through the alteration of river water temperatures.  In this study, urban rivers 

were warmer than rural rivers in spring and summer.  Spring and summer were the period 

in which aquatic insect emergence peaked, and warmer river temperatures did advance 

the phenology of emergent aquatic insects (i.e. mayflies, stoneflies and caddisflies).  The 

temporal dynamics of emergent aquatic insects could be critical for riparian arthropods if 

some species specialise on, or at least take specific seasonal advantage of aquatic insects 

rather than terrestrial prey (Kato et al. 2003).  Consistent with this, Marczak and 

Richardson (2008) found evidence that the phenology of emergent aquatic insects could 

have an effect on the growth and development rates of riparian arthropods.  An alteration 

in river water temperatures associated with land use changes may potentially affect 

riparian ecology through shifting the phenology of emergent aquatic insects. 

 

In the current study, leaf fall phenology responded to microclimate even at small spatial 

scales. The effect of the phenology of shed leaves, the terrestrial-aquatic subsidy, on 
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aquatic food webs was unclear and it may be of limited significance, given the small 

effect on timing, and the length of period the leaves are in the water.  However, the rate of 

decomposition of shed leaves in rivers and riparian corridors showed significant 

differences between rural and urban sites in winter.  This rural-urban difference in leaf 

breakdown rate seemed to be mainly driven by invertebrates rather than environmental 

temperatures.  River water temperatures were similar in winter between rural and urban 

watersheds, but urban rivers were significant warmer than rural rivers in spring and 

summer.  Reice (1974) found that seasonal thermal conditions were the main determinant 

of the seasonal pattern in leaf process rates; leaf decomposition rates were faster in warm 

seasons (i.e. summer and spring) than in cool seasons (i.e. autumn and winter).  In the 

current study, river water temperatures showed an evident seasonal pattern.  Hence, the 

rate of litter breakdown processes in river systems might be driven by the high water 

temperature in summer.  Even though the quantity of leaf litter is smaller in the summer 

compared to the autumn in temperate rivers (Anderson & Sedell 1979), temperature may 

influence the processing rate of some high nutrient organic matter, such as pollen and 

flower parts, which mainly comprises the proportion of allochthonous resources of 

aquatic systems in summer (Winterbourn 1976). 

 

Reciprocal subsidies play essential roles in maintaining the link between rivers and 

riparian ecosystems.  The current study sheds light on the potential human impact on 

reciprocal subsidies: effects of land use might influence the thermal microclimate of 

riverine environments and in turn have some effects on both aquatic and riparian 

ecosystems.           

 

6.3 Conclusions 

This thesis aimed to explore the thermal microclimate and its associated ecological 

patterns in riverine environments.  The key findings are: (1) rivers have the potential to 

reduce some effects of urban heat islands on riparian corridors at local scales; (2) the 
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riparian canopy and the morphology of rivers had an effect on reducing daily thermal 

fluctuations and temperatures of rivers; (3) tree phenology responded to subtle thermal 

microclimate and showed significant phenological differences between riparian and non-

riparian areas; (4) in the winter, invertebrates, rather than microbes, played the dominant 

role in decomposition processes in aquatic environments.  However, in riparian 

environments, increased air temperature had a positive effect on decomposition rates in 

the same season; (5) variations in river water temperature have an effect on the 

emergence phenology of aquatic insects: the higher the river temperature, the earlier the 

emergence of mayflies, stoneflies and caddisflies.   

 

The shading effect of the riparian canopy and the thermal effect of rivers on riparian 

corridors may create a riverine environment that potentially functions as thermal refugia 

for wildlife to habit and humans for social activities in particular in summer.  Temperature 

is an important determinant of plant distributions and therefore the influence of local 

thermal microclimates on plants has the potential to affect plant community structure in 

riparian corridors.  Thermal variation in rivers, driven by land use changes, can affect 

aquatic and riparian ecosystems through an alteration of the phenology of reciprocal 

subsidised resources in riverine environments. 

 

The results from this study indicate that there are close relationships between river water 

and riparian air temperature and ecological function in aquatic and riparian terrestrial 

systems, but these findings also highlight a number of areas in which further work is 

required to understand the full implications of these effects.  First, apart from temperature, 

monitoring a range of microclimatic variables, such as solar radiation, evaporation rate, 

wind speed, may provide vital information to improve the understand the thermal 

influence of rivers on riparian heat budget.  Second, experimental studies such as field 

manipulations addressing how ecological patterns respond to changes in riverine thermal 

regimes can provide insights into the role of riverine restoration in mitigating global 
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warming.  Third, the effect of phenological differences on plant community structure in 

riparian zones, in particular the phenological response of exotic species to local 

microclimate, needs to be further studied.  Finally, the effect of temperature on the 

phenology of aquatic-terrestrial subsidised resources (e.g. emergent aquatic insects) 

presents a novel opportunity to investigate the effects that a change in subsidy timing may 

have on riparian consumers and, in turn, communities.  Previous work has investigated 

changes in the magnitude rather than the phenology of the subsidy. 

 

In addition, the thermal and ecological patterns in riverine environments observed in this 

study have important implications for riverine conservation and restoration.  Under the 

thermal stresses imposed by global climate change and regional land use transition, 

riverine environments could act as thermal refugia in summer.  This thermal refugia may 

be essential in the future for riverine restoration because it not only ameliorates local 

thermal effects but also potentially provides habitats for temperature-sensitive species.  

Riverine thermal regimes are predictable both seasonally and across land use gradients, so 

this knowledge can be integrated alongside other environmental information to develop 

sustainable management plans for tackling climate change and habitat degradation.  For 

example, changing the discharge of a river may affect the extent of the thermal 

microclimate in its riparian corridor, so discharge manipulation could be used to mitigate 

temperature extremes.   

 

Thermal effect on phenology and ecological functioning shows clear evidence of how 

subtle temperature changes can cause significant consequences.  The strategy of restoring 

riparian vegetation to resist changing climates rests on understanding how riparian plant 

phenology responds to environmental temperatures.  The impact of thermal effects related 

to a rural-urban gradient on reciprocal subsidised resources suggests that land use 

management can play a crucial role in integrating rivers and riparian zones.  Functioning 

links between rivers and riparian habitats can make both ecosystems more resilient to 
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human-induced environmental and climatic stresses.  This study has described, and to 

some extent quantifies, key mechanisms through which the thermal microclimate shapes 

ecological patterns, and demonstrates that integrating these findings can deliver 

substantial insights into the mutual sustainable management of riverine environments.         
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Table A1 R2 values from non-linear least square regression models for the first image of each riparian ash in 2010. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Riparian Ash 0.999 0.989 0.952 0.990 0.990 0.880 0.891 0.999 - 0.997 - - 0.982 0.996 0.999 0.994 0.979 0.984 0.931 0.920 

2nd Riparian Ash 0.999 0.816 0.956 0.690 0.817 0.931 0.620 0.984 0.923 0.981 0.888 0.952 0.893 0.997 0.991 0.990 0.976 0.997 0.944 0.996 

3rd Riparian Ash 0.986 - 0.202 - 0.931 0.960 0.986 0.971 0.998 0.898 0.992 - 0.875 0.984 0.989 0.998 0.934 0.996 0.984 0.984 

4th Riparian Ash 0.928 0.986 0.934 0.776 0.885 0.975 - 0.991 - 0.726 0.980 - 0.963 0.985 0.980 0.969 0.984 0.714 0.994 0.840 

5th Riparian Ash 0.989 0.996 0.978 0.885 - 0.991 0.990 0.970 0.998 0.994 0.967 0.997 0.960 0.986 0.982 - 0.992 0.960 0.828 0.758 

6th Riparian Ash 0.998 0.989 0.980 0.993 0.816 0.999 0.975 0.963 0.996 - 0.985 0.993 0.998 0.991 0.993 0.999 0.980 0.787 0.981 0.965 

7th Riparian Ash - - - - - - - - - - - - - - - - - - - - 

8th Riparian Ash - - - - - - - - - - - - - - - - - - - - 

9th Riparian Ash - - - - - - - - - - - - - - - - - - - - 

10th Riparian Ash - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
 
 
 
 
 
 



 

183 
 

1
83

 

 

Table A2 R2 values from non-linear least square regression models for the second image of each riparian ash in 2010. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Riparian Ash 0.996 0.996 0.999 0.990 0.922 0.880 0.997 0.999 - 0.997 - - 0.886 0.908 0.985 0.989 0.989 0.983 0.991 0.920 

2nd Riparian Ash 0.982 0.816 0.956 0.817 0.498 0.957 0.961 0.952 0.923 0.981 0.888 0.994 0.962 0.993 0.966 0.990 0.982 0.997 0.944 0.996 

3rd Riparian Ash 0.985 - 0.202 - 0.931 0.959 0.989 0.995 0.998 0.898 0.998 - 0.875 0.993 0.984 0.999 0.962 0.999 0.984 0.995 

4th Riparian Ash 0.996 0.974 0.844 0.970 0.966 0.975 - 0.981 - 0.726 0.988 - 0.931 0.996 0.978 0.536 0.984 0.719 0.992 0.963 

5th Riparian Ash 0.996 0.996 0.996 0.885 - 0.917 0.996 0.846 0.815 0.994 0.984 0.970 0.987 0.981 -0.008 - 0.992 0.765 0.828 0.968 

6th Riparian Ash 0.985 0.989 0.984 0.993 0.945 0.999 0.988 0.984 0.994 - 0.985 0.993 0.996 0.956 0.987 0.999 0.933 0.787 0.664 0.923 

7th Riparian Ash - - - - - - - - - - - - - - - - - - - - 

8th Riparian Ash - - - - - - - - - - - - - - - - - - - - 

9th Riparian Ash - - - - - - - - - - - - - - - - - - - - 

10th Riparian Ash - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A3 R2 values from non-linear least square regression models for the first image of each riparian ash in 2011. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Riparian Ash 0.999 0.990 - - 0.988 0.771 0.997 - - - - - 0.956 0.965 0.976 0.893 0.939 - 0.984 0.646 

2nd Riparian Ash 0.997 - - - -0.001 0.983 - 0.973 -0.002 0.979 - - 0.802 0.941 0.979 0.922 0.905 - 0.994 0.991 

3rd Riparian Ash 0.934 - - 0.030 0.773 0.796 0.928 - 0.969 - 0.975 - 0.969 0.993 0.982 0.980 0.911 - 0.996 0.193 

4th Riparian Ash 0.993 0.880 - - - 0.974 - 0.875 - 0.999 0.962 - 0.995 0.989 0.912 0.862 0.999 0.993 0.672 0.855 

5th Riparian Ash 0.954 - 0.999 - - 0.614 0.666 0.616 0.951 0.971 0.981 0.955 0.952 0.990 - - 0.938 0.973 0.997 0.960 

6th Riparian Ash 0.970 0.998 0.973 - -0.002 0.803 - 0.998 0.970 - 0.958 0.998 0.980 0.975 - 0.979 0.883 0.549 0.980 0.799 

7th Riparian Ash - 0.988 0.950 0.981 0.989 0.995 0.989 - 0.954 - 0.941 0.989 - - - 0.939 - 0.975 - - 

8th Riparian Ash - 0.966 0.959 0.872 - 0.661 - - 0.980 - - 0.934 - - 0.994 0.966 - 0.797 - - 

9th Riparian Ash - 0.886 - 0.918 - - - - 0.886 - - 0.981 - - - - - 0.783 - - 

10th Riparian Ash - 0.995 0.980 - - - - - 0.962 - - 0.986 - - - - - - - - 

(- no data available) 
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Table A4 R2 values from non-linear least square regression models for the second image of each riparian ash in 2011. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Riparian Ash - 0.990 - - 0.786 - 0.989 - - - - - 0.896 0.181 0.846 0.933 0.854 - 0.987 0.896 

2nd Riparian Ash 0.999 - - - 0.918 0.893 - - 0.720 - - - 0.098 0.982 0.968 - - - 0.896 0.999 

3rd Riparian Ash - - - - 0.880 0.116 0.958 - - - 0.487 - 0.977 - 0.980 0.905 - - - 0.988 

4th Riparian Ash 0.999 0.999 - 0.577 - 0.776 0.002 0.895 - - 0.990 - 0.974 0.996 0.984 0.436 - 0.899 0.889 0.983 

5th Riparian Ash 0.996 - 0.999 - - 0.911 0.987 0.884 - - 0.971 0.825 0.967 0.986 - - 0.973 0.991 - 0.515 

6th Riparian Ash - 0.984 0.913 - - 0.775 - 0.972 0.978 - 0.982 0.970 0.384 0.969 - 0.028 - 0.720 - 0.887 

7th Riparian Ash - - 0.954 - 0.741 0.915 0.999 - - - - 0.988 - - - - - 0.805 - - 

8th Riparian Ash - 0.937 - - - 0.628 - - - - - 0.918 - - 0.974 - - 0.944 - - 

9th Riparian Ash - 0.761 0.750 0.987 - - - - - - - - - - - - - 0.913 - - 

10th Riparian Ash - 0.997 0.931 - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A5 R2 values from non-linear least square regression models for the first image of each riparian sycamore in 2010. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Riparian Sycamore 0.956 0.988 0.996 0.829 0.999 0.980 0.979 0.999 0.959 0.992 0.980 0.994 0.986 0.953 0.999 0.925 0.992 0.977 0.966 0.904 

2nd Riparian Sycamore 0.997 - 0.997 0.988 0.991 0.977 0.979 0.989 0.999 - 0.957 0.968 0.973 0.941 0.983 0.989 0.919 0.992 0.966 0.931 

3rd Riparian Sycamore 0.999 0.998 0.981 0.996 0.998 0.957 0.989 0.994 0.992 0.999 0.956 0.964 0.996 0.988 0.992 0.982 0.861 0.943 0.951 0.970 

4th Riparian Sycamore 0.987 0.949 - 0.987 0.873 0.998 0.978 - 0.988 0.989 - 0.931 0.968 0.997 0.995 - 0.930 0.987 0.999 0.943 

5th Riparian Sycamore 0.999 0.933 0.900 0.997 0.971 - 0.989 0.967 0.989 0.995 0.970 0.972 0.987 0.987 0.976 0.998 0.986 0.938 0.371 0.999 

6th Riparian Sycamore 0.994 - 0.976 0.990 0.792 0.992 0.963 0.990 0.967 0.994 0.997 0.979 0.986 0.341 0.991 0.992 0.986 0.733 0.994 0.975 

7th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

8th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

9th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

10th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A6 R2 values from non-linear least square regression models for the second image of each riparian sycamore in 2010. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Riparian Sycamore 0.991 0.997 0.973 0.829 0.968 0.980 0.917 0.998 0.996 0.902 0.980 0.960 0.984 0.909 0.997 0.991 0.951 0.994 0.985 0.904 

2nd Riparian Sycamore 0.994 - 0.997 0.999 0.987 0.954 0.979 0.989 0.997 - 0.938 0.835 0.931 0.992 0.995 0.953 0.999 0.978 0.970 0.950 

3rd Riparian Sycamore 0.999 0.991 0.992 0.999 0.995 0.984 0.976 0.979 0.996 0.990 0.961 0.926 0.999 0.999 0.997 0.974 0.839 0.907 0.961 0.970 

4th Riparian Sycamore 0.973 0.993 - 0.987 0.974 0.998 0.978 - 0.666 0.989 - 0.931 0.971 0.996 0.987 - 0.970 0.987 0.947 0.943 

5th Riparian Sycamore 0.997 0.988 0.967 0.997 0.971 - 0.986 0.993 0.989 0.993 0.981 0.987 0.978 0.987 0.963 0.998 0.987 0.938 0.536 0.995 

6th Riparian Sycamore 0.990 - 0.994 0.989 0.843 0.992 0.914 0.957 0.988 0.995 0.997 0.980 0.979 0.273 0.998 0.987 0.974 0.733 0.932 0.981 

7th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

8th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

9th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

10th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A7 R2 values from non-linear least square regression models for the first image of each riparian sycamore in 2011. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Riparian Sycamore 0.943 0.988 0.761 - 0.987 0.991 0.977 0.986 0.936 0.444 0.961 0.900 0.717 0.971 0.991 0.971 0.960 0.960 0.987 0.685 

2nd Riparian Sycamore 0.952 - - - 0.985 - 0.960 0.898 0.959 - - 0.708 0.884 0.955 0.909 0.922 0.985 0.972 0.994 0.983 

3rd Riparian Sycamore 0.950 0.948 0.746 - 0.968 0.952 0.966 0.907 0.927 0.994 0.935 0.999 0.948 0.967 0.954 0.632 0.978 0.949 0.942 0.996 

4th Riparian Sycamore 0.977 - - - 0.902 0.980 0.928 - 0.951 - - 0.910 0.946 0.961 0.953 - 0.983 0.997 0.990 0.939 

5th Riparian Sycamore 0.747 0.206 - 0.883 - - 0.972 0.887 0.990 0.991 0.979 0.989 0.953 0.870 0.998 0.917 0.835 0.976 0.883 0.950 

6th Riparian Sycamore 0.972 0.131 0.916 0.971 - 0.968 0.970 0.950 - - 0.920 0.893 0.953 0.996 0.972 0.978 0.713 0.960 0.999 0.976 

7th Riparian Sycamore - 0.947 0.908 - 0.916 0.985 - 0.970 0.932 - 0.956 - - - - 0.944 - 0.908 - - 

8th Riparian Sycamore - 0.764 0.974 - 0.939 - - 0.980 - - 0.982 - - - - - - - - - 

9th Riparian Sycamore - 0.935 - - - - - 0.948 - - - - - - - - - - - - 

10th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A8 R2 values from non-linear least square regression models for the second image of each riparian sycamore in 2011. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Riparian Sycamore 0.927 0.994 0.966 - 0.960 0.993 0.992 0.955 0.952 - 0.979 0.970 0.833 0.971 0.984 0.959 0.979 0.784 0.949 - 

2nd Riparian Sycamore 0.914 - - 0.984 0.970 - 0.993 0.912 0.901 - - 0.981 0.965 0.955 0.953 0.954 0.994 0.984 0.996 0.982 

3rd Riparian Sycamore 0.986 0.983 0.766 0.967 0.961 0.948 0.862 0.876 0.921 0.236 - 0.997 - - 0.955 0.689 0.945 -0.005 0.968 0.985 

4th Riparian Sycamore 0.991 - - 0.980 0.932 0.817 - - 0.962 - - 0.984 0.880 0.972 0.944 - 0.922 0.996 0.993 0.990 

5th Riparian Sycamore 0.989 0.029 - 0.947 - - 0.972 - - 0.983 0.987 0.945 0.971 - 0.999 - - - - 0.999 

6th Riparian Sycamore 0.976 0.580 - 0.995 - - 0.947 0.948 - 0.987 0.889 0.946 0.930 0.998 0.937 0.981 0.967 - 0.995 0.996 

7th Riparian Sycamore - 0.383 0.863 - 0.882 0.967 - - 0.942 - 0.994 - - - - 0.985 - - - - 

8th Riparian Sycamore - 0.874 0.986 - 0.948 - - - - - 0.979 - - - - - - - - - 

9th Riparian Sycamore - 0.983 - - - - - - - - - - - - - - - - - - 

10th Riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A9 R2 values from non-linear least square regression models for the first image of each non-riparian ash in 2010. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Non-riparian Ash 0.989 0.997 0.995 0.999 - 0.889 0.999 0.992 0.997 0.999 0.988 0.994 0.900 0.988 0.961 0.990 0.969 0.965 0.940 - 

2nd Non-riparian Ash 0.999 0.981 0.999 0.991 0.963 - 0.964 0.989 0.995 0.998 0.982 0.999 0.996 0.998 0.969 0.992 0.998 0.976 0.939 - 

3rd Non-riparian Ash 0.991 0.994 0.989 0.999 - - 0.956 0.998 0.999 0.992 0.965 0.995 - 0.976 0.982 0.979 0.989 0.953 0.994 - 

4th Non-riparian Ash 0.982 0.989 0.999 0.990 0.939 0.978 0.984 0.999 0.984 0.998 0.999 0.998 0.997 0.954 0.988 0.991 0.988 0.986 0.998 - 

5th Non-riparian Ash 0.999 0.997 0.997 0.994 0.979 0.812 0.985 0.999 0.990 0.998 0.982 0.998 0.996 0.987 0.745 0.998 0.999 0.949 0.996 - 

6th Non-riparian Ash 0.987 0.993 0.975 0.988 0.997 0.997 0.998 0.999 0.991 0.997 0.975 0.948 0.982 0.920 0.989 0.989 0.997 0.937 0.991 - 

7th Non-riparian Ash - - - - - - - - - - - - - - - - - - - - 

8th Non-riparian Ash - - - - - - - - - - - - - - - - - - - - 

9th Non-riparian Ash - - - - - - - - - - - - - - - - - - - - 

10th Non-riparian Ash - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A10 R2 values from non-linear least square regression models for the second image of each non-riparian ash in 2010. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Non-riparian Ash 0.989 0.997 0.995 0.999 - 0.889 0.999 0.992 0.997 0.999 0.988 0.994 0.900 0.988 0.961 0.990 0.969 0.965 0.940 - 

2nd Non-riparian Ash 0.999 0.981 0.999 0.991 0.963 - 0.964 0.989 0.995 0.998 0.982 0.999 0.996 0.998 0.969 0.992 0.998 0.976 0.939 - 

3rd Non-riparian Ash 0.991 0.994 0.989 0.999 - - 0.956 0.998 0.999 0.992 0.965 0.995 - 0.976 0.982 0.979 0.989 0.953 0.994 - 

4th Non-riparian Ash 0.982 0.989 0.999 0.990 0.939 0.978 0.984 0.999 0.984 0.998 0.999 0.998 0.997 0.954 0.988 0.991 0.988 0.986 0.998 - 

5th Non-riparian Ash 0.999 0.997 0.997 0.994 0.979 0.812 0.985 0.999 0.990 0.998 0.982 0.998 0.996 0.987 0.745 0.998 0.999 0.949 0.996 - 

6th Non-riparian Ash 0.987 0.993 0.975 0.988 0.997 0.997 0.998 0.999 0.991 0.997 0.975 0.948 0.982 0.920 0.989 0.989 0.997 0.937 0.991 - 

7th Non-riparian Ash - - - - - - - - - - - - - - - - - - - - 

8th Non-riparian Ash - - - - - - - - - - - - - - - - - - - - 

9th Non-riparian Ash - - - - - - - - - - - - - - - - - - - - 

10th Non-riparian Ash - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A11 R2 values from non-linear least square regression models for the first image of each non-riparian ash in 2011. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Non-riparian Ash 0.989 0.995 0.996 0.997 0.522 - 0.814 0.983 0.999 - 0.920 0.988 0.954 0.950 0.982 0.802 - 0.957 0.945 0.959 

2nd Non-riparian Ash 0.987 0.953 0.990 0.945 0.999 - 0.959 0.988 0.999 0.996 0.954 0.986 0.988 0.963 0.917 0.984 0.932 0.904 0.972 0.980 

3rd Non-riparian Ash 0.987 - 0.983 0.949 - - 0.718 0.963 0.944 0.983 0.805 0.972 - 0.967 0.979 0.994 0.875 0.876 0.933 0.956 

4th Non-riparian Ash 0.997 0.868 0.999 0.990 0.930 0.373 0.960 - 0.999 0.963 0.995 0.954 0.934 0.972 0.997 0.394 0.902 0.993 0.994 0.923 

5th Non-riparian Ash 0.984 0.872 0.965 0.999 0.910 0.631 0.992 0.849 0.965 0.999 0.978 - - 0.914 0.978 0.857 0.795 0.947 - - 

6th Non-riparian Ash 0.894 - 0.961 - 0.943 0.980 0.999 0.926 0.993 - 0.994 0.997 0.971 0.692 0.924 0.946 0.979 0.897 0.991 0.991 

7th Non-riparian Ash - 0.831 - 0.966 - 0.996 - 0.978 0.852 - - - 0.817 - - - - - - - 

8th Non-riparian Ash - 0.997 - - 0.786 0.999 - 0.940 0.960 - - - - - - - - - - - 

9th Non-riparian Ash - 0.978 - - 0.969 - - 0.968 0.949 - - - - - - - - - - - 

10th Non-riparian Ash - 0.818 - - 0.975 - - 0.934 0.971 - - - - - - - - - - - 

(- no data available) 
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Table A12 R2 values from non-linear least square regression models for the second image of each non-riparian ash in 2011. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Non-riparian Ash 0.913 - 0.936 0.989 0.920 - 0.820 0.421 0.987 0.999 0.999 - - 0.979 0.989 0.852 - 0.629 0.991 - 

2nd Non-riparian Ash 0.994 - - - - - 0.999 0.991 0.987 0.924 0.037 - 0.356 - 0.959 - 0.918 - 0.783 - 

3rd Non-riparian Ash 0.999 - 0.949 0.978 - - 0.979 0.114 0.992 - - 0.964 - - 0.910 - 0.733 0.811 0.984 - 

4th Non-riparian Ash 0.987 0.967 0.999 0.967 - 0.997 0.945 - 0.999 0.973 - - 0.937 - 0.999 0.823 0.971 - 0.935 - 

5th Non-riparian Ash 0.929 0.902 0.984 0.999 0.891 0.989 0.999 - 0.948 0.982 0.994 0.928 - 0.775 0.973 0.820 0.867 0.984 - - 

6th Non-riparian Ash 0.924 - - 0.976 0.902 - 0.999 0.995 0.998 0.980 0.986 - 0.975 0.918 0.983 0.876 0.885 0.834 0.985 0.979 

7th Non-riparian Ash - 0.937 - 0.821 - 0.985 - 0.999 0.884 - - - 0.590 - - - - - - - 

8th Non-riparian Ash - 0.755 - - 0.657 - - 0.855 - - - - - - - - - - - - 

9th Non-riparian Ash - - - - 0.980 - - 0.974 - - - - - - - - - - - - 

10th Non-riparian Ash - 0.994 - - 0.913 - - 0.986 - - - - - - - - - - - - 

(- no data available) 
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Table A13 R2 values from non-linear least square regression models for the first image of each non-riparian sycamore in 2010. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Non-riparian Sycamore 0.977 - 0.966 - 0.923 0.996 0.990 0.996 0.990 0.990 0.965 0.957 0.995 0.993 0.911 0.999 0.937 0.976 0.998 - 

2nd Non-riparian Sycamore 0.997 0.991 0.951 - 0.993 0.961 0.986 0.995 0.970 0.972 0.991 0.970 0.990 0.980 0.941 0.996 0.932 0.994 0.995 - 

3rd Non-riparian Sycamore 0.952 0.937 0.994 - 0.949 0.991 0.979 0.981 0.992 0.990 - 0.956 0.974 0.998 0.893 0.985 0.998 0.972 0.989 - 

4th Non-riparian Sycamore - - 0.950 0.677 0.988 0.986 0.979 0.974 0.985 0.969 0.981 0.976 0.977 0.980 0.991 0.988 0.785 0.892 0.983 - 

5th Non-riparian Sycamore - - 0.920 0.998 0.987 0.961 - 0.989 0.965 0.971 0.987 0.931 0.991 0.751 0.997 0.968 0.896 0.951 0.986 - 

6th Non-riparian Sycamore 0.993 0.984 0.717 0.986 0.987 0.992 0.981 0.985 0.995 0.997 0.964 0.984 0.995 0.965 0.995 0.971 0.998 0.894 0.995 - 

7th Non-riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

8th Non-riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

9th Non-riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

10th Non-riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A14 R2 values from non-linear least square regression models for the second image of each non-riparian sycamore in 2010. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Non-riparian Sycamore 0.977 - 0.966 - 0.970 0.994 0.988 0.977 0.992 0.985 0.993 0.969 0.966 0.981 0.995 0.986 0.937 0.990 0.993 - 

2nd Non-riparian Sycamore 0.995 0.995 0.984 - 0.994 0.961 0.948 0.996 0.993 0.992 0.973 0.987 0.995 0.980 0.941 0.990 0.932 0.979 0.992 - 

3rd Non-riparian Sycamore 0.969 0.937 0.994 - 0.972 0.986 0.903 0.986 0.997 0.988 - 0.872 0.952 0.998 0.947 0.969 0.999 0.972 0.989 - 

4th Non-riparian Sycamore - - 0.985 0.677 0.974 0.986 0.978 0.965 0.960 0.946 0.968 0.972 0.999 0.982 0.929 0.990 0.785 0.985 0.980 - 

5th Non-riparian Sycamore - - 0.920 0.965 0.988 0.983 - 0.985 0.967 0.964 0.987 0.975 0.964 0.867 0.997 0.971 0.896 0.951 0.992 - 

6th Non-riparian Sycamore 0.996 0.998 0.717 0.997 0.984 0.992 0.992 0.985 0.988 0.995 0.990 0.950 0.999 0.989 0.995 0.968 0.981 0.894 0.994 - 

7th Non-riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

8th Non-riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

9th Non-riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

10th Non-riparian Sycamore - - - - - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A15 R2 values from non-linear least square regression models for the first image of each non-riparian sycamore in 2011. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Non-riparian Sycamore - - 0.967 - 0.959 0.961 0.979 0.974 0.983 0.932 0.882 0.956 0.915 0.984 0.941 0.953 0.904 0.982 0.895 - 

2nd Non-riparian Sycamore 0.902 0.957 - 0.999 0.870 0.961 0.959 0.964 0.916 0.901 0.973 0.985 0.918 0.970 0.939 0.985 0.989 0.976 0.999 - 

3rd Non-riparian Sycamore 0.930 - - - 0.879 0.990 0.800 0.930 0.988 0.964 0.847 0.876 0.970 - 0.963 0.985 0.928 0.925 - - 

4th Non-riparian Sycamore - - 0.940 - 0.849 0.991 0.983 0.932 0.947 0.985 0.930 0.959 0.985 - 0.958 0.991 0.029 0.958 0.918 - 

5th Non-riparian Sycamore - - - - 0.884 0.962 - 0.970 - 0.936 - 0.938 0.976 - 0.937 0.987 0.945 0.983 0.945 - 

6th Non-riparian Sycamore 0.965 0.917 - 0.994 0.918 0.963 0.929 0.973 0.948 0.970 0.995 - 0.540 0.965 0.967 0.952 0.979 0.989 0.977 - 

7th Non-riparian Sycamore - 0.932 0.634 0.997 - - - - - - 0.845 0.953 - 0.119 - - 0.989 - - - 

8th Non-riparian Sycamore 0.916 - 0.862 - - - - - - - - - - 0.678 - - - - - - 

9th Non-riparian Sycamore 0.894 - 0.870 - - - - - - - - - - 0.996 - - - - - - 

10th Non-riparian Sycamore 0.961 - - 0.985 - - - - - - - - - - - - - - - - 

(- no data available) 
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Table A16 R2 values from non-linear least square regression models for the second image of each non-riparian sycamore in 2011. 

Site 
Tree 

R1 R2 L1 L2 L3 D5 D4 D3 D2 D1 S1 S2 S3 D6 D7 L4 L5 D8 D9 D10 

1st Non-riparian Sycamore - - - - 0.987 0.942 0.974 0.929 0.950 - 0.925 0.954 0.956 0.917 0.720 0.931 - 0.987 0.909 - 

2nd Non-riparian Sycamore 0.921 - - 0.999 0.958 0.966 0.938 0.911 0.949 0.982 0.982 0.977 0.964 0.970 0.971 0.935 0.978 0.971 0.999 - 

3rd Non-riparian Sycamore - - 0.970 - 0.924 0.994 - 0.957 0.990 0.982 0.869 0.725 0.989 - - 0.847 0.883 0.931 - - 

4th Non-riparian Sycamore - - 0.732 - 0.933 0.952 0.990 0.941 - 0.961 0.876 0.947 0.982 - 0.947 0.953 - 0.807 0.918 - 

5th Non-riparian Sycamore - - - - 0.853 0.971 - 0.955 0.926 0.795 - 0.955 0.932 - 0.969 0.986 - - 0.862 - 

6th Non-riparian Sycamore 0.972 0.699 - 0.993 0.930 0.935 0.960 0.863 0.916 0.929 0.996 - 0.875 0.929 0.981 0.862 0.981 - 0.958 - 

7th Non-riparian Sycamore - 0.987 0.925 - - - - - - - 0.880 0.952 - - - - 0.970 - - - 

8th Non-riparian Sycamore 0.989 - 0.815 0.990 - - - - - - - - - 0.964 - - - - - - 

9th Non-riparian Sycamore 0.964 - 0.950 - - - - - - - - - - - - - - - - - 

10th Non-riparian Sycamore 0.940 - 0.988 0.970 - - - - - - - - - - - - - - - - 

(- no data available) 
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Appendix B. Supplementary information for chapter 5 
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Table B1 Relative composition (%) of the total macroinvertebrate fauna at each sampling site in the spring of 2009 (- absence; * = 0-1.0; ** = 1-5; *** = 

5-20; **** = 20-60; ***** = 60+).  (Page 1 of 4). 

Taxa D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 L1 L2 L3 L4 L5 S1 S2 S3 R1 R2 

PLATYHELMINTHES                     

Tricladida                     

   Planariidae *** - - *** ***** - - - - - - - - *** - - - - - - 

ANNELIDA                     

Hirudinea                     

   Erpobdellidae - - - **** *** *** - - *** *** - - - - - - - *** - - 

   Glossiphoniidae - - - - - ***** - - **** - - - - - - - - - - - 

Oligochaeta *** **** ** *** *** ** ** *** *** *** ** * * ** ** ** ** ** * * 

ARTHROPODA                     

Crustacea                     

Isopoda                     

   Asellidae ** ** ** *** *** *** *** *** *** *** * * ** - *** - - ** ** * 

Amphipoda                     

   Gammaridae - ** * ** *** *** *** ** * *** ** ** *** * **** *** ** *** * *** 

Acari                     

   Hydracarina ** ** ** ** *** *** *** *** ** ** ** *** ** *** ** ** *** ** ** *** 

   Agelinidae **** - - - - - - - - - - - - **** - - - - - - 
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Table B1 Continued.  (Page 2 of 4). 

Taxa D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 L1 L2 L3 L4 L5 S1 S2 S3 R1 R2 

Insecta                     

Plecoptera                     

   Chloroperlidae - - ** ** *** - - - - - ** ** - - ** *** **** *** - *** 

   Leuctridae - * * * ** ** ** ** * - *** ** ** ** **** *** *** *** ** *** 

   Nemouridae - - - - - - - - - - **** ** - ** - **** *** ** - *** 

   Perlidae - - - **** - - - - - - **** - - - - **** - - - - 

   Perlodidae - - - - - - - - - - - - - - - - **** *** **** - 

   Taeniopterygidae - - - - - - - - - - - - **** - **** - - *** - - 

Ephemeroptera                     

   Baetidae *** **** **** *** *** * * * * - ** * * * - ** ** *** * - 

   Caenidae - - - - - - - - - - - - - **** - ***** - - - - 

   Ephemerellidae - - - - - - - - - - - - - - - *** **** *** - **** 

   Ephemeridae - - - - - - - - - - - - **** - - - - **** **** **** 

   Heptageniidae - - - - - - - - - - - - - - - *** **** **** - **** 

   Leptophlebiidae - ** - - *** - - - - - - - - ** - **** ** - - **** 

   Siphlonuridae - - - **** - - *** - - - - - ***** - - - - - - - 

Hemiptera                     

  Corixidae - - - *** ***** - - - - - - - - - - - - - - - 

   Gerridae - - - - - - - - ***** - - - - - - - - - - - 

  Veliidae - ** ** *** *** *** ** ** - *** - - ** ** ** ** *** ** ** - 

Coleoptera                     

   Curculionidae - - - - - - - - - - **** - - - - - *** - - **** 

   Dytiscidae - - - - - - - - - - - - - - ***** - - - - - 
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Table B1 Continued.  (Page 3 of 4). 

Taxa D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 L1 L2 L3 L4 L5 S1 S2 S3 R1 R2 

   Elmidae - ** - * * ** ** ** ** ** * ** - *** ** ** *** *** *** *** 

   Haliplidae - - - - - - - - - - - - - - - - - - - **** 

   Hydrophilidae - **** - **** **** - - - - - - - - - - - - - - - 

Neuroptera                     

   Sisyridae - - - - - - - - - - - - - - ***** - - - - - 

Trichoptera                     

   Glossosomatidae - - - - - - - - - - - - *** - - *** *** - - - 

   Hydropsychidae - ***** - - - - - - - - *** ** ** **** ** *** *** ** *** *** 

   Hydroptilidae - - - - - **** - - - - - - - - **** - - - - - 

   Lepidostomatidae - - - - - - - - - - - - - - - **** **** - - - 

   Leptoceridae - - - - - - - - - - - *** ** ** **** - *** *** ** **** 

   Limnephilidae - * - ** - ** * - - - ** *** **** ** *** ** ** * *** ** 

   Philopotamidae - - - - - - - - - - - - ***** - - - - - - - 

   Polycentropodidae - *** - - - - - - - - - **** - *** - *** **** *** - *** 

   Rhyacophilidae ** *** ** ** ** - - - - - **** - - *** - *** *** *** ** *** 

   Sericostomatidae - - - **** - * - - - - ** - **** *** - *** * - - *** 

   Odontoceridae - - - - - - - - - - - ***** - - - - - - - - 

Diptera                     

   Ceratopogonidae ** ** ** - *** *** ** - ** ** ** *** **** - *** - ** ** - *** 

   Chironomidae ** ** ** - *** ** *** ** * ** ** ** *** * *** ** *** **** ** *** 

   Empididae * *** *** - *** * ** * *** ** *** ** ** *** *** ** *** ** *** *** 

   Psychodidae - - - - **** - - - - - - - - - - - - - - ***** 

   Simuliidae - ** - - - - - - - - - - - ** - *** ** - *** ***** 
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Table B1 Continued.  (Final page). 

Taxa D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 L1 L2 L3 L4 L5 S1 S2 S3 R1 R2 

   Stratiomyidae - - - - - - - ***** - - - - - - - - - - - - 

   Tipulidae - *** - - - - - - - - *** *** - - - - - **** *** - 

   Limoniidae - - - - - - - - - *** - *** - ** **** *** **** - - - 

Ostracoda - - - - ***** - - - - - - - - - - - - - - - 

MOLLUSCA                     

Gastropoda                     

  Ancylidae - *** **** - - *** - ** **** *** - - - - - - ** *** - ** 

  Hydrobiidae * * ** ** ** **** *** *** ** *** * ** * * ** *** *** ** * ** 

  Lymnaeidae - - - - - - - - **** **** - - - - - - - - *** - 

  Planorbidae - - - - *** **** - - - *** - - - - - - - - - - 

Bivala                     

   Sphaeriidae - - - - ** *** ** *** ** *** ** * **** - ** * * * - ** 
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Table B2 Relative composition (%) of the total macroinvertebrate fauna at each sampling site in the autumn of 2009 (- absence; * = 0-1.0; ** = 1-5; *** = 

5-20; **** = 20-60; ***** = 60+).  (Page 1 of 3). 

Taxa D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 L1 L2 L3 L4 L5 S1 S2 S3 R1 R2 

ANNELIDA                     

Oligochaeta ** ** ** ** * ** ** *** **** ** ** ** ** ** ** ** ** *** ** ** 

ARTHROPODA                     

Crustacea                     

Isopoda                     

   Asellidae ** *** *** *** *** * ** *** *** **** * * ** * - - - * - - 

Amphipoda                     

   Gammaridae * ** * * *** * *** ** *** *** *** ** *** ** ** *** ** ** * * 

Acari                     

   Hydracarina - ** - * - * - *** **** - ** **** *** - - ** - ** - ** 

   Agelinidae - - - - - - - - - - - - - - - - ***** - - - 

Insecta                     

Plecoptera                     

   Leuctridae - - - - - - - - - - **** **** ** * *** * ** ** * ** 

   Nemouridae - - - ** - - ** - - - *** *** *** *** ** *** *** ** *** ** 

Ephemeroptera                     

   Baetidae *** **** **** *** *** - * * ** - *** - * ** ** ** ** *** *** ** 

   Caenidae - - - - - **** **** - - **** - - - - - - - - - - 

   Ephemerellidae - - - *** *** - - - *** - *** *** - - *** - *** **** - - 

   Ephemeridae - - - - - - - - - - - - - - *** - *** - ***** *** 

   Heptageniidae - * * * * - - - - - * - - - *** ** *** *** ** **** 

   Leptophlebiidae - - - ** ** - - - - - ** *** ** - - **** *** *** - *** 
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Table B2 Continued.  (Page 2 of 3). 

Taxa D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 L1 L2 L3 L4 L5 S1 S2 S3 R1 R2 

Hemiptera                     

   Corixidae - - - - - - - - ***** - - - - - - - - - - - 

   Gerridae - - - - - - ***** - - - - - - - - - - - - - 

   Hydrometridae - - - - - - - - - ***** - - - - - - - - - - 

   Mesoveliidae - - - ***** - - - - - - - - - - - - - - - - 

   Notonectidae - - - - - - - - - - ***** - - - - - - - - - 

   Veliidae - - - *** - - *** *** ** - *** - - *** **** - *** - - ** 

Coleoptera                     

   Curculionidae - - - - - - - ***** - - - - - - - - - - - - 

   Dytiscidae - ** - ** *** *** *** - - ** *** **** *** *** ** - - ** - ** 

   Elmidae - - * * - - - - * - * * * *** *** *** *** *** ** *** 

   Haliplidae - - - - - - **** ***** - - - - - - - - - - - - 

   Scirtidae - - - - - - - - - - **** - - - - - - - **** **** 

Megaloptera                     

   Sialidae - - - **** - **** **** - - - - **** - - - - - - - - 

Neuroptera                     

   Sisyridae - - - - - - - - - - - - - - - - - ***** - - 

Trichoptera                     

   Glossosomatidae - *** - - - - ** - - - *** - - - - - - ***** - - 

   Hydropsychidae ** **** *** ** ** - * - * - ** * * * *** * * * * ** 

   Hydroptilidae - *** - ** - - *** ** **** - ** - - ** ** ** - ** - ** 

   Leptoceridae * * * ** ** ** ** * * * - *** **** *** * * ** ** * * 

   Limnephilidae * ** * **** *** - * * - - ** *** **** * ** * ** * ** ** 

   Philopotamidae - *** - - - ** *** ** ** ** ** ** ** **** *** ** *** ** - - 

   Polycentropodidae **** - - - - - - - - - - **** - **** - - - - - - 
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Table B2 Continued.  (Final page). 

Taxa D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 L1 L2 L3 L4 L5 S1 S2 S3 R1 R2 

   Rhyacophilidae *** **** *** ** *** - - - * - *** ** * * *** ** ** *** ** ** 

   Sericostomatidae - ** - - ** - - - - - **** *** **** **** - ** - - - ** 

Diptera                     

   Ceratopogonidae - **** - - - - - - - ** *** *** - *** *** - - ** - - 

   Chironomidae * *** * * ** ** ** ** *** ** *** ** *** ** ** ** *** ** ** *** 

   Empididae - **** - - * - ** - - - *** *** ** - **** * ** *** - - 

   Limoniidae - - - - - - - - - - *** - ** *** *** ** *** **** - *** 

   Simuliidae - ** - ** *** - - - - - *** ** - *** - *** **** *** *** *** 

   Tipulidae - **** - - **** - - - - **** - - - - - - - - - - 

Ostracoda - - - - - - ***** - - - - *** *** - - - - - - - 

MOLLUSCA                     

Gastropoda                     

   Ancylidae ** *** * * - - ** ** **** ** * * * * - ** ** *** ** * 

   Bithyniidae - - - - - - - **** ***** - - - - - - - - - - - 

   Hydrobiidae ** ** * ** ** * *** *** **** *** * * * *** * ** *** *** - * 

   Lymnaeidae - * * * * *** * *** ***** ** - - - * ** - * - - - 

   Physidae - - - - **** - - - - **** - - - - - - - - - - 

   Planorbidae  - ** ** - ** *** ** **** *** - ** - - ** - - - - - - 

   Valvatidae - - - ***** - - - - - - - - - - - - - - - - 

Bivala                     

   Sphaeriidae * ** * ** ** *** ** ** **** *** *** *** **** ** * * * ** * * 
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Table B3 Statistics for the estimated coefficient of logistic regression models of each site 

for Ephemeroptera, Plecoptera, Trichoptera and Chironomidae. 

Ephemeroptera  Plecoptera  Trichoptera  Chironomidae 
Site 

t p  t p  t p  t p 

R1 13.41 < 0.001  24.62 < 0.001  43.20 < 0.001  113.65 < 0.001 

R2 26.42 < 0.001  30.52 < 0.001  33.55 < 0.001  83.47 < 0.001 

L1 8.22 < 0.001  35.83 < 0.001  85.49 < 0.001  146.06 < 0.001 

L2 11.60 < 0.001  29.67 < 0.001  73.54 < 0.001  134.31 < 0.001 

L3 - -  21.99 < 0.001  52.78 < 0.001  127.52 < 0.001 

D5 11.33 < 0.001  < 0.01 NS  52.25 < 0.001  116.04 < 0.001 

D4 21.22 < 0.001  12.66 < 0.001  49.54 < 0.001  114.18 < 0.001 

D3 20.39 < 0.001  < 0.01 NS  93.16 < 0.001  111.16 < 0.001 

D2 18.11 < 0.001  6.64 < 0.001  110.83 < 0.001  116.79 < 0.001 

D1 14.43 < 0.001  5.67 < 0.001  75.66 < 0.001  93.86 < 0.001 

S1 13.73 < 0.001  15.58 < 0.001  42.21 < 0.001  100.24 < 0.001 

S2 13.86 < 0.001  13.50 < 0.001  39.29 < 0.001  72.96 < 0.001 

S3 12.77 < 0.001  5.35 < 0.001  47.54 < 0.001  166.59 < 0.001 

D6 5.63 < 0.001  4.17 < 0.001  53.06 < 0.001  104.60 < 0.001 

D7 < 0.01 NS  - -  114.49 < 0.001  98.19 < 0.001 

L4 7.55 < 0.001  18.57 < 0.001  69.04 < 0.001  124.81 < 0.001 

L5 13.27 < 0.001  20.14 < 0.001  50.62 < 0.001  117.46 < 0.001 

D8 14.61 < 0.001  - -  97.07 < 0.001  108.99 < 0.001 

D9 8.31 < 0.001  - -  109.31 < 0.001  95.94 < 0.001 

D10 < 0.01 NS  - -  50.57 < 0.001  78.78 < 0.001 

(- no data availability, NS no significance) 


