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Abstract

In the last decade, the bandwidth of the Internet has grown by 50-100 times,

thus more power consuming equipment (for example severs, amplifiers, routers,

storage devices and communication links) has been deployed, which has led to an

increase in the power consumption. It is expected that one of the bottlenecks in the

development of ICT will be its power consumption. In order to overcome these

problems, the “Green ICT” concept has been proposed which refers to attempts to

achieve more energy efficiency and less pollution in the ICT industry.

Here, I focus on the design of optical networks taking power consumption into

account, and develop new architectures, protocols, and algorithms to reduce the

power consumption of the network.

In this thesis, a novel Mixed Integer Linear Programming (MILP) mathematical

model and a novel Renewable Energy Optimisation routing heuristic (REO-hop)

were proposed for the energy efficient optical network employing both renewable

energy and non-renewable energy. Furthermore, to reduce the power consumption of

wavelength division multiplexing (WDM) networks that serve data centres, novel

MILP models were proposed to optimise the locations of data centres with and

without renewable energy respectively. Moreover to exploit energy reduction in

content distribution networks, we also proposed and evaluated a new approach

(Energy Delay Optimisation Routing-EDOR). To incorporate the impact of

topology, we studied energy efficient physical topologies design, considering

operational and embodied energy of network devices, by proposing a novel MILP

model. The Routing and Wavelength Assignment (RWA) problem in WDM

networks was reconsidered by jointly optimising delay, power consumption and

electricity cost using novel MILP models. To further reduce the power consumption

of optical networks, novel MILP models for data compression and a novel routing

algorithm were proposed. In addition, a novel MILP model to investigate the energy

efficiency of orthogonal frequency division multiplexing (OFDM) based optical

networks was also proposed. Extensive simulations and analysis is provided and

novel observations are presented in this thesis.
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Chapter 1: Introduction

Information and Communication Technology (ICT) plays an important role in

our lives. ICT brings us remarkable advantages and conveniences, helping us to

realise the dream of long-distance and high-speed data communication, allowing

information to be shared anywhere at any time. The increasing popularity of

intensive data applications such as high-definition IPTV video conferencing and

data migration is encouraging the development of fast, reliable and efficient ICT

infrastructure.

In the last decade, Internet traffic has approximately doubled each year and the

bandwidth of the Internet has grown by at least fifty to a hundred percent [1].

Although the development in ICT technologies appeared sufficient to cope with the

increasing traffic in networks in the last 10 years; the explosive growth of data

traffic has exceeded expectations by far. As early as 2001, it was pointed out that the

progress in transmitting technology could probably not be sustained for more than a

few years once the growth in data traffic starts leading to traffic tripling (or growing

faster) each year [2]. Traffic is currently growing at about 40% per year and

therefore is doubling approximately every 2 years [3].

In order to satisfy the sustained growth of data traffic, new network

technologies and structures have to be developed. For example, with the evolution of

materials for communications, electrical cables have been replaced by optical fibres,

thus the bandwidth of the communications channels has increased from kbit/s to

Tbit/s. By introducing Wavelength Division Multiplexing (WDM) technology into

optical networks, the bandwidth of optical fibre entered a new level. Currently the

data transmission speed in a single optical fibre can exceed 100 Tb/s [4].
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However to meet demand both new equipment (severs, amplifiers, IP routers,

storage devices and transponders) and new network architectures are needed. The

additional network equipment consumes significant amounts of energy, which

becomes a major contributor to the total energy demand in many developed

countries.

For example, in Europe the energy consumption of the Telecom Italia network

had reached more than 2 TWh in 2007, which is about 1% of the total Italian energy

demand; increasing by 7.95% with respect to the 2005 level [5]. The same problem

is faced by British Telecom, who used about 0.7% of the total UK’s energy

consumption in the winter of 2007, making it the biggest single power consumer in

the country [6]. In Asia, a report issued by the Ministry of Internal Affairs and

Communications in Japan concluded that ICT equipment (routers, servers, PCs and

network systems) consumed 4% of the total electricity generated in Japan in 2006

(45 TWh). Over the past five years the figure has grown by more than 20% [7]. The

situation is at its worst in the United States, where Internet equipment consumes

roughly 8% of the total electric energy, with a further expected growth of 50%

within the next decade [8]. Today, around 1% of the total worldwide energy

consumption in broadband-enabled counties is consumed by ICT; the value could

rise to 4% in the future [9].

The power consumption of telecommunication equipment has rapidly grown

over recent years. The typical router capacity has increased from 100 Gbit/s in 2000

to 10 Tbit/s in 2008, with the power consumption increasing from 1.7 kW to 50 kW

[10]. ICT and telecommunications equipment continue to consume significant

amounts of power, even in the idle (not the ‘sleep’) state. The power wastage is

significant given that typical router utilisation figures are 20% - 50% in the Internet

Service Providers (ISP) backbone, 8% - 25% in enterprise networks and less than

1% in LANs. In ICT equipments, about 20% of the lifetime energy consumption is

used in manufacturing and 80% is consumed during the usage of the product in its

lifetime [11]. From the data mentioned above, it can be predicted that the bottleneck

of ICT development can become its energy consumption rather than its capacity,

speed and other elements.
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Official studies have shown that the ICT industry is responsible for 2% of the

global CO2 emissions which is on a par with the aviation industry; this proportion is

growing rapidly. For instance, more than six million PCs were left on over

Christmas 2006; with the inclusion of printers and other hardware, 19,000 tonnes of

CO2 were produced [12]. In practice, approximately 228 grams of CO2 are produced

by a network component that consumes 1 kWh of traditional electricity power

produced from coal or natural gas [13]. A family vehicle typically emits 150g of

CO2 perkm. Therefore in a year a 1 kW router port contributes CO2 pollution

equivalent to an approximately 13,000 kilometre journey by a family vehicle. If the

network can be designed so that it eliminates 1 kW of non-renewable power

consumption, then this will lead to a significant reduction in CO2 emissions of about

2 tones every year.

All the evidence suggests that the ICT industry is likely to contribute to global

warming and environment deterioration. These dangerous signals have wakened the

public awareness. Based on these problems, “Green ICT” approaches have started

being introduced. Gupta et al. pioneered the concept of “greening the Internet” in

2003 [14] Substantial amounts of energy can be saved through the innovative use of

renewable sources and the development of new architectures, protocols, and

algorithms operating on this hardware. BT has announced plans to develop wind

farms to generate 25% of its electricity needs by 2016. This will save 500,000

tonnes of CO2 each year, the equivalent of a quarter of a million return air trips to

New York.

It is encouraging that energy consumption in backbone networks has been

receiving attention recently. There are two main reasons: first, the percentage that

backbone networks are responsible for of the total network energy consumption is

expected to significantly increase with the growing popularity of bandwidth

intensive applications such as high-definition IPTV. Secondly, as the energy

consumption of the backbone network is limited to a few locations, heat dissipation

becomes an important issue to consider. Efforts to reduce the impact of energy

consumption in backbone networks have been mostly concentrated on improving the

energy efficiency of individual network components or whole network systems. In

backbone networks, equipment level techniques are based on using power saving

modes when the equipment is underutilised, or in improving the energy efficiency of
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hardware parts and operations. Additionally, network level techniques manipulate

the energy usage of components by consolidating traffic; achieving energy savings

in the system as a whole.

In addition to this, energy consumption and heat dissipation are becoming

increasingly primary objectives in large-scale core router design. The energy

consumption of data centres is increasing rapidly with the incredible growth of data-

intensive applications such as medical informatics, nuclear research, genomics and

satellite weather image analysis. The network infrastructure for data centres alone is

responsible for 23% of the overall power consumption of networks excluding the

energy used for equipment cooling [15].

The “greening” of data centres creates challenges for storage and network

designers in reducing energy consumption, while still maintaining the performance

and cooling constraints. The primary goal is usually to reduce the ratio of the facility

to the IT equipment power usage; called Power Usage Effectiveness (PUE), by

increasing the efficiency of the cooling and power distribution systems [16].

Nevertheless, neither the energy efficiency of IT components’ nor their level of

utilisation is measured by the PUE. The former is improved by technological

advancements at the equipment level, while the latter requires the consolidation of

resources. Currently, virtualisation is a key tool for achieving this goal through the

incorporation of multiple operating environments on the same machine and the

migration of workloads inside or between data centres [17].

Although recently significant research efforts have been dedicated to reducing

the energy consumption of networks, a large number of energy efficient solutions

are concentrating on wireless networks and computer architecture. Therefore, many

issues need to be investigated to develop and deploy energy efficient wire-line core

networks which typically use optical and IP technologies.

1.1 Research Objectives

The primary research objectives of the work presented in this thesis

are as follows:
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 To reduce the non-renewable power consumption of backbone IP over

WDM networks by employing renewable energy sources and to develop

mixed integer linear programming (MILP) models to optimise the

utilisation of renewable energy and optimise the location of nodes

employing renewable energy,

 Investigate IP over WDM networks with data centres where data centres

create a hot node scenario with high energy consumption. Firstly, to

determine the optimal location of data centres in an IP over WDM network.

Secondly, to study content replication. Thirdly, investigate the problem of

whether to locate data centres next to renewable energy sources or to

transmit renewable energy to data centres,

 Optimisation the physical topology of IP over WDM networks to minimise

the total power consumption of the network considering operational and

embodied energy (embodied energy is the energy used to manufacture

components),

 To find out the trade-off point among optimising power, delay and

electricity cost in IP over WDM networks considering unicasting and

anycasting scenarios,

 Investigate the problem of energy efficient data compression for IP over

WDM networks while considering the physical optical channel

performance and identify the optimum data compression ratio,

 Compare the power consumption of WDM networks to OFDM-based

elastic optical networks and optimise both networks.

1.2 Original Contributions

The major contributions of this thesis are summarised as follows:

1. Mixed Integer Linear Programming (MILP) models have been developed

for minimising the non-renewable energy consumption and optimising the
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location of nodes employing renewable energy in IP over WDM networks.

A new routing algorithm (Renewable Energy Optimisation hop, REO-hop)

has been set up to minimise the non-renewable energy consumption in the

hybrid power IP over WDM network and a simulator has been developed

to evaluate the performance the proposed routing algorithm.

2. MILP models have been developed to investigate the optimal locations of

data centres in the normal IP over WDM network and hybrid power IP over

WDM network, separately. A MILP model for optimising the location of

content replication in data centres networks has also been proposed. A new

routing algorithm (Energy-delay Optimal Routing, EDOR) has been

proposed for minimising the energy consumption of IP over WDM

networks with data centres using a replication scheme while maintaining

the propagation delay. A simulator has been developed to evaluate the

performance of the proposed routing algorithm.

3. The embodied energy of optical network devices has been determined (for

the first time) using Life Cycle Analysis (LCA). A useful outcome for the

research community, also used in the study in 4 below.

4. MILP models have been proposed for optimising the physical topology in

IP over WDM networks considering both the operational and (for the first

time in core networks) the embodied energy. The results with two traffic

profiles: symmetric and asymmetric (presence of data centres) traffic are

compared.

5. MILP models have been developed for jointly optimising the power, delay

and electricity cost in IP over WDM networks under a unicasting scenario

and an anycasting scenario, separately.

6. The relationships between power consumption and the data compression

ratio, between data compression ratio and BER have been investigated. A

MILP model has been built for optimising the data compression ratio of IP

over WDM networks to minimise the total power consumption of the

network. A new energy efficient data compression routing algorithm has

also been proposed.
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7. The power consumption of optical OFDM-based network devices has been

analysed and MILP models have been developed to minimise the power

consumption of the optical OFDM-based networks and the spectrum

efficiency of these power minimised elastic OFDM based networks has

been determined.

1.3 Related Publications

The original contributions of this thesis are supported by the following

publications:

 International Journals

1. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani “IP Over

WDM Networks Employing Renewable Energy Sources,” IEEE/OSA

Journal of Lightwave Technology, vol. 29, No. 1, pp. 3-14, 2011.

2. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “Green IP

Over WDM Networks with Data Centres”, IEEE/OSA Journal of

Lightwave Technology vol. 29, Issue: 12, pp. 1861 – 1880, 2011.

3. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “On the

Energy Efficiency of Physical Topology Design for IP over WDM

Networks,” IEEE/OSA Journal of Lightwave Technology, vol. 30, pp.

1931-1942, Issue: 12, 2012.

4. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “Energy

Efficient Optical Networks with Minimised Non-Renewable Power

Consumption,” Journal of Network (JNW), vol. 7, no. 5, pp. 821-831, 2012.

5. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “On the

use of Renewable Energy in an IP over WDM Network with Data Centres,”

IET Optoelectronics, vol. 6, no. 4, pp. 155-164, 2012.
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 International Conferences

6. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani,

“Renewable Energy in IP over WDM Network,”, Proc. 12th International

Conference on Transparent Optical Networks (ICTON 2010), pp. 1-8,

Aug, 2010.

7. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “Hybird-

power IP over WDM network,” Proc. 7th International Conference on

Wireless and Optical Communications Networks (WOCN 2010), pp. 1-5,

Sep, 2010.

8. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “An

Energy Efficient IP over WDM Network,” IEEE/ACM International

Conference on Green Computing and Communications (Greencom 2010),

pp: 292-299, Dec, 2010.

9. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani,

“Renewable Energy for Low Carbon Emission IP over WDM Networks,”

Proc. of 15th Optical Network Design and Modelling (ONDM 2011), pp. 1-

6, Feb, 2011.

10. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “Energy-

efficient IP over WDM Networks with Data Centres,”, Proc.13h

International Conference on Transparent Optical Networks (ICTON 2010),

pp. 1-8, Jun, 2011.

11. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “Low

Carbon Emission IP over WDM Network,” Proc. of IEEE International

Conference on Communication, ICC 2011, pp. 1-6, Jun, 2011.

12. Xiaowen Dong, Taisir El-Gorashi and Jaafar M. H. Elmirghani, “Green IP

over WDM Networks: Solar and Wind Renewable Sources and Data

Centres”, Proc. of IEEE Global Communication Conference (GLOBECOM

2011), pp. 1-6, Dec, 2011.
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13. Xiaowen Dong, Ahmed Lawey, Taisir El-Gorashi and Jaafar M. H.

Elmirghani, “Energy-Efficient Core Networks,” Proc. of IEEE Optical

Network Design and Modelling (ONDM ) conference, 17-20 April, 2012.

 Book Chapter

14. Y. Audzevich, A. Moore, A. Rice, R. Sohan, S. Timotheou, J. Crowcroft,

S. Akoush, A. Hopper, A. Wonfor, H. Wang, R. Penty, I. White, X. Dong,

T. El-Gorashi and J. Elmirghani, “Intelligent Energy Aware Networks” in

the book “Handbook of Energy-Aware and Green Computing,” ISBN-10:

1439850402, ISBN-13: 978-1439850404, Chapman and Hall/CRC Press.

1.4 Organisation of the Thesis

Following the introduction in Chapter 1, the remaining parts of this thesis are

organised as follows:

Chapter 2 reviews the evolution of optical networks and the three main optical

switching techniques. Special attention is given to IP over WDM networks to

facilitate understanding the architectures proposed in the following chapters.

Chapter 3 reviews the major energy efficiency approaches proposed for use in

communication networks. The current energy efficient solutions for networks are

discussed focusing on four aspects: energy efficient topologies, energy efficient

protocols, energy efficient architectures and energy efficient network management.

Chapter 4 introduces a new energy efficient hybrid power IP over WDM

network architecture. Mathematical models and a new routing algorithm to minimise

the non-renewable power consumption of network are presented. In addition to get

further non-renewable power reduction in networks, an adaptive link rate technique

is introduced. The MILP mathematical model and the heuristic are evaluated

considering two different network topologies, NSFNET and USNET.

Chapter 5 investigates the problem of the optimal location of data centres in IP

over WDM networks, with and without renewable energy. In addition to the
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mathematical models, a replication scheme that replicates the content in different

data centres is studied. Due to the popularity of certain content, replication is used to

reduce the power consumption of networks. Based on the replication scheme, a new

routing algorithm is introduced and shown to reduce the power consumption while

maintaining the propagation delay. Simulation results are presented and analysed.

Chapter 6 investigates the optimal physical topologies that minimise the

operational energy and embodied energy of the network. Using embodied energies

of different materials, the embodied energy of optical network devices is determined.

MILP mathematical models are introduced for optimising the physical topology

under symmetric and asymmetric traffic.

In Chapter 7 the joint optimisation of power, delay and electricity cost in IP

over WDM networks is studied. Both MILP mathematical models and simulation

results are discussed under unicasting and anycasting scenarios.

In Chapter 8, a MILP model is given to optimise the data compression ratio

along with minimising the total energy consumption of IP over WDM networks as

the objective.

Chapter 9 analyses the power consumption of OFDM-based optical networks

and introduces a MILP mathematical model to minimise the power consumption of

elastic optical networks.

Finally, the thesis is concluded in Chapter 10. The major contributions of this

work are summarised and proposals for future works are given.
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Chapter 2: Optical Networks and

Mixed Integer Linear Programming

2.1 Introduction

In this chapter, we mainly review the evolution of optical networks and

introduce the basic concepts of WDM networks. We also discuss the advantages and

limitations of the main optical switching techniques. Furthermore, the concept of IP

over WDM networks and Mixed Integer Linear Programming (MILP) are presented

to help understanding the new mathematic models, new architectures and routing

algorithms proposed in the rest of this thesis.

2.2 Evolution of Optical Networks

Since the “optical telegraph” was invented by Claude Chappe in the 1790s,

optical communication systems have made significant progress. After centuries of

development and in particular the invention of the laser and optical fibres in the

1960s, optical communication became very popular. In 1970 researchers designed

single-mode fibres whose loss was below 20 dB/km at 633 nm [18]. Due to high

attenuation, such fibres were not used to operate the telephone network. In the 1980s

when the attenuation of optical fibres became as low as 0.5 dB/km, long-distance

telephone networks and national backbone networks based on optical fibres started

to see field deployment [18]. After the opening of the 1310nm and 1550 nm optical

communication windows (through the design of optimised fibres, sources and

detectors) optical fibre loss was further reduced to 0.2 ~ 0.3 dB/km. Recently
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photonic crystal fibres have become attractive in terms of their characteristics which

cannot be provided by ordinary optical fibres. Compared to copper cable, optical

fibre provides lower error rate and higher capacity. Furthermore copper cables have

been replaced by optical fibres. All the improvements in optical fibres motivated the

development of optical networks.

In the first generation optical networks, optical devices were only used for

information transmission. All switching and other intelligence functions in networks

were implemented by electronic devices. A typical example is the Synchronous

Optical Network (SONET), which commonly multiplexes channels of 64 kbit/s into

data frames with data rates between 155 Mbit/s and 2.5 Gbit/s [19]. In such kinds of

optical networks, both the traffic passing by and ending at a node is converted from

the optical domain to the electrical domain and switched electronically to an output

port (including a port that can drop traffic locally). Following electronic switching,

the traffic passing by a node is converted back to the optical domain before

departing from the node. With the increase in data transmission rate, electrical

switching and optical-electrical-optical (OEO) conversion result in a significant

growth in complexity and cost for electronic devices [20]. Therefore, reducing the

burden placed on the underlying electronic devices in a node and removing

electronic switching for traffic passing by a node became key factors in the

development of second generation optical networks.

In order to improve capacity in second generation optical networks different

multiplexing strategies were proposed. In optical networks there are two basic

multiplexing technologies: Optical Time Division Multiplexing (OTDM) and WDM.

In OTDM, lower bit rate optical streams are assigned to different time slots on the

multiplexed channel [21]. This is in contrast to Time Division Multiplexing (TDM)

which is implemented in electrical domain. OTDM however requires specific

optoelectronic devices such as pulsed semiconductor lasers and optical switches.

The optical pulses used in OTDM transmission should satisfy several requirements.

First the pulse width of the optical signal pulse, which determines the upper bound

on the achievable bit rate, must be less than the time slot associated with the desired

bit rate. Secondly, the spectral width of the optical signal should be extremely

narrow for a given pulse width as the spectral width of the pulse determines the

impact of the fibre chromatic dispersion [22]. Currently, using Femtosecond pulses,
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OTDM transmission can reach data rates of 1.28 Tb/s over 70 km [23], however

single high data rate channels are not very desirable as flexibility/granularity is lost

specially that typical individual user rates currently are below 40 Gbit/s.

Fig 2 - 1: A point-to-point WDM Transmission Configuration [20]

WDM technology is very similar to Frequency Division Multiplexing (FDM),

which can allow multiple non-overlapping wavelength channels to transmit in the

same optical fibre link. Each of these channels can operate at a different data rate

with typical rates being 10 Gbit/s, 40 Gbit/s and 100 Gbit/s currently [24]. Fig 2-1

shows a basic point-to-point WDM transmission configuration. At the transmitter,

different wavelengths (λ1 ~ λN) are multiplexed in the same fibre [20]. At the

receiver these wavelengths are split back out, or demultiplexed, into separate fibres.

Essentially, the bandwidth capacity of the optical fibre is multiplied by the number

of wavelengths multiplexed onto it. Each wavelength being an independent channel

can transmit data at a different rate. In addition to increasing the bandwidth,

consequently reducing the optical fibre cable cost and use of equipment, WDM also

gives the great advantage of transparency which allows different network

technologies (SONET, IP, Asynchronous Transfer Mode (ATM), etc) to use the

same physical transmission infrastructure [20].

Commonly, WDM is divided into different wavelength density classes: Coarse

WDM (CWDM) and Dense WDM (DWDM) [25]. The first generation of WDM

technology utilised two wavelengths, 1310 nm and 1550 nm. It was implemented

using off-the-shelf optical transmitters (meant for single channel operation at the

1310nm and 1550nm windows) without tight control of wavelengths. Because of the

simple implementation and lower number of multiplexed wavelengths, the optical

multiplexers and demultiplexers are low cost and low in insertion loss [25]. To

further increase the capacity of optical fibres, in 2003 the International

Telecommunication Union (ITU) standardised a channel grid for use with CWDM

wavelengths, using 18 CWDM wavelengths from 1271 nm to 1611 nm with a
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channel spacing of 20 nm [26]. The wavelengths in DWDM, are spaced closer than

in CWDM, therefore DWDM offers higher capacity. Currently, DWDM can allow

up to 100 wavelengths per fibre (DWDM ITU grid) offering a single fibre capacity

beyond 4 Tb/s [27]. However, the requirement of tight control over the wavelengths

under all operating temperature conditions result in higher cost for DWDM

equipment compared to CWDM.

Combining WDM technology with the adoption of many different mature

technologies allowed second generation optical networks to support wavelength-

routing. The key components of the second generation networks included: Optical

Line Terminals (OLT) [28], Optical Add/drop Multiplexers (OADM) [29], Erbium

Doped Fibre Amplifiers (EDFA) [30] and Optical Crossconnects (OXC) [31].

Commonly, OLTs are installed at the end of point-point WDM links. OADMs can

drop or add some wavelengths at intermediate nodes without any OEO conversion

processing. Similarly to OADMs, OXCs can switch a large number of wavelengths,

from tens to thousands. All of the above mentioned components can eliminate OEO

conversion and provide lightpaths across the network. Therefore, the second

generation optical networks provide much higher bandwidths, larger capacities and

also improve the flexibility and transparency of networks.

The third generation of optical networks were developed based on the all-IP and

all-optical based approach, i.e. retain the IP layer for applications and the optical

layer for capacity and eliminate all the intermediate layers such as SONET, ATM

etc. However, packet services, rather than conventional WDM systems that provide

fixed bandwidths are needed [32]. Therefore, appropriate optical switching

techniques, such as, Optical Packet Switching (OPS) and Optical Burst Switching

(OBS) were proposed, although OPS and OBS are not part of the third generation IP

over WDM networks and may appear in future generations. In the next section, the

main optical switching techniques will be reviewed.

The last section of the network, closest to the users, is the access network.

Digital Subscriber Line (DSL) was the first widely used broadband technology to

provide Internet access by transmitting digital data over the local telephone network

twisted wire pairs. Because the bandwidth of the cable is limited, DSL can provide

data rates up to 30 Mbit/s normally [33]. Even current DSL technologies, such as the
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latest “NodeScale Vectoring” technology (which enables 100 Mbit/s and higher

DSL access speed capability [34]) may not be able to handle the future growth in the

number of end users and requirements in terms of network services. To replace DSL

technologies, the higher bandwidth Fiber-to-the-Home (FTTH) solution was

proposed. It has recently surpassed 75 million users and is continuing to grow at a

rapid rate [35]. To realise various FTTH solutions, Passive Optical Networsk

(PONs) have been considered the most promising technology. Developing from

initial Broadband PON (BPON, 155 Mbit/s to 622 Mbit/s) and Ethernet PON

(EPON, 1.2 Gbit/s), next generation Gigabit-Capable PON based on the

International Telecommunication Union-Telecommunication Sector (ITU-T)

G.987.1 standard is expected to deliver downstream speed at up to 10 Gbit/s [36, 37].

2.3 Optical Switching Techniques

In optical networks, there are three main optical switching techniques: Optical

Circuit Switching (OCS), Optical Packet Switching (OPS) and Optical Burst

Switching (OBS). OCS and OPS were first developed based on conventional circuit

switching and packet switching. Though OCS and OPS have their own particular

applications, both techniques have significant drawbacks and limitations. Recently,

OBS proposed to combine the advantages of OCS and OPS to overcome their

limitations. In this section, the benefits and limitations of these three main optical

switching techniques are discussed.

2.3.1 Optical Circuit Switching

OCS was the first optical switching technique used in optical networks. In an

OCS based optical network, a dedicated wavelength on each link is used to establish

physical connections between pairs of source and destination nodes through

switching nodes [20]. Therefore, the end-to-end paths from source nodes to

destination nodes are connected sequences of physical links between nodes. At each

switching node the incoming data is switched to the appropriate outgoing link. Three

phases are involved in an OCS process: circuit establishment, data transfer and
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circuit disconnection. The circuit establishment must be finished before data

transmission begins [38]. The circuit establishment phase is a two-way reservation

overhead for setting up a lightpath. First a source issues a requirement for setting up

a circuit link, and then waits for an acknowledgment from the corresponding

destination. [20].

OCS is suitable for large data transmissions that need long connection hold

times and therefore are widely used in core networks. A key challenge in the

practical implementation of OCS based optical networks is the development of

efficient algorithms and protocols for establishing lightpaths [39]. To date many

Routing and Wavelength Assignment (RWA) algorithms, that select the routes and

assign wavelengths to all optical circuits efficiently, have been proposed and

developed [40, 41]. Furthermore, dynamic signalling protocols have also been

proposed to manage connections, distribute control messages and network state

information in SONET and WDM networks. These signalling and control protocols

include the Generalised Multiprotocol Label Switching (GMPLS) control plane,

which uses the same mechanisms as Multiprotocol Label Switching (MPLS) to

manage a circuit [42] and also the Automatic Switched Optical Network (ASON).

The goal of these approaches is to specify a common control plane for providing

QoS and equipment interoperability across domains and carriers [43].

OCS techniques have some drawbacks. A major issue is that each wavelength

must be dedicated between sources and destinations (if no wavelength conversion is

used), and cannot allow grooming or statistical multiplexing, which results in low

channel efficiency. Another issue is that for bursty traffic, the setup time of a

lightpaths can be longer than the burst duration. This results in low bandwidth

utilisation. Therefore the development of alternative switching techniques which are

suitable for bursty traffic is essential.

2.3.2 Optical Packet Switching

OPS techniques are developed based on mature packet switching concepts,

which are widely used in computer networks. It should be noted however that unlike

the concepts, some of the optical technologies needed to realise OPS are still lacking.
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For example to date there are no viable optical memories [44] Taking full advantage

of the available resources and occupying the wavelength only when data has to be

sent, a significant statistical multiplexing gain can be provided by OPS as the

bandwidth can be shared by multiple data flows. In OPS based optical networks,

traffic data is divided and assembled in the payload with a preceding header that

contains the destination information. The intermediate nodes function as packet

routers, based on the header information, to decide where packets should be

forwarded.

However, as mentioned earlier, there are some main reasons that make the

implementation of all-optical OPS difficult. The two main obstacles are the need for

all-optical packet header processing and the lack of optical Random Access Memory

(RAM) [45] Therefore, hybrid OPS approaches, employing OEO conversion have

been proposed, such as the relatively complex approach where the packet header is

processed in the electrical domain [46]. To attach the header to a packet, different

techniques have been proposed; such as transmitting headers and payloads on

separate wavelengths, sub-carrier multiplexing (SCM) [47, 48] and serial

transmission of headers and payloads on the same wavelength [49]. As the header is

separated from the payload and its bit rate is lower than the payloads, electrical

processing is feasible. Alternative approaches for the lack of optical RAM have also

been proposed based on Fibre Delay Lines (FDLs) [50] and deflection routing [51].

Furthermore, other relevant technologies are needed for OPS and are not fully

developed such as burst mode optical packet synchronisation, regeneration,

wavelength conversion and packet oriented optical switching fabric [52].

2.3.3 Optical Burst Switching

OBS is proposed to overcome the limitations of OCS and OPS. In OBS, the

switching granularity is at the burst level, rather than the wavelength level in OCS

(holding time of minutes to months) and the packet level (ms level) in OPS. OBS

provides statistical multiplexing and only the wavelength of the control packet (sent

ahead of the burst to align switches and reserve wavelengths and other resources)

needs OEO conversion at intermediate nodes [53]. Therefore, compared to OPS,
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OBS has better transparency. Fig 2-2 gives a simple OBS based optical network

architecture.

Fig 2 - 2: An OBS based optical network architecture [20]

In the OBS networks proposed in the literature (there are no commercial OPS

or OBS networks), there is an OBS interface at the user end, and the OBS node

comprises an optical switching fabric, switch control unit and routing processors

[54]. There are some key functions in OBS, such as burst assembly, signalling,

contention resolution etc. In the following parts, the details of these key functions in

OBS will be discussed.

A burst assembly algorithm is used for aggregating traffic into fixed or variable

size data bursts. The performance of the OBS network is affected by the choice of

this algorithm. There are many different burst assembly algorithms that have been

investigated. Typically, based on the time threshold T and the burst length threshold

B, these algorithms can be classified into four categories, time-based assembly

algorithms, burst length-based assembly algorithms, mixed time/burst length-based

assembly algorithms and dynamic assembly algorithms [55]. The first and second

categories algorithms use a fixed T or a fixed B respectively as the criterion to send

out a burst. The third category algorithms use both T and B as the criterion. The last

category of algorithms uses dynamic thresholds. Compared to the first three

categories of algorithms, dynamic assembly algorithms are more flexible and

therefore improve the performance.
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Fig 2 - 3: Distributed OBS signalling with one-way reservation [53]

In the OBS network, signalling is used to build a connection for an assembled

optical burst. Distributed signalling with a one-way reservation is the most widely

used signalling in proposed OBS network architectures [55]. Fig 2-3 gives the time-

space diagram for the distributed signalling with one-way reservation scheme. In the

one-way reservation scheme a Burst Control Packet (BCP) containing information

about the burst, is used for reserving the required transmission and switching

resources and is sent on a separate channel. After a specified time delay (offset), the

data burst is sent out without waiting for an acknowledgement (ACK) of the

successful establishment of the connection between the source and the destination

[53]. The offset offers sufficient time to allow the BCP to be processed at

intermediate nodes, plus time to reserve the required resources and configure the

switching fabric at each intermediate node.

Contention resolution in OBS has been investigated using different approaches

based on time, wavelength, space domains etc. In addition to solutions such as the

use of Fibre Delay Lines (FDLs), deflection routing and wavelength conversion,

burst segmentation is another way to solve the contention issue. Compared to

dropping bursts when there are no sufficient wavelengths and switching resources,

burst segmentation which can allow the parts of a burst which overlap with other

contending bursts to be dropped, improves packet loss probability in OBS networks

[53]. In the process of burst segmentation, a burst is divided into basic transport

units called segments. There are two possible burst segment dropping policies; tail

dropping and head dropping [56]. Compared to head dropping, prioritised burst

segmentation using tail dropping has better successful in-order delivery capabilities.
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2.4 IP over WDM Networks

With the development of the Internet, packet-based data traffic is growing

rapidly in today’s telecommunication networks. While improving the bandwidth of

communication channels and transmission speeds of data, many different kinds of

networks have been developed that support the Internet Protocol (IP). The routing

protocols used in these IP networks can help reduce congestion, delay and

deterioration of Quality of Service (QoS) caused by the growth of data traffic. IP

based long-haul networks are evolving from an optical layer that implements the

Asynchronous Transfer Mode (ATM) and/or Synchronous Digital Hierarchy (SDH)

(SONET in the US), to IP over WDM, where IP supports the services and WDM

provides the bandwidth. Compared to IP over SDH, the QoS in IP over ATM is

better. However in IP over ATM 20% ~ 30% of the bandwidth is wasted by adding a

larger amount of header information into an IP package, and ATM itself is

technically complex [57]. The layers often do not work in concert because every

layer runs at its own speed. In case of failure, different layers compete for

protection. To overcome the shortcomings of both IP over ATM and IP over SDH,

currently IP packets are carried directly over WDM channels with additional

protocol features added, for example from MPLS to maintain quality of service

(QoS).

Fig 2 - 4: An IP over WDM network architecture

Fig 2-4 shows the architecture of an IP over WDM network. The IP over the

WDM network includes two layers, the IP layer and the optical layer. The IP layer

has an IP router in each node connected to an optical switch in the node. The IP
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router aggregates data traffic from access networks providing high data rate

channels and routes and processes these high speed packets. The optical layer can

provide large capacity to support data communication between the IP routers.

Optical switches are connected to optical fibre links. On each fibre, a pair of

wavelength multiplexers/demultiplexers are used to multiplex/demultiplex

wavelengths [58]. The transponders can provide OEO processing for full

wavelength conversion at each switching node. In addition to this, for long distance

transmission, the EDFAs are used to amplify the optical signals on each fibre.

In the IP over WDM network, virtual lightpaths at different wavelengths are

established end-to-end possibly through optical switches to route the data. Fig 2-5

shows the virtual topology in an IP over WDM network. The main advantage of

creating virtual topologies in the IP over WDM network is that the lightpath

topology is more flexible (than the fixed fibre connections) which enables the

network to dynamically respond to changes in the traffic pattern. This allows the

load to be balanced and reduces the new connection blocking probability. The

reconfiguration of the virtual topology in IP over WDM networks can easily be

achieved by changing the lightpath connectivity between IP routers. Similar to

WDM networks, the ligthpath is controlled and reconfiguration can be achieved

through the tuning of the transmitter wavelength joined with the use of wavelength-

selective-switches in the optical level. Alternatively similar functionality can be

achieved through the use of fixed tuned transmitters and receivers with optical

switches in the nodes.

Fig 2 - 5: Virtual topology of IP over WDM network

In an IP over WDM network, the traffic demand can be routed through both the

IP layer and the optical layer. In IP layer routing no bandwidth reservation is

needed, and the traffic demand is processed and forwarded by IP routers. For long
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duration flows and high volume traffic, routing in the optical layer is better, due to

the high transmission speeds and the large capacity provided by the wavelengths.

Recent research efforts are concentrating on switching all the packets in the optical

layer of IP over WDM networks. As mentioned before, OBS is one of the proposals

dealing with how to realise this aim. Compared to OCS and OPS, OBS in an IP over

WDM network does not need an optical buffer, (optical buffers are hard to

implement) and only needs to reserve the bandwidth for the duration of a burst

resulting in better bandwidth efficiency. Work on IP over OBS-WDM networks

includes routing mechanisms [59] and control architectures [60].

2.5 Mixed Integer Linear Programming

Linear programming (LP) is a mathematical method and a specific case of

mathematical optimisation which takes various linear inequalities and linear

equalities to meet some conditions and determines the best obtainable result under

those conditions. Formally, a LP mathematical model consists of a linear objective

function and some linear constraints. The feasible region of a LP model is a set of

the intersection of finitely half spaces which compose a convex polyhedron. Each of

the intersections is defined by a linear constraint and the objective function is

defined on this convex polyhedron [61].

Simplex algorithm and interior-point algorithm are the two most popular

algorithms to solve LP problem. In the simplex algorithm, a feasible solution at a

vertex of the polypore is constructed for providing the feasible region to search the

optimum [62]. In practice, the simplex algorithm can find the global optimum

efficiently if the “cycling” problem, even if it is rare, is eliminated. However, the

simplex algorithm has poor worst-case behaviour where the number of steps needed

by the simplex algorithm is sensitive to the size of the problem [63]. Compared to

the simplex algorithm, the interior-point algorithm moves through the interior

feasible region and it is worst-case polynomial time algorithm [64].

If some variables in LP need to be integer, then the LP problem becomes a

Mixed Integer LP (MILP) problem. MILP is used to solve many practical
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optimisation problems, such as economic problems, supply problems and control

problems. A special application of MILP is the optimisation of network flow. Most

of the research on the optimisation of routing and wavelength assignment in optical

networks is based on MILP [58, 65, 66].

Compared to LP, MILP problems are NP-hard in many practical situations,

however the MILP problem has the total dual internality property [67]. For the NP-

hard MILP problems, linear relaxation is a possible way to get feasible solutions.

The main advanced algorithms to solve MILP problems include: cutting-plane,

branch and bound, and branch and cut. In a the cutting-plane algorithm, the feasible

region is refined by means of linear inequalities until the optimum is found [68]. In a

branch-and-bound algorithm, the optimum is found by discarding all infeasible

solutions using upper and lower bounds of the quantity being optimized [69]. In a

branch and cut algorithm, the branch and bound algorithm is ran first, and then a

cutting-plane is used to tighten the LP relaxations [70]. Currently, AMPL and

CPLEX are the most popular programming language and solver for MILP

respectively. They are used in this thesis to solve the novel MILP models proposed.

2.6 Summary

This chapter has presented a brief review of the evolution of optical networks,

advantages and drawbacks of three main optical switching techniques, OCS, OPS

and OBS. It was shown that OBS is a compromise between OCS and OPS, has

better use of resources than OCS providing a degree of statistical multiplexing gains

(lower than those of OPS though) and is easier to implement than OPS. The

architecture and multi-layer routing in IP over WDM networks has also been

reviewed. As in the rest of this thesis, MILP is adopted as the modelling tool, the

concept of MILP is introduced to help understanding the new mathematic models

proposed in later chapters.
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Chapter 3: Energy Efficiency in

Communication Networks

3.1 Introduction

As mentioned in Chapter 1, due to the rapid growth of data traffic, the energy

consumption problem can become the bottleneck in the development of networks.

Significant efforts has been directed towards reducing the energy consumption of

wireless and wired networks recently. In this chapter, the approaches to energy

efficiency in communication networks are reviewed based on the following four

aspects: energy efficient topologies, energy efficient protocols, energy efficient

architectures and energy efficient management. In addition the limitations of current

approaches are also discussed in order to guide the research in this thesis.

3.2 Energy Efficient Network Topologies

Conventionally, topology design in networks concentrates on improving

capacity and QoS metrics. Even for networks with same node locations, different

topologies can result in networks with different performance, for example in terms of

propagation delay, congestion, survivability etc.

Topology control is an important approach to conserving energy in wireless

networks [71]. With the expansion in the scale and capacity of core networks more

energy consuming devices (IP router, transponders etc) are employed. In wavelength



25

routing optical networks, as mentioned in Chapter 2, the virtual topology is the set of

lightpaths [72]. To improve the utilisation of network resources and reduce the

number of energy consuming devices, virtual topology design in optical networks

has been given more attention. In the following sections, energy efficient network

topologies will be discussed and in particular topology control in wireless networks

and virtual topology design in optical networks will be described.

3.2.1 Energy Efficient Topology Control in Wireless Networks

In wireless networks, topology control can assign per-node transmission power

levels so as to achieve certain network wide goals; such as improving energy

efficiency and increasing network lifetime. Several topology control algorithms have

been proposed to create power-efficient topologies. In [73], a position-based

algorithm is used to set up and maintain a network with minimised energy usage.

In [74], algorithms that improve energy efficiency are introduced based on the

underlying assumption that each node is not selfish and collectively completes the

global objective of network connectivity while optimising power usage. In [75], the

authors developed two distributed algorithms, Max-Improvement Algorithm (MIA)

and δ-Improvement Algorithm (DIA), to create topologies that are globally energy

efficient, based on selfish algorithms whereby each node selfishly maximises its

individual utility. Recently, to address the trade-off between reducing the

transmission radius and node degree and cause some links to form an energy-

efficient route, the authors in [76] extended the concept of the r-neighbourhood

graph which is primarily designed for stationary nodes [74] to ad hoc networks.

3.2.2 Energy Efficient Virtual Topology Design in Optical Networks

Designing a virtual topology in an optical network consists of deciding the

lightpaths to be set up in terms of their source and destination nodes and the best

solution to the routing and wavelength assignment (RWA) problem under the given

set of constraints (e.g. delay, available number of wavelengths etc). In general,

virtual topology design problems in optical networks can be formulated as
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optimisation problems whose aim is to at maximise network throughput, reduce

propagation delay, increase utilisation of wavelengths or other performance

measures of interest. Recently, due to the increased Internet traffic and energy

consumption, virtual topology design has been assigned a new objective namely

minimising the power consumption of the core IP over WDM network (and other

network segments such as access networks).

In [58], the authors developed an efficient approach using Mixed Integer Linear

Programming (MILP) models based on traditional virtual topology and traffic

grooming designs to minimise the energy consumption of an IP over WDM network.

To overcome the drawbacks of lightpath non-bypass strategies, a multi-hop bypass

heuristic was proposed to reduce the network power consumption by staying in the

optical layer all the way to the destination node and hence bypassing the power

hungry IP routers in the intermediate nodes. Furthermore, in the multi-hop bypass

heuristic, the traffic demand between different node pairs can share capacity on

common virtual links. The authors in [77] considered holding-time-unaware

demands and designed a virtual topology using MILP that minimises power

consumption. In [78] the authors focused on the energy consumption minimisation

problem of an optical transport network and the problems of power-aware RWA

considering a transparent multi-fibre optical network. The static lightpath

establishment problem was studied though a MILP formulation. In [66], the authors

proposed an MILP formulation to find a power-wise optimal virtual topology. In

addition, due to the complexity of the MILP approach, a greedy heuristic and a

Genetic Algorithm (GA) were proposed. Similarly in [79], the authors proposed the

multi-period power-aware virtual topology design by comparing the Least Flow

Algorithm (LFA) [80] and GA exploiting the day-night fluctuations of the traffic.

A novel power-aware RWA algorithm was also proposed for WDM optical

networks considering a dynamic lightpath establishment scenario [81]. The proposed

algorithm tries to improve the energy efficiency of the optical network by

maximising the number of unused optical fibres (by clustering traffic on few routes)

in order to minimise the number of optical amplifiers kept active in the network. In

essence virtual topology design and traffic clustering on few routes are used to

increase the savings obtained through sleep cycles. In [82], the proposed algorithms

led to lower power consumption in signal regeneration. The work not only
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minimised the power consumption of the optical transport network via energy

efficient virtual topology design, but also minimised the power needed in the

network by optimising the regenerators placement.

The energy efficient virtual topology designs discussed above considered non-

renewable energy sources only. In [83], the authors formulated and compared several

energy-aware RWA strategies for WDM networks, whereby optical devices could be

powered either by renewable or legacy energy sources. The objectives of such

formulations are the minimisation of Green House Gases (GHG) emissions based on

MILP.

Fig 3 - 1: P-IA-GAPDELT flow diagram and P-SCT-IA-GAPDELT flow diagram [84]

Other than using MILP to design energy efficient virtual topologies, in [84], two

different multi-objective genetic algorithms: P-IA-GAPDELT (Power-optimised

Impairment Aware GAPDELT (Genetic Algorithm to Provision the network and to

DEsign the Logical Topology)) and P-SCT-IA-GAPDELT (Power-optimised

enhanced with Simple Cognition and Tabu list Impairment Aware GAPDELT) were

proposed to minimise both the energy consumption and the network congestion

while ensuring that the virtual topologies designed fulfilled the Quality of
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Transmission (QoT) requirements. In P-IA-GAPDELT, the initial population is

obtained randomly and the fitness of the different solutions found is evaluated in

each evolution stage. At the end of the evolution stages, the Q-factors of the

lightpaths of the virtual topologies are obtained as solutions, and all the lightpaths

that have a Q-factor higher than Qth are considered as valid ones. P-SCT-IA-

GAPDELT is an extension of the above algorithm, except it includes cognitive

techniques to improve the results [84]. Fig 3-1 gives the flow diagrams for P-IA-

GAPDELT and P-SCT-IA-GAPDELT.

3.3 Energy Efficient Network Protocols

With the increase in energy consumption of networks, more and more work on

network protocols has begun to focus on energy saving. In the following sections, a

review of energy efficient protocols will be given focusing on three aspects; energy

efficient routing protocols, energy efficient traffic engineering protocols and energy

efficient sleep mode protocols.

3.3.1 Energy Efficient Routing Protocols

In general, the purpose of designing routing protocol is to improve the

efficiency of data exchange, reduce propagation delay, increase the stability of the

network (among other objectives), regardless of the power consumption.

Work on energy efficient routing protocols has appeared in sensor networks

before wired networks. There has been a growing interest in wireless sensor

networks that are composed of hundreds or thousands of sensor nodes [85]. Energy

efficient routing protocols are proposed due to the node having limited available

power and because energy conservation is a critical issue in wireless networks. Low

Energy Adaptive Clustering Hierarchy (LEACH) was proposed in [86] as a

clustering-based protocol. LEACH utilises randomised rotation of the cluster-heads,

to distribute the energy load among the sensors in the network. To improve LEACH,

the Threshold sensitive Energy Efficient Sensor Network protocol (TEEN) was
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proposed in [87]. In addition to this, another power efficient protocol based on

LEACH; Power-efficient Gathering in Sensor Information Systems (PEGASIS) was

introduced in [88]. It is a chain-based protocol and it assumes that the location

information of all other nodes is known by each node at the first instance. Although

LEACH uses a self-configuration approach to reduce energy consumption, it does

consider the unequal distribution of nodes in each cluster results in unbalanced

energy consumption. This leads to draining of energy quicker at some nodes than

others. To overcome the drawback in LEACH, a Maximum Energy Cluster Head

(MECH) routing protocol was proposed in [89]. In MECH, the uneven member

distribution for clusters is avoided by limiting the cluster range.

Apart from energy efficient routing protocols in wireless networks, new routing

protocols considering energy efficiency have also been given much attention in

optical networks as of recently. In [90], the authors studied energy efficient routing

for the scheduled traffic model and proposed an energy-aware routing algorithm

based on traffic grooming in IP over WDM optical networks. In [91], power-

awareness was advocated in the design and implementation of the network protocols

for IP networks, which considered the potential impact of energy-aware routing

protocols. The work in [92] gave a different insight to power aware routing problems

in WDM networks. The authors proposed a weighted power-aware routing algorithm,

by jointly considering power minimisation and resource blocking in a single cost

function. In [93], the authors considered energy-aware routing in WDM core

networks to minimise the electricity costs. A MILP model was used to minimise the

total electricity costs while optimising the capacity and energy under different

network traffic load conditions. Energy efficient multicasting on already

dimensioned wavelength routed networks has been investigated in [65] by studying

an energy efficient RWA problem while taking optical power impairments into

consideration. The authors formulated the problem as a MILP model and a greedy

algorithm was also introduced, whose core operation is the Light-Forest

Construction (LFC) Stage.

A different approach can be found in [94] where the authors implemented three

heuristics considering static traffic demands, which are Least-Cost Path (LCP),

Most-Used Path (MUP) and Ordered-Lightpath Most- Used Path (OLMUP). In LCP,

for each request, the shortest path is computed as a static routing cost. In MUP, the
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current lightpath request was routed by using the shortest path updated routing cost. .

In OLMUP, at each iteration, the lightpath that minimises an incremental cost was

selected to be routed.

Fig 3 - 2: GMPLS over optical network [95]

Furthermore, energy efficient routing protocols were also designed for

Generalised Multi-Protocol Label Switching (GMPLS) optical networks. Fig 3-2

gives an overview of a GMPLS based optical node. In [95], a green Open Shortest

Path First (OSPF) protocol was proposed. In this protocol, dynamic routing requests

are served both by the routing protocol ‘Open Shortest Path First-Traffic

Engineering (OSPF-TE)’ and the signalling protocol ‘Resource Reservation

Protocol-Traffic Engineering (RSVP-TE)’. In the routing process, associated with

making a routing decision, the OSPF-TE protocol can be extended to distribute

energy related information between nodes by adding a new type, length and value to

the traffic engineering extension.

In [96], the authors proposed routing optimisations based on energy sources in

dynamic GMPLS controlled optical networks and evaluated the influence of re-

routing and load balancing factors with different re-routing thresholds. Through

applying load balancing criteria, the increased blocking probability caused by using

re-routing schemes can be compensated. In Wavelength Switched Optical Networks

(WSONs) power-saving engineering extensions have been integrated in GMPLS

based on routing protocols. In [97], the authors proposed GMPLS with Power State

Engineering (PSE) to control the power using in optoelectronic devices according to

the level of data traffic. In [98] a heuristic routing scheme designed for mitigating

the power excursion problem that may affect surviving lightpaths in case of the
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failure of WDM links in GMPLS-based WSONs was proposed. In addition to the

heuristic scheme, the paper also proposed its possible distributed implementation

which requires the storage of an L x L matrix in each network node that is

dynamically updated by Resource reSerVation Protocol with Traffic Engineering

(RSVP-TE) and Open Shortest Path First with Traffic Engineering (OSPF-TE)

protocols.

3.3.2 Energy Efficient Traffic Engineering Protocols

Traffic engineering is used to optimise performance of networks, and addresses

the problem of efficiently allocating resources. Traditional traffic engineering tries to

evenly distribute traffic on all the links in order to reduce the possible congestion

induced by traffic bursts. Oppositely, energy efficient traffic engineering has to

release some links by migrating their traffic on other links, so that the links without

traffic can go to ‘sleep’ for energy saving. In [99], an intra-domain traffic

engineering mechanism, GreenTE, was proposed. The GreenTE approach is

formulated as a MILP model which maximises the power saving by turning off line-

cards as well as satisfying performance constraints; including link utilisation and

packet delay. GreenTE also considered load balancing that is applied on a new set of

waking paths. Similar to GreenTE, a distributed Energy-Aware Traffic Engineering

(ETE) scheme is proposed in [100]. The status of the network is monitored and

automatic decisions are made by ETE through executing a low-complexity heuristic

algorithm.

A traffic engineering method, known as Multilayer Traffic Engineering

(MLTE), uses an IP layer cost function which is not limited to taking care of IP flow

routing. In [101] and [102], the energy efficient MLTE approach through optimised

routing and logical topology construction is introduced. In MLTE, traffic is groomed

by using the shortest-path routing algorithm onto a subset of virtual full mesh. This

is followed by removing unused edges which are identified in the virtual full mesh

from the actual logical topology. However, the low-load threshold (LLT) which

controls the IP links cost may cause traffic flows to deviate from the links whose

traffic load is lower than LLT, until they can be removed from the logical topology.
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In [103], traffic shaping was used for increasing bursts and reducing power

consumption. A typical example was given by authors as follows: assuming there

were three streams to be transmitted in a wireless network. Without traffic shaping,

the network card needs to be woken up three times in each period of transmitting

packets. If traffic shaping is used for combining all three packets with a certain offset

time, the device just needs wake up once to transmit all queued packets, therefore

reducing energy consumption. A generalisation of traffic shaping, called, Demand

Shaping for Green Communication was proposed in [104]. The basic idea of

Demand Shaping is to control the resource usage to ensure that the total demand

stays securely below the supply. Through optimising utilisation of network resources,

the installation of new cell towers is avoided and the transmitting power is reduced

consequently reducing the total energy consumption. In demand shaping, the user

should be involved in a closed loop control which is set up between all network

components. In order to avoid data loss and to ensure fair sharing of data rates per

user, any remaining congestion situations are resolved by wireless flow control and

fair scheduling [105].

3.3.3 Energy Efficient Sleep Mode Protocols

In practice, network links are subject to a variation of traffic loads at different

times of day. Many studies have investigated energy saving by turning off or putting

some network equipment or modules into sleep mode when traffic demands are low.

These energy saving schemes are known as ‘sleep mode’ schemes, whereby the

entire component or some parts of it are switched off. If a router in the core network

is switched to sleep mode, traffic flows passing through this component can be

routed to alternative routers in a manner that does not affect the network

performance. However, if the network performance deteriorates, some of the

sleeping devices will be woken up to reduce the blocking probability, error rate and

to enhance the network performance. This process is known as “dynamic sleep

mode”.

A typical application of sleep mode protocol in optical networks is described

here. The optical crossconnects (OXCs) with an energy consumption of

approximately 10nJ per bit dominate the power consumption of a WDM optical
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network compared with other components [106]. Hence the energy consumption will

be significantly reduced by switching the OXC into sleep mode. In [107], the sleep

cycles of OXCs in optical burst switched networks were discussed. For minimising

the negative effects brought by sleep mode on QoS, an anycasting scheme was

proposed in order to route the node traffic to alternative paths. The active

destinations which result in the lowest QoS degradation can be chosen by the user if

the original destination is in sleep mode. In [108], three energy-saving paradigms all

based on turning off network equipment, were compared. These are (i) turning off

the line cards when there is no traffic, without changing the routing of IP traffic and

lightpaths, (ii) empty lightpaths, as many as possible, through fixing the vitual

topology and rerouting the IP traffic, then switch off the relevant line cards (iii)

through optimising lightpaths realisation and rerouting IP traffic to achieve the

maximal number of line cards that could be turned off. The first and second

strategies serve as a trade-off between energy saving and implementation

complexities, while the last strategy may require huge computational complexity in

the global optimisation although it is the most energy-saving one.

A novel sleep mode protocol to deliver power reduction through

implementation of the “Hibernation” approach was introduced in [109]. The

Hibernation mode is based on a Shortest Path First (SPF) approach in terms of

reducing the power consumption of each node. During this Hibernation process, the

routing and data tables’ information of nodes is sent to the control plane with power

consumption updates within the network constantly. Sleep mode also is effective for

improving the energy efficiency of the GMPLS network, even with the currently

standardised GMPLS suite. The support of sleep mode in the links of WSONs with

GMPLS control plane had been proposed in [110]. A centralised strategy and a

distributed strategy have been used to dynamically select the link to be set to sleep.

Additionally, sleep mode protocols are also used in wireless networks to reduce

network power consumption. In [111], a power saving sleep mode was introduced in

the IEEE 802.16e standard (WiMAX), in which communication occurs between

mobile stations (MS) and base stations (BS) in a metropolitan area generally. In this

kind of network, power saving can be achieved by switching off parts of the MS in a

controlled manner (switched into sleep mode) when there is neither traffic from MS

(uplink) nor to the MS (downlink). In [112], two different extents of ‘sleep mode’:
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idle mode and deep sleep mode were investigated. In the idle mode, the node is

neither transmitting nor receiving a packet; however, it is still consuming power

because the node listens to the wireless medium continuously in order to detect a

packet that it may receive. The deep sleep mode allows the node to be turned off

totally and not receive packets, transmit packets or respond to the wireless medium.

3.4 Energy Efficient Network Architectures

Network architecture is another factor which influences the power consumption

of networks. To achieve energy efficiency in networks, most of the existing studies

on energy efficient network architectures are based on data transmission, structural

layout design etc. In the following sections, the details of these studies will be

discussed.

3.4.1 Energy Efficient Data Transmission

It is known that the power consumption of processing switches increases when

the data is switched at a very high bit rate. Most of the current switches work in

asynchronous mode, and the buffers in the switches need to operate faster than the

interface rate in order to enable multiple functions to operate simultaneously to

access packets stored in the same buffer. The basic principle of pipeline forwarding

was introduced in [113] along with a process where the real-time packet advances

one hop in each time frame. The time frame can be considered as a virtual container

of a constant number of IP packets, which is a basic time period for synchronising

the IP packet switches with pipeline forwarding. In addition, time frames are

grouped into time cycles in order to provide the basic unit for a periodic repetition of

the reservation which is used for the reserved transmission capacity. There are two

applications of pipeline forwarding: Time-Driven Switching (TDS) and Time-Driven

Priority (TDP). Due to its ability to transmit traffic in large volumes and reduce the

total power consumption, TDS is suitable for high speed optical backbones network.
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In [114], a parallel network which has the same fibre infrastructure as WDM

networks, but is based on pipeline forwarding that coexists with asynchronous IP

technology was introduced (as shown in Fig 3-3). As well as carrying traditional

traffic, the required signalling for setting up synchronous virtual pipes can be

transported by asynchronous IP routers, in the pipeline forwarding parallel network.

There are two reasons that pipeline forwarding can be used to reduce the power

consumption of networks. First, compared to asynchronous routers, pipeline

forwarding significantly reduces the hardware complexity of the switching fabric

controllers, because the content of each time frame is switched and forwarded

according to its position within the time cycle and therefore there is no need for

header processing. Consequently, less process cycles are needed to handle each

packet. Secondly, compared to the reconfiguration of switching fabrics before

moving each single packet in an asynchronous router, the reconfiguration frequency

of the switching fabric of TDS switches can be reduced by using the whole time

frames as switching units.

Fig 3 - 3: Parallel network on the same fibre infrastructure with WDM [114]

In IP over WDM optical networks, IP routers consume most of the energy. Thus,

it makes sense to minimise the required number of IP router ports in data

transmission as a method to reduce energy consumption. Optical bypass can be used

to reduce the number of IP router ports in lightpaths for data transmission where the

data remains in the optical domain until it reaches the destination node, thus

bypassing the IP ports at all the intermediate nodes. In [58], optical bypass was first

evaluated both via MILP and simulations showing that it reduces energy
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consumption in IP over WDM networks. In addition, it is also observed in that work

that an energy-minimised optical network is also cost-minimised. Similar to the

optical bypass, end-to-end bypass traffic grooming, which was proposed in [115],

reduced power consumption of intermediate nodes in lightpaths compared to

conventional data transmission architecture.

3.4.2 Energy Efficient Structural Layout

Fig 3 - 4: Node architectures of (a) IP/WDM, (b) IP/SDH/WDM, and (c) GMPLS/ASON [116]

Currently, energy saving for the backbone optical network is not just based on

the IP over WDM two-layer architecture. There are several other multi-layer

architectures, such as IP over SDH over WDM and OTN (optical transport network)

over WDM. The energy consumption of these different types of multi-layer optical

networks have been evaluated in several studies recently. In [116], the energy

consumption of IP over SDH over WDM was investigated. Compared to the pure IP

over WDM optical networks, energy consumption can be saved by introducing the

SDH layer. IP routers need to process the data packet by packet and IP layer

aggregation in routers results in higher energy consumption. In the underlying SDH

and WDM layers, the traffic demands are switched at the SDH layer without IP

processing, and electronically bypass the IP router. Thus, energy savings can be

made. In [117], similar principles have been extended by including a GMPLS/ASON

control plane, where some wavelengths can be switched at the WDM layer; thus

optically bypassing all the layers above. This will bring further energy savings, as

switches in the WDM layer consumes even less energy than that in the SDH layer.

Fig 3-4 gives three different node architectures. In [118], energy efficiency and
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CAPEX optimality are studied for IP over OTN over WDM networks via MILP

model. Under the specific situation studied, the IP over OTN over WDM has a 30%

advantage in energy saving over the IP over WDM architecture [118].

In access networks, energy consumption is dependent on the network structure.

Passive optical networks (PONs) consume the smallest energy per transmitted bit,

attributed to the proximity of the end user to the exchange and the low power

consumption of passive network devices. In PONs, Optical Line Terminal (OLT)

and Optical Network Units (ONUs) consume a large portion of the overall energy

consumption [119]. Typically, OLT chassis comprise of multiple OLT line cards and

each of them communicates with a number of ONUs. All of these OLT line cards in

the OLT chassis are usually working in power-on mode to avoid service disruption

between ONUs and the central office. To reduce the energy consumption of OLT, a

novel energy efficient OLT structure, which adapts the number of power-on OLT

line cards in the OLT chassis to the real-time incoming traffic, was proposed in [120].

In [121], the energy consumption of several different PON architecture are

compared. Among the considered architectures, WDM-PON based on Reflective

Semiconductor Optical Amplifier (RSOA), stacked 10G TDM-PON, and point-to-

point fibres offer the lowest power per line potential.

3.4.3 Energy Efficient Caching and Mixed Line Rate

Fig 3 - 5: A cache-based On-Demand Service using IP over WDM [122]

In addition to energy efficient multilayer design in networks, the introduction of

caching into current data distribution networks can reduce energy consumption
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significantly. In [122], an energy efficient cache-based Video-on-Demand (VoD)

service over an IP over WDM network was proposed. Different to a conventional IP

over WDM network, the cache-based VoD network architecture shown in Fig 3-5

shows that each node in the network is allocated a limited content caching capacity.

In this network, the most popular video content in the video servers are stored by the

cache in each node. Video requests can be served by a local node cache, rather than

directly from the video server. Compared to the energy consumption associated with

routing the video traffic demand in the IP layer all the way from video servers, the

cache consumes much less energy. Thus, the energy consumption of the whole

network is reduced.

Recently, a popular energy saving architecture design has been proposed that

uses a different bit-rate transponder and IP port according to traffic demand. With

the support of multi-line-rates, physical ports power consumption can be reduced. In

[123], an energy-optimisation framework with mixed line rates has been investigated.

By using mixed line rates, energy-efficiency can be improved in three different kinds

of optical network architectures: transparent, translucent and opaque, compared to

that based on a single line rate. In [124], energy efficiency for IPTV program

delivery in optical backbone networks with multiple available line rates was

investigated. An energy-efficient flow aggregation was proposed to guarantee

minimising the total energy consumption in delivering programs.

3.5 Energy Efficient Network Management

Management in networks uses activities, procedures, and tools to operate,

administer, and maintain networked systems [125]. All the actions of network

management would consume much more energy under the incredible increase of

traffic demand in networks. Therefore, energy efficient management is important. In

the following sections, energy efficient management of networks will be discussed in

relation to two aspects: energy efficient management at the hardware level and

energy efficient management at the network level.
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3.5.1 Energy Efficient Management at the Hardware Level

It is known that most network equipment is composed of electrical circuits. If

the energy consumption of electrical circuits is reduced, the total power consumption

of the network will come down. Prominent examples include the use of clock gating

approaches, i.e. the addition of circuits that disable portions of the circuitry when

flip-flops do not change their state, and the use of Dynamic Voltage Scaling (DVS)

or Dynamic Frequency Scaling (DFS) which are widely used in energy management

of modern computer processors [126].

DVS is a power management technique in modern network equipment, whereby

the voltage used in a component can be increased or decreased depending on the

circumstances. With DVS, reduction of the supply voltage can result in a slower

operation of circuits. In this case, in order to adapt the circuit to deliver the

appropriate performance while optimising energy consumption [127], a CMOS

circuit can be operated at dynamically varying voltage levels. Two external

components are required for energy-efficient DVS operation of a processor. The first

component is the minimum operating voltage which is predicted based on the

deadline for completing the task. With the prediction mechanism, the energy

consumption of a processor is reduced without affecting the execution time

constraints of the task. The second component required for DVS is a voltage

regulator [128], which can change the levels of operating voltage for different clock

frequencies, and also can change the operating voltage when a new frequency is

determined by the predictor output.

Fig 3 - 6: An energy-efficient multiprocessor based linecard [127]
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A typical application of DVS is in Multiprocessor-Based Linecards (MBLs) in

order to reduce the power consumption of the network. As the employment of MBLs

in next generation routers continues and as the energy consumption due to the

increasing number of routers [127] increases, implementing a DVS scheme in an

MBL becomes necessary. The architecture of an energy-efficient MBL is shown in

Fig 3-6. In Fig 3-6 it is shown that there are two inputs to the predictor: the number

of packets and the length of processor queue[127]. The prediction computation level

required by the next prediction interval is given by the packets in the processing

queue, which are added to the estimated arrival time of the packets. The voltage

scheduler unit which is driven by the prediction changes the voltage and frequency

settings for the processor array during the next prediction interval.

DFS is another power management technique used in modern network

equipment, which includes processors. With DFS, the operating frequency of a

microprocessor can be adjusted automatically according to the task loading. In

addition of reducing heating problem of chips, the number of processor instructions

and the achieved performance also can be reduced by DFS in a given amount of time.

Therefore, the trade-off between power consumption and performance is very

important when implementing DFS.

Fig 3 - 7: Block Diagram of The Neural Network Model System [129]

In fact, DFS has a very similar mechanism to DVS. Technology that uses DFS

and DVS jointly is known as DVFS. Similar to DVS, DVFS also needs a prediction
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mechanism. If the requirements of the applications are known in advance, the DVFS

can assign processor voltage and frequency to achieve the maximum power savings.

To achieve this aim more accurately, a new prediction mechanism known as neural

network model was proposed in [129]. Compared to the normal methods which rely

on a history approach for making decisions related to voltage and frequency scaling,

a novel neural network based approach for DVFS has two important advantages:

first, the effects of the program execution parameters can be captured. Secondly it is

not limited to the specific features particular applications and can adapt to many

behaviour of applications. The block diagram of the neural network model system is

shown in Fig 3-7. In this system, it can be observed that most of the hardware units

are linked with the performance counters (PCs). In general, the neural network

model can predict the upcoming task load and give advice to the power manager in

order to implement DVFS [129].

3.5.2 Energy Efficient Management at the Network Level

At the network level, management deals with controlling the whole network

behaviour rather than specifying the hardware’s working state. Commonly, this

includes monitoring the network, setting parameters, deploying executable code, and

logging events that are relevant for the purpose of network management. For the

purpose of energy efficiency, several management frameworks have been proposed

for networks.

In wireless networks, the energy consumption of the management system itself

is very important. To overcome the energy consuming problem caused by the

overhead burden which derives from sending, receiving and processing of all

management requests and responses in wireless networks, a novel management

framework that uses a separate network stack was proposed in [130]. In [131], a

more efficient management framework for monitoring a wireless sensor network was

proposed. In this proposed framework, the overhead for management purposes

(which utilises the unused space in data packets) is reduced significantly. In [132], a

new energy efficient management considering overall network resources in wireless

sensor networks was proposed. An Energy-Efficient Key Management (EEKM)

scheme was designed in [133] to support light-weight rekeying mechanism, which
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provided security properties similar to those provided by pair-wise key sharing

schemes for large-scale wireless sensor network. In green radio communication

networks with sustainable energy supply, an adaptive resource management scheme

was proposed in [134] to address the unreliability of renewable energy in QoS

provisioning.

In [135], the NEEM (Network Energy Efficiency Manager) was presented. In

NEEM, energy saving can be obtained via automating the policy driven analysis and

implementing the network changes by adapting to the network traffic dynamics and

requirements. A Bayesian Belief Network (BBN) based Decision Management

System (DMS) is proposed and evaluated in [136] for IP core networks. The

operational modes of the network elements can be changed intelligently by Network

Management System (NMS) in order to save energy without compromising the

performance and QoS constraints. Fig 3-8 shows an energy aware network

management framework. The NMS interacts with the DMS and the Configuration

Management System (CMS). The the NMS sends out data relating to energy

consumption and QoS to DMS. The policy engine responds to make effective

decisions. The configuration changes of actual network elements can be affected

when the decision is received by the NMS and translated for the CMS.

In current IP networks, shutting down or turning on links will make link state

routing protocols recoverage to a new topology. In [137], the authors proposed a

distributed energy-aware link management algorithm to dynamically determine the

link states for a router to resolve the disconnection problem of network caused by

convergence time. In this management algorithm, the flows will be immediately

redirected to their new next hop nodes when the state of link is changed. In addition,

an optimisation model has been developed to determine a most power saving

network topology and a link metric which is used in the distributed link management

algorithm.

In a home network scenario, the studies in [138] proposed a synchronised power

management strategy. The authors introduced an energy model to synchronise the

behaviour of Home-Gateway (HG) with the Customer Premises Equipment (CPE).

In the efficient energy network management model, autonomics between the HG and

Set-Top Box (STB) are provided, which allow the HG-STB to register and
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synchronise power states. In [139] a network level power management framework

based on the Energy-aware Plug and Play (EPnP) for home network devices is

proposed. The power consumption of devices with or without user intervention by

EPnP technique can be reduced through using the power management by

reconfiguring the power control elements of each device in the home network..

Fig 3 - 8: The energy-aware network management framework [136]

3.6 Summary

This chapter has reviewed a number of approaches to improve the network

energy efficiency. It focused on four approaches, namely energy efficient topologies,

energy efficient protocols, energy efficient architectures and energy efficient

management. It is obvious that current energy efficient network research mainly

focuses on wireless networks. However, for the wired networks, such as the optical

core network, the energy consumption problem needs to be addressed as well. In

addition, some novel ideas for energy saving in networks also need to be

investigated, such as employing renewable energy, designing energy efficient

physical topology etc. The rest of the chapters of this thesis investigate these areas

and make a number of novel proposals.
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Chapter 4: Hybrid-power IP over

WDM Networks

4.1 Introduction

With network expansion, the energy consumption and CO2 emissions associated

with networks are increasing rapidly. As discussed in Chapter 3, previous research

mainly concentrated on networks using pure non-renewable energy. In this chapter,

renewable energy combined with non-renewable energy is proposed to reduce the

total non-renewable energy consumption, consequently reducing the CO2 emissions

of IP over WDM networks which form the core of current backbone optical

networks.

In this chapter, a Mixed Integer Linear Programming (MILP) model is

developed for energy minimisation in the network when renewable energy is used

and a novel heuristic for improving renewable energy utilisation is proposed. In

order to identify the impact of the number and the location of nodes that employ

renewable energy on the non-renewable energy consumption of whole network,

another MILP model is also constructed. The additional energy savings that can be

gained through Adaptive Link Rate (ALR) techniques, where different load

dependent energy consumption profiles are considered, have also been investigated.

Due to the renewable energy variation in the day and in different seasons, the season

and weather effects are also investigated. For the analytic MILP modelling and the

simulations, two real topologies National Science Foundation network (NSFNET)

and United States NETwork (USNET) are used to evaluate the performance of MILP,
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new heuristics and verify the correctness of the MILP models’ results through

comparison with simulations.

4.2 Hybrid-power IP over WDM Network Architecture

Fig 4 - 1: Structure of the hybrid-power IP over WDM network

Similar to IP over WDM networks, the hybrid-power IP over WDM network

architecture is composed of an IP layer and an optical layer. The subnet traffic is

aggregated by the IP ports in nodes and then routed through the IP layer. However,

the difference between this network and current networks deployed and in most of

the literatures [58, 77, 78] is that the power supply of this new network is mixed

being composed of non-renewable energy and renewable energy. Fig 4-1 gives the

details of the hybrid-power IP over WDM network. The nodes that have access to

renewable energy can also be powered by non-renewable energy to guarantee QoS

when the renewable energy output becomes low. We assume there are high-speed

switches which can switch between non-renewable energy and renewable energy.

The renewable energy can power the ports, transponders, optical switches,

multiplexers and demultiplexers in a node.

In contrast with previous energy efficient and carbon reduction solutions in IP

over WDM networks that use non-renewable energy only, in the hybrid-power IP
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over WDM network, the total CO2 emission of the IP over WDM network will be

reduced through network optimisation and by replacing a portion of the non-

renewable energy consumption by renewable energy. Therefore, the problem

becomes that associated with minimising the non-renewable energy consumption of

the hybrid-power IP over WDM network.

4.3 Mathematical Model

In [58], a MILP model was developed for minimising the total energy

consumption of IP over WDM networks. We have formulated a model that builds on

these concepts but is focused on minimising the non-renewable energy consumption

when renewable energy is employed in the hybrid-power network. In this MILP

model, we assume the network has the topology G = (N, E) with N nodes and E

physical links. The total non-renewable energy consumption of the network is

composed of:

1) Non-renewable energy consumption of ports without access to renewable

energy

෍ ܴܲ ∙ ቌܳ௜
௘ + ෍ ௜௣ߜ ∙ ܹ௣

௣∈௉

ቍ

௜∈ே

(4-1)

2) The non-renewable energy consumption of EDFAs

෍ ܧܲ ∙ ௘ܧ ∙ ௘݂

௘∈ா

(4-2)

3) The non-renewable energy consumption of router ports that have access to

renewable energy (the non-renewable energy may be used for example to guarantee

control at all time)
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෍ ܴܲܵ ∙ ቌܳ௜
௦+ ෍ ௜௣ߜ ∙ ܹ ௣ݏ

௣∈௉

ቍ

௜∈ே

(4-3)

4) The non-renewable energy consumption of transponders that have access to

renewable energy (again the non-renewable energy may be used for example to

guarantee control at all time) and that of the transponders without access to

renewable energy

෍ ൭ܲܶ ∙ ߱௘ + ܲܶܵ ∙ ௘൱ݏ߱

௘∈ா

(4-4)

5) The non-renewable energy consumption of optical switches that have access

to renewable energy (similarly the non- renewable energy may be used for example

to guarantee control at all time) and that of the optical switches without access to

renewable energy

෍ ൭ܱܲ௜∙ (1− (௜ݕ + ܱܲ ௜ܵ∙ ௜൱ݕ

௜∈ே

(4-5)

6) The non-renewable energy consumption of multiplexers and demultiplexers

that have access to renewable energy (here also the non-renewable energy may be

used for example to guarantee control at all time) and that of the multiplexers and

demultiplexers without access to renewable energy

෍ ൭ܲܦܯ ∙ ܯܦ ௜݁+ ܵܦܯܲ ∙ ௜൱ݏܯܦ

௜∈ே

(4-6)

The MILP model that minimises the non-renewable energy consumed and

obtains the optimal RWA is defined as follows:

Objective: minimise
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෍ ܴܲ ∙ ቌܳ௜
௘ + ෍ ௜௣ߜ ∙ ܹ௣

௣∈௉

ቍ + ෍ ܧܲ ∙ ௘ܧ ∙ ௘݂

௘∈ா௜∈ே

+ ෍ ܴܲܵ ∙ ቌܳ௜
௦+ ෍ ௜௣ߜ ∙ ܹ ௣ݏ

௣∈௉

ቍ

௜∈ே

+ ෍ ൭ܲܶ ∙ ߱௘ + ܲܶܵ ∙ ௘൱ݏ߱

௘∈ா

+ ෍ ൭ܱܲ௜∙ (1− (௜ݕ + ܱܲ ௜ܵ∙ ௜൱ݕ

௜∈ே

+෍ ൭ܲܦܯ ∙ ܯܦ ௜݁+ ܵܦܯܲ ∙ ௜൱ݏܯܦ ,

௜∈ே

(4-7)

Subject to:

෍ ௣ݔ
ௗ

௣∈௉

= ℎௗ ∀ ݀ ∈ ,ܦ
(4-8)

෍ ௣ݔ
ௗ ≤ ቌܹ௣ + ܹ ௣ቍݏ ∙ ܤ

ௗ∈஽

∀ ∋݌ ܲ,

(4-9)

෍ ቌߜ௜௣ ∙ ܹ௣ + ௜௣ߜ ∙ ܹ ௣ቍݏ

௣∈௉

+ ܳ௜≤ ௜ߘ ∀ ݅∈ ܰ ,

(4-10)

෍ ௘௣ߜ ∙ ߱௘
௣

௘∈ா

= ܹ௣ + ܹ ௣ݏ ∀ ∋݌ ܲ, (4-11)

ܴܲ௦ ∙ ቌܳ௜
௦+ ෍ ௜௣ߜ ∙ ܹ ௣ݏ

௣∈௉

ቍ + ෍ ܲܶ௦

௘∈ா

∙ ௘ݏ߱ ∙ ௜௘ߜ + ௦ܦܯܲ ∙ +௜ݏܯܦ ܱܲ௜
௦ ∙ ௜ݕ

≤ ௜ܵ

∀ ݅∈ ܰ ,

(4-12)
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෍ ߱௘
௣
≤ ܹ ∙ ௘݂ ∀ ݁∈ ,ܧ

௣∈௉

(4-13)

ܳ௜
௘ + ܳ௜

௦ = ܳ௜ ∀ ݅∈ ܰ , (4-14)

෍ ߱௘
௣

= ߱௘ + ௘ݏ߱
௣∈௉

∀ ݁∈ ,ܧ (4-15)

ܯܦ ௜݁+ =௜ݏܯܦ ,௜ܯܦ

∀ ݅∈ ܰ .

(4-16)

The variables and parameters in the equations above are declared as follows:

(Pa)ܧ Physical link set in optical layer,

ܲ(Pa) Virtual link set in IP layer,

(Pa)ܦ Traffic demand set between node pairs,

௜௣(Pa)ߜ If node i belongs to virtual link p, ௜௣ߜ is ‘1’, otherwise it is ‘0’,

௜௘(Pa)ߜ If node i belongs to physical link e, ௜௘ߜ is ‘1’, otherwise it is ‘0’,

௘௣(Pa)ߜ If virtual link p starts at physical link e, ௘௣ߜ is ‘1’, otherwise it is ‘0’,

PR(Pa) and

PE(Pa)

Non-renewable energy consumption of a router port and an EDFA respectively

both use non-renewable energy,

PRS(Pa) Non-renewable energy consumption of a router port that has access to

renewable energy,

PRs Renewable energy consumption of a router port that has access to renewable

energy,

ܱܲ௜(Pa)

and ܱܲ ௜ܵ(Pa)

Non-renewable energy consumption of an optical switch that has access to

non-renewable energy only or has access to renewable energy in node i,

respectively,

ܱܲ௜
௦(ܲ )ܽ Renewable energy consumption of an optical switch that has access to
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renewable energy,

(Pa)ܦܯܲ

and ܦܯܲ (ܵPa)

Non-renewable energy consumption of a multi/demultiplexer that has access to

non-renewable energy only or has access to renewable energy, respectively,

PMDs Renewable energy consumption of a multi/demultiplexer that has access to

renewable energy,

௜(Pa)ܯܦ The total number of multiplexers and demultiplexers in node i,

ܯܦ ௜݁(Ve) Number of multiplexers and demultiplexers in node i which use non-renewable

energy,

௜(Ve)ݏܯܦ Number of multiplexers and demultiplexers in node i which use renewable

energy,

௜(Ve)ݕ If the optical switch in node i has access to renewable energy =௜ݕ 1, otherwise

=௜ݕ 0,

߱௘ (Ve)

and ௘(Ve)ݏ߱

Number of wavelength channels on physical link e in the optical layer which

use non-renewable energy and renewable energy respectively,

ܹ௣ (Ve)

and ܹ ௣(Ve)ݏ

Number of wavelength channels on virtual link p in the IP layer which use non-

renewable energy and renewable energy respectively,

ܳ௜
௘(Ve) and

ܳ௜
௦(Ve)

Number of ports which are powered by non-renewable energy or renewable

energy for data aggregation in node i,

௣ݔ
ௗ(Ve) Traffic demand d between node pairs on virtual link p,

߱௘
௣
(Ve) Number of wavelength channels of virtual link p on physical link e,

௘݂(Ve) Number of fibers on physical link e,

௘(Pa)ܧ Number of EDFAs on each fiber on physical link e,

PT(Pa) and

PTS(Pa)

Non-renewable energy consumption of a transponder that has access to non-

renewable energy only or has access to renewable energy respectively,

PTs Renewable energy consumption of a transponder that has access to renewable

energy,
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W(Pa) Number of wavelengths in a fibre,

ܳ௜(Pa)

௜(Pa)ߘ

Number of ports for assembling data,

Maximum number of ports in node i,

௜ܵ(Pa) The maximum output power of the renewable energy source in node i,

ℎௗ(Pa) Traffic demand d between node pairs.

B(Pa) Capacity of each wavelength.

Table 4 - 1: Parameters (Pa) and Variables (Ve) Used for MILP Model

The aim of the objective function (Equation (4-7)) is to minimise the non-

renewable energy consumption of the hybrid-power IP over WDM network.

Equation (4-8) and Equation (4-11) represent the flow conservation constraint in the

IP layer and the optical layer. Equation (4-9) ensures that the traffic flow on each

virtual link does not exceed its capacity. The term (ܹ௣ + ܹ (௣ݏ represents the total

number of wavelength channels on each virtual link powered by either non-

renewable energy or renewable energy. Equation (4-10) ensures that the limit on the

number of router ports in each node is not exceeded. Equation (4-12) ensures that the

renewable energy consumption of router ports and transponders is not larger than the

maximum output power of the renewable energy source in each node. Equation (4-

13) and Equation (4-15) give the limit on the number of wavelength channels in each

physical link e. Equation (4-14) ensures that for each node the total number of ports

assembling data is equal to the number of router ports using non-renewable energy

and the number of ports using renewable energy. Equation (4-16) gives the limit on

the total number of multiplexers and demultiplexers in node i.
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4.4 Energy Efficient Routing Heuristic

In conventional IP over WDM networks, under the non-bypass heuristic,

lightpaths passing through a node must be terminated by OEO processing and all the

IP data packets are processed and forwarded by the IP routers [58]. The main

disadvantage of non-bypass is that IP router ports are required at each intermediate

node between source node and destination node.

To overcome the disadvantage of the non-bypass heuristic, the direct-bypass

heuristic is proposed [140]. Under the direct-bypass heuristic, IP traffic is allowed to

directly bypass the intermediate router node via a cut-through lightpath. The main

benefit of direct-bypass heuristic is that the lightpath bypass strategy can minimise

the number of required IP router ports. However, the direct-bypass heuristic is also

based on the shortest-path routing method and no matter how much the IP traffic

demand is between a node pair, a new virtual lightpaht link will still have to be

established. If the traffic demand is lower than the capacity of the lightpath, the

bandwidth utilisation will be low.

To overcome these drawbacks, the multi-hop bypass approach is proposed in

[58]. Under the Multi-hop bypass heuristic, IP traffic demands between different

node pairs are allowed to share capacity on lightpaths common with their routing

paths in order to improve the utilisation of bandwidth. Better wavelength bandwidth

utilisation will result in fewer virtual links, and therefore fewer IP router ports and

lower energy consumption.

4.4.1 The Renewable Energy Optimisation Routing Heuristic (REO-hop)

In the multi-hop bypass heuristic proposed in [58] bandwidth utilisation is

improved by allowing traffic demands between different source-destination pairs to

share capacity on common virtual links (lightpaths). However, in the hybrid-power

IP over WDM network architecture as we assume that renewable energy sources are

available on a limited number of nodes, implementing the multi-hop bypass heuristic

which is based on shortest-path routing will only minimise the total energy

consumption not taking into account whether this energy comes from renewable or
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non-renewable sources. To minimise the utilisation of non-renewable energy, we

propose a new heuristic where the traffic flows are allowed to traverse as many

nodes as possible that use renewable energy to ensure that in addition to reducing the

total number of IP router ports and transponders, the non-renewable energy

consumption is minimised. This constraint may increase the propagation delay,

however to maintain QoS, only the two shortest-path routes are considered. Due to

the changing traffic pattern and the fact that the output power of renewable energy

sources varies during different times of the day, the routing paths are dynamic. The

new heuristic is known as Renewable Energy Optimisation hop (REO-hop). The

flowchart of the heuristic is shown in Fig 4-2.

Fig 4 - 2: Flowchart of the REO-hop heuristic
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In this heuristic, all the node pairs are reordered based on their traffic demands

from highest to lowest and an empty virtual link topology G is created. A node pair

is then retrieved from the ordered list, and its traffic demand is routed over virtual

topology G so that it traverses the maximum number of nodes that use renewable

energy. As mentioned, only the two routes which are shortest-path routes are

considered, i.e. the two shortest-path routes are compared in terms of the number of

nodes that use renewable energy and the one with the maximum number is selected.

If sufficient free capacity is available on the virtual topology, the selected route is

accommodated and the remaining capacity on all the virtual links is updated.

If the selected route with the maximum number of nodes using renewable

sources is not available, the other route is selected. In case the virtual topology

cannot accommodate either route, a new direct virtual link is established between the

node pair. Two virtual links are computed, one is a path with the maximum number

of nodes that use renewable energy, and the other is the shortest-path route. The two

virtual links are compared and the one with lower non-renewable energy

consumption is selected and is established. If the non-renewable energy consumption

is the same for both paths, the shortest path is selected in order to minimise the

propagation delay. The new virtual link is added to the virtual topology G. The

above process is repeated for all the node pairs. Then, the remaining renewable

energy of each node is checked to determine whether it can support the optical

switch and the multiplexers and demultiplexers in a node. When all the traffic

demands are routed on the virtual topology G, the objective function (Equation (4-

7)) is used to calculate the total non-renewable energy consumption of the network.

4.4.2 Network Simulator Design and Implementation

The C programming language is used to develop the simulator for investigating

the performance of the REO-hop heuristic. To simplify the development of the

simulator, different modules are used to define different objects and function. There

are three main objects defined in the simulator: Physical Link, Virtual Link and

Node Pairs. Both of Physical Link and Virtual Link objects consist of “ID”, “start

nodes”, “end node”, “capacity” and “length”. Physical Link object provides essential

information of certain physical link for different functions to calculate the relative



55

data. Virtual Link object is associated with lightpath and virtual topology. Node

Pairs object is used to store the essential traffic demand information between

different node pairs, which includes the source node, destination node and amount of

traffic demand. Interconnections of different objects and functions are shown in Fig

4-3.

In Fig 4-3, the Traffic Generation function creates the traffic demand between

node pairs with a uniform distribution based on a random number generator. The

average traffic demand for each node pair is variation in different time of the day

with a range from 20 Gb/s to 120 Gb/s. At first, the Node Paris array is reordered

according to the traffic demand level of each node pair from high to low. Then Node

Pairs object is inputted into the REO-hop function which is used to implement the

REO-hop heuristic. In the REO-hop function, after routing the traffic, the relative

information (number of IP ports, number of transponders, renewable energy and

capacity) will be updated for the nodes and physical links on that path. In this

simulator, the shortest routing path is got from a routing table list and the routing

path with maximum number of nodes using renewable energy is the output of the

Prediction function which is developed to find out the perspective route based on

routing table list and a pre-route method. In the pre-route method, after routing

traffic traversed enough number of possible paths, the path with maximum number

of nodes using renewable energy can be selected.

After finish routing all the traffic demands using the REO-hop function, the

number of transponders and ports of each node is used for calculating the power

consumption of network. Actually, the number of transponders and ports of each

node is stored by Transponder Array and Port Array respectively. In the Physical

Link, the link length is used for calculating the average propagation delay and the

energy consumption of EDFAs.

A “characteristic capacity” is linked with the available capacity on each virtual

link and the characteristic Flag indicates whether the capacity of physical link is

fully used or not, i.e. it identifies the link rate which is used as an input to the

Adaptive Link Rating (ALR) function. In the ALR function, the power consumption

of nodes on the physical links without fully capacity using is calculated based on

five different energy profiles: on-off, linear, cubic, log10 and log100.
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Finally, the “Calculate Results” function uses all the results from the functions

mentioned above as inputs (results of ALR function, Length, Transponder Array and

Port Array) to compute the total non-renewable energy consumption of the network

and the average propagation delay at one time point.

Under the controlling of time set T which consists of time points in a day, the

whole simulation process mentioned above is repeated until all the traffic of different

time points is routed. These objects and their associated functions compose the core

of the simulator. Other modules are created to perform other additional functions.

Fig 4 - 3: Interconnections between different objects and functions
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4.5 Hybrid-power IP over WDM NSFNET Network

results

To test the performance of the REO-hop heuristic and to evaluate the non-

renewable energyconsumption of the architecture, the NSFNET network, depicted in

Fig 4-4, is considered as an example of a real world network.

Fig 4 - 4: NSFNET test network with time zones

The NSFNET network consists of 14 nodes and 21 bidirectional links. Solar

energy is used as the renewable energy source. As the NFSNET network covers the

US, different parts of the network fall in different time zones, i.e., nodes will

experience different levels of solar energy and traffic demands at any given point in

time. There are four time zones, Eastern Standard Time (EST), Central Standard

Time (CST), Mountain Standard Time (MST) and Pacific Standard Time (PST).

There is an hour time difference between each time zone and the next, we use EST

as the reference time. Note that time zones dictate habits and therefore network

utilisation and traffic demands in our case. We however use real sun rise and sun set

data to determine the solar energy available in a given city at a given point in time.
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Fig 4 - 5: Average traffic demand in different time zones

Fig 4 - 6: Solar energy in different nodes in different time zones

Fig 4-5 shows the average traffic demand during different hours of the day

[141]. The average traffic demand between each node pair ranges from 20 Gbit/s to

120 Gbit/s and the peak occurs at 22:00 in these traffic profiles. We assume that the

traffic demand between each node pair in the same time zone is random with a

uniform distribution and no lower than 10 Gbit/s.

The solar energy power [142] available to a node is shown in Fig 4-6. As the

output power of solar energy sources varies in different hours of the day, we use the

profile in [142] and the sun rise and sun set data associated with each node. The

geographical location of nodes affects the sunset and sunrise time, and therefore has
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impact on the solar energy generated in each node. Table 4-2 gives the details of the

solar energy power available to each node. The solar energy is non-zero from 6:00 to

22:00 and the maximum output power occurs at 12:00.

4.5.1 Non-renewable Power Consumption of the Network

Nodes located at the core of the network with a high nodal degree are selected

to use renewable energy as they are expected to consume more power compared to

nodes at the edge of the network as more traffic flows are routed through them.

Selecting these nodes is expected to maximise the reduction in the non-renewable

power consumption. Nodes 4, 5, 6, 7 and 9 are initially selected to use solar energy

in our heuristic. Later we study the impact of the location of nodes with solar energy

and our MILP model yields the optimum locations.

Typically a one square meter silicon solar cell can produce about 0.28 kW of

power [143]. We assume that the maximum solar energy available to a node is 20

kW, therefore a total solar cell area of about 100 m2 is required. Later we examine

the impact of higher solar energy availability per node.

As mentioned under the multi-bypass and REO-hop heuristics, some traffic

demands are routed in the optical layer by optical switches. A suitable size optical

switch (the Glimmerglass’s 192 × 192 optical switch) is selected based on the

maximum number of wavelengths used in each node. Although in the non-bypass

heuristic the maximum number of wavelengths used in each node is larger, we still

use the same power consumption data for optical switches in the multi-bypass

heuristic and REO-hop heuristic due to the negligible difference in energy

consumption between different optical switch sizes compared to the power

consumption of a router port. Fig 4-7 shows that under the multi-hop bypass (the

heuristic requiring fewer wavelengths), the maximum number of wavelengths

needed is 109.
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(SR: Sunrise, SS: Sunset. SR time and SS time are given in the node’s local time in June)

Node
ID

Time
(EST)

1 2 3 4 5 6 7 8 9 10 11 12 13 14

SR:
05:43

SR:
05:14

SR:
05:16

SR:
05:54

SR:
05:27

SR:
05:55

SR:
05:51

SR:
05:39

SR:
05:17

SR:
05:53

SR:
05:18

SR:
05:41

SR:
06:27

SR:
05:30

SS:
20:04

SS:
21:02

SS:
19:34

SS:
20:40

SS:
20:41

SS:
20:10

SS:
20:53

SS:
20:47

SS:
20:24

SS:
19:56

SS:
20:30

SS:
20:29

SS:
20:30

SS:
20:59

00:00 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW
02:00 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW
04:00 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW
06:00 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 2 kW 0.5 kW 0 kW 0.5 kW
08:00 0 kW 0 kW 0 kW 0 kW 2 kW 0.5 kW 0.5 kW 2.5 kW 6 kW 2 kW 6 kW 6 kW 4.5 kW 6 kW
10:00 1.5 kW 2 kW 2 kW 7 kW 6 kW 6 kW 6 kW 6 kW 13 kW 6 kW 13 kW 13 kW 13 kW 13 kW
12:00 10 kW 10 kW 10 kW 13 kW 13 kW 13 kW 13 kW 18 kW 18 kW 18 kW 20 kW 20 kW 20 kW 20 kW
14:00 18 kW 18 kW 18 kW 18 kW 20 kW 20 kW 20 kW 18 kW 18 kW 18 kW 13kW 13kW 13kW 13kW
16:00 18 kW 18 kW 18 kW 18 kW 18 kW 18 kW 18 kW 13kW 13kW 13kW 7.5 kW 7.5 kW 7.5 kW 7.5 kW
18:00 13kW 13kW 13kW 18 kW 13 kW 13 kW 13 kW 8 kW 8 kW 8 kW 5 kW 5 kW 5 kW 5 kW
20:00 8 kW 8 kW 8 kW 8 kW 8 kW 8 kW 8 kW 3kW 3kW 2 kW 2 kW 2 kW 2 kW 2 kW
22:00 2.5 kW 3 kW 0.5 kW 4 kW 2 kW 0.5 kW 3 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW 0 kW

Table 4 - 2: Solar energy output power of each node (20 kW maximum output power)
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Table 4-3 shows the MILP optimisation and simulation environment

parameters in terms of number of wavelengths, wavelength capacity, distance

between two neighbouring EDFAs, and energy consumption of different components

in the network. Some of the parameters are similar to those in [58] which are also

derived from Cisco’s 8-slot CRS-1 data sheets [144], and others are derived from

Glimmerglass’s 192×192 channels Sytem-600 data sheets [145] and Cisco’s ONS

15454 data sheets [146].

Fig 4 - 7: The number of wavelengths used by each node under the multi-hop-bypass heuristic

at different times of the day

The AMPL/LPSOLVE software is used to solve the LP problem. Five different

cases are considered: 1) Non-bypass heuristic without renewable energy, 2) Non-

bypass heuristic with renewable energy, 3) Multi-hop-bypass heuristic without

renewable energy 4) Multi-hop-bypass heuristic with renewable energy, and 5)

REO-hop heuristic with renewable energy.

Distance between two neighbouring EDFAs 80 (km)

Number of wavelength in a fibre (W) 16

Capacity of each wavelength (B) 40 (Gbit/s)

Non-renewable power consumption of a router port (PR) 1000 (W)

Renewable power consumption of a router port (PRs) 1000 (W)

Non-renewable power consumption of an optical switch in node i (POi). 85 (W)

Renewable power consumption of an optical switch in node i (ܱܲ௜
௦). 85 (W)

Non-renewable power consumption of an optical switch that has access to 0 (W)
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renewable energy in node i (POSi)

Non-renewable power consumption of a router port that has access to

renewable energy (PRS)

0 (W)

Non-renewable power consumption of a multiplexer or a demultiplexer

(PMD).

16 (W)

Renewable power consumption of a multiplexer or a demultiplexer

(PMDs).

16 (W)

Non-renewable power consumption of a multiplexer or a demultiplexer

that has access to renewable energy (PMDS).

0 (W)

Non-renewable power consumption of a transponder (PT) 73 (W)

Renewable power consumption of a transponder (PTs) 73 (W)

Non-renewable power consumption of a transponder that has access to

renewable energy (PTS)

0 (W)

Non-renewable power consumption of an EDFA (PE) 8 (W)

Table 4 - 3: Input data for MILP analytic optimisation and simulation

Fig 4-8 shows the total non-renewable energy consumption. The curves “Non-

bypass without solar energy” and “MILP optimal with solar energy” provide the

upper and lower bounds on the non-renewable energy consumption. We assume the

traffic demands and the output power levels of the solar energy sources given in Fig

4-5 and Table 4-2, respectively. Compared to the “Non-bypass with solar energy”

curve, both the multi-hop-bypass and REO-hop heuristics have reduced the non-

renewable power consumption. The savings in the non-renewable power

consumption, introduced by the REO-hop heuristic, increase at the time of the day

when the solar energy is significant (From Fig. 6, this happens between 6:00 and

22:00). Compared with the upper bound, at 12:00, 14:00, 16:00 and 18:00, the REO-

hop heuristic saves non-renewable power of about 1000 kW. Furthermore, REO-hop

still out- performs the multi-hop-bypass heuristic, from 0:00 to 4:00 when there is no

solar energy in the network as REO-hop tries to route demands on virtual links with

sufficient capacity rather than using shortest-path routing as with the multi-hop-

bypass heuristic.
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Fig 4 - 8: The total non-renewable power consumption of different heuristics with and without

solar energy

We have also examined the impact of different values of the maximum solar

energy (40 kW, 60 kW and 80 kW) available per node. A solar cell area of up to 300

m2 is needed to generate such values (80 kW) [143]. Solar cell cladding with such

surface area can be practically built in a typical core routing node location. In Fig 4-

9, it is shown that increasing the maximum solar energy output per node has linearly

reduced the total non-renewable energy consumption using our algorithms.

Fig 4 - 9: Total non-renewable energy consumption in 24 hours for different values of the

maximum solar energy under different heuristics
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Fig 4 - 10: Reduction in CO2 emissions in 24 hour period under different heuristics

A similar trend to that observed in Fig 4-9 is noticed for the reduction in CO2

emissions in Fig 4-10. The total CO2 emissions during a 24 hour period have been

reduced by about 47%~52% and 43%~49% under the REO-hop and multi-hop-

bypass heuristics, respectively compared to the non-bypass heuristic without

renewable case. As mentioned in Chapter 1, about 228 grams CO2 are produced

through the consumption of 1 kWh of non-renewable energy. We are able to reduce

the CO2 emissions by about 1300 tones every year by using the REO-hop heuristic in

NSFNET.

Fig 4 - 11: Average propagation delay of REO-hop and multi-hop-bypass heuristics
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As the REO-hop heuristic routes demands dynamically based on the output

power of solar energy sources in nodes and the available capacity, the propagation

delay under the REO-hop heuristic is expected to increase compared to the multi-

hop-bypass heuristic which routes traffic based on the shortest path. However, as the

REO-hop heuristic routes demands using only one of the two shortest-path routes, it

can be observed in Fig 4-11 that the propagation delay has not increased

significantly (the increase is less than 0.3 ms, i.e. less than 10%) maintaining the

QoS.

4.5.2 Number and Location of Nodes Using Renewable Energy

In Chapter 4, Section 4.5.1, only the five nodes with the highest nodal degree

have been selected in the NSFNET network to use renewable energy. In this section

the impact of the number and location of nodes that use renewable energy is studied.

First, we investigate how the non-renewable energy consumption is affected by the

maximum output power of renewable energy sources and the number of nodes that

use renewable energy. In Fig 4-12 the number of nodes with access to renewable

energy increases by adding to the list the node with the next larger node ID, i.e. the

set of nodes using renewable energy takes the following values: {1}, {1,2}, {1,2,3},

{1,2,3,4}, … {1,2,3…14}. A range of values for the maximum output power of

renewable energy sources from 0 kW to 80 kW is examined.

Fig 4 - 12: The total non-renewable energy consumption in 24 hour period under different

maximum solar energy power per node and different number of nodes employing solar energy
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In Fig 4-12, it is clear that increasing the number of nodes that use renewable

energy and increasing the maximum output power per renewable energy source

reduces the total non-renewable energy consumption of the network. However, it can

be seen from the figure that the relation is not linear between the number of nodes

and the non-renewable energy consumption which indicates that some nodes have

more impact on the non-renewable energy consumption than others if they are

selected to use renewable energy.

To investigate the impact of the location of nodes that use renewable energy on

the total non-renewable energy consumption, a new MILP model is developed with

the objective of optimising the selection of nodes that use renewable energy such

that the non-renewable energy consumption savings are maximised. The new

MILP model is subject to the same constraints in Chapter 4, Section 4.3, except

that Equation (4-12) is replaced with Equation (4-18) and a new constraint is added

(Equation (4-19)).

In this model, time is considered as a variable. Therefore, t is added to all the

variables in Table 4-1 where t is the time point of time set T. The new MILP model

by which we would be able to obtain optimal node locations employing renewable

energy is defined as follows:

Objective: maximise

෍ ෍ ቌܴܲ௦ ∙ ቌܳ௜௧
௦ + ෍ ௜௣௧ߜ ∙ ܹ ௣௧ݏ

௣∈௉

ቍ + ෍ ܲܶ௦

௘∈ா

∙ ௘௧ݏ߱ ∙ +௜௘௧ߜ ௦ܦܯܲ ∙ ௜௧ݏܯܦ
௜ఢே௧ఢ்

+ ܱܲ௜
௦ ∙ ௜௧ቍݕ (4-17)

Subject to:

Equations: (4-8) (4-9) (4-10) (4-11) (4-13) (4-14) (4-15) (4-16)

(Every variable in the equations above has had the time variable t augmented)
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ܴܲ௦ ∙ ቌܳ௜௧
௦ + ෍ ௜௣௧ߜ ∙ ܹ ௣௧ݏ

௣∈௉

ቍ + ෍ ܲܶ௦

௘∈ா

∙ ௘௧ݏ߱ ∙ +௜௘௧ߜ ௦ܦܯܲ ∙ +௜௧ݏܯܦ ܱܲ௜
௦ ∙ ௜௧ݕ

≤ ௜ܵ௧ ∙ ௜ߝ

∀ ݅∈ ܰ ∋ݐ, ܶ

(4-18)

෍ ௜ߝ
௜∈ே

= ݏܰ (4-19)

where ௜=1ߝ if node i uses renewable energy, otherwise ,௜=0ߝ and Ns is the total

number of nodes with access to renewable energy. Equation (4-18) ensures that the

renewable energy consumption in each node is within the maximum output power of

its associated renewable energy source at any time of the day. Equation (4-19)

implies that the total number of nodes that use renewable energy is limited to ݏܰ

which is set in advance.

The optimisation results are given in Fig 4-13 under different values of the

maximum renewable energy output power (20 kW to 80 kW), assuming 5=ݏܰ and

the traffic demand shown in Fig 4-5. We can see that the optimal node selection does

not change. To verify the optimisation results, in Fig 4-14 we evaluate the total non-

renewable energy consumption in a 24 hour period under the REO-hop heuristic

where we assume that only a single node uses renewable energy (note that Fig 4-13

used MILP). We evaluate the performance under different values of the maximum

solar energy per node. It is clear that the total non-renewable consumption is lower

when the nodes in the centre of the network (4, 5, 6, 7, and 9) use renewable energy.

Fig 4 - 13: Optimum node location of nodes with access to renewable energy for different values

of maximum available solar energy per node (MILP-optimal)
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Fig 4 - 14: The total non-renewable energy consumption in 24 hour period with different nodes

using renewable energy

In Fig 4-15, the delay and power consumption performance are evaluated under

the REO-hop heuristic with a maximum renewable power of 60 kW per node when

central network nodes {4, 5, 6, 7, 9} or the periphery nodes {1, 2, 10, 11, 14} are

selected to use renewable energy. It is clear that the former node set results in a

higher reduction in the non-renewable power consumption compared to the latter

node set. Also in Fig 4-15 it is clear that selecting the node set {4, 5, 6, 7, 9} results

in a lower average propagation delay compared to the node set {1, 2, 10, 11, 14}.

Therefore, the optimal selection of nodes using renewable energy results in better

utilisation of the renewable energy resources.

Fig 4 - 15: The non-renewable power consumption and the average propagation delay under

two different node selection scenarios using renewable energy
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4.5.3 The Non-renewable Energy Consumption of Nodes

In this section we investigate the reduction in the non-renewable energy

consumption experienced by each node individually under different heuristics. We

compare the scenarios when no renewable energy sources are used and when some

nodes use renewable energy (nodes 4, 5, 6, 7 and 9). Assuming the traffic demand in

Fig 4-5 and that the maximum solar power is 60 kW, Fig 4-16 shows the non-

renewable energy consumption of all nodes in the NSFNET network. It is clear that

under both cases the non-renewable energy consumption of nodes with the Non-

bypass heuristic has a large variance because nodes at the centre of the network

consume more energy as more traffic flows are routed through them. Compared with

the Non-bypass heuristic, the multi-hop-bypass and REO-hop heuristics have

significantly reduced the non-renewable energy consumption and its variance.

However, nodes at the centre of network still have slightly more non-renewable

energy consumption than the nodes at the edge of the network. As expected, the

REO-hop heuristic results in further reductions compared to the multi-hop-bypass

heuristic. It is also clear in the figure that as nodes at the centre of the network use

renewable energy, their non-renewable energy consumption is significantly reduced

when renewable energy sources are introduced to the network.

Fig 4 - 16: The non-renewable energy consumption of the nodes in a 24 hour period under

different heuristics
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4.5.4 The Non-renewable Power Consumption of the REO-hop Heuristic

under Adaptive Link Rate

Results were obtained in the previous sections under the assumption that

equipment has two energy states (on and off), i.e. the equipment consumes full

power when switched-on. However, energy consumption can be decreased by

deploying energy-efficient components. Several factors affect the power

consumption of telecommunication equipment, such as traffic load, temperature and

QoS policies [126]. Load is considered one of the factors that have the highest

influence on equipment power consumption. In this section, the effect of ALR on the

non-renewable power consumption is investigated.

Different energy profiles are proposed to provide a more accurate definition of

the dependency between equipment energy consumption and traffic load. Fig 4-17

shows different energy profiles for telecommunication equipment [126] where

energy consumption is a function of the load on the network component. The latter is

expressed as a percentage of the total capacity of the network component. We

consider (i) ‘On-off’ energy profile [126] (ii) ‘Linear’ energy profile: Here the

energy consumption depends linearly on the traffic load, e.g. in switch architectures

like Batcher, Crossbar and Fully-Connected [126], [147] (iii) ‘Log10’ energy profile

employed in equipment that uses hibernation techniques such as the low-power idle

technique for Ethernet [148]. In this approach data is sent as fast as possible to allow

the equipment to quickly return to the low-power idle state. (iv) ‘Log100’ energy

profile: This profile is considered as a middle function between the ‘On-off’ and the

‘Log10’ profiles. (v) ‘Cubic’ energy profile: Typical in equipment that uses

Dynamic voltage Scaling (DVS) and Dynamic Frequency Scaling (DFS) [126].

Under the same assumptions of Section 4.5.1 and with 20 kW solar power at the

five optimum nodes or 80 kW at all nodes, Fig 4-18 shows the non-renewable energy

consumption of the REO-hop heuristic where we consider the different energy

profiles in Fig 4-17 for router ports and transponders (the two most energy

consuming sub-systems in the node). It is clear from Fig 4-18 that the non-renewable

energy consumption curves’ behaviour is subject to the energy profile curves in Fig

4-17. The largest reduction in non-renewable energy consumption occurred under

the ‘cubic’ profile. Compared to the ‘on-off’ profile, the ‘cubic’ profile results in a
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reduction in the non-renewable energy consumption by up to 9% between 12:00 and

20:00.

Fig 4 - 17: Different energy profiles

Fig 4 - 18: Total non-renewable power consumption of the REO-hop heuristic under different

energy profiles
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Fig 4 - 19: Reduction in non-renewable power consumption of the REO

Fig 4 - 20: Non-renewable power

‘cubic’ profile with: (a) 20 kW solar power at nodes (4, 5, 6, 7, 9), (b) 80 kW at all nodes

It should be noted that in Fig

applied to partially loaded wavelengths while an ‘on

loaded wavelengths. For example a traffic demand of 70

calls for two wavelengths, one fully loaded, the other partially loaded. The relatively

small (9%) reduction in energy consumption associated with ALR is commensurate

with this. Note that when all the nodes have access to 80 kW solar p

power consumption in Fig 4-18

availability of solar power at the nodes. At 22:00 the two sets of curves converge,
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‘cubic’ profile with: (a) 20 kW solar power at nodes (4, 5, 6, 7, 9), (b) 80 kW at all nodes
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availability of solar power at the nodes. At 22:00 the two sets of curves converge,
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‘cubic’ profile with: (a) 20 kW solar power at nodes (4, 5, 6, 7, 9), (b) 80 kW at all nodes
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off’ profile is applied to fully

between a node pair

calls for two wavelengths, one fully loaded, the other partially loaded. The relatively

small (9%) reduction in energy consumption associated with ALR is commensurate

ower then the

continues to decrease beyond 6 am due to the

availability of solar power at the nodes. At 22:00 the two sets of curves converge,
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however the total energy consumption is still lower when all nodes have access to

solar power due to solar power availability in more nodes.

The sum of the total power consumed by all nodes, where each node is

dimensioned based on the largest number of router ports needed over the 24 hour

period is 2010 kW which is the peak shown in Fig 4-8 in the non-bypass case

without solar energy. The energy saving between such a network and the results in

Fig 4-18 (clustered curves where only 5 nodes use 20 kW renewable power) is

significant and the maximum is approximately 85%. The average savings in this case

are approximately 65% and vary slightly between the five profiles. These savings are

shown in Fig 4-19. Note that the 85% and 65% savings are almost real energy

savings since the renewable energy is low here and has limited effect. The savings

come from our architecture design (photonic switching instead of electronic routing)

and powering down unused router ports and transponders. Fig 4-20 shows the non-

renewable power consumption of the individual nodes in the network under the

REO-hop heuristic when only the 5 optimum nodes have access to 20 kW renewable

power each, and when all the nodes have access to 80 kW renewable power each. It

helps appreciate the typical power consumption levels per node and the impact of 20

kW renewable power at five nodes (4, 5, 6, 7, 9) and 80 kW renewable at all nodes.

Fig 4-18 also shows the total non renewable power consumption when all the

NSFNET nodes have access to 80 kW renewable power each. The maximum

reduction in non-renewable power consumption (reduction in CO2 emissions) in this

case compared to the peak in Fig 4-8 is 97%. This is also shown in Fig 4-19. The

average savings here are approximately 78% with small variation between the five

profiles.

4.6 Hybrid-power IP over WDM Network in the USNET

Network

The USNET network, depicted in Fig 4-21, is considered as another (larger

scale) example of a real world network to compare with the NSFNET network. The

USNET network consists of 24 nodes and 43 bidirectional links. Solar energy is used
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as the renewable energy source. As the USNET network covers the US, it is similar

to the NSFNET network in terms of time zones. It also has four time zones, Eastern

Standard Time (EST), Central Standard Time (CST), Mountain Standard Time

(MST) and Pacific Standard Time (PST). We also use EST as the reference time.

Fig 4 - 21: The USNET network with time zones

Fig 4 - 22: Solar energy in different nodes in different time zones

The same average traffic demand (Fig 4-5) used in the NSFNET network during

different hours of the day is also used in USNET network. The geographical location

of nodes affects the sunset and sunrise time, and therefore has impact on the solar

energy generated in each node. The solar energy available to different time zones in

a typical clear sky day in June are shown in Fig 4-22. Table 4-4 gives the details of

the solar power available to each node. This is non-zero from 6:00 to 22:00 and the

maximum occurs at 12:00.
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(SR: Sunrise, SS: Sunset. SR time and SS time are given in the node’s local

time in June)

Time(EST)

Node ID

0:00 2:00 4:00 6:00 8:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00

1
SR:5:12

SS: 21:09
0 kW 0 kW 0 kW 0 kW 0 kW 6 kW

13
kW

18
kW

18
kW

13
kW

8kW 4 kW

2
SR:5:27

SS: 21:01
0 kW 0 kW 0 kW 0 kW 0 kW 6 kW

13
kW

18
kW

18
kW

13
kW

8kW 4 kW

3
SR:5:44

SS: 20:10
0 kW 0 kW 0 kW 0 kW 0 kW 6 kW

13
kW

18
kW

18
kW

13
kW

8kW 2 kW

4
SR:5:56

SS: 21:02
0 kW 0 kW 0 kW 0 kW 0 kW 6 kW

13
kW

18
kW

18
kW

13
kW

8kW 4 kW

5
SR:5:42

SS: 20:08
0 kW 0 kW 0 kW 0 kW 0 kW 6 kW

13
kW

18
kW

18
kW

13
kW

8kW 2 kW

6
SR:5:27

SS: 20:47
0 kW 0 kW 0 kW 0 kW

0.5
kW

6 kW
13
kW

20
kW

18
kW

13
kW

8kW
0.6
kW

7
SR:5:57

SS: 21:01
0 kW 0 kW 0 kW 0 kW 0 kW 6 kW

13
kW

20
kW

18
kW

13
kW

8kW 3 kW

8
SR:5:18

SS: 19:34
0 kW 0 kW 0 kW 0 kW

0.8
kW

6 kW
13
kW

20
kW

15
kW

8 kW 3kW 0 kW

9
SR:5:32

SS: 20:31
0 kW 0 kW 0 kW 0 kW

0.5
kW

6 kW
13
kW

20
kW

15
kW

8 kW 3kW
0.8
kW

10
SR:6:01

SS: 20:17
0 kW 0 kW 0 kW 0 kW 0 kW 6 kW

18
kW

20
kW

15
kW

8 kW 2kW
0.5
kW

11
SR:5:55

SS: 21:02
0 kW 0 kW 0 kW 0 kW

0.5k
W

8 kW
13
kW

18
kW

15
kW

8 kW 5 kW 0 kW

12
SR:6:12

SS: 21:06
0 kW 0 kW 0 kW 0 kW

0.6k
W

8 kW
13
kW

18
kW

15
kW

8 kW 5 kW 0 kW

13
SR:6:13

SS: 20:46
0 kW 0 kW 0 kW 0 kW

0.5k
W

8 kW
13
kW

18
kW

15
kW

8 kW 4 kW 0 kW

14
SR:6:35

SS: 20:37
0 kW 0 kW 0 kW 0 kW

0.5k
W

8 kW
13
kW

18
kW

15
kW

8 kW 4 kW 0 kW

15
SR:5:27

SS: 20:33
0 kW 0 kW 0 kW 0 kW

1.5k
W

8 kW
13
kW

18
kW

15
kW

8 kW 4 kW 0 kW

16
SR:5:46

SS: 20:18
0 kW 0 kW 0 kW 0 kW

1.3k
W

8 kW
13
kW

18
kW

15
kW

8 kW 4 kW 0 kW

17
SR:5:54

SS: 20:11
0 kW 0 kW 0 kW 0 kW 1kW 7 kW

13
kW

18
kW

15
kW

8 kW 4 kW 0 kW

18
SR:6:00

SS: 20:04
0 kW 0 kW 0 kW 0 kW 1kW 7 kW

13
kW

18
kW

15
kW

8 kW 4 kW 0 kW

19
SR:5:08

SS: 20:41
0 kW 0 kW 0 kW

1.8
kW

5 kW
15
kW

20
kW

18
kW

13
kW

8 kW 2 kW 0 kW

20
SR:5:14

SS: 20:31
0 kW 0 kW 0 kW

1.5
kW

5 kW
15
kW

20
kW

18
kW

13
kW

8 kW 2 kW 0 kW

21
SR:5:25

SS: 20:32
0 kW 0 kW 0 kW 1 kW

4.5
kW

13
kW

20
kW

18
kW

13
kW

8 kW 2 kW 0 kW

22
SR:5:43

SS: 20:38
0 kW 0 kW 0 kW

0.8
kW

4.3
kW

13
kW

20
kW

18
kW

13
kW

8 kW 2 kW 0 kW

23
SR:5:54

SS: 20:28
0 kW 0 kW 0 kW 0 kW 4 kW

13
kW

20
kW

18
kW

13
kW

8 kW 2 kW 0 kW

24
SR:6:19

SS: 20:34
0 kW 0 kW 0 kW 0 kW 4 kW

13
kW

20
kW

18
kW

13
kW

8 kW 2 kW 0 kW

Table 4 - 4: Solar power available to each node in the USNET (20 kW maximum output power)

4.6.1 The Non-renewable Power Consumption of the Network

In this section the non-renewable power consumption of the network in a clear

sky day in June is investigated. Nodes 1, 4, 6, 7, 19, 20 and 22 are selected randomly
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to deploy solar energy sources. In Section 4.6.2, the optimisation of the location of

nodes deploying solar energy is studied.

As in NSFNET, typically a one square meter silicon solar cell can produce

about 0.28kW of power [143] and the maximum solar energy available to a node is

20kW, therefore a total solar cell area of about 100 m2 is required. We assume the

traffic demands and the output power levels of the solar energy sources given in Fig

4-5 and Fig 4-22, respectively. The network parameters are same as in Table 4-3 in

Section 4.5.1.

The AMPL/CPLEX software is used to solve the MILP problem. Five different

cases are considered: 1) Non-bypass heuristic without renewable energy, 2) Non-

bypass heuristic with renewable energy, 3) Multi-hop-bypass heuristic without

renewable energy 4) Multi-hop-bypass heuristic with renewable energy, and 5)

REO-hop heuristic with renewable energy.

Fig 4-23 shows the total non-renewable power consumption under the

assumption that the maximum solar energy available to a node is 20 kW. The curve

“Non-bypass without solar energy” provides the upper bound on the non-renewable

power consumption. Compared to the upper bound, both the multi-hop-bypass and

REO-hop heuristics have reduced the non-renewable power consumption. When the

solar energy is significant and the traffic demand is high (between 6:00 and 22:00),

the REO-hop heuristic with solar energy slightly outperforms the multi-hop-bypass

heuristic. Compared with the upper bound, at 12:00, 14:00, 16:00 and 18:00, the

REO-hop heuristic saves non-renewable power of about 3000 kW, i.e. about 50%.

Furthermore, the REO-hop heuristic still outperforms the multi-hop-bypass heuristic

from 0:00 to 6:00 when there is no solar power and the traffic demand is low as the

REO-hop routing algorithm tries to route demands on virtual links with sufficient

capacity rather than using shortest-path routing as with the multi-hop-bypass

heuristic.
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Fig 4 - 23: The total non-renewable power consumption of different heuristics with and without

solar energy

Load is one of the factors that influences equipment energy consumption. The

results in Fig 4-23 are under the “on-off” energy profile. In Fig 4-23, the total non-

renewable power consumption under a “cubic” energy profile is also investigated.

Introducing the cubic energy profile has resulted in reducing the total non-renewable

power consumption under the REO-hop heuristic by 58%. Further CO2 reductions

can be introduced by deploying solar energy in all the nodes in the network.

Compared to the upper bound, the REO-hop heuristic under the cubic energy profile

and when all nodes have access to solar energy (see Fig 4-23) has achieved an

average non-renewable power reduction (CO2 reduction) of 69%.

In Fig 4-24, the impact of different values of the maximum solar energy (40

kW, 60 kW and 80 kW) available per node on the total non-renewable energy

consumption is examined. A solar cell area of up to 300 m2 is needed to generate

such values (300 m2 for 80kW). Solar cell cladding with such surface area can be

practically built in a typical core routing node location. It is clear that increasing the

maximum solar energy output per node has linearly reduced the total non-renewable

energy consumption using different algorithms. Using the REO-hop heuristic has

resulted in higher reduction in the non-renewable energy consumption compared to

the multi-hop heuristic.
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Fig 4 - 24: The total non-renewable energy consumption in a 24 hour period for different values

of the maximum solar energy under different heuristics and energy profiles

Fig 4 - 25: Reduction in CO2 emissions in a 24 hour period under different heuristics

Similar trends to those observed in Fig 4-24 are noticed for the reduction in CO2

emissions in Fig 4-25 The total CO2 emissions during a 24 hour period have been

reduced by about 57%~69% using the REO-hop heuristic with all nodes employing

80 kW solar energy under the cubic energy profile. We are able to reduce the CO2

emissions by about 4600 tones every year by using the REO-hop heuristic in the

USNET network.

It can be seen from Fig 4-10 and Fig 4-25 that the REO-hop heuristic has

resulted in higher reductions in the non-renewable energy consumption of the

USNET compared to the NSFNET when there is no solar energy or only few nodes
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employing solar energy. This can be understood by noting that the REO-hop

heuristic is based on bypass and reduces the non-renewable power consumption

mainly by reducing the number of IP ports in intermediate nodes between the source

node and the destination node. Given that the average hop count is 2.5 and 3.0 in the

NSFNET and the USNET, respectively, the REO-hop heuristic will result in higher

reductions in the number of IP ports in intermediate nodes in the USNET and

therefore a higher percentage reduction in the non-renewable energy consumption in

the USNET.

Fig 4 - 26: Average propagation delay of REO-hop and multi-hop-bypass heuristic

As the REO-hop heuristic routes demands dynamically based on the output

power of solar energy sources in nodes and the available capacity, it can be seen in

Fig 4-26 that the propagation delay has not increased significantly compared to the

multi-hop-bypass heuristic which is based on the shortest path (the increase is less

than 0.2 ms, i.e. less than 8%) maintaining the QoS.

4.6.2 Number and Location of Nodes Using Renewable Energy in USNET

In Section 4.6.1, 7 nodes randomly in the USNET network have been selected

to use renewable energy. To optimise the location of nodes that have access to

renewable energy, the MILP model mentioned in Section 4.5.2 is used. The

optimisation results are given in Fig 4-27 (a) under different values of the maximum
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renewable energy output power (20 kW to 80 kW), assuming 7=ݏܰ and the traffic

demand shown in Fig 4-5. The optimal node selection does not change.

Fig 4 - 27: Optimal location of nodes with access to renewable energy for different values of the

maximum available solar energy per node

Fig 4 - 28: The total non-renewable energy consumption in a 24 hour period with different

nodes using renewable energy

To verify the optimisation results in Fig 4-27, we evaluate the total non-

renewable energy consumption in a 24 hour period under the REO-hop heuristic in

Fig 4-28 where we assume that only a single node uses renewable energy. We

evaluate the performance under different values of the maximum solar energy per
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node. It is clear that the total non-renewable consumption is lower when nodes (1, 4,

6, 7, 19, 20 and 22) use renewable energy.

From Fig 4-27 and Fig 4-28, it can be seen that the distribution of optimal node

locations is different compared to the NSFNET network as the impact of deploying

renewable energy at a node depends on its energy consumption and geographical

location. Nodes with larger traffic flows and higher solar energy are expected to

have more impact on the total non-renewable energy consumption of the network.

Fig 4-29 and Fig 4-31 show the non-renewable energy consumption under the REO-

hop heuristic without solar energy and the output power of the solar energy of each

node (maximum output power is 80 kW) in the NSFNET network, respectively. The

nodes in the centre of the NSFNET network consume more non-renewable energy

and have larger solar energy output power in a 24 hour period compared to other

nodes. Therefore deploying renewable energy in these nodes will result in larger

reduction in the total non-renewable energy consumption of network. Similarly, in

the USNET network nodes with the highest non-renewable energy consumption

without solar energy (Fig 4-30) and the highest output solar energy (Fig 4-32) are

selected to deploy solar energy.

Fig 4 - 29: The non-renewable energy consumption of the NSFNET nodes in a 24 hour period

using REO-hop heuristics without solar energy under on-off energy profile in a clear day in

June
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Fig 4 - 30: The non-renewable energy consumption of the USNET nodes in a 24 hour period

using REO-hop heuristics without solar energy under on-off energy profile in a clear day in

June

Fig 4 - 31: The solar energy of the NSFNET network nodes in a 24 hour period in a clear day in

June

Fig 4 - 32: The solar energy of the USNET network nodes in a 24 hour period in a clear day in

June
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4.7 Season and Weather Effects

In the previous sections, results were obtained based on the available solar

energy in a typical clear sky day in June. However, the available solar energy varies

with seasons and weather conditions. In this section the impact of different seasons

and weather conditions on the non-renewable power consumption of the network is

identified. We consider the larger scale topology, the USNET network. Assuming

that the solar cells at a node can produce a maximum of 80 kW, Fig 4-33 [149] and

Fig 4-34 [150] show the solar energy in different months of the year and in a cloudy

day, respectively. We evaluate the non-renewable power consumption under the

different solar energy profiles with the traffic demand in Fig 4-5 and assuming the

optimal location of the nodes employing solar energy (1, 4, 6, 7, 19, 20 and 22).

Fig 4 - 33: Solar energy of a node in different months [149]

Fig 4 - 34: Output solar energy of a node in different weather conditions [150]
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Fig 4 - 35: The non-renewable power consumption of the network with REO-hop heuristic

under the on-off energy profile in different months

The non-renewable power consumption of the USNET network with the REO-

hop heuristic under an on-off energy profile and in different months is shown in Fig

4-35. As expected in June where the solar radiation is the maximum and the day is

longer, the non-renewable power consumption from 6:00 to 20:00 is the lowest

compared to other months. The maximum non-renewable energy consumption is

experienced in December where the solar radiation is at its lowest and the day is

shorter. Compared to June, the non-renewable energy consumption in December has

increased by an average of 7%. The total energy consumption of the USNET

network in different months of the year is shown in Fig 4-36.

Fig 4 - 36: The total non-renewable energy consumption of the network with the REO-hop

heuristic under the on-off energy profile in different months
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Fig 4 - 37: The non-renewable power consumption of the network with the REO-hop heuristic

under the on-off energy profile in different weather conditions in June

Fig 4-37 shows the impact of a cloudy day on the non-renewable power

consumption of the USNET network with REO-hop heuristic under on-off energy

profile. As expected the non-renewable power consumption is higher in a cloudy day

from 6:00 to 20:00 compared to a clear sky day in June. The increase in the non-

renewable power consumption is limited to 9%.

4.8 Summary

In this thesis, the use of renewable energy in IP over WDM networks to reduce

the non-renewable energy consumption and consequently CO2 emissions has been

proposed. An MILP optimisation model and a highly efficient heuristic based on

multi-hop-bypass, known as REO-hop, have been developed to optimise the use of

renewable energy in the hybrid-power IP over WDM architecture. The MILP model

and the REO-hop heuristic have been investigated assuming solar energy sources

under two topologies, the NSFNET and the USNET. For both topologies, the REO-

hop heuristic outperforms the multi-hop-bypass. However, the REO-hop heuristic

has resulted in higher reductions in the non-renewable energy consumption of the

USNET compared to the NSFNET because the REO-hop heuristic will result in

higher reductions in the number of ports in intermediate nodes in the USNET as it

has a higher average hop number. Compared to the multi-hop-bypass heuristic, the



86

REO-hop heuristic has reduced the CO2 emissions by up to 78% in the NSFNET

network and 69% in the USNET network while maintaining QoS. An MILP

optimisation model has also been developed to optimise the selection of nodes that

employ renewable energy. Furthermore, the effects of seasons and weather

conditions have been investigated. The results show that the non-renewable energy

consumption in December has increased by an average of 7% compared to June, and

the increase in the non-renewable energy consumption in a cloudy day is limited to

9% compared to a clear sky day in June.

All the results in this chapter are based on symmetric traffic. To extend, it is

also very interesting to optimise the power consumption of the IP over WDM

network where network traffic is asymmetric. A general case of a network with

asymmetric traffic is that where some nodes are connected to data centres and

therefore create traffic on top of the regular traffic. The next chapter will investigate

the green optical network with data centres.
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Chapter 5: Energy Efficient IP over

WDM Networks with Data Centres

5.1 Introduction

The “greening” of data centres creates challenges in attempting to reduce power

consumption while maintaining performance. Most of the previous research on data

centres power consumption has focused on understanding how to minimise the

power consumption inside the data centre. A group known as “Green Grid” was

formed to increase the energy efficiency in data centres [151]. However as the

networking infrastructure of data centres alone, without considering the cooling

equipment energy requirements, is responsible for about 23% of the overall power

consumption [15], it is also important to consider the power consumption associated

with transporting data between data centres and between data centres and end-users.

The total energy consumed by networking elements in data centres in 2006 in the US

alone was 3 billion kWh and this continues to rise [152]. In [153] the power

consumption of data centres is optimised by powering off unused links and switches

while maintaining performance and fault tolerance goals.

The presence of data centres in IP over WDM networks can create a hot node

scenario where more traffic is destined to or originates from a data centre node. This

can lead to a significant increase in the power consumption of data centre nodes as

the number of ports (which are the major power consuming component) increases. In

this chapter, the power consumption of IP over WDM networks that contain data

centres is studied and in particular three problems are investigated. Firstly, the
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optimisation of the data centres locations to minimise the power consumption. A

MILP model with this objective is developed. Three factors that affect the optimum

location of the data centres in IP over WDM networks are investigated: the IP over

WDM routing approach (bypass and non-bypass), the regularity of the network

topology and the number of data centres in the network.

Secondly, the energy savings introduced by implementing a data replication

scheme [154-156], in the IP over WDM network with data centres are investigated,

where frequently accessed data objects are replicated over multiple data centres

according to their popularity. Unlike [154-156], the goal here is to minimise power

consumption and although delay minimisation is a by-product, it is not the main

goal. A novel algorithm, Energy-Delay Optimal Routing (EDOR) is proposed, to

minimise the power consumption under the replication scheme while maintaining the

QoS. The power savings achieved by the multi-hop bypass and the non-bypass

heuristics are investigated.

Thirdly, introducing renewable energy sources (wind and solar energy) to the IP

over WDM network with data centres is investigated. The main focus here is to

evaluate the merits of transporting bits to where renewable energy is (wind farms),

instead of transporting renewable energy to where data centres are. Therefore, we are

interested here in the power losses associated with transporting electrical power to

data centres and the impact of this on the optimum data centre locations, as well as

the impact of the network topology, routing, traffic and other factors on the optimum

data centre locations from the power minimisation point of view. A MILP model is

set up to optimise the location of data centres by minimising the network non-

renewable power consumption taking into account the utilisation of the renewable

energy resources and the losses.

5.2 Data Centre Location Optimisation

Fig. 1 shows an IP over WDM network with data centres. In this section IP over

WDM networks with data centres are investigated under the lightpath non-bypass

and the multi-hop bypass heuristics. The multi-hop bypass heuristic is based on
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shortest-path routing. Shortest-path routing is suitable for data centre traffic where

end users do not tolerate high delay in accessing data centres. Shortest-path routing

is also assumed under the non-bypass heuristic.

Fig 5 - 1: An IP over WDM network with data centres

5.2.1 Mathematical Model

In this section MILP models are developed to minimise the power consumption

of the network by optimising the locations of data centres in the IP over WDM

network under the non bypass and the multi-hop bypass approaches. The MILP

model for the non bypass approach is developed under the following assumptions:

1. Each node writes and retrieves data from all data centres equally (content

popularity is dealt with in Section 5.3).

2. Different data centres have different content.

3. Regular traffic demand is considered, i.e. the traffic demand between regular

nodes, and we also consider data centre traffic demands which include the traffic

demand between data centres and regular nodes and the traffic demand between

data centres (a data centre can access data objects available in another data

centre).

4. The traffic demand between data centres and nodes at time t is assumed to be a

certain ratio of the regular traffic demand ௦ௗ௧ߣ between nodes.
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5. The uplink traffic demand ratio from nodes to data centres, Ru, is smaller than

the downlink traffic from data centres to nodes ratio, Rd [157].

The total power consumption of the network at time t under these assumptions

is composed of:

The power consumption of ports in regular nodes and data centres at time t

෍ ෍ ܴܲ ∙ ߱௠ ௡௧+ ෍ ܴܲ ∙ ܳ௜௧
௜∈ே௝∈ே :௜ஷ௝௜∈ே

, (5-1)

The power consumption of transponders in regular nodes and data centres at

time t

෍ ෍ ܲܶ ∙ ߱௠ ௡௧,

௡∈ே௣೘௠ ∈ே

(5-2)

The power consumption of EDFAs at time t

෍ ෍ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡

௡∈ே௣೘௠ ∈ே

, (5-3)

The power consumption of optical switches in regular nodes and data centres at

time t

෍ ܱܲ௜
௜∈ே

, (5-4)

The power consumption of multiplexers and demultiplexer in regular nodes and

data centres at time t

෍ ܦܯܲ ∙ .௜ܯܦ

௜∈ே

(5-5)

The MILP model by which we could be able to get the optimal locations of data

centres is defined as follows:

Objective: minimise
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෍ ቌ෍ ෍ ܴܲ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே

+ ෍ ܴܲ ∙ ܳ௜௧
௜∈ே

+ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே௧∈்

+ ෍ ෍ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡

௡∈ே௣೘௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

ቇ,

(5-6)

Subject to:

෍ _ߣ ௜݀௝௧
௦ௗ

௝∈ே :௜ஷ௝

− ෍ _ߣ ௝݀௜௧
௦ௗ

௝∈ே :௜ஷ௝

= ቐ
௦ௗ௧ߣ ∙ ܴ݀ ∙ ௦ߜ ݂݅ ݅= ݏ

௦ௗ௧ߣ− ∙ ܴ݀ ∙ ௦ߜ ݂݅ ݅= ݀
0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ,݀

(5-7)

෍ ௜௝௧ݑ_ߣ
௦ௗ

௝∈ே :௜ஷ௝

− ෍ ௝௜௧ݑ_ߣ
௦ௗ

௝∈ே :௜ஷ௝

= ቐ
௦ௗ௧ߣ ∙ ݑܴ ∙ ௗߜ ݂݅ ݅= ݏ

௦ௗ௧ߣ− ∙ ݑܴ ∙ ௗߜ ݂݅ ݅= ݀
0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ,݀

(5-8)

෍ ௜௝௧ݎ_ߣ
௦ௗ

௝∈ே :௜ஷ௝

− ෍ ௝௜௧ݎ_ߣ
௦ௗ

௝∈ே :௜ஷ௝

= ቐ
௦ௗ௧ߣ ݂݅ ݅= ݏ

௦ௗ௧ߣ− ݂݅ ݅= ݀
0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ,݀

(5-9)

෍ ෍ ቌߣ_ ௜݀௝௧
௦ௗ + ௜௝௧ݑ_ߣ

௦ௗ + ௜௝௧ݎ_ߣ
௦ௗቍ

ௗ∈ே :௦ஷௗ௦∈ே

≤ ௜௝௧ܥ ∙ ܤ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ,݆

(5-10)

෍ ܹ௠ ௡௧
௜௝

௡∈ே௣೘

− ෍ ܹ௡௠ ௧
௜௝

௡∈ே௣೘

= ൝−

௜௝௧ܥ ݉ = ݅

௜௝௧ܥ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

� (5-11)
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∀ ∋ݐ ,ܶ ∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ,݆

෍ ෍ ܹ௠ ௡௧
௜௝

௝∈ே :௜ஷ௝௜∈ே

≤ ܹ ∙ ௠݂ ௡

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ ,

(5-12)

෍ =௜ߜ ܰ݀ܿ

௜∈ே

, (5-13)

෍ ෍ ܹ௠ ௡௧
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

߱௠ ௡௧,

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ ,

(5-14)

ܳ௜௧ = ൭ ෍ ௜ௗ௧ߣ

ௗ∈ே :ௗஷ௜

+ ෍ ௦௜௧ߣ ∙ ܴ݀ ∙ ௦ߜ
௦∈ே :௦ஷ௜

+ ෍ ௜ௗ௧ߣ ∙ ݑܴ ∙ ௗߜ
ௗ∈ே :௡ஷ௜

ቇ/ܤ

∀ ∋ݐ ,ܶ∀ ݅∈ ܰ .

(5-15)

In this MILP model, the parameters are defined as:

i and j Denote end points of a virtual link in the IP layer,

s and d Denote source and destination points of regular traffic demand

between a node pair,

m and n Denote end points of a physical fibre link in the optical layer,

௜݌ܰ The set of neighbour nodes of node i in the optical layer,

௠ܮ ௡ The length of the link between nodes m and n in the optical layer,

T The set of time points,
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S Distance between neighbouring EDFAs,

W Number of wavelengths in a fibre,

N The set of nodes,

B The capacity of each wavelength,

௠ܣܧ ௡ The number of EDFAs on physical link (m, n). Typically

EA୫ ୬ = ⌊L୫ ୬/S − 1⌋ + 2 , where S is the distance between two

neighbouring EDFAs,

௠݂ ௡ The number of fibres on physical link (m, n),

PR Power consumption of a router port,

PT Power consumption of a transponder,

PE Power consumption of an EDFA,

POi Power consumption of an optical switch.,

PMD Power consumption of a multi/demultiplexer,

Ndc The total number of data centres.

The following variables are also defined:

௜௝௧ܥ The number of wavelength channels (integer) in the virtual link (i,

j) at time t,

ܥ ௜݀௝௧ The number of wavelength channels (integer) in the virtual link (i,

j) for downlink traffic at time t,

௜௝௧ݑܥ The number of wavelength channels (integer) in the virtual link (i,

j) for uplink traffic at time t,
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௜௝௧ݎܥ The number of wavelength channels (integer) in the virtual link (i,

j) for regular traffic at time t,

߱௠ ௡௧ The number of wavelength channels in the physical link (m, n) at

time t,

ܹ௠ ௡௧
௜௝ The number of wavelength channels in the virtual link (i, j) that

traverse physical link (m, n) at time t,

ܳ௜௧ The number of ports in node i used for data aggregation at time t,

௜ߜ =௜ߜ 1 if node i is a data centre, otherwise =௜ߜ 0,

௦ߜ ௦ߜ = 1 if the source of the traffic demand is a data centre,

otherwise ௦ߜ = 0,

ௗߜ ௗߜ = 1 if the destination of the traffic demand is a data centre,

otherwise ௗߜ = 0,

_ߣ ௜݀௝௧
௦ௗ The downlink traffic flow from data centre s to node d that

traverses the virtual link (i, j) at time t,

௜௝ݑ_ߣ
௦ௗ The uplink traffic flow from node s to data centre d that traverses

the virtual link (i, j) at time t,

௜௝௧ݎ_ߣ
௦ௗ The regular traffic flow from node s to node d that traverses the

virtual link (i, j) at time t.

The above constraints (5-7), (5-8) and (5-9) represent the flow conservation

constraints for the downlink, uplink and regular traffic flows, respectively and ensure

that traffic flows can be split and transmitted through multiple flow paths in the IP

layer. Constraint (5-10) ensures that the downlink, uplink and regular traffic flows in

a virtual link do not exceed its capacity. Constraint (5-11) is the flow conservation

constraint for data centre traffic and regular traffic in the optical layer. Constraint (5-

12) ensures that the limited number of wavelength channels on each physical link is

not exceeded. Constraint (5-13) gives the number of data centres. Constraint (5-14)



95

ensures that the limited number of wavelength channels on a physical link is not

exceeded. Constraint (5-15) gives the total number of data aggregation ports in each

node.

The model can be extended to represent the bypass approach by redefining the

power consumption of ports in regular nodes and data centres at time t as follows:

෍ ෍ ܴܲ ∙ +௜௝௧ܥ ෍ ܴܲ ∙ ܳ௜௧
௜∈ே௝∈ே :௜ஷ௝௜∈ே

(5-16)

Therefore the objective function becomes:

෍ ቌ ෍ ෍ ܴܲ ∙ ௜௝௧ܥ
௡∈ே௣೘௠ ∈ே

+ ෍ ܴܲ ∙ ܳ௜௧
௜∈ே

+ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே௧∈்

+ ෍ ෍ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡

௡∈ே௣೘௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

ቇ

(5-17)

5.2.2 Simulation and Results

To evaluate the energy savings introduced by optimising the locations of data

centres in IP over WDM networks, the irregular topology depicted in Fig 5-2 is

considered (later a more regular topology in the form of NSFNET is considered).

The network consists of 10 nodes and 14 bidirectional links. We assume that the

network has a single data centre.

Fig 5-3 shows the average traffic demand between regular nodes during

different hours of the day [141]. The average traffic demand between each node pair

ranges from 20 Gbit/s to 120 Gbit/s and the peak occurs at 22:00. The traffic demand

between nodes and data centres is generated based on the regular traffic demand in

Fig 5-3 where we assume that Ru=0.2 and Rd=1.5, these factors specify the data
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centre upload and download traffic volumes

For example Rd=1.5 specifies data centre download traffic (additional traffic) that is

1.5 times the regular traffic in the network.

and output rates of a typical data centre

Fig 5 - 2: Irregular topology with link distances in km

Fig 5 - 3: Average traffic demand between regular nodes

Table 5-1 shows the network

wavelength capacity, distance between two neighbouring EDFAs, and the power

consumption of different components in the network.

those in [58] which are derived from Cisco’s 8

AMPL/CPLEX software was used to solve the

The optimal location of the

through the MILP model. The optimal location under the non

hop bypass heuristics in two traffic scenarios

scenario, the traffic to and from data c

upload and download traffic volumes respectively in relation to regular traffic

specifies data centre download traffic (additional traffic) that is

1.5 times the regular traffic in the network. These Ru and Rd values match the input

and output rates of a typical data centre [158].

: Irregular topology with link distances in km

Average traffic demand between regular nodes

network parameters in terms of number of wavelengths,

wavelength capacity, distance between two neighbouring EDFAs, and the power

consumption of different components in the network. The parameters are similar to

which are derived from Cisco’s 8-slot CRS-1 data sheets [144]

AMPL/CPLEX software was used to solve the MILP model.

he optimal location of the single (in this case) data centre was evaluated

he optimal location under the non-bypass and the multi

hop bypass heuristics in two traffic scenarios were investigated: In the first traffic

the traffic to and from data centres is only considered. In the second

in relation to regular traffic.

specifies data centre download traffic (additional traffic) that is

values match the input

parameters in terms of number of wavelengths,

wavelength capacity, distance between two neighbouring EDFAs, and the power

parameters are similar to

[144]. The

evaluated

bypass and the multi-

In the first traffic

. In the second
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scenario, the traffic between regular nodes in addition to the data centre traffic is

considered.

Distance between two neighbouring EDFAs 80 (km)

Number of wavelengths in a fibre (W) 16

Capacity of each wavelength (B) 40 (Gbit/s)

Power consumption of a router port (PR) 1000 (W)

Power consumption of a transponder (PT) 73 (W)

Power consumption of an EDFA (PE) 8 (W)

Power consumption of an optical switch (PO) 85 (W)

Power consumption of a multiplexer or a demultiplexer (PMD) 16 (W)

Table 5 - 1: Input data for the network

For the non-bypass approach the MILP model results give the optimal data

centre location as node 5 under both traffic scenarios. For the multi-hop bypass

heuristic the MILP optimal data centre location is node 7 and node 4 under the first

and the second traffic scenarios, respectively. To verify the MILP results, we

evaluated, through simulation, the power consumption of the network assuming

different locations of the data centre (Fig 5-4 and Fig 5-5). From Fig 5-4 and Fig 5-5,

the simulation results confirm the MILP model results for both heuristics under the

two traffic scenarios.

In Fig 5-4 where the first traffic scenario (only the traffic to and from data

centres) is considered, the optimal location has achieved an average power saving of

37.5% and 11.2% compared to the worst location for the non-bypass and the multi-

hop bypass, respectively. It is clear that under the non-bypass approach the power

savings introduced by optimising the location of the data centre is more significant

compared to the multi-hop bypass heuristic. This is due to the power requirements of

the non-bypass approach where an IP router port (the most power consuming

component in a node) is required in each intermediate node, therefore reducing the
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number of intermediate nodes by optim

reduce the average hop number) has a significant impact on the network power

consumption. However, under the multi

only required at the source and destination nodes, the loca

affect the power consumption of EDFAs, transponders, wavelength multiplexers and

demultiplexers and optical switches at intermediate nodes whose power consumption

is much lower than the IP routers ports power consumption.

Fig 5 - 4: The total energy consumption of the irregular topology with a single data centre under

different data centre locations (x-axis) with different heuristics considering only the data centre

Fig 5 - 5: The total energy consumption of the irregular topology with a single data centre under

different data centre locations (x-

traffic and regular traffic

number of intermediate nodes by optimising the location of the data centre (i.e.

reduce the average hop number) has a significant impact on the network power

consumption. However, under the multi-hop bypass heuristic, where IP routers are

only required at the source and destination nodes, the location optimisation will only

affect the power consumption of EDFAs, transponders, wavelength multiplexers and

demultiplexers and optical switches at intermediate nodes whose power consumption

is much lower than the IP routers ports power consumption.

The total energy consumption of the irregular topology with a single data centre under

axis) with different heuristics considering only the data centre

traffic

The total energy consumption of the irregular topology with a single data centre under

-axis) with different heuristics considering the data centre

traffic and regular traffic

the location of the data centre (i.e.

reduce the average hop number) has a significant impact on the network power

, where IP routers are

ation will only

affect the power consumption of EDFAs, transponders, wavelength multiplexers and

demultiplexers and optical switches at intermediate nodes whose power consumption

The total energy consumption of the irregular topology with a single data centre under

axis) with different heuristics considering only the data centre

The total energy consumption of the irregular topology with a single data centre under

axis) with different heuristics considering the data centre
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In Fig 5-5 the energy consumption reduction achieved by optimising the

location of data centres under the second traffic scenario (data centre traffic and

regular traffic) decreases to 17.2% and 6.3% for the non bypass and multi-hop

bypass, respectively. This is due to the fact that the energy consumption attributed to

regular traffic is not affected by optimising the data centre location. Therefore the

saving compared to the total energy consumption is lower.

Fig 5 - 6: Propagation delay experienced by each node in the irregular topology under different

data centre locations

Fig 5-6 gives the propagation delay experienced by all the nodes in the irregular

topology in accessing the data centre under different data centre locations. Note that

both the non-bypass and multi-hop bypass heuristics are based on shortest-path

routing. It is clear that the optimal (from an energy point of view) data centre

location (node 5) has not increased the propagation delay compared to other node

choices. It is also clear that nodes at the centre of the network are less affected by a

change in the data centre location compared to nodes at the edge as nodes in the

centre have a lower average hop count to other nodes in the network.

To evaluate the impact of the optimisation of data centre locations in a realistic

network, the same NSFNET network as in Chapter 4 is considered, depicted in Fig

4-4 and MILP models and simulators are used. The NSFNET network consists of 14

nodes and 21 bidirectional links and is considered to be more regular where all the

nodes have comparable nodal degrees. Similarly, the same average traffic demand in

different time zones as in Chapter 4 is considered, depicted in Fig 4-5.
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Fig 5 - 7: The total energy consumption

different data centre locations (x-axis) with different heuristics considering only the data centre

Fig 5 - 8: The total energy consumption of the NSFNET network wit

different data centre locations (x-

traffic and regular traffic

The location of the data centres for the NSFNET with a single data centre

optimised for the same traffic scenarios discussed above and using the parameters in

Table 5-1. The optimal location obtained from the

simulator results in Fig 5-7 and Fig 5

different heuristics and traffic scenarios is node 5 which is located at the centre of

the network. As discussed above, optim

the energy consumption of the network by reducing the total power consumed by IP

The total energy consumption of the NSFNET network with a single data centre under

axis) with different heuristics considering only the data centre

traffic

The total energy consumption of the NSFNET network with a single data centre under

-axis) with different heuristics considering the data centre

traffic and regular traffic

he location of the data centres for the NSFNET with a single data centre

d for the same traffic scenarios discussed above and using the parameters in

. The optimal location obtained from the MILP model matches the

7 and Fig 5-8. The optimal data centre location under

traffic scenarios is node 5 which is located at the centre of

the network. As discussed above, optimising the location of data centres minim

the energy consumption of the network by reducing the total power consumed by IP

of the NSFNET network with a single data centre under

axis) with different heuristics considering only the data centre

h a single data centre under

axis) with different heuristics considering the data centre

he location of the data centres for the NSFNET with a single data centre was

d for the same traffic scenarios discussed above and using the parameters in

LP model matches the

. The optimal data centre location under

traffic scenarios is node 5 which is located at the centre of

minimises

the energy consumption of the network by reducing the total power consumed by IP



101

router ports; transponders & EDFAs which are related to the number of hops and

distance between source and destination, respectively. Therefore data centres should

be located to provide optimal number of hops and distance to all nodes. Under the

first traffic scenario (only data centre traffic), the optimal data centre location has

reduced the energy consumption by 26.6% and 12.7% compared to the worst

location for the non bypass and the multi-hop bypass, respectively. The difference

between the optimal and the worst location under the second traffic scenario (data

centre traffic and regular traffic) decreases to 8.6% and 4.6% for the non bypass and

the multi-hop bypass, respectively. Similar trends to those observed in Fig 5-4 and

Fig 5-5 can be seen in Fig 5-7 and Fig 5-8 for NSFNET. However, the difference

between the different locations under the different heuristics and traffic scenarios is

reduced. This is due to the regularity of the NSFNET topology where all nodes have

comparable nodal degrees.

In addition to the scenarios evaluated above, a scenario where the NSFNET has

a larger number of data centres (Ndc=5) was evaluated. Fig 5-9 gives the optimal

locations for data centres under the different heuristics and traffic scenarios. The

optimal data centre locations are distributed throughout the network to provide

optimal number of hops and distance to all nodes. Fig 5-10 shows that the optimal

data centre locations for the multi-hop heuristic with data centre and regular traffic

are distributed throughout the network under different values of Ru and Rd.

Fig 5 - 9: Optimal data centre locations under different heuristics and traffic scenarios
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Fig 5 - 10: Optimal data centre locations for the multi-hop bypass heuristic under different Ru

and Rd values with data centre and regular traffic

Fig 5-11, Fig 5-12 Fig 5-13 and Fig 5-14 show the NSFNET power

consumption under the optimal data centre locations in Fig 5-9 and Fig 5-10

obtained from the MILP model for the different heuristics and traffic scenarios

compared with the case where random nodes are selected to serve as data centres.

The power consumption obtained from the MILP model under the optimal locations

represents a lower bound on the power consumption.

Fig 5 - 11: The power consumption of the NSFNET network with different data centre locations

in a 24 hour period under the non-bypass heuristic with 5 data centres considering only the data

centre traffic

In Fig 5-11 and Fig 5-12, compared with the random data centre locations under

the non-bypass heuristic, the power consumption under the optimal locations has
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been reduced by an average of 11.4% and 4.4% under the first and the second traffic

scenarios, respectively. The power consumption obtained from the MILP model is

lower than the power consumption obtained under the non-bypass with shortest-path

routing as shortest-path routing will not necessarily result in the minimum number of

hops, and the number of hops determines the number of IP ports used under the non-

bypass heuristic. The number of IP ports used has the largest impact on power

consumption.

Fig 5 - 12: The power consumption of the NSFNET network with different data centre locations

in a 24 hour period under the non-bypass heuristic with 5 data centres considering the data

centre traffic and regular traffic

Fig 5 - 13: The power consumption of the NSFNET network with different data centre locations

in a 24 hour period under the multi-hop bypass heuristic with 5 data centres considering only

the data centre traffic
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Fig 5 - 14: The power consumption of the NSFNET network with different data centre locations

in a 24 hour period under the multi-hop bypass heuristic with 5 data centres considering the

data centre traffic and regular traffic

Under multi-hop bypass (Fig 5-13 and Fig 5-14), the power consumption has

been reduced to an average of 6.5% and 1.7% under the first and the second traffic

scenario, respectively. In a fashion similar to the non-bypass case, shortest path

routing results in higher power consumption in the multi-hop bypass heuristic.

However, the difference between the MILP model and the multi-hop bypass

heuristic is smaller than the difference in the case of the non-bypass heuristic as

under the multi-hop bypass heuristic IP router ports are eliminated at intermediate

nodes therefore the number of hops becomes less critical.

From the results above, power savings are higher under the non-bypass

heuristic. However, compared to the case with one data centre, the power savings

achieved by optimising the multiple data centre locations are limited. This is due to

the fact that with a larger number of data centres the average distance between a

node and a data centre is reduced. Therefore optimising the locations of data centres

has a smaller effect on the average number of hops, i.e. the distance between nodes

and data centres and therefore it has a limited effect on power consumption.

Therefore optimising the location of data centres is more critical if the number of

data centres is small or the topology is irregular as seen earlier in this section.

Table 5-2 gives a summary of the power consumption savings obtained under

different topologies, heuristics and number of data centres. Similar observations can
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be made in relation to delay in the more regular NSFNET topology by comparing

Fig 5-15 and Fig 5-6, both under a single data centre. Fig 5-16 compares the

propagation delay experienced by different nodes in the NSFNET network with 5

data centres under the optimal data centre locations and under other random

locations. The optimal (power consumption minimisation criterion) data centre

locations have had limited effect on the average propagation delay experienced by

different nodes in accessing data centres and as Fig 5-16 shows, some nodes

experience lower delay. Therefore the developed MILP model optimises the data

centre locations to minimise the network power consumption while maintaining QoS

(propagation delay here).

Fig 5 - 15: Delay experienced by each node in the NSFNET network with a single data centre

under different data centre locations

Fig 5 - 16: Delay experienced by each node in the NSFNET network with 5 data centres under

the optimal data centre locations
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Topology Data centre traffic only Data centre traffic and

regular traffic

Irregular topology under the non-

bypass heuristic

37% 11%

Irregular topology under the multi-hop

bypass heuristic

17% 6.3%

NSFNET topology with a single data

centre under the non-bypass heuristic

26.6% 12.7%

NSFNET topology with a single data

centre under the multi-hop bypass

heuristic

8.6% 4.6%

NSFNET topology with 5 data centres

under the non-bypass heuristic

11.4% 4.4%

NSFNET topology with 5 data centres

under the multi-hop bypass heuristic

6.5% 1.7%

Table 5 - 2: Summary of power consumption savings obtained under optimal data centre

locations

5.3 A Replication Scheme for IP over WDM Network with

Data Centres

The results in Section 5.2.2 were obtained under the assumption that each data

centre has different content i.e. a user interested in that particular content has to

access it from the data centre in question. However, in practice large operators (e.g.

BBC, YouTube, Amazon...) have multiple data centres where they replicate content

(that has different popularity) to reduce the access delay experienced by users. In

terms of power consumption, replicating data objects to multiple data centres allows

a node to access a data object from a closer data centre and therefore reduces the

power consumption by reducing the number of hops and the distance from source to

destination. In this section, the power savings introduced by implementing a
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replication scheme in the IP over WDM network with data centres is investigated

where we assume that data objects are replicated according to their popularity.

5.3.1 Mathematical Model

A MILP model is developed to optimise the selection of data centres to replicate

data objects under the lightpath bypass approach. In addition to the assumptions in

Section 5.2.1, the MILP model is developed under the following assumptions:

1. The optimal data centre locations are obtained using the MILP model in

Section 5.2.1.

2. Data objects in the network are classified into five different popularity groups.

A traffic demand between a node and a data centre is distributed among

different data object groups according to their popularity. Previous research on

content popularity [159-161] has established that the popularity of content can

be approximated using a Zipf distribution which states that the relative

probability of a request for the i’th most popular data object is proportional to

1/i. The Zipf’s distribution is given by [127]:

ܲ( )݅ =
߮

݅
(5-18)

where

߮ = ൭෍
1

݅

ே

௜ୀଵ

൱

ିଵ

(5-19)

where N is the number of data objects. In our scenario we assume five data

object groups (N=5). Therefore, the popularity of the data object groups P୓ , is:

43.7%, 21.8%, 14.5%, 10.9% and 9%.

3. Given that the least popular data object must exist in at least one data centre

and assuming that the most popular object exists in all data centres, a

relationship can be constructed between content popularity and the number of

locations where it is present. This does not however predetermine the location

of a data object based on its popularity. Different relationships can be
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constructed given the two points (maximum and minimum) discussed and

shown in Fig 5-17. The simplest being a linear relationship which is the one

selected here (see Fig 5-17). Other Relationships (e.g polynomial) can be

investigated as an extension.

The total number of data centres, NRO(P), used to replicate a data object

group, O, is defined as a function of the object’s popularity, ைܲ , as:

ܴܰை( ைܲ) =
−|ܦ| 1

௠ܲ ௔௫− ௠ܲ ௜௡
ைܲ +

௠ܲ ௔௫− |ܦ| ௠ܲ ௜௡

௠ܲ ௔௫− ௠ܲ ௜௡

(5-20)

where D is the set of data centres, ௠ܲ ௔௫ and ௠ܲ ௜௡ are the popularities of the

most and least popular data objects, respectively. From equation (5-20) and

given that |D|=5 and given the popularity values mentioned above we

calculate ܴܰை( ைܲ) for all data object groups resulting in data object groups

with the popularities 43.7%, 21.8%, 14.5%, 10.9% and 9% having to exist in 5,

4, 3, 2 and 1 data centres, respectively.

4. Only data centre traffic is considered (uplink and downlink traffic) when

optimising the replication locations (but the mirroring traffic between data

centres is also considered). The data centres are assumed to be synchronised.

5. The problem is decomposed by solving the MILP model each time for a

particular data centre X and a particular data object O. While such

decomposition yields a simplified tractable model, it may not lead to the

global optimal solution.

Fig 5 - 17: Popularity vs. total number of data centres
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The corresponding optimisation problem is presented in the following which

obtain optimal locations of contents replication.

Objective: minimise

෍ ቌ෍ ෍ ܴܲ ∙ ൫ܥ ௜݀௝௧+ +௜௝௧൯ݑܥ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே௝∈ே :௜ஷ௝௜∈ே௧∈்

+ ෍ ෍ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡

௡∈ே௣೘௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

ቇ

(5-21)

Note that the power consumption of the aggregation ports is not considered in

the objective function as it is related linearly to the traffic demand and therefore will

not affect the selection of the optimal replication locations.

Subject to:

෍ _ߣ ௜݀௝௧
௡ௗ − ෍ _ߣ ௝݀௜௧

௡ௗ

௝∈ே :௜ஷ௝௝∈ே :௜ஷ௝

= ቐ
ߣ݀ ௑ௗ௧ ∙ ைܲ ∙ ௡ߜ ݂݅ ݅= ݊

ߣ݀− ௑ௗ௧ ∙ ைܲ ∙ ௡ߜ ݂݅ ݅= ݀
0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ݀ ∈ ܰܰ ,∀ ݊ ∈ ܦ ,

(5-22)
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௝∈ே :௜ஷ௝௝∈ே :௜ஷ௝

= ቐ
ௗ௑௧ݑߣ ∙ ைܲ ∙ ௡ߜ ݂݅ ݅= ݀

ௗ௑௧ݑߣ− ∙ ைܲ ∙ ௡ߜ ݂݅ ݅= ݊
0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�
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(5-23)
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ௗ௡

௡∈஽ௗ∈ேே

≤ ௜௝௧ݑܥ ∙ ܤ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ,݆

(5-25)
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෍ ௡ߜ =

௡∈஽

ܴܰை
௉೚, (5-27)
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෍ ෍ ܹ௠ ௡௧
௜௝

௝∈ே :௜ஷ௝௜∈ே

≤ ܹ ∙ ௠݂ ௡

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ .

(5-29)

In addition to the parameters of the MILP model in Section 5.2.1, the following

parameters are defined:

X The data centre with an original data object.

NN

ܴܰை
௉೚

The set of normal nodes.

The total number of data centres used to replicate a data object group,

O, with popularity, ைܲ .

In addition to the parameters in Section 5.2.1, the following variables are

defined:

ܥ ௜݀௝௧ The number of wavelength channels used for downlink traffic

demand on the virtual link (i, j) at time t.

௜௝௧ݑܥ The number of wavelength channels used for uplink traffic demand

on the virtual link (i, j) at time t.

௡ߜ ௡ߜ = 1 if data centre n is chosen to replicate an object present in data

centre X, otherwise ௡ߜ = 0.

௫ௗ௧ߣ The downlink traffic demand from data centre X to node d.

ௗ௫௧ߣ The uplink traffic demand from node d to data centre X.
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_ߣ ௜݀௝௧
௡ௗ The downlink traffic flow from data centre n to node d that traverses

the virtual link (i, j) at time t.

௜௝௧ݑ_ߣ
ௗ௡ The uplink traffic flow from node d to data centre n that traverses the

virtual link (i, j) at time t.

Constraint (5-22) ensures that the downlink traffic demands from data centre X

to node d in the IP layer are allowed to be replicated to data centre n, split and

transmitted through multiple flow paths. Constraint (5-23) ensures that the uplink

traffic demands from node n to the data centre X in the IP layer are allowed to be

replicated at data centre n, split and transmitted through multiple flow paths.

Constraints (5-24) and (5-25) show that the downlink and uplink traffic flows cannot

exceed the capacity of each virtual link. Constraint (5-26) ensures the flow

conservation in the optical layer. Constraint (5-27) states the number of data centres

used for replication. Constraint (5-28) gives the relationship between the number of

wavelength channels on physical links and virtual links. Constraint (5-29) ensures

that the limited number of wavelength channels on each physical link is not

exceeded.

From constraints (5-22) and (5-23), it is clear that the original traffic demand

between a data centre and nodes is calculated repeatedly for each possible replication

data centre in order to keep the model linear. Therefore, the total power consumption

of the network calculated from the model has some tolerance. However, this does not

affect the results of optimal locations of the replication data centres.

5.3.2 Energy-Delay Optimal Routing Algorithm (EDOR)

Using shortest-path routing to choose a replica of a data object in the IP over

WDM network can result in increasing the power consumption of the network as the

shortest path may involve more hops (hence IP ports) and furthermore more router

ports and transponders may be required to establish a new virtual link if enough

capacity is not available on existing virtual links on the shortest path. Therefore we

propose a new routing algorithm, Energy-Delay Optimal Routing (EDOR), to route

traffic demands to data objects. EDOR aims to minimise the energy consumption
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while maintaining QoS (propagation delay). The flow chart associated with the

EDOR algorithm is shown in Fig 5-18.

Fig 5 - 18: EDOR algorithm flowchart

In this algorithm, all the traffic demands between data centres and nodes are

reordered from the highest to the lowest and an empty virtual topology is created. A

traffic demand is then retrieved from the ordered list. All the available paths to all

the required data centres are checked. If more than one path has sufficient capacity,

the required data centre with the shortest available path is selected in order to reduce

the propagation delay. If sufficient capacity is not available in the virtual topology, a

new virtual link is established between the node and the data centre with the

minimum number of hops in order to minimise the power consumption by reducing

the number of transponders in intermediate nodes. After routing the traffic demand,

the remaining capacity on all the virtual links is updated. The above process is
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repeated for all the traffic demands. After routing all the traffic demands on the

virtual topology, the total power consumption of the network is calculated.

Under the EDOR algorithm the same data object exists in multiple data centres,

so the data centre routing problem becomes a form of “anycasting” which introduces

a degree of freedom in selecting the destination with the minimum energy

consumption. The multi-hop bypass heuristic proposed in [58] is a unicasting

algorithm, i.e. the destination is pre-determined and only the most energy efficient

route is selected.

5.3.3 Simulation and Results

In this section we identify the impact of the replication scheme in the NSFNET

network with 5 data centres. The data centre traffic demand and other parameters are

similar to the assumptions in Section 5.2.2.

Fig 5 - 19: The power consumption of the IP over WDM network with optimal locations of data

centres under the non-bypass heuristic with and without replication

In Fig 5-19, the performance of the replication scheme under shortest-path

routing with the non-bypass scheme is evaluated. Simulation results are reported

under the optimal data centre locations ((5, 6, 8, 10 and 13) obtained from running

the model in Section 5.2.1 for the non-bypass heuristic) considering data centre

traffic and regular traffic. The optimal selection of data centres is determined to

replicate data objects through the use of the MILP model in Section 5.3.1.
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Implementing the replication scheme has resulted in an average power saving of

28%. This significant saving is due to the reduction in the number of hops and the

distance between data centres and nodes (as under replication objects are available in

multiple data centres).

Fig 5 - 20: The power consumption of the IP over WDM network with optimal locations of data

centres under the EDOR algorithm and the multi-hop bypass heuristic with shortest path

algorithm with and without replication

Fig 5 - 21: Reduction in the power consumption of the IP over WDM network with optimal

locations of data centres under the EDOR algorithm and the multi-hop bypass heuristic with

shortest path routing

The results under EDOR with the optimal data centre locations (3, 5, 8, 10 and

12) have also been evaluated using the model in Section 5.2.1 for the multi-hop
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bypass heuristic considering data centre traffic and regular traffic. The optimal

selection of data centres to replicate data objects was determined from the MILP

model in Section 5.3.1. Fig 5-20 gives the power consumption of the IP over WDM

network with data centres with and without the replication scheme. It is clear that

implementing the replication scheme has resulted in power savings under both

shortest-path routing and the EDOR algorithm. The difference between the EDOR

algorithm and the multi-hop bypass heuristic with shortest-path routing can be seen

in Fig 5-21 where we show the power saving introduced by the replication scheme

under the two algorithms compared to the multi-hop heuristic without replication.

While the EDOR algorithm achieves an average power saving of 4.5%, the

multi-hop bypass heuristic with shortest-path routing average power saving is

limited to 3.7 %. This is because the EDOR algorithm allows more traffic demands

to share the capacity on common virtual links and therefore a smaller number of new

virtual links need to be established. It also routes using a minimum hop criterion

(minimum number of IP ports, switches, transponders and multiplexers and

demultiplexers) when there is no sufficient capacity on established lightpaths.

Between 04:00 and 08:00, the difference between the two algorithms reaches its

peak as during this time period the average traffic demand is the lowest, and is lower

than the capacity of a wavelength. The EDOR algorithm uses all available virtual

links with sufficient capacity therefore more traffic demands share the capacity on

common virtual links.

Fig 5 - 22: Average propagation delay of IP over WDM network with optimal locations of data

centres under different algorithms
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Fig 5-22 gives the average propagation delays under different algorithms. The

multi-hop bypass heuristic without the replication scheme gives the upper bound on

the propagation delay. The multi-hop bypass heuristic with the shortest path

algorithm results in the lowest propagation delay (2.59 ms). With the EDOR

algorithm, the propagation delay has not increased significantly (the increase is less

than 0.2 ms, i.e. less than 8% compared to the lowest propagation delay) maintaining

the QoS. It should be noted that while the propagation delay of the multi-hop bypass

heuristic without replication and with the shortest-path algorithm are almost constant

in a 24 hour period, the average propagation delay of the EDOR algorithm fluctuates

slightly as the routing paths are dynamic.

5.4 Applying Renewable Energy in the IP over WDM

Network with Data Centres

In this section, introducing renewable energy sources to the IP over WDM

network with data centres is investigated and a scenario where moving bits to where

renewable energy is (wind farms) is evaluated and compared to transporting

renewable energy to data centres. The impact of the power losses associated with

transporting electrical power to data centres on the optimal data centres locations is

studied. The impact of the other networking factors including network topology,

routing, and traffic is also studied. We further assume that solar energy is employed

to partly power regular nodes, 20kW per node and similar solar panel area as in

Chapter 4. However, as the power consumption of a data centre is high, due to high

traffic demand to and from the data centre and the high consumption of the

computing and cooling equipment inside the data centre, the power generated by

limited size solar cells built in the local site will not be sufficient to power a data

centre. Therefore the data centres are powered by the energy generated from wind

farms.
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5.4.1 Mathematical Model

The MILP model in Section 5.2.1 is extended to support the objective of

minimising the non-renewable energy consumption of data centres by optimising the

locations of data centres in the IP over WDM network assuming the lightpath bypass

approach but taking into account renewable energy sources and the transmission

losses. In addition to the assumptions of the MILP model in Section 5.2.1, the

following assumptions are made:

1. Renewable energy is only available to the ports and transponders in regular

nodes as these are the most power consuming elements in a node. Renewable

energy from wind farms is however also available to power the computing

servers, cooling and lighting.

2. Data centres and regular nodes have access to non-renewable energy to

guarantee QoS at all time in case the renewable energy is low.

3. Each data centre has access to only a single wind farm. Note that If the data

centre is connected to more than a single wind farm, then more than one

transmission line will have to be constructed increasing the cost. Alternatively,

the power from the wind farm can be injected into the power grid and the data

centre can be connected to the power grid, however it is difficult to evaluate of

the power losses attributed to the data centre location in a complex power grid

network. From a power loss point of view, connecting a data centre to multiple

wind farms, e.g. 3 wind farms can reduce the transmission power losses if the

power remains the same and the distance, d, to each wind farm (three loss

components, each proportional to I2/9) however the installation cost becomes

high. Therefore the simplest/lowest cost option has been selected, where each

data centre is connected to a single wind farm.

4. A fraction of the total output power of a wind farm k, denoted as Uk, is

assumed to be available to power data centres.

5. The power transmission loss ( loss୩୧) is the power lost in transmitting

renewable energy from wind farm k to data centre i.
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6. To be able to evaluate the non-renewable energy consumption separately from

the renewable energy consumption, the variables is redefined by representing

the number of wavelength channels and traffic flows.

In addition to the parameters in Section 5.2.1, the following parameters are

defined:

K The set of wind farms,

ܹܲ ௞௧ܨ The output power of wind farm k at time t,

ܴܲ௪ The wind power consumption of a router port which is equal to ܴܲ,

ܴܲ௦ The solar power consumption of a router port which is equal to ܴܲ,

ܲܶ௪ The wind power consumption of a transponder which is equal to ܲ ,ܶ

ܲܶ௦ The solar power consumption of a transponder which is equal to ܲ ,ܶ

ܲ_ ݈݋ܿ݋ ݅݊ ௜݃ The power consumption associated with cooling in a data centre,

ܲ_ ݉ܿ݋ ݊ݐ݅ݑ݌ ௜݃ The power consumption associated with computing in a data centre,

௜ܵ௧ The output power of solar cells of node i at time t.

The following variables are defined:

ܥ ௜݀௝௧ The number of wavelength channels carrying data centre traffic in

the virtual link (i, j) which start or end at a data centre and are

powered by non-renewable energy at time t,

௜௝௧ݓ݀ܥ The number of wavelength channels carrying data centre traffic in

the virtual link (i, j) which start or end at a data centre and are

powered by wind energy at time t,

ܥ ௜݊௝௧ The number of wavelength channels carrying data centre traffic in

the virtual link (i, j) which start or end at regular nodes and are

powered by non-renewable energy at time t,

௜௝௧ݏ݊ܥ The number of wavelength channels carrying data centre traffic in

the virtual link (i, j) which start or end at a regular node and are

powered by solar energy at time t,



119

௜௝௧ݓ݊ܥ The number of wavelength channels carrying data centre traffic in

the virtual link (i, j) which start or end at a regular node (connected

to a data centre) and are powered by wind energy at time t,

௜௝௧ݎܥ The number of wavelength channels carrying regular traffic in the

virtual link (i, j) which are powered by non-renewable energy at

time t,

௜௝௧ݓݎܥ The number of wavelength channels carrying regular traffic in the

virtual link (i, j) which are powered by wind energy at time t,

௜௝௧ݏݎܥ The number of wavelength channels carrying regular traffic in the

virtual link (i, j) which are powered by solar energy at time t,

݀݀_ߣ ௜ܿ௝௧
௦ௗ The downlink traffic flow from data centre s to node d that traverses

the virtual link (i, j) at time t. This is associated with data centres

(dc),

݀_ߣ ௝݊௜௧
௦ௗ The downlink traffic flow from data centre s to node d (for regular

node) that traverses the virtual link (i, j) at time t. This is associated

with regular nodes (n),

ݑ_ߣ ௖݀௜௝௧
௦ௗ The uplink traffic demand from node s to data centre d (for data

centre) that traverses the virtual link (i, j) at time t. This is

associated with data centres (dc),

ܹ ௠݀ ௡௧
௜௝ The number of wavelength channels carrying data centre traffic in

the virtual link (i, j) which traverses physical link (m, n) that starts

or ends at a data centre at time t,

ܹ ௠݊ ௡௧
௜௝ The number of wavelength channels carrying data centre traffic in

the virtual link (i, j) which traverses physical link (m, n) that starts

or ends at a regular node at time t,

ܹ ௠ݎ ௡௧
௜௝ The number of wavelength channels carrying regular traffic in the

virtual link (i, j) which traverses physical link (m, n) at time t,
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ݑ_ߣ ௝݊௜௧
௦ௗ The uplink traffic demand from node s to data centre d (for regular

node) that traverses the virtual link (i, j) at time t. This is associated

with regular nodes (n),

߱ ௠݀ ௡௧ The number of wavelength channels carrying data centre traffic in

the physical link (m, n) which start or end at a data centre and are

powered by non-renewable energy at time t,

௠ݓ݀߱ ௡௧ The number of wavelength channels carrying data centre traffic in

the physical link (m, n) which start or end at a data centre and are

powered by wind energy at time t,

߱ ௠݊ ௡௧ The number of wavelength channels carrying data centre traffic in

the physical link (m, n) which start or end at a regular node and are

powered by non-renewable energy at time t,

௠ݏ݊߱ ௡௧ The number of wavelength channels carrying data centre traffic in

the physical link (m, n) which start or end at a regular node and are

powered by solar energy at time t,

௠ݓ݊߱ ௡௧ The number of wavelength channels carrying data centre traffic in

the physical link (m, n) which start or end at a regular node

(connected with a data centre) node and are powered by wind

energy at time t,

௠ݎ߱ ௡௧ The number of wavelength channels carrying regular traffic in the

physical link (m, n) powered by non-renewable energy at time t,

௠ݏݎ߱ ௡௧ The number of wavelength channels carrying regular traffic in the

physical link (m, n) powered by solar energy at time t,

௠ݓݎ߱ ௡௧ The number of wavelength channels carrying regular traffic in the

physical link (m, n) powered by wind energy at time t,

ܳ ௜݁௧ The number of ports in node i used for data aggregation powered by

non-renewable energy at time t,
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௜௧ݏܳ The number of ports in regular node i used for data aggregation

powered by solar energy at time t,

௜௧ݓܳ The number of ports in data centre i used for data aggregation

powered by wind energy at time t,

௞௜ߜ δ୩୧= 1 if node i is a data centre and has access to wind farm k,

otherwise, δ୩୧= 0.

The power consumption of optical switches, multiplexers/demultiplexer and

EDFAs have the same definition as in Section 5.2.1. However the power

consumption of router ports and transponders is redefined as follows:

1) The power consumption of ports in regular nodes and data centres at time t

෍ ෍ ܴܲ ∙ ൫ܥ ௜݀௝௧+ ܥ ௜݊௝௧+ +௜௝௧൯ݎܥ ෍ ܴܲ ∙ ܳ ௜݁௧

௜∈ே௝∈ே :௜ஷ௝௜∈ே

(5-30)

2) The power consumption of transponders in regular nodes and data centres at

time t

෍ ෍ (ܲܶ ∙ ߱ ௠݀ ௡௧+ ܲܶ ∙ ߱ ௠݊ ௡௧+ ܲܶ ∙ ௠ݎ߱ ௡௧)

௡∈ே௣೘௠ ∈ே

(5-31)

The power consumption of the cooling and computing equipment inside the data

centre is also included in the total non-renewable energy consumption.

The MILP model is defined as follows and given the optimal locations of data

centres:

Objective: minimise

෍ ቌ෍ ෍ ܴܲ ∙ ൫ܥ ௜݀௝௧+ ܥ ௜݊௝௧+ +௜௝௧൯ݎܥ ෍ ܴܲ ∙ ܳ ௜݁௧

௜∈ே௝∈ே :௜ஷ௝௜∈ே௧∈்

+ ෍ ෍ (ܲܶ ∙ ߱ ௠݀ ௡௧+ ܲܶ ∙ ߱ ௠݊ ௡௧+ ܲܶ ∙ ௠ݎ߱ ௡௧)

௡∈ே௣೘௠ ∈ே

+ ෍ ෍ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡

௡∈ே௣೘௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

ቇ

(5-32)
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Subject to:

෍ ݀݀_ߣ ௜ܿ௝௧
௦ௗ

௝∈ே :௜ஷ௝

− ෍ ݀_ߣ ௝݊௜௧
௦ௗ

௝∈ே :௜ஷ௝

=

⎩
⎪
⎨

⎪
⎧ ௦ௗ௧ߣ ∙ ܴ݀ ∙ ෍ ௞௦ߜ

௞ఢ௄

݂݅ ݅= ݏ

௦ௗ௧ߣ− ∙ ܴ݀ ∙ ෍ ௞௦ߜ
௞ఢ௄

݂݅ ݅= ݀

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ,݀

(5-33)

෍ ݑ_ߣ ௜݊௝௧
௦ௗ

௝∈ே :௜ஷ௝

− ෍ ݀ݑ_ߣ ௝ܿ௜௧
௦ௗ

௝∈ே :௜ஷ௝

=

⎩
⎪
⎨

⎪
⎧ ௦ௗ௧ߣ ∙ ݑܴ ∙ ෍ ௞ௗߜ

௞ఢ௄

݂݅ ݅= ݏ

௦ௗ௧ߣ− ∙ ݑܴ ∙ ෍ ௞ௗߜ
௞ఢ௄

݂݅ ݅= ݀

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ,݀

(5-34)

෍ ௜௝௧ݎߣ
௦ௗ

௝∈ே :௜ஷ௝

− ෍ ௝௜௧ݎߣ
௦ௗ

௝∈ே :௜ஷ௝

= ቐ
௦ௗ௧ߣ ݂݅ ݅= ݏ

௦ௗ௧ߣ− ݂݅ ݅= ݀
0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ,݀

(5-35)

෍ ෍ ൫ߣ_݀݀ ௜ܿ௝௧
௦ௗ + ݀ݑ_ߣ ௜ܿ௝௧

௦ௗ൯

ௗ∈ே :௦ஷௗ௦∈ே

≤ ൫ܥ ௜݀௝௧+ ∙௜௝௧൯ݓ݀ܥ ܤ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ,݆

(5-36)

෍ ෍ ൫ߣ_݀ ௜݊௝௧
௦ௗ + ݑ_ߣ ௜݊௝௧

௦ௗ൯

ௗ∈ே :௦ஷௗ௦∈ே

≤ ൫ܥ ௜݊௝௧+ +௜௝௧ݏ݊ܥ ∙௜௝௧൯ݓ݊ܥ ܤ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ,݆

(5-37)

෍ ෍ ௜௝௧ݎߣ
௦ௗ

ௗ∈ே :௦ஷௗ௦∈ே

≤ ൫ݎܥ௜௝௧+ +௜௝௧ݓݎܥ ∙௜௝௧൯ݏݎܥ ܤ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ,݆

(5-38)
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෍ ܹ ௠݀ ௡௧
௜௝

௡∈ே௣೘

− ෍ ܹ ௡݀௠ ௧
௜௝

௡∈ே௣೘

= ቐ−

ܥ ௜݀௝௧+ ௜௝௧ݓ݀ܥ ݉ = ݅

൫ܥ ௜݀௝௧+ ௜௝௧൯ݓ݀ܥ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ ∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ,݆

(5-39)

෍ ܹ ௠݊ ௡௧
௜௝

௡∈ே௣೘

− ෍ ܹ ௡݊௠ ௧
௜௝

௡∈ே௣೘

= ቐ−

ܥ ௜݊௝௧+ +௜௝௧ݏ݊ܥ ௜௝௧ݓ݊ܥ ݉ = ݅

൫ܥ ௜݊௝௧+ +௜௝௧ݏ݊ܥ ௜௝௧൯ݓ݊ܥ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ ∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ,݆

(5-40)

෍ ܹ ௠ݎ ௡௧
௜௝

௡∈ே௣೘

− ෍ ܹ ௡௠ݎ ௧
௜௝

௡∈ே௣೘

= ቐ−

+௜௝௧ݎܥ +௜௝௧ݏݎܥ ௜௝௧ݓݎܥ ݉ = ݅

൫ݎܥ௜௝௧+ +௜௝௧ݏݎܥ ௜௝௧൯ݓݎܥ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ ∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ,݆

(5-41)

෍ ܴܲ௪ ∙ ൫ݓݎܥ௜௝௧+ +௜௝௧ݓ݀ܥ +௜௝௧൯ݓ݊ܥ ܴܲ௪ ∙ ௜௧ݓܳ

௝∈ே :௜ஷ௝

+ ෍ ܲܶ௪ ∙

௡∈ே௣೔

+௜௡௧ݓ݀߱) +௜௡௧ݓ݊߱ (௜௡௧ݓݎ߱

+ ܲ_ ݈݋ܿ݋ ݅݊ ௜݃+ ܲ_ ݉ܿ݋ ݊ݐ݅ݑ݌ ௜݃

≤ ෍ ∙௞௜ߜ) ܹܲ ௞௧ܨ ∙ (1 − (௞௜ݏݏ݈݋ ∙ ܷ௞)

௞∈௄

∀ ∋ݐ ,ܶ∀ ݅∈ ܰ ,

(5-42)

෍ ܴܲ௦ ∙ ൫ݏݎܥ௜௝௧+ +௜௝௧൯ݏ݊ܥ ܴܲ௦ ∙ +௜௧ݏܳ ෍ ܲܶ௦ ∙

௡∈ே௣೔௝∈ே :௜ஷ௝

௜௡௧ݏ݊߱)

+ (௜௡௧ݏݎ߱ ≤ ൭1 − ෍ ௞௜ߜ
௞ఢ௄

൱ ∙ ௜ܵ௧ ∀ ∋ݐ ,ܶ∀ ݅∈ ܰ ,

(5-43)
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෍

⎝

⎜
⎛

(1 + (௞௜ݏݏ݈݋

௜∈ே

∙ ൮ ෍ ܴܲ௪ ∙ ൫ݓݎܥ௜௝௧+ +௜௝௧ݓ݀ܥ ௜௝௧൯+ܴܲ௪ݓ݊ܥ

௝∈ே :௜ஷ௝

∙ +௜௧ݓܳ ෍ ܲܶ௪ ∙

௡∈ே௣೔

௠ݓ݊߱+௜௡௧ݓ݀߱) ௡௧ + ௜௡௧)൱ݓݎ߱

+ ௖ܲ௢௢௟௜௡௚௜
+ ௖ܲ௢௠ ௣௨௧௜௡௚௜

⎠

⎟
⎞
≤ ෍ ܹܲ ௔௧ܨ ∙ ܷ௔

௔∈௄

∀ ∋ݐ ,ܶ݇ ∈ ܭ ,

(5-44)

෍ ෍ ൫ܹ ௠݀ ௡௧
௜௝

+ ܹ ௠݊ ௡௧
௜௝

+ ܹ ௠ݎ ௡௧
௜௝

൯

௝∈ே :௜ஷ௝௜∈ே

≤ ܹ ∙ ௠݂ ௡

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ ,

(5-45)

෍ ෍ ܹ ௠݀ ௡௧
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

߱ ௠݀ ௡௧+ ௠ݓ݀߱ ௡௧

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ ,

(5-46)

෍ ෍ ܹ ௠݊ ௡௧
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

߱ ௠݊ ௡௧+ ௠ݏ݊߱ ௡௧+߱݊ݓ௠ ௡௧

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ ,

(5-47)

෍ ෍ ܹ ௠ݎ ௡௧
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

௠ݎ߱ ௡௧+ ௠ݏݎ߱ ௡௧+ ௠ݓݎ߱ ௡௧

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ ,

(5-48)

෍ ௞௜ߜ
௞ఢ௄

≤ 1

∀ ݅∈ ܰ ,

(5-49)



125

෍ ෍ ௞௜ߜ
௞∈௄

= ܰ݀ ,ܿ

௜∈ே

(5-50)

ܳ ௜݁௧+ +௜௧ݏܳ ௜௧ݓܳ

= ൭ ෍ ௜ௗ௧ߣ

ௗ∈ே :ௗஷ௜

+ ෍ ௦௜௧ߣ ∙ ܴ݀ ∙ ෍ ௞௦ߜ
௞ఢ௄௦∈ே :௦ஷ௜

+ ෍ ௜௡௧ߣ ∙ ݑܴ ∙ ෍ ௞௡ߜ
௞ఢ௄௡∈ே :௡ஷ௜

ቇ/ܤ

∀ ∋ݐ ,ܶ∀ ݅∈ ܰ .

(5-51)

The above constraints (5-33)-(5-35), (5-36)-(5-38), (5-39)-(5-41), (5-45), (5-

46)-(5-47), (5-50) and (5-51) replace constrains (5-7)-(5-9) and (5-10), (5-11), (5-

12), (5-13), (5-14) and (5-15), respectively in Section 5.2.1. Constraint (5-42) states

that the renewable energy consumption of ports, transponders, cooling and

computing in a data centre should not be larger than the power provided by a single

wind farm taking into account the transmission losses. Constraint (5-43) ensures that

the renewable energy consumption of ports and transponders at a regular node does

not exceed the solar power available at the node. Constraint (5-44) ensures that the

renewable energy consumption of all data centres does not exceed the power

provided by all wind farms. Constraint (5-49) ensures that one data centre can only

access one wind farm.

5.4.2 Simulation and Results

The NSFNET network is considered as an example network to identify the

optimal location of data centres using the MILP model. Only 3 wind farms have

been selected based on their location and maximum output power [162] to power the

data centres in the network (see Fig 5-23): 1) WF1: Cedar Creek Wind Farm, 2)

WF2: Capricorn Ridge Wind Farm, 3) WF3: Twin Groves Wind Farm, all three in

blue. The wind Farms are shown in Fig 5-23. The maximum output power of the

three wind farms is 300 MW, 700 MW and 400 MW, respectively.

The solar power [142] available to a node is shown in Fig 5-24. The

geographical location of nodes affects the sunset and sunrise time, and therefore has
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impact on the solar energy generated in each node. In Chapter 4, the details of the

solar power available in each node are given. This is non-zero from 6:00 to 22:00

and the maximum output power occurs at 12:00.

We assume the electric transmission power loss is 15% per 1000 km [163] and

the percentage of the power of wind farms allocated to data centres is assumed to be

0.3% (typical level sufficient to power a medium size data centre, see the power

consumption values below). The lighting and cooling power consumption of a

typical data centre is 150-200W/ft2. Assuming a 3500 ft2 data centre, the total power

consumed in such a (typical) data centre for lighting and cooling is 700 kW and the

computing power consumption is assumed to be 300 kW which is typical for this

data centre size. The power allocated by a wind farm to a data centre is known and is

assumed here to be 1.4 MW. This corresponds to a power usage efficiency (PUE) of

2 which is typical for a data centre [164]. The renewable energy available to a data

centre is a function of the transmission losses and these are location dependent.

Furthermore the network topology, traffic, and components’ power consumption also

play an important role in determining the optimum data centre location as in Section

5.2. Therefore the MILP model in this section takes into account the Section 5.2

trade-offs as well as the trade-offs introduced by the losses associated with the

transmission of renewable energy to the data centre location. These losses reduce the

renewable power available to a node for communications purposes, hence the MILP

model identifies the optimum data centre locations by minimising the non-renewable

power consumption of the network.

Fig 5 - 23: The NSFNET network with wind farms and time zones



Fig 5 - 24

The MILP model

assumptions as in Section

the MILP model are as follows (4, 5, 6, 7, 8) where data centres 4 and 5 are powered

by WF1, data centre 6 and 7 are powered by WF

WF3. The MILP model results are such that all the data centres are located in the

centre of the network. Unlike the results in Section

selection was only dictated by the number of hops and dis

and nodes, in the presence of renewable energy and transmission losses, the selection

of data centres locations is also controlled by the util

resources, as the amount of energy available from wind

regular nodes is limited. Therefore nodes at the centre of the network are selected to

serve as data centres so that they can util

efficiently and consequently result in higher reductions in th

power consumption compared to the selection of nodes at the edge.

Fig 5-25 shows the non

centre locations obtained from the

bypass heuristic. This is compared to the case where random nodes (1, 2, 4, 6 and

13) are selected to serve as data centres, powered by the nearest wind farm. The non

renewable power consumption obtained from the

locations represents a low

24: Solar power in different nodes at different geographic locations

LP model is ran with five data centres (Ndc=

assumptions as in Section 5.2.2. The optimal locations of data centres obtained from

LP model are as follows (4, 5, 6, 7, 8) where data centres 4 and 5 are powered

by WF1, data centre 6 and 7 are powered by WF2, and data centre 8 is powered by

LP model results are such that all the data centres are located in the

centre of the network. Unlike the results in Section 5.2.2 where the data centres

selection was only dictated by the number of hops and distance between data centres

and nodes, in the presence of renewable energy and transmission losses, the selection

of data centres locations is also controlled by the utilisation of the renewable energy

resources, as the amount of energy available from wind farms and solar cells at

regular nodes is limited. Therefore nodes at the centre of the network are selected to

serve as data centres so that they can utilise the wind farm renewable power more

efficiently and consequently result in higher reductions in the total non

power consumption compared to the selection of nodes at the edge.

shows the non-renewable power consumption under the optimal data

centre locations obtained from the MILP model and simulations under the multi

stic. This is compared to the case where random nodes (1, 2, 4, 6 and

13) are selected to serve as data centres, powered by the nearest wind farm. The non

renewable power consumption obtained from the MILP model under the optimal

locations represents a lower bound. Compared with the random locations, the non
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Solar power in different nodes at different geographic locations

Ndc=5) under the same

. The optimal locations of data centres obtained from

LP model are as follows (4, 5, 6, 7, 8) where data centres 4 and 5 are powered

2, and data centre 8 is powered by

LP model results are such that all the data centres are located in the

where the data centres

tance between data centres

and nodes, in the presence of renewable energy and transmission losses, the selection

ation of the renewable energy

farms and solar cells at

regular nodes is limited. Therefore nodes at the centre of the network are selected to

e the wind farm renewable power more

e total non-renewable

power consumption compared to the selection of nodes at the edge.

renewable power consumption under the optimal data

LP model and simulations under the multi-hop

stic. This is compared to the case where random nodes (1, 2, 4, 6 and

13) are selected to serve as data centres, powered by the nearest wind farm. The non-

LP model under the optimal

er bound. Compared with the random locations, the non-
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renewable power consumption under the optimal locations has on average reduced

the non-renewable power consumption by 26.2% for the

for the multi-hop bypass with shortest path

locations result in larger hop numbers and distances between data centres and nodes

and consequently higher power consumption. In addition the random locations

reduce the utilisation of the renewable energy from win

consequently increase the non

between the MILP model and the multi

(simulation results) is due to the same reasons discussed in Section

Fig 5 - 25: The non-renewable power consumption of the IP over WDM network with different

locations of data centres under the multi

The MILP model was used to determine the power consumptio

the wind farms are located as shown in Fig

centres obtained from the MILP model in this case are as follows (1, 3, 4, 12, 13)

where data centres 1 and 3 are powered by WF1, data centre 4 is powered

and data centres 12 and 13 are powered by WF3. It can be observed that as with the

first scenario the optimum data centres locations are next to or near wind farms. In

Fig 5-26, the non-renewable power consumption under the optimal locations (1, 3

12, 13) was evaluated. Compared with random locations, the non

consumption under the optimal locations has been reduced by an average of 20.8%

under the MILP model and by an average of 2.8% for the multi

shortest path routing (simulation results).

renewable power consumption under the optimal locations has on average reduced

renewable power consumption by 26.2% for the MILP model and by 4.9%

hop bypass with shortest path routing (simulation results). The random

locations result in larger hop numbers and distances between data centres and nodes

and consequently higher power consumption. In addition the random locations

ation of the renewable energy from wind farms and solar cells and

consequently increase the non-renewable power consumption. The difference

LP model and the multi-hop bypass with shortest path routing

(simulation results) is due to the same reasons discussed in Section 5.2.2.

renewable power consumption of the IP over WDM network with different

locations of data centres under the multi-hop bypass heuristic in a 24 hour period.

LP model was used to determine the power consumption assuming that

the wind farms are located as shown in Fig 5-23 in red. The optimal locations of data

LP model in this case are as follows (1, 3, 4, 12, 13)

where data centres 1 and 3 are powered by WF1, data centre 4 is powered by WF2,

and data centres 12 and 13 are powered by WF3. It can be observed that as with the

first scenario the optimum data centres locations are next to or near wind farms. In

renewable power consumption under the optimal locations (1, 3

evaluated. Compared with random locations, the non-renewable power

consumption under the optimal locations has been reduced by an average of 20.8%

nd by an average of 2.8% for the multi-hop bypass with

outing (simulation results).

renewable power consumption under the optimal locations has on average reduced

LP model and by 4.9%

routing (simulation results). The random

locations result in larger hop numbers and distances between data centres and nodes

and consequently higher power consumption. In addition the random locations

d farms and solar cells and

renewable power consumption. The difference

hop bypass with shortest path routing

renewable power consumption of the IP over WDM network with different

hop bypass heuristic in a 24 hour period.

n assuming that

in red. The optimal locations of data

LP model in this case are as follows (1, 3, 4, 12, 13)

by WF2,

and data centres 12 and 13 are powered by WF3. It can be observed that as with the

first scenario the optimum data centres locations are next to or near wind farms. In

renewable power consumption under the optimal locations (1, 3, 4,

renewable power

consumption under the optimal locations has been reduced by an average of 20.8%

hop bypass with



Fig 5 - 26: The non-renewable power consumption under the multi

IP over WDM network assuming optimal data centre locations under different wind farm

Fig 5-27 shows that under the optimal data centre locations for the first wind

farms location scenario, introducing renewable energy to the network (wind farms

next to data centres and solar cells in regular nodes) has reduced the non

power consumption under

the non-renewable power consumption under the different heuristics and scenarios.

The results are compared with the non

without renewable energy repre

energy consumption. The multi

without renewable energy introduces average savings of 46%. The figure also shows

that the savings due to introducing renewable ene

energy) has achieved an average reduction of 58%. Combining the multi

heuristic with renewable energy increases power saving to an average of 77%

obtained from the

Introducing the replication scheme increases the average saving to 73% (simulation

results).

renewable power consumption under the multi-hop bypass heuristic in the

IP over WDM network assuming optimal data centre locations under different wind farm

locations

ws that under the optimal data centre locations for the first wind

farms location scenario, introducing renewable energy to the network (wind farms

next to data centres and solar cells in regular nodes) has reduced the non

power consumption under the different heuristics. Fig 5-28 gives the reductions in

renewable power consumption under the different heuristics and scenarios.

The results are compared with the non-bypass heuristic (with shortest

without renewable energy representing the upper bound on the non

energy consumption. The multi-hop bypass heuristic (with shortest

without renewable energy introduces average savings of 46%. The figure also shows

that the savings due to introducing renewable energy (non-bypass with renewable

energy) has achieved an average reduction of 58%. Combining the multi

heuristic with renewable energy increases power saving to an average of 77%

obtained from the MILP network design and 71% obtained from the simulation.

Introducing the replication scheme increases the average saving to 73% (simulation
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hop bypass heuristic in the

IP over WDM network assuming optimal data centre locations under different wind farm

ws that under the optimal data centre locations for the first wind

farms location scenario, introducing renewable energy to the network (wind farms

next to data centres and solar cells in regular nodes) has reduced the non-renewable

gives the reductions in

renewable power consumption under the different heuristics and scenarios.
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Fig 5 - 27: The non-renewable power consumption of the IP over WDM network und

different heuristics with and without renewable power in the IP over WDM network assuming

optimal data centre locations.

Fig 5 - 28: The reduction in non-renewable power consumption under different heuristics with

and without renewable power in the IP over WDM network assuming optimal data centre
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Fig 5 - 29: The total power consumption under different heuristics with and without renewable

power in the IP over WDM network assuming optimal data centre locations

5.5 Summary

This chapter has investigated the power consumption of IP over WDM networks

with data centres where data centres create a hot node scenario leading to a
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data centres has significant impact on reducing the average hop number and distance

between nodes and data centres and consequently the power consumption.

Comparing the results of the irregular topology with the result of the NSFNET

topology, it has been observed that the power consumption savings have been

reduced by an average of 10% under the non-bypass heuristic. NSFNET network

results have shown that while the power saving obtained as a result of optimising the

location of a single data centre is up to 26.6%, the savings with 5 data centres are

limited to 11.4%.

In the second problem, the power savings introduced by implementing a data

replication scheme in the IP over WDM network with data centres have been

studied. A novel algorithm, Energy-Delay Optimal Routing (EDOR), has been

proposed to minimise the power consumption under the replication scheme while

maintaining the QoS. Simulation results show that implementing the replication

scheme under the non-bypass heuristic with shortest distance routing has resulted in

an average power savings of 28%. The power saving achieved is reduced to 4.5%

under the multi-hop bypass with the EDOR algorithm. The results also show that

with the EDOR algorithm the increase in the propagation delay is limited to less than

8% compared to the propagation delay with shortest distance routing. However the

results show that with a larger number of data centres the data centre location

optimisation is less important (savings are limited to 4.4% and 1.7%). Therefore the

problem in this case becomes that of optimising the routing and it has been shown

that energy consumption results obtained from the simple heuristics are close to the

optimal MILP model results.

In the third problem, the use of renewable energy (wind and solar energy) to

reduce the non-renewable power consumption and consequently the CO2 emission of

IP over WDM networks with data centres has been evaluated. A MILP model is

developed to optimise the location of data centres taking into account the location of

renewable energy sources (wind farms) and the transmission power losses. It was

determined that following the optimisation all the data centres are located in the

centre of the network as the selection of data centres is controlled by the utilisation

of the renewable energy resources in addition to the number of hops and distance

between data centres and nodes. The results show that moving the data centres closer

to renewable energy sources maximises the utilisation of renewable energy sources
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and consequently reduces the CO2 emissions. By combining the multi-hop bypass

heuristic with renewable energy and the replication scheme power consumption

savings up to 73% have been achieved. The results also show that the optimal data

centre locations minimise the power losses associated with the transmission of

renewable energy from wind farms to data centres.

Up to here, only virtual topology design (RWA problem) is included by the

novel MILP models proposed in this thesis to reduce power consumption of optical

networks on top of the reduction from applying renewable energy and optimising

data centre locations. In the next chapter, we will investigate the combination of

energy efficient physical topology design and energy efficient virtual topology

design. Using this combination, we expect further power consumption reduction in

optical networks.
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Chapter 6: Energy Efficient Physical

Topology Design for IP over WDM

Networks

6.1 Introduction

A number of major operators and equipment manufacturers are currently

interested in the physical topology design of core networks, e.g. partners in the

Green Touch initiative [165]. In previous research, the physical topology design

problem concentrated on improving the QoS and reducing the cost of networks. For

examples, in [166] an analytical framework is developed to optimise the physical

connectivity of WDM networks as the network size and traffic volume scale. In

[167], the authors give some analytical insights into cost-efficient physical

architectures for WDM Metropolitan Area Networks (MAN). The work in [168]

gives a node degree-constrained topology optimisation model for the deployment of

directional RF or Free Space Optical (FSO) based tactical networks. In [169] the

authors investigated the design of large-scale WDM networks of OXCs that provide

end-to-end lightpath services. The relationship between the number of wavelengths

required and topology design parameters, including connectivity, nodal degrees, and

average hop distance, is studied in [170].

In this chapter, energy-efficient physical topologies for IP over WDM networks

under different scenarios in terms of IP over WDM approaches (non-bypass and

bypass), nodal degree constraints, traffic symmetry and renewable energy

availability are investigated. The optimisation of the physical topology of IP over
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WDM networks is studied by developing a MILP model with the objective of

minimising the total power consumption of the network. The power savings

introduced by deploying topologies that eliminate the need for IP routers (the most

energy consuming devices in the network) are also investigated, including a full

mesh topology and a star topology.

In addition, existing research has not investigated the impact of embodied

energy on the energy efficiency of wired network. In this chapter, the impact of

taking the embodied energy of network devices into account in the physical topology

design is also investigated. In this chapter we consider this topic under different

scenarios in terms of IP over WDM approaches (non-bypass and bypass) and traffic

symmetry and give a detailed analysis of the embodied energy of the different

network devices for the first time.

6.2 Energy Efficient Physical Topology Design

Considering Operational Energy

6.2.1 Mathematical Model

In [45] a MILP model was developed to minimise the power consumption of

IP over WDM networks by optimising the virtual topology considering a fixed

physical topology. In this section, a MILP model to minimise the power

consumption of IP over WDM networks is developed by optimising the physical

topology. Note that in addition to the physical topology design approach (where the

power consumption is minimised over the 24 hours), dynamic approaches can be

implemented on the virtual topology to minimise the network power consumption,

for example switching off resources at low traffic demands. In this work, a scenario

where the node locations are given (for example city locations) is considered and in

addition to optimising the virtual topology as in [45], the model optimises the

deployment of the physical links connecting these nodes so that the total network

power consumption is minimised.
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Before introducing the model, the notations used are defined. The following

parameters are defined:

௠ܣܧ ௡ The number of EDFAs on physical link (m, n). Typically ௠ܣܧ ௡ =

௠ܮ⌋ ௡/ܵ− 1⌋ + 2 , where S is the distance between two neighbouring

EDFAs [78],

ݎ݃݀ܰ Minimum nodal degree,

݈ܰ݅݊݇ Total number of links,

ܨܰ Maximum number of fibres on one physical link,

PR Power consumption of a router port,

PT Power consumption of a transponder,

PE Power consumption of an EDFA,

POi Power consumption of the optical switch at node i,

PMD Power consumption of a multi/demultiplexer.

The following variables are also defined:

௜௝௧ܥ The number of wavelength channels in the virtual link (i, j) at time t,

߱௠ ௡௧ The number of wavelength channels in the physical link (m, n) at time t,

ܹ௠ ௡௧
௜௝ The number of wavelength channels in the virtual link (i, j) that traverse

physical link (m, n) at time t,

௜ܯܦ The number of multi/demultiplexers in node i,

௜௝௧ߣ
௦ௗ The traffic flow from node s to node d that traverses the virtual link (i,

j) at time t,

݈݅݊ ௠݇ ௡ If there is a physical link between nodes m and n,

݈݅݊ ௠݇ ௡ = 1, otherwise ݈݅݊ ௠݇ ௡ = 0,

௠݂ ௡ The number of fibres on physical link (m, n).



137

Under the multi-hop bypass heuristic [45] at time t, the total network power

consumption is composed of:

1) The power consumption of ports at time t

෍ ෍ ܴܲ ∙ ௜௝௧ܥ
௝∈ே :௜ஷ௝௜∈ே

(6-1)

2) The power consumption of transponders at time t

෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே

(6-2)

3) The power consumption of EDFAs at time t

෍ ෍ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡

௡∈ே :௠ ஷ௡௠ ∈ே

(6-3)

4) The power consumption of optical switches at time t

෍ ܱܲ௜
௜∈ே

(6-4)

5) The power consumption of multiplexers and demultiplexer at time t

෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

(6-5)

The MILP model with the output of the optimal physical topology is defined as

follows:

Objective: minimise

෍ ቌ෍ ෍ ܴܲ ∙ +௜௝௧ܥ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே௝∈ே :௜ஷ௝௜∈ே௧∈்

+ ෍ ෍ ൭ܲܧ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡൱

௡∈ே :௠ ஷ௡௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

൱
(6-6)

Subject to:

1) Flow conservation constraint in the IP layer:
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෍ ௜௝௧ߣ
௦ௗ

௝∈ே :௜ஷ௝

− ෍ ௝௜௧ߣ
௦ௗ

௝∈ே :௜ஷ௝

= ቐ
௦ௗ௧ߣ ݂݅ ݅= ݏ

௦ௗ௧ߣ− ݂݅ ݅= ݀
0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ݀

(6-7)

Constraint (6-7) represents the flow conservation constraint in the IP layer. It

ensures that in all nodes the total outgoing traffic is equal to the total incoming

traffic except for the source and the destination nodes. It also ensures that traffic

flows can be split and transmitted through multiple flow paths in the IP layer.

2) Virtual link capacity constraint:

Constraint (6-8) ensures that the summation of all traffic flows through a virtual

link does not exceed its capacity.

3) Flow conservation constraint in the optical layer:

෍ ܹ௠ ௡௧
௜௝

௡∈ே :௠ ஷ௡

− ෍ ܹ௡௠ ௧
௜௝

௡∈ே :௠ ஷ௡

=

⎩
⎪
⎨

⎪
⎧

−

௜௝௧ܥ ݉ = ݅

௜௝௧ܥ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ ∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ݆

(6-9)

Constraint (6-9) represents the flow conservation constraint in the optical layer.

It represents the fact that in all nodes the total outgoing wavelengths in a virtual link

should be equal to the total incoming wavelengths except for the source and the

destination nodes of the virtual link.

4) Physical link capacity constraints:

෍ ෍ ௜௝௧ߣ
௦ௗ

ௗ∈ே :௦ஷௗ௦∈ே

≤ ௜௝௧ܥ ∙ ܤ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ݆

(6-8)
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෍ ෍ ܹ௠ ௡௧
௜௝

௝∈ே :௜ஷ௝௜∈ே

≤ ܹ ∙ ௠݂ ௡

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ܰ :݉ ≠ ݊

(6-10)

෍ ෍ ܹ௠ ௡௧
௜௝

௝∈ே :௜ஷ௝௜∈ே

≤ ܹ ∙ ܨܰ ∙ ݈݅݊ ௠݇ ௡

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ܰ :݉ ≠ ݊

(6-11)

෍ ෍ ܹ௠ ௡௧
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

߱௠ ௡௧

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ܰ :݉ ≠ ݊

(6-12)

Constraints (6-10), (6-11) and (6-12) represent the physical link capacity

constraints. Constraint (6-10) ensures that the total number of wavelength channels

in virtual links traversing a physical link does not exceed the capacity of fibres in

that physical link. Constraint (6-11) ensures that the total number of wavelength

channels in virtual links traversing a physical link does not exceeded the maximum

capacity of fibres in the physical link if the physical link exists. Constraint (6-12)

ensures that the number of wavelength channels in virtual links traversing a physical

link is equal to the number of wavelengths in that physical link.

5) Nodal degree limit constraint:

෍ ݈݅݊ ௠݇ ௡

௡∈ே :௡ஷ௠

≥ …ݎ݃݀ܰ … … . .∀ ݉ ∈ ܰ (6-13)

Constraint (6-13) gives the minimum nodal degree. Note that a limit on the

minimum nodal degree is needed to ensure connectivity i.e. the node is not isolated

from the network.

6) Number of links constraint:
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෍ ෍ ݈݅݊ ௠݇ ௡

௡∈ே :௡ஷ௠௠ ∈ே

= 2 ∙ ݈ܰ݅݊݇ (6-14)

Constraint (6-14) ensures that the number of links in the network does not

exceed the limit on the number of links.

The model can be extended to represent the non-bypass approach by redefining

the power consumption of ports at time t as follows:

෍ ෍ ܴܲ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே

(6-15)

Therefore the objective function becomes:

෍ ൭෍ ෍ ܴܲ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே

+ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே௧∈்

+ ෍ ෍ ൭ܲܧ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡൱

௡∈ே :௠ ஷ௡௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

൱

(6-16)

6.2.2 Result under Symmetric Traffic Demand

To optimise the physical topology in a realistic network, the same NSFNET

network as in Chapter 4, depicted in Fig 4-4 and the same average traffic demand in

different time zones as in Chapter 4, depicted in Fig 4-5 are considered. The

simulation environment parameters in terms of number of wavelengths, wavelength

capacity, distance between two neighbouring EDFAs, and energy consumption of

different components in the network are same as Table 4-3 in Chapter 4.

The MILP model is solved using the AMPL/CPLEX software on a Core2, 2.8

GHz PC with 4GB memory. Note that the MILP model for the NSFNET network

utilises about 0.8 million variables in our case and the time needed to run the

different scenarios varies from 3 hours to 8 hours. As the NSNET physical topology

was not designed taking into account the traffic demand of Fig 4-5, the NSFNET
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physical topology is first optimised to minimise the delay considering the traffic

demand of Fig 4-5 for a fairer comparison with the power-minimised topologies we

obtain later that also use the traffic demand of Fig 4-5. Fig 6-1 shows the delay-

optimised NSNET physical topology.

Fig 6 - 1: NSFNET delay-optimised topology considering traffic demand in Fig 4 - 5 and

network with time zones

The NSFNET is redesigned with the same number of links (NLink =21) and

under two nodal degree constraints, Ndgr=1 and Ndgr=2 (a larger nodal degree is

considered later by removing the limitation imposed by constraint (6-14))

considering a symmetric full-mesh connectivity traffic demand (Fig 4-5) where all

nodes send to each other with the same probability.

a) Ndgr=1 b) Ndgr=2

Fig 6 - 2: Optimised physical topology under symmetric traffic demand

Fig 6-2(a) shows the physical topology obtained from the MILP model under

the non-bypass approach with Ndgr=1. A similar topology is obtained under the

multi-hop bypass. A number of long links exist between nodes in one end of the

network and nodes in the other end which reduces the number of intermediate hops,

i.e. reduces the number of IP router ports and transponders whose power

consumption is significantly higher compared to that of EDFAs. However having

nodes connected to the network with a single link is not desirable in terms of

resilience as the these nodes will be totally disconnected from the network in case of
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link fauilure. Therefore in Fig 6-2(b) the optimised physical topology is obtained

from the MILP model with Ndgr=2.

The power consumption of the optimised physical topologies under Ndgr=1 and

Ndgr=2 is given in Fig 6-3. The optimised topologies under the non-bypass approach

have resulted in average power savings of 11% and 10% with Ndgr=1 and Ndgr=2,

respectively compared to the original NSFNET topology. Compared to the delay-

minimised topology the average savings are 18% and 17% with Ndgr=1 and

Ndgr=2, respectively. Note that these power savings are due to the physical topology

optimisation while the saving achieved in [45], up to 45%, were a result of the

virtual topology optimisation. Therefore our saving of 11% and 10% are additional

to those in [45]. Increasing the minimum nodal degree while the number of links is

fixed increases the average hop count which is related to the number of IP routers

and transponders used and therefore the power consumption increases. The figure

also shows that higher savings are obtained between 12:00 and midnight where the

traffic is higher (see Fig 4-5). Under the multi-hop bypasss approach no IP router

ports (the most energy consuming component) are required at intermediate nodes.

Therefore the optimisation of the physical topology has an insignificant impact on

the power consumption. The power savings is limited to 0.5% in this case.

Fig 6 - 3: The power consumption of the NSFNET under different physical topologies under

symmetric traffic demand

In the above results the network physical topology is optimised while taking

into account a limit on the number of links. Optimising the physical topology
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without this constraint resulted in a full mesh topology. According to the network

total power consumption in Equation (6-6), the full mesh topology eliminates

intermediate nodes which reduces the number of transponders and IP router ports

needed to support the full-mesh connectivity traffic demand in the network and

consequently the energy consumption decreased by an average of 37% under the

non-bypass approach. However, deploying a full mesh topology eliminates the need

for IP routers (the most energy consuming components in the network). Note that IP

routers can perform other functions in addition to routing and these are not

considered here. The total energy consumption of the full mesh topology is

calculated without considering IP routers and therefore the full mesh results in

saving most of the network power consumption. Fig 6-3 shows the power

consumption of the full mesh topology connecting nodes in the NSFNET network.

Compared to the original topology under the non-bypass approach, the power

consumption has been significantly decreased by 95%. Although the number of links

significantly increases under the full mesh topology compared to a regular topology

(in case of the NSFNET the number of links increases from 21 to 91) leading to the

use of more EDFAs, the power savings obtained from eliminating the IP routers is

much more significant.

Another topology that eliminates the need for IP routers is the star topology. In

NSFNET, the star is centred at node 8 to give the average minimum distance to all

nodes. The star topology saves 92% of the power consumption compared to the

original NSFNET topology under a symmetric traffic demand. The number of links

in the star topology is significantly lower than the full mesh topology therefore fewer

EDFA’s are needed compared to the full mesh topology. However, more

transponders are needed as a connection between a source destination pair in a star

topology will traverse two physical links. Note that the power consumption of the

transponder (73 W) is much higher than the EDFA power consumption (8 W)

therefore the power consumption of the star topology is slightly higher than the full

mesh topology. Note that the power savings produced by the full mesh and star

topologies (95% and 92% respectively) are significantly higher than those in [45]

(45%).

Optimising the topology has increased the propagation delay experienced by all

the nodes under the optimised physical topologies considering shortest path routing.
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The average propagation delay has increased from 3.5 ms for the original NSFNET

topology to 6.2 ms and 5.6 ms for the optimised topologies with Ndgr=1 and

Ndgr=2, respectively. This significant increase (77% and 60%) comes with no

significant power savings. However, as each node is directly connected to other

nodes, the full mesh topology has resulted in reducing the average propagation delay

by 16% compared to the NSFNET original topology. The star topology has not

significantly increased the average propagation delay (the delay has increased by

about 17%).

From the results above, it can be seen that physical topology optimisation of

existing networks will generally produce limited power savings if the number of

links is not to be increased. This can be explained by observing that current network

designs minimise delay and although this is not identical to power minimisation, the

two are not diametrically opposite (hence 10% to 11% power saving). Shorter routes

that minimise delay may also minimise power consumption, but in some cases such

short routes pass through many intermediate nodes thus increasing the power

consumption and as such the two goals are compatible, but not identical. It can also

be observed that both the star and full mesh topologies have resulted in significant

power savings and acceptable propagation delay. However, the two topologies may

lack practicality due to the large number of links of the full mesh topology and the

single point failure of the star topology. Therefore the developed MILP model is

used to design power-minimised physical topologies where reliability and practical

implementation are taken into account. In the MILP model constraint (6-13) sets a

limit on the number of links and constraint (6-14) ensures reliability by setting a

minimum nodal degree to 2.

6.2.3 Result under Asymmetric Traffic Demand

In the results above, a symmetric traffic demand scenario is considered.

However the presence of data centres (or large cities) in the network may create a

hot node scenario where more traffic is destined to or originates from data centres. In

this section, physical topology optimisation to minimise the total energy

consumption of the network where some nodes serve as data centres is investigated.

The traffic demand considered is as follows:
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1. In addition to the regular traffic demand, i.e. the traffic demand between

regular nodes, the data centre traffic demand which includes the traffic

demand between data centres and regular nodes and the traffic demand

between data centres is also consider. The traffic demand between data

centres and nodes at time t is assumed to be a certain ratio of the regular

traffic demand λୱୢ ୲ [157].

2. The uplink traffic demand ratio from nodes to data centres, Ru, is smaller

than the downlink traffic from data centres to nodes ratio, Rd [171].

3. The traffic demand between nodes and data centres is generated based on

the regular traffic demand in Fig 4-5 where we assume that Ru=0.3 and

Rd=2.5. These values reflect the expected growth in data centre traffic [172].

a) Ndgr=1 b) Ndgr=2

Fig 6 - 4: The optimised physical topologies with node 7 serving as a data centre

a) Ndgr=1 b) Ndgr=2

Fig 6 - 5: The optimised physical topologies with nodes 4 and 9 serving as data centres

a) Ndgr=1 b) Ndgr=2

Fig 6 - 6: The optimised physical topologies with nodes 2, 5, 8, 11 and 13 serving as data
centres
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Fig 6-4, Fig 6-5 and Fig 6-6 show the physical topology optimisation results

considering different nodes as data centres and different nodal degree limits.

Optimising the topology with node 7 as a data centre (Fig 6-4) has resulted in a

physical topology where node 7 has a very high nodal degree of 12. Directly

connecting the data centre to nodes will reduce the power consumption of the traffic

demands between the data centre and regular nodes (representing 64% of the total

traffic demand in the network) by reducing the number router ports and transponders

required as intermediate nodes are eliminated. Similarly optimising the physical

topology with nodes 4 and 9 serving as data centres (Fig 6-5) has resulted in a

physical topology where the nodal degree of nodes 4 and 9 is 9 under Ndgr=1.

Increasing the nodal degree limit (Ndgr=2) has decreased the nodal degree of data

centres to 8. Fig 6-6 shows the optimised physical topology with nodes 2, 5, 8, 11

and 13 serving as data centres. Data centre nodes have a high nodal degree.

Fig 6 - 7: The power consumption of the NSFNET with node 7 serving as a data centre under

different physical topologies

Fig 6-7，Fig 6-8 and Fig 6-9 evaluate the power consumption of the optimized

physical topologies with data centres and compare it with the power consumption of

the original NSFNET topology with data centres under different asymmetric traffic

scenarios and IP over WDM approaches. In Fig 6-7, the optimised physical topology

with a single data centre at node 7 under the non-bypass approach has saved an

average of 22% and 20% with Ndgr=1 and Ndgr=2, respectively compared to the

original NSFNET. However, compared to the delay minimised topology the avrage

savings are 20% and 19% with Ndgr=1 and Ndgr=2, respectively. As discussed
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above increasing the minimum nodal degree while the number of links is fixed has

increased the average hop count which is related to the number of IP routers and

transponders used and consequecely the power consumption. Using a star topology

centred at the data centre node has reduced the energy consumption by 97%.

Fig 6 - 8: The power consumption of the NSFNET with nodes 4 and 9 serving as data centres

under different physical topologies

Fig 6 - 9: The power consumption of the NSFNET with nodes 2, 5, 8, 11 and 13 serving as data

centres under different physical topologies

Optimising the physical topology considering nodes 4 and 9 as data centres has

resulted in saving an average of 20% and 18% of the network total power

consumption under the non-bypass approach with Ndgr=1 and Ndgr=2 respectively

compared to the original NSFNET. However, compared to the delay minimised

topology the avrage savings are 28% and 25% with Ndgr=1 and Ndgr=2,
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respectively. Power Savings are limited to 1% under the Multi-hop bypass heuristic.

Considering a 2-star topology centred at nodes 4 and 9 has resulted in no extra

savings.

The physical topology optimisation with 5 data centres (nodes 2, 5, 8, 11 and

13) has resulted in 10% and 8% power savings under the non-bypass approach with

Ndgr=1 and Ndgr=2, respectively compared to the original NSFNET. However,

compared to the delay minimised topology the avrage savings are 16% and 13% with

Ndgr=1 and Ndgr=2, respectively.

As in Section 6.2.2, optimising the physical topology has increased the

propagation delay. With node 7 serving as a data centre, the average propagation

delay has increased by 29% and 50% with Ndgr=1 and Ndgr=2, respectively. The

increase in propagation delay under the optimised topologies is up to 54% and 57%

with nodes 4 and 9 and nodes 2, 5, 8, 11 and 13 serving as data centres, respectively.

6.2.4 Energy Efficient Physical Topology Design Considering Renewable

Energy

In this section, the physical topology of IP over WDM networks is optimised

taking renewable energy sources into account to maximise the utilisation of the

renewable energy. Assuming renewable energy in the form of solar energy is

available to a limited number of nodes in the network.

The MILP model in Section 6.2.1 is extended to include the renewable enrgy

sources. The objective becomes to minimise the total non-renewable enregy

consumed by the network. In addition to the parameters defined in Section 6.2.1, the

following parameters are defined:

ܴܲܵ The renewable power consumption of a router port that has access to

renewable energy,

ܲܶܵ The renewable power consumption of a transponder that has access to

renewable energy.
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In addition to the variables defined in Section 6.2.1, the following variables are

defined:

ܥ ௜݊௝௧ The number of wavelength channels in the virtual link (i, j) that are

powered by non-renewable energy at time t,

߱௠ ௡௧ The number of wavelength channels in the physical link (m, n) that are

powered by non-renewable energy at time t,

ܹ௠ ௡௧
௜௝ The number of wavelength channels in the virtual link (i, j) that traverse

physical link (m, n) at time t,

௜௝௧ݏܥ The number of wavelength channels in the virtual link (i, j) that are

powered by renewable energy at time t,

௠ݏ߱ ௡௧ The number of wavelength channels in the physical link (m, n) that are

powered by renewable energy at time t,

௜௧ݕ If the optical switch in node i has access to renewable energy at time t

௜௧ݕ = 1, otherwise ௜௧ݕ = 0,

௜ܲ௧ Output power of solar energy in node i at time t.

The total non-renewable power consumption of the network under the bypass

approach at time t is composed of:

1) The non-renewable power consumption of ports at time t

෍ ෍ ܴܲ ∙ ܥ ௜݊௝௧

௝∈ே :௜ஷ௝௜∈ே

,
(6-17)

2) The non-renewable power consumption of transponders at time t

෍ ෍ ܲܶ ∙ ߱ ௠݊ ௡௧,

௡∈ே :௠ ஷ௡௠ ∈ே

(6-18)

3) The non-renewable power consumption of EDFAs at time t

෍ ෍ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡,

௡∈ே :௠ ஷ௡௠ ∈ே

(6-19)

4) The non-renewable power consumption of optical switches at time t
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෍ ܱܲ௜(1− (௜௧ݕ

௜∈ே

, (6-20)

5) The non-renewable power consumption of multiplexers and demultiplexer at

time t

෍ ܦܯܲ ∙ ܯܦ ௜݊

௜∈ே

. (6-21)

The MILP model is defined as follows:

Objective: minimise

෍ ቌ෍ ෍ ܴܲ ∙ ܥ ௜݊௝௧+ ෍ ෍ ܲܶ ∙ ߱ ௠݊ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே௝∈ே :௜ஷ௝௜∈ே௧∈்

+ ෍ ෍ ൭ܲܧ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡௧൱

௡∈ே :௠ ஷ௡௠ ∈ே

+ ෍ ܱܲ௜(1− (௜௧ݕ

௜∈ே

+ ෍ ܦܯܲ ∙ ܯܦ ௜݊

௜∈ே

൱

(6-22)

Subject to:

The model is subject to constraints (6-2), (6-5), (6-6), (6-8) and (6-9) in Section

6.2.1. Constraints (6-3), (6-4), (6-7) are replaced with the following equations:

෍ ෍ ௜௝௧ߣ
௦ௗ

ௗ∈ே :௦ஷௗ௦∈ே

≤ ൫ܥ௜௝௧+ ∙௜௝௧൯ݏܥ ,ܤ ∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ݆ (6-23)

෍ ܹ௠ ௡௧
௜௝

௡∈ே :௠ ஷ௡

− ෍ ܹ௡௠ ௧
௜௝

௡∈ே :௠ ஷ௡

= ൝−

+௜௝௧ܥ ௜௝௧ݏܥ ݉ = ݅

−௜௝௧ܥ ௜௝௧ݏܥ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ ∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ݆

(6-24)

෍ ෍ ܹ௠ ௡௧
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

߱௠ ௡௧+ ௠ݏ߱ ௡௧

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ܰ :݉ ≠ ݊

(6-25)
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A constraint is added to ensure the renewable energy consumption at node i

does not exceed the solar power available to it.

෍ ܴܲܵ ∙ +௜௝௧ݏܥ ෍ ܲܶܵ ∙ ௜௡௧ݏ߱
௡∈ே :௜ஷ௡

≤ ௜ܲ௧

௝∈ே :௜ஷ௝

∀ ∋ݐ ,ܶ∀ ݅∈ ܰ

(6-26)

The NSFNET network is also considered for the physical topology optimisation

in the presence of renewable energy sources. Typically a one square meter silicon

solar cell can produce about 0.28 kW of power [143]. We assume that the maximum

solar energy available to a node is 80 kW, therefore a total solar cell area of about

300 m2 is required. Solar cell cladding with such surface area can be practically built

in a typical core routing node location. The details of the solar power available in

nodes are given in Table 4-2. The solar power available to nodes in the NSFNET is

shown in Fig 6-10 [142]. This is non-zero from 6:00 to 22:00 and the maximum

output power occurs at 12:00.

Fig 6 - 10: Solar power in different nodes at different geographic locations

a) Ndgr=1 b) Ndgr=2

Fig 6 - 11: Optimised physical topology with renewable energy
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Fig 6 - 12: The power consumption of the NSFNET with nodes 2, 5, 8, 11, 13 employing

renewable energy under different physical topologies and heuristics

Fig 6-11 shows the optimisation results for the NSFNET considering five nodes

(2, 5, 8, 11 and 13) to employ renewable energy and different nodal degree limits

(Ndgr=1 and Ndgr=2). The physical topologies have changed compared to the

topologies in Fig 6-2. The nodal degree of the nodes with solar energy becomes

higher to maximise the renewable energy utilisation by allowing more traffic flows

to be routed through renewable energy nodes.

Fig 6-12 evaluates the total non-renewable power consumption of the optimised

physical topologies in Fig 6-11 where nodes 2, 5, 8, 11 and 13 employ renewable

energy and compares it with the non-renewable power consumption of the original

NSFNET topology considering the same nodes to employ renewable energy. The

optimisation of the physical topology decreases the non-renewable power

consumption by increasing the utilisation of the renewable energy sources.

Compared to the original NSFNET topology the optimised topology has saved an

average of 10% and 9% of the non-renewable energy consumption with Ndgr=1 and

Ndgr=2, respectively under the non-bypass approach. Compared to the delay

minimised topology the avrage savings are 18% and 17% with Ndgr=1 and Ndgr=2,

respectively.While the average non-renewable power savings under the bypass

approach with Ndgr=1 is 2%, the saving is less than 1% with Ndgr=2. The

propagation delay experienced by nodes in the optimised physical topologies with
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renewable energy considering shortest path routing increases by 51% and 57% with

Ndgr=1 and Ndgr=2, respectively compared to the original NSFNET topology.

6.2.5 Cost and Characteristics of Optimised Topologies

The results in the sections above show that the optimised topologies result in

higher propagation delays (less than 6.5 ms) compared to the original NSFNET

topology. However this increase can be ignored compared to the total network delay

including the server response time and electronic layer processing time. Another

factor to consider when designing the physical topology is the cost of the network

components. Table 6-1 gives the cost of the different network components. The

GYTA53 optical fibre cable [173] and solar cells based on the Canadian Solar CS6P-

230 design [174] are considered for use by the physical topologies. The cost of the

other network components is as given in [45]. Note that the installation cost of the

fibre cable is not included as this is region dependent and varies hugely.

40 Gbit/s IP router 80000 $ per port

40 Gbit/s Transponder 25000 $

EDFA 1500 $

Multi/demultiplexer 5000 $

Optical fibre cable (GYTA53) 1500 $ per km (average)

Solar cells (Canadian Solar 230P) 2.12 $ per watt

Table 6 - 1: Cost of network components

Given the traffic and the distances between nodes in the NSFNET network, the

cost of the IP router ports and the optical fibre cables will have the major

contribution to the total network cost. As the power consumption of the IP routers is

the major contributor to the total network power consumption, the power optimised

topologies will be supported by the minimum number of IP router ports. In Fig 6-2,

Fig 6-4 Fig 6-5 and Fig 6-6, optimising the physical topologies has resulted in

topologies with longer links compared to the original NSFNET. These longer links

increase the contribution of the optical cable to the total network cost.
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Fig 6 - 13: Cost of different NSFNET physical topologies under the non-bypass approach

Fig 6 - 14: Cost of the NSNET full mesh and star topologies under the non-bypass

approach

Fig 6-13 and Fig 6-14 show the total cost of the different NSFNET topologies.

Under symmetric traffic (Fig 6-13), the total cost has slightly increased compared to

the original NSFNET topology (maximum increase of 5%) as the increase in the

optical cable cost is higher than the savings obtained by optimising the number of IP

router ports. Under asymmetric traffic (Fig 6-13), the optimal physical topologies

have resulted in up to 21% cost savings compared to the original NSFENT topology.

Under asymmetric traffic, the optimised topologies (Fig 6-4, Fig 6-5 and Fig 6-6)

have shorter links compared to the symmetric traffic topologies. Therefore the cost
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savings obtained by optimising the number of IP router ports to save power is high

enough to compensate for the increase in optical fibre cable cost. The total cost of

the full mesh and star topologies are shown in Fig 6-14. While the full mesh

topology eliminates the IP router ports, it increases the number and length of links

resulting in an increase of 7% in the total network cost. The star topology, where IP

router ports are eliminated and fewer links are used, saves 55% of the total cost.

Fig 6 - 15: Relationship between hop count and power savings

Fig 6-15 shows the characteristics of the different energy efficient topologies

under the non-bypass approach. It shows how the power savings are related to the

topology hop count. We define HC’ as the percentage reduction in the hop count

compared to the original NSFNET topology (NSFNET average hop count is 2.5).

The power savings introduced by deploying a topology increase as the reduction in

the hop count increases. The maximum reduction is achieved by the full mesh

topology with a hop count equal to 1. Power saving in networks through physical

topology optimisation can be viewed in many cases as a design process whose goal

is to minimise the average hop count between a source and a destination. As shown

in Fig 6-15, a given power saving level calls for a higher percentage hop count

reduction when there are large users. For example a power saving of 20% calls for

hop count reduction of 22% and 32% for the symmetric case and single large user

case respectively. The optimisation has shown that with large users stars formed

around the large users (Fig 6-4 and Fig 6-5) with the result that nodes “connect

themselves to well connected nodes” a parallel with social networks.
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6.2.6 Impact of Traffic Variation

In the results above we have chosen to analyze and design the network based on

time varying traffic as this represents the realistic conditions in the network. More

importantly an increase in the time varying traffic may mean that new network

components (e.g. a wavelength) may have to be added to cater for even a slight

increase in traffic. This modular jump in power consumption may lead to a different

route/link establishment becoming more efficient from the power consumption point

of view. Such effects will not be captured if a flat traffic profile is considered. The

network topology design faces a number of other challenges, for example the traffic

is time zone dependent and the resulting time shifts mean that at certain times of the

day (rising and falling traffic), the traffic generated by the nodes becomes uneven.

Consider for example 1 a.m. and 9 a.m. where the traffic disparity among the nodes

becomes high (due to time zone shifts) causing the symmetric traffic case to appear

asymmetric. Under asymmetric traffic the optimal network physical topology

changes significantly as earlier parts of this chapter have shown. There is therefore a

different optimal network physical topology at different times of the day. Our

approach in the chapter so far has been to design the “best” network physical

topology that minimises the sum of the power consumption over the 24 hours. Such

a physical topology may not be optimal at any time of the day, but minimises the

sum power consumption over the whole day.

Fig 6 - 16: Power consumption of optimised physical topologies based on hourly traffic or all

day traffic
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In this section, a best physical topology has been designed for each hour of the

day and we have compared the power consumption of such networks (12 topologies

in our case, one every 2 hours) to that of our earlier “best” network design and to the

NSFNET original topology.

In the symmetric case this approach yields a power saving of 16% compared to

the NSFNET original topology, see Fig 6-16. This is to be compared with the 10%

saving achieved by our “best” network. In the case of asymmetric traffic the savings

compared to the original NSFNET are 26% (Fig 6-16) which is to be compared to

the 22% reported in Section 6.2.3 for the single data centre case with the “best”

network design. These higher savings although not directly achievable as they stem

from different physical topologies motivate further work into “best” physical

topology design and subsequent optimal virtual topology implementation.

6.3 Energy Efficient Physical Topology Design

Considering Operational and Embodied Energy

The embodied energy, EEMB, of a device is defined as the energy associated with

the different processes of its production and maintenance [175]. The production

embodied energy EEMB-P is composed of the energy consumed by the acquirement

and processing of raw materials, transportation, manufacturing components, and the

assembly and installation the device. The maintenance embodied energy, EEMB-M, is

the energy consumed throughout the lifetime of the device to maintain, repair, and

replace materials. Network operators are particularly interested in the minimisation

of the operational energy as it is directly reflected in the OPEX. On the other hand

the embodied energy is not necessary reflected on the CAPEX as CAPEX is

controlled by the economic and pricing policies [175].

Embodied energy is already considered in the energy efficiency studies of other

fields such as buildings, cars, solar cells, computers [176], mobile phones [177], and

network switches [178]. The need to rethink the previous approaches of evaluating

the energy efficiency of ICT networks emerge from the sophisticated and energy-

intensive process involved in the production of network devices. In [179], [180], the
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authors have raised the issue of including both operational and embodied energies in

the energy efficiency evaluation of communication networks. The results in [175]

have highlighted the importance of considering embodied energy in evaluating the

energy efficiency of base-stations in cellular networks. In other fields such as

buildings and cars the embodied energy represents a relatively limited percentage of

the total energy (7–10 % for buildings [181] and 10–15% for cars [182]) compared

to the embodied energy of base-stations which is responsible for 30–40 % of the

total energy consumption [175].

6.3.1 Network Devices Embodied Energy

The lack of embodied energy data for devices and systems is a key challenge in

optimising networks taking embodied energy into account. A number of methods are

used to estimate the embodied energy of a device. In [183], life cycle assessment

(LCA) is defined as a technique to assess the environmental impacts associated with

all the stages of a product's life from cradle to grave and this progress includes

materials processing, manufacture, distribution, use, repair and maintenance, and

disposal or recycling. LCA is the most used method where the energy requirement

through the different stages of the lifetime of the product is studied. In addition to

the fact that LCA involves very extensive time-consuming studies that require data

which may not be easily available, LCA results are usually given for an entire

system making it not useful in estimating the embodied energy associated with a

single device. In here, we consider the most significant factors in LCA: materials

processing, manufacture and maintenance to estimate the total embodied energy of

optical network devices in their life cycle. Using similar methods as in [184], the

considered network devices are disassembled to their basic components and

materials, and based on the data available about the embodied energy of these

components and materials, we estimate the total embodied energy of the devices.

According to [175] the embodied energy of most network devices is mainly

composed of: Printed Circuit Board (PCB), semiconductor devices (silicon wafers,

integrated circuitry), bulk materials (plastic, glass and rubber) and metal (aluminium,

copper, steel, lead and zinc). Table 6-2 gives the embodied energy and the density of

these materials in network devices. Because the embodied energy of materials
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depends on the manufacturing processing and the same material may have different

embodied energy under different processing approaches, firstly the maximum

embodied energy of these materials is used, we then investigate the impact of

varying the embodied energy per device (sensitivity analysis).

We consider the PCB maximum density (4.5 kg/m2 [185]) to calculate the

weight of PCBs in different network devices given their dimensions. We assume that

the density of semiconductor devices on the different optical network components is

equal to the density of semiconductor devices on the motherboard of a typical

desktop PC. Considering a mATX motherboard with a size of 24.4 cm x 24.4 cm.

The manufacturing of the electronics of a desktop PC requires about 2900 MJ, of

which 2780 MJ is consumed by the wafer manufacturing/chip packaging [184]. This

assumes that 90% of the energy consumed by the wafer manufacturing/chip

packaging in a desktop PC is associated with the motherboard. Considering the

motherboard to have 6 layers of PCB [185], the embodied energy of the PCB in the

motherboard can be calculated. The embodied energy of semiconductors in the

motherboard can be calculated as the difference between the embodied energies of

the motherboard and the PCB. Therefore, the density of semiconductor devices on a

desktop PC motherboard can be calculated as 400 g/m2.

Materials/Processing Embodied Energy (MJ/kg) Density (g/m2)

Semiconductor device 120000 [175] 400 (on PCBs) [175],[186],[187]

Metals 100-400 [175] Various

Bulk materials 20-400 [175] Various

PCB 300-500 [175],[185] 2000-4500 [175],[185]

Table 6 - 2: The embodied energy and the density of the different metarials of network

devices

Based on the densities in Table 6-2, the dimensions given by the manufacturers

and the embodied energy values per unit weight in Table 6-2, the embodied energy

of the different network devices and systems were calculated. In particular we have

determined the embodied energy of Cisco 16-slot CRS-1 IP router [144], Cisco ONS

15454 10-Gbps multi-rate transponder card [146], Cisco ONS 15501 EDFA [188],

Cisco OC-48/STM-16 bidirectional Regenerator [189], Cisco ONS 15454 100-GHz
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4-CH Multi/Demultiplexer [190], Glimmerglass Intelligent Optical System 500

[191], and the GYTY53 optical cable [173].

The embodied energy of the solar cells used as the renewable energy sources in

Chapter 4 is not considered, as these cells have energy paybacks of 1 to 4 years and

life expectancies of 30 years [192], and the ratio Eୖ/(Eୖ + E୉) is 87% to 97% over

their lifetime, where Eୖ and E୉ are the renewable energy generated and the

embodied energy, respectively. The installation embodied energy of the different

network devices is also not included in the embodied energy calculations.

Fig 6 - 17: The structure of CRS-1 16 slots chassis routing system [193]

Considering the Cisco CRS-1 16 Slots Chassis Routing System [193] (795 kg),

shown in Fig 6-17. Each IP port is composed of two module cards: Physical Layer

Interface Module card (PLIM) and Module Service Card (MSC). In addition to the

IP ports, the router has different modules including: power module, Fan Controller

(FC), Switch Module (SM) and Router Processor (RP). Given the size of the module

cards, we can calculate the weight of PCB and semiconductor devices in each

module card. The chassis weight is calculated as the difference between the router

total weight and modules weight. Assuming that only 10% of the chassis weight is

bulk materials and the remaining is metal. The details of the embodied energy of

each module are given in Table 6-3.
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Similar to the IP router, we estimate the embodied energy of the Cisco ONS

15454 10-Gbps multi-rate transponder card [146], Cisco ONS 15501 EDFA [188],

Cisco ONS 15104 OC-48/STM-16 bidirectional regenerator [189] and CiscoONS

15454 100-GHz 4-CH Multi/Demultiplexer [190]. The details are given in Table 6-

4. Note that all the estimations above are subject to uncertainties in terms of the

embodied energy of materials and the amount of materials in devices. Variations in

data are considered to be ±30 % for bulk materials and semiconductor, ±21% for

PCB [176].

CRS-1 16 Slots Chassis Routing System

Module Dimension (cm)
Weight

(kg)

Embodied energy (MJ)
Units

Total (GJ)

PCB Semiconductor Bulk Materials Metals

IP

Port

PLIM H52.3, D47.2, W4.6 3.8 555 9480 144 900 16 177.3

MSC H52.3, D47.2, W4.6 6.68 555 8280 200 2000 16 176.6

Power H50,D46,W90 (estimate) 35 980 1440 1300 11900 1 15.6

RP H52.3, D28.4, W7.1 5.8 335 7080 228 1800 2 18.9

FC H52.2, D28.5, W7.1 5.6 223 4920 224 1820 2 14.4

SM H52.3, D28.5, W3.6 5.4 335 6960 182 1690 8 73.3

Fan Tray N/A 20 0 0 0 8000 2 16

System Chassis N/A 486 0 0 19440 174960 1 194.4

Total embodied energy of a full load CRS-1 16 Slots Chassis Routing System 686.5

Table 6 - 3: The embodied energy of CRS-1 16 slots chassis routing system

Device Dimension (cm)
Weight

(kg)

Embodied energy (MJ) Total (GJ)

PCB Semiconductor Bulk Materials Metals

Transponder H32.1, D22.8, W2.3 1.4 164 3480 40 380 4.1

EDFA H4.5, D25.9, W48.3 3.08 135 3393 224 899 4.7

Regenerator H4.4, D30, W43.9 4.4 197 4425 320 1100 6

Multi

/Demultiplexer
H32.1, D22.8, W2.3

1.5

(estimated)
64 2446 225 414 3.2

Table 6 - 4: The embodied energy of the network devices

Materials/Processing Embodied Energy (MJ) Weight (g) Total Embodied Energy (MJ)

SCS processing 30.3 0.253

11000

Semiconductor device 4116 34.3

Metals 5440 13600

Bulk materials 1200 (Estimated) 3000

PCB 220.5 (Estimated) 490

Table 6 - 5: The embodied energy of the 192×192 Glimmerglass optical switch
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Fig 6 - 18: Schematic cross-section of a MEMS mirror with design dimensions [194]

The Glimmerglass Intelligent Optical System 500 - 192 × 192 optical switch is

considered, (17.2 kg, 35.6×43.7×41.0 cm3
) [191]. The Glimmerglass optical switch

is based on MEMS mirrors. A single MEMS mirror is made of single-crystal silicon

(SCS) with a gold plated layer (3μm thickness) [195]. Fig 6-18 gives the structure of

the MEMS mirror. The main contributor to the embodied energy of the MEMS

mirror is the SCS processing. Given that the diameter of a single mirror is 900 μm,

the total weight of gold used in the Glimmerglass optical switch (192 MEMS

mirrors) is less than 0.5 g which can be neglected. As semiconductors are based on

SCS, we assume that the SCS embodied energy is equal to that of semiconductor

devices (120 GJ/kg). Table 6-5 gives the details of the embodied energy of the 192 ×

192 Glimmerglass optical switch. Given the density of silicon (2.3 g/cm3) and the

single MEMS mirror chip size (1.55×1.7×0.5 mm3) [194], the embodied energies of

SCS processing, semiconductor device and metals are calculated. The embodied

energies of bulk material and PCB are estimated.

The GYTY53 optical cable [173] is considered for the analysis of the embodied

energy of optical fibre cables. Fig 6-19 gives the structure of the GYTY53 optical

cable and Table 6-6 gives the embodied energy of its different materials [196]. The

strength member in the centre of the cable is considered to be made of steel, the

loose tubes to be made of Polybutylene Terephthalate (PBT) [197], and the filling

compound to be made of a mixture of different polymers [173]. Given the cable
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weight and diameter as 250kg/km and 15.7mm, respectively and the diameter of the

fibre as 125 μm, we estimate the thickness and diameter of the different components

in Fig 6-19. Table 6-7 gives the details of the embodied energy per km of the

GYTY53 optical cable. Given the distances between nodes, the embodied energy of

optical fibre cable will be the main contributor to the network embodied energy

compared to the other devices.

Fig 6 - 19: Structure of the GYTY53 optical cable [173]

Material Embodied energy Density kg/m3

PE 80.8 MJ/kg [198] 1000 kg/m3 [198]

Steel 32 MJ/kg [198] 7900 kg/m3 [199]

Glass 71.3 MJ/kg [198] 2550 kg/m3 [200]

PBT (for loose tube) 89.1 MJ/kg [197] 1310 kg/m3 [196]

Polymers (for filling compound) 100 MJ/kg (average) [198] various

Table 6 - 6: The embodied energy of the different materials of the GYTY53 optical cable

Component Material Thickness or Diameter

(estimation)

Weight

kg/km

Embodied energy

MJ/km

PE outer sheath PE 3mm 122.46 (analysis) 9907

Steel tape steel 0.5 mm 37.5 (analysis) 1200 MJ/km

PE inner sheath PE 1 mm 25.12 (analysis) 2302 MJ/km

Strength member steel 2 mm 24.8 (analysis) 793 MJ/km

Fibers glass 125 μm 1.73 (analysis) 123 MJ/km

Loose tube (6 items) PBT 1 mm 25.2 (estimated) 2245 MJ/km

Filling compound Polymers -- 14.9 (estimated) 1490 MJ/km

Total embodied energy 18059 MJ/km

Table 6 - 7: The embodied energy per km of the GYTY53 optical cable
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6.3.2 Mathematical Model

A MILP model has been developed for the physical topology optimisation

where we consider a scenario where the node locations are given (for example city

locations) and the objective is to optimise the deployment of the physical links

connecting these nodes so that the network operational and embodied energy

consumption are minimised. The model considers the commercial lifetime of the

network devices to compare the embodied energy with the operational energy. Note

that the commercial lifetime is usually substantially shorter than the technical

lifetime as devices may be replaced before the end of their lifetimes due to the

emergence of new technologies. The average commercial lifetime of network

devices (LT) is currently estimated to be 10 years [175], and the maintenance is

considered to consume 10% of the device production embodied energy annually

[175]. In addition to the parametres of the MILP model which is presented in Section

6.2.1, we define the new parametres ,ܨܤܧ ,ܴܤܧ ܤܧ ,ܶ ,ܩܤܧ ,ܱܤܧ ܧܤܧ and ܯܤܧ as

the embodied energy of the optical Finbre cable, IP Router, Transponder,

reGenerator, Optical switch, EDFA and Multi/demultiplexer. From equation (6-6),

the total operational power consumption is:

݁݌ܱ ݎܽ ݊݋ݐ݅ ݈ܽ ݓ݋ܲ_ ݎ݁

= ෍ ቌ෍ ෍ ܴܲ ∙ +௜௝௧ܥ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே௝∈ே :௜ஷ௝௜∈ே௧∈்

+ ෍ ෍ ൭ܲܧ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡ + ܩܲ ∙ ௠ܩܧ ௡ ∙ ௠݂ ௡൱

௡∈ே :௠ ஷ௡௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

൱

(6-27)

The total production embodied energy,ܧாெ ஻ି௉, of the network under the bypass

approach is given as follows:
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ாெܧ ஻ି௉ = ෍ ෍ ܨܤܧ ∙ ௠ܮ ௡ ∙ ݈݅݊ ௠݇ ௡

௡∈ே :௠ ஷ௡௠ ∈ே

+ ෍ ෍ ܴܤܧ ∙ +௜௝௧ܥ ෍ ෍ ܶܤܧ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே௝∈ே :௜ஷ௝௜∈ே

+ ෍ ෍ ൭ܧܤܧ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡ + ܩܤܧ ∙ ௠ܩܧ ௡ ∙ ௠݂ ௡൱

௡∈ே :௠ ஷ௡௠ ∈ே

+ ෍ ܱܤܧ ∙ ܱܲ௜
௜∈ே

+ ෍ ܯܤܧ ∙ ௜ܯܦ

௜∈ே

(6-28)

where =ݐ ௠ܶ ௔௫. The number of devices in the network is based on the maximum

traffic demand, therefore ௠ܶ ௔௫ is the time of a day where the traffic demand is

maximum. Therefore, the new objective function can be wirtten as:

݌ܱ ݎ݁ܽ ݊݋ݐ݅ ܽ ݓ݋݈ܲ_ ×ݎ݁ ܮܶ + ாெܧ ஻ି௉

+0.1 × ாெܧ ஻ି௉ × ܮܶ

(6-29)

The model also can be extended to represent the non-bypass approach by

redefining the operational power consumption of router ports at time t as:

෍ ෍ ܴܲ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே
(6-30)

and redefining the embodied energy of router ports as:

෍ ෍ ܴܤܧ ∙ ߱௠ ௡௧

௝∈ே :௜ஷ௝௜∈ே
(6-31)

6.3.3 Simulation and Results

(a) Symmetric traffic, non-bypass (b) Symmetric traffic, bypass
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(c) Asymmetric traffic, non-bypass (d) Asymmetric traffic, bypass

Fig 6 - 20: Optimised physical topologies considering operational and embodied energies under

symmetric traffic demand and asymmetric traffic demand (Data centre at node 7)

The same NSFNET topology and simulation environment parametres in Section

6.2.2 are used in here. Fig 6-20 shows the optimised physical topologies considering

both the operational and embodied energies under symmetric and asymmetric (node

7 as a data centre) traffic demands. Compared to the operational-power-minimised

topologies, considering both energies has resulted in topologies with shorter links.

This is due to the large embodied energy of the optical fibre cable compared to the

operational and embodied energies of other network devices. Note that optimising

the physical topology without a constraint on the number of links has resulted in a

topology of 14 links.

Fig 6 - 21: The operational and embiodied energy consumption of different NSFNET physical

topologies over the network lifetime (Ndgr=1)

Fig 6-21 shows the total energy consumption (operational energy and embodied

energy) of the original NSFNET topology and the optimised topologies over the

network lifetime. For the different topologies the embodied energy is the major

contributor to the total network energy consumption. This is due to the relatively low

operational energy consumption of the network, and the relatively short commercial
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lifetimes of network devices due to the technological advances. The embodied

energy represents 80% and 73% of the total energy consumption of the original

NSFNET topology under the symmetric traffic demand for the bypass approach and

the non-bypass approach, respectively. These percentages decrease to 68% and 61%

under asymmetric traffic.

Although optimising the physical topology considering the operational energy

only under the non-bypass approach and symmetric traffic has resulted in operational

energy savings of 12%, the embodied energy has significantly increased by 93% as a

result of deploying longer fibre links, resulting in an increase of 65% in the total

energy consumption. Optimising the physical topology considering both the

operational and embodied energies has increased the operational energy by 7% and

20% under the non-bypass approach compared to the original NSFNET topology and

the operational-power-optimised topology, respectively. The operational energy has

increased as the optimised topology tries to minimise the number of devices used.

For example in order to minimise the embodied and operational energies the MILP

may employ fewer routers, but with a larger number of line cards (larger than the

sum of the cards used in the separate routers prior to optimisation). This increases

the operational energy, reduces the embodied energy and reduces the overall energy.

Therefore, significant embodied energy savings of 20% and 59% are achieved

compared to the original NSFNET topology and the operational-power-optimised

topology, respectively resulting in a total energy saving of 47% and 13%.

Fig 6 - 22: The operational and embiodied energy consumption of of the full mesh and star

topologies
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Compared to the original NSFNET topology, the full mesh has significantly

decreased the operational power consumption by 95% (Section 6.2). Another

topology that eliminates the need for IP routers is the star topology. The star

topology saves 92% of the operational power consumption compared to the original

NSFNET topology under a symmetric traffic demand (Section 6.2). Fig 6-22 shows

the total energy consumption of the full mesh and star topologies. As the optical

cable is the main contributor to the network embodied energy, deploying the full

mesh has resulted in a huge increase in the embodied energy (more than 500%

compared to the original NSFNET topology) diminishing the 95% operational

energy savings. In addition to the operational energy savings (92%) (Section 6.2),

the star topology has saved 31% of the embodied energy resulting in a total saving of

44%.

As mentioned previously the network devices embodied energy estimations are

subject to uncertainties in terms of the embodied energy of materials and the amount

of material in devices. Furthermore technological advances the embodied energy of

optical cables is anticipated. Fig 6-23 and Fig 6-24 investigate the variations in the

physical topology and the energy consumption as the embodied energy of network

devices changes. We examine 20%, 60% and 80% reduction in embodied energy.

(a) Symmetric traffic, non-bypass (b) Asymmetric traffic, non-bypass
20% reduction 20% reduction (Data centre at node 7)

(c) Symmetric traffic, non-bypass (d) Asymmetric traffic, non-bypass
60% reduction 60% reduction (Data centre at node 7)
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(c) Symmetric traffic, non-bypass (d) Asymmetric traffic, non-bypass
80% reduction 80% reduction (Data centre at node 7)

Fig 6 - 23: Optimised physical topologies for different embodied energy reduction degrees of

optical network devices

Fig 6-23 shows the physical topologies associated with different embodied

energy reduction degrees with non-bypass scenario under symmetric and asymmetric

traffic respectively. It can be observed that as the embodied energy of the network

devices is reduced, longer links are deployed in the optimised physical topologies.

This is because the proportion attributed to the embodied energy in the total energy

consumption of the network is reduced and the operational energy impact on the

final optimised physical topology increases. However, compared with operation

energy of network, the major contribution to the total energy consumption saving of

the network comes from the embodied energy, even in the case when only 20% of

the initial estimate value for the embodied energy is taken into account.

(a) Symmetric traffic
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(b) Asymmetric traffic

Fig 6 - 24: operation and embodied energy of the network under non-bypass scenario with

symmetric and asymmetric traffic with different reductions in the optical network devices’

embodied energy

Fig 6-24 shows the operational and embodied energy of the optimised physical

topology when the estimates of the value of the embodied energy of the devices is

reduced to varying extents. It is particularly worth noting that under asymmetric

traffic, when the reduction in the embodied energy of optical network devices

reaches 80%, the operational energy of optimised physical topology considering both

of embodied and operational energy is almost same as that of the optimised physical

topology considering operational energy only.

The results above show that the embodied energy of the optical cable is the

main factor in designing energy-efficient physical topologies. Note that other optical

cables may have higher embodied energy than the GYTY53 optical cable

considered. However, with technological advances the embodied energy of optical

cables is anticipated to be reduced, making the embodied energy contribution of

other network devices more significant. In the following we investigate energy-

efficient topology design without considering the embodied energy of the optical

cable to highlight the impact of the embodied energy of the other network devices.

The topologies in Fig 6-25 show similar trends to the operational-power-optimised
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topologies where a number of long links exist between the nodes at the two ends of

the network.

(a) Symmetric traffic, bypass (b) Asymmetric traffic, bypass
(Data centre at node 7)

(c) Symmetric traffic, non-bypass (d) Asymmetric traffic, non-bypass
(Data centre at node 7)

Fig 6 - 25: Optimised physical topologies without considering the embodied energy of the optical

cables

Fig 6 - 26: The total operational energy and embodied energy (without the embodied energy of

optical cable) of different NSFNET physical topologies over the network lifetime (Ndgr=1)
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Fig 6-26 shows that the embodied energy of network devices not including the

optical cable represents only 30% and 29% of the total energy consumption of the

original NSFNET topology under symmetric traffic and the bypass approach and the

non-bypass approach, respectively. These percentages decrease to 29% and 28%

under asymmetric traffic. Compared with the original NSFNET, operational-power-

optimised topologies under symmetric traffic and the non-bypass approach have

saved 12% of the total energy consumption (here 28% of the total energy is

contributed by embodied energy (without optical cable)). Optimising the physical

topology considering the operational and embodied energies of other network

devices not including the optical cable has resulted in a very limited energy saving

(less than 1%), compared to optimising with respect to operational energy only.

6.4 Summary

Firstly, in this chapter, the power savings obtained by optimising the physical

topology of IP over WDM networks using a MILP model have been investigated.

The NSFNET network has been considered and its original topology was compared

with power-optimised topologies considering different IP over WDM approaches

(bypass and non-bypass) and nodal degree constraints (Ndgr=1 and Ndgr=2). The

physical topology has been optimised under a symmetric full-mesh connectivity

traffic matrix considering a limited number of links. The optimised topologies

resulted in limited power savings of 10%. It has been shown that optimising the

physical topology without a limit on the number of links results in a full mesh

topology. The full-mesh topology has resulted in significant power savings of 95%

compared to the original NSFNET topology as it promotes switching and

transmission instead of IP routing. Another topology that eliminates IP routing is the

star topology with power savings of 92%. However, the two topologies have

limitations due to the large number of links in the full mesh and the single point

failure of the star topology. These limitations have to be taken into account and

future work can consider placing a constraint on the maximum number of links (to

reduce the links compared to full mesh) and a constraint on the formation of single

stars. In addition, physical topology optimisation has been studied under asymmetric
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traffic demands where data centres create a hot node scenario. The results show that

physical topology (and virtual topology) optimisation become important if there are

dominant or larger users which is almost always the case as cities vary in size. The

single data centre case resulted in 22% power saving (instead of 10% for symmetric

traffic) even without an increase in the number of physical links. The optimisation of

the physical topology taking into account the presence of renewable energy sources

in the network has also been investigated. The results show that physical topology

optimisation increases the utilisation of the renewable energy sources. Compared to

the original NSF topology, the optimised topologies have resulted in average power

savings up to 10%. The power savings obtained from the optimised topologies under

different scenarios come at the cost of an increase in the propagation delay, however

this increase can be ignored compared to the total network delay. The cost of the

network components has been evaluated when designing the physical topology. The

results show that optimising the physical topology with respect to power

consumption does not result in significant increase in the total network cost under

symmetric traffic, however, under asymmetric traffic the cost of the power optimised

topologies even decreases. It has been shown through analysing the characteristics of

the different topologies that physical topology optimisation can be viewed in many

cases as a design process whose goal is to minimise the average hop count. The

optimisation results also show that nodes “connect themselves to well connected

nodes” a parallel with social networks.

Secondly, the energy savings gained by optimising the physical topology of IP

over WDM networks considering both the operational and embodied energies has

been investigated. The analysis of the embodied energy of network devices shows

that the embodied energy accounts for up to 80% of the total energy consumption of

the IP over WDM network over the network commercial lifetime. Considering both

the operational and embodied energies in the physical topology optimisation has

resulted in topologies with shorter links as the embodied energy of the optical fibre

cable is the main contributor to the network total energy. The operational energy of

these topologies has increased by up to 20% compared to the operational-power-

optimised topologies, however significant embodied energy savings of up to 59% are

achieved, resulting in a total energy saving of 47%. With technological advances the

embodied energy of optical devices is anticipated to be reduced. However the
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optimised topologies have barely changed that except longer links are employed.

Without considering the embodied energy of optical cables the results show that the

embodied energy of the other devices has a limited effect on the physical topology

optimisation.

In the previous chapters, the optimisation of energy efficient optical networks

was only concentrated on minimising the power consumption. However, propagation

delay and electricity cost are also important. In the next chapter, we will jointly

optimise all the above mentioned factors and investigate the associated trade-offs.
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Chapter 7: Joint Optimisation of

Power, Delay and Electricity Cost in IP

over WDM Networks

7.1 Introduction

Given the ecological and economic drivers, significant research efforts are

increasingly being focused on reducing the energy consumption of ICT networks. In

addition, some researchers are concentrating on reducing the cost and delay of

networks. For examples, in [201], the authors investigated the benefit of making use

of the electricity price difference between time intervals of the day for networks

covering different time-zones and showed that up to 13 % savings in the electricity

bill can be achieved compared to conventional routing. In [202] an end-to-end delay

problem in overlay networks is investigated for multicast services by using a Tabu

search heuristic. In [203], the authors proposed a new algorithm to minimise the

maximum delay for individual flows while meeting demand requirements for

multiple source-sink pairs.

In the previous chapters, the optimisation of renewable energy utilisation, data

centre locations and physical topology for energy efficient IP over WDM networks

were investigated individually. However, to the best of our knowledge, no work in

the literature has considered jointly minimising energy, electricity cost and

propagation delay. In this chapter, we investigate the impact of optimising each of

the three parameters individually on the others and show how jointly minimising

them compares to individual minimisation.
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7.2 Optimisation of Power, Delay and Electronic Cost

under a Unicasting Scenario

7.2.1 Mathematical Model

In this section, we build a MILP model to jointly minimise the non-renewable

power consumption, electricity cost and delay in hybrid-power IP over WDM

networks under a unicasting scenario. With similar assumption to those in Chapter 4

where we assumed that the renewable energy is available to power IP router ports

and transponder in a limited number of nodes in the networks. We also assume that

the nodes that have access to renewable energy can also be powered by non-

renewable energy to guarantee QoS when the renewable energy output becomes low.

To keep the model linear, the delay is represented as a function of the length of

the lightpaths the traffic demands travel through instead of the length of the physical

links. Therefore, the traffic demands are not allowed to split.

The model defines the following parameters:

T Set of time points,

N Set of nodes,

௜݌ܰ The set of neighbour nodes of node i in the optical layer,

i and j Denote end points of a virtual link in the IP layer,

s and d Denote source and destination of a traffic demand,

m and n Denote end points of a physical link in the optical layer,

ߙ The weight of the non-renewable power consumption in the

objective function,

ߚ The weight of electricity cost in the objective function,

ߛ The weight of the propagation delay in the objective function,

௠ܮ ௡ The length of the link between nodes m and n,
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S Distance between neighbouring EDFAs ,

W The number of wavelengths in a fibre,

B The capacity of a wavelength,

௦ௗ௧ߣ Traffic demand between source s and destination d at time t,

௠ܣܧ ௡ The number of EDFAs on physical link (m, n). Typically ௠ܣܧ ௡ =

௠ܮ⌋ ௡/ܵ− 1⌋ + 2 , where S is the distance between two

neighbouring EDFAs,

PR Power consumption of a router port,

PT Power consumption of a transponder,

PE Power consumption of an EDFA,

ܲ ௜ܵ௧ The maximum output power of the renewable energy source in node

i at time t,

ݎ݅ܲ ܿ݁ ௜௧ The price of electricity in node i at time t.

The following variables are also defined:

௜௝௧ܥ The number of wavelength channels in the virtual link (i, j) at time t

in the IP layer which use non-renewable energy,

௜௝௧ݏܥ The number of wavelength channels in the virtual link (i, j) at time t

in the IP layer which use renewable energy,

߱௠ ௡௧ The number of wavelength channels on physical link (m, n) at time t

in the optical layer which use non-renewable energy,

௠ݏ߱ ௡௧ The number of wavelength channels on physical link (m, n) at time t

in the optical layer which use renewable energy,
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ܹ௠ ௡௧
௜௝ The number of wavelength channels in the virtual link (i, j) that

traverse physical link (m, n) at time t,

௜௝௧ߣ
௦ௗ ௜௝௧ߣ

௦ௗ=1 if traffic flow from node s to node d traverses the virtual link

(i, j) at time t, otherwise λ୧୨୲
ୱୢ =0,

௠݂ ௡ The number of fibres on physical link (m,n).

As mentioned above the MILP model objective function jointly minimises the

non-renewable power consumption, electricity cost and delay. Under the lightpath

bypass approach, these parameters are defined as:

1) The non-renewable power consumption of the network at time t :(௧ܧܴܰ)

ܴܰ ௧ܲ= ෍ ෍ ܴܲ ∙ ௜௝௧ܥ
௝∈ே :௜ஷ௝௜∈ே

+ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே

+ ෍ ෍ ܧܲ) ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡)

௡∈ே௣೘௠ ∈ே

(7-1)

2) The electricity cost at time t :(௧ܥܧ)

=௧ܥܧ ෍ ෍ ݎ݅ܲ ܿ݁ ௜௧ ∙ ܴܲ ∙ ௜௝௧ܥ
௝∈ே :௜ஷ௝௜∈ே

+ ෍ ෍ ݎ݅ܲ ܿ݁ ௠ ௧ ∙ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே

+ ෍ ෍ ݎ݅ܲ) ܿ݁ ௠ ௧ ∙ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡)

௡∈ே௣೘௠ ∈ே

(7-2)

3) The delay given as the total lightpath length of the network at time t :(௧ܮܦ)

௧ܮܦ = ෍ ෍ ෍ ෍ ൫ߣ௜௝௧
௦ௗ ∙ ௜௝൯ܮ

௝∈ே :௜ஷ௝௜∈ேௗ∈ே :௦ஷௗ௦∈ே

(7-3)

The MILP model is defined as follows:

Objective: minimise

ߙ ∙ ෍ ܴܰ ௧ܲ

௧∈்

+ ߚ ∙ ෍ ௧ܥܧ
௧∈்

+ ߛ ∙ ෍ ௧ܮܦ
௧∈்

(7-4)

We introduce the factors α, β and γ to scale the three parameters to reflect their

importance in the design.
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Subject to:

෍ ௜௝௧ߣ
௦ௗ

௝∈ே :௜ஷ௝

− ෍ ௝௜௧ߣ
௦ௗ

௝∈ே :௜ஷ௝

= ൝
1 ݂݅ ݅= ݏ
−1 ݂݅ ݅=݀

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ,݀

(7-5)

෍ ෍ ௜௝௧ߣ)
௦ௗ

ௗ∈ே :௦ஷௗ௦∈ே

∙ (௦ௗ௧ߣ ≤ +௜௝௧ܥ) (௜௝௧ݏܥ ∙ ܤ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ,݆

(7-6)

෍ ܹ௠ ௡௧
௜௝

௡∈ே௣೘

− ෍ ܹ௡௠ ௧
௜௝

௡∈ே௣೘

= ቐ

+௜௝௧ܥ ௜௝௧ݏܥ ݂݅ ݉ = ݅

−௜௝௧ܥ− ௜௝௧ݏܥ ݂݅ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ,݆

(7-7)

෍ ܴܲ ∙ ௜௝௧ݏܥ
௝∈ே :௜ஷ௝

+ ෍ ܲܶ ∙ ௜௡௧ݏ߱
௡∈ே௣೔

≤ ܲ ௜ܵ௧

∀ ∋ݐ ,ܶ∀ ݅∈ ܰ ,

(7-8)

෍ ෍ ܹ௠ ௡௧
௜௝

௝∈ே :௜ஷ௝௜∈ே

≤ ܹ ∙ ௠݂ ௡

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ ,

(7-9)

෍ ෍ ܹ௠ ௡௧
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

߱௠ ௡௧+ ௠ݏ߱ ௡௧

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ .

(7-10)

Constraint (7-5) represents the flow conservation constraint in the IP layer. It

ensures that in all nodes the outgoing traffic is equal to the incoming traffic except

for the source and the destination nodes. It also ensures that a traffic flow is

transmitted through a single route (traffic flows are not allowed to split). Constraint

(7-6) ensures that the summation of all traffic flows through a virtual link does not

exceed its capacity. Constraint (7-7) represents the flow conservation constraint in

the optical layer. It represents the fact that in all nodes the total outgoing
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wavelengths of a virtual link should be equal to the total incoming wavelengths

except for the source and the destination nodes of the virtual link. Constraint (7-8)

ensures that at each node the renewable power consumption of router ports and

transponders does not exceed the maximum output power of the renewable energy

source. Constraints (7-9) and (7-10) represent the physical link capacity constraints.

Constraint (7-9) ensures that the total number of wavelength channels in virtual links

traversing a physical link does not exceeded the maximum capacity of fibres in the

physical link. Constraint (7-10) ensures that the number of wavelength channels in

virtual links traversing a physical link is equal to the number of wavelengths in that

physical link.

The model can be extended to represent the non-bypass approach by redefining

the non-renewable power consumption of IP ports at time t as follows:

෍ ෍ ܴܲ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே
(7-11)

Therefore the network non-renewable power consumption at time t (equations

(7-1)) and the electricity price at time t (equation (7-2)) become:

ܴܰ ௧ܲ = ෍ ෍ ܴܲ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே

+ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே

+ ෍ ෍ ܧܲ) ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡)

௡∈ே௣೘௠ ∈ே

(7-12)

௧ܥܧ = ෍ ෍ ݎ݅ܲ ܿ݁ ௠ ௧ ∙ ܴܲ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே

+ ෍ ෍ ݎ݅ܲ ܿ݁ ௠ ௧ ∙ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே

+ ෍ ෍ ݎ݅ܲ) ܿ݁ ௠ ௧ ∙ ܧܲ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡)

௡∈ே௣೘௠ ∈ே

(7-13)

and the constraint (7-8) is replaced by:

෍ ෍ ܴܲ ∙ ௠ݏ߱ ௡௧
௡∈ே௣೘௠ ∈ே

+ ෍ ܲܶ ∙ ௠ݏ߱ ௡௧
௡∈ே௣೔

≤ ܲ ௠ܵ ௧

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ

(7-14)
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7.2.2 Simulation and Results

The same NSFNET network topology as in Chapter 4, depicted in Fig 4-4, is

considered as an example of a real world network to evaluate our proposed

scenarios. The same average traffic demand as in Chapter 4, shown in Fig 4-5, is

used here.

Similar to Chapter 4, solar energy is considered as the renewable energy source.

We consider the maximum output power of solar energy to be 120 kW. A solar panel

area of 375 m2 [143] is needed to generate such a value. Due to the high cost of

manufacturing and installing the solar panels, it is assumed that the solar energy is

available only at 5 nodes. The optimal locations of these nodes are given as nodes 4,

5, 6, 7 and 9 using the work in Chapter 4. Fig 7-1 gives the output power of the solar

energy source. Table 7-1 shows the input parameters in terms of number of

wavelengths, wavelength capacity, distance between two neighbouring EDFAs, and

the power consumption of different components in the network. The power

consumption values are derived from Cisco 8-slot CRS-1 data sheets [193], Cisco

ONS 15454 data sheets [146] and others are derived from Table 4-3 in Chapter 4.

Fig 7 - 1: Output power of solar energy of different nodes in different time zones
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Distance between two neighbouring EDFAs (S) 80 (km)

Capacity of each wavelength (B) 40 (Gbit/s)

Energy consumption of a router port (PR) 1000 (W)

Energy consumption of a transponder (PT) 73 (W)

Energy consumption of an EDFA (PE) 8 (W)

Table 7 - 1: Input parameters for MILP model

As in [201], the electricity price is considered to vary throughout the day. The

day is divided into three tiers. In Tier 1 (22:00-6:00), the price is half of the base

price, in Tier 2 (6:00-18:00), the price is the base price and in Tier 3 (18:00-22:00),

the price is 1.75 times of the base price. The electricity price for different nodes of

NSFNET is given in [204]. Table 7-2 gives the details of the electricity price of

different node in NSFNET at different time of day.

Note that because of the high cost of solar panels, the cost of electricity

produced by solar panels is considered to be relatively high (0.38 $/kWh [205])

compared to electricity from non-renewable sources. However, we do not consider

this cost in the optimisation problem as we assume that the solar cells are already

installed so using electricity produced by them will not create extra cost. An

interesting extension of this work will be to consider the cost of electricity produced

by renewable energy sources by optimising the number and location of nodes

deploying renewable energy sources.

Node ID

Time

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Tier 1 6.5 3.8 6.5 3.5 4.6 4.9 3.8 3.9 3.9 4.7 8.2 7.4 5.3 4.4

Tier 2 22.8 13.3 22.8 12.2 16 17 13.2 13.4 13.5 16.4 28.8 25.7 18.6 15.2

Tier 3 13 7.6 13 7 9.2 9.7 7.6 7.7 7.7 9.4 16.5 14.7 10.6 8.7

Table 7 - 2: Electricity price at different nodes of NSFNET at different times of the day

(Cent/kWh)

To solve the MILP model, the AMPL/CPLEX software on a Core2 2.8 GHz PC

with 4GB memory is used. In the following results, four optimisation scenarios are

considered. The routing is optimised over IP over WDM networks to individually
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minimise the non-renewable power consumption, electricity cost and delay by

setting ߙ) = 1, ߚ = 0, =ߛ 0), ߙ) = 0, ߚ = 1 =ߛ, 0) and delay ߙ) = 0, ߚ = 0 ,

=ߛ 1), respectively. We compare the results of the individual optimisation scenarios

with the case when we jointly optimise the three parameters. In this case the exact

values used are ߙ) = 1, ߚ = 0.1 ܹ ,$/ݐݐܽ =ߛ 2 ܹ ݏ݁/ݐݐܽ ݊ܿ݋ ݀).

Fig 7-2, Fig 7-3 and Fig 7-4 give the non-renewable power consumption,

electricity cost and propagation delay of the NSFNET network under the different

optimisation scenarios considering the bypass approach. In Fig 7-2 and Fig 7-3, the

non-renewable power consumption and electricity cost show similar trends for the

different optimisation scenarios. Compared to optimising considering delay only, the

other optimisation scenarios achieve power consumption and electricity cost savings

up to 66% and 55%, respectively. In Fig 7-4, the non-renewable power-minimised

and the electricity cost-minimised models have increased the average propagation

delay by 7% compared to the delay-minimised model. However, the joint

optimisation of the three parameters has limited the increase in the propagation delay

to 2% while, as seen in Fig 7-2 and Fig 7-3, it has maintained the non-renewable

power consumption and the electricity cost achieved by the power-minimised and

the cost-minimised models, respectively.

Fig 7 - 2: The non-renewable power consumption under different optimisation scenarios with

the bypass approach
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Fig 7 - 3: The electricity cost under different optimisation scenarios with bypass approach

Fig 7 - 4: The propagation delay under different optimisation scenarios with the bypass

approach

Fig 7 - 5: The non-renewable power consumption under different optimisation scenarios with

the non-bypass approach
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Fig 7 - 6: The electricity cost under different optimisation scenarios with the non-bypass

approach

Fig 7 - 7: The propagation delay under different optimisation scenarios with the non- bypass

approach

Fig 7-5, Fig 7-6 and Fig 7-7 give the results under the different optimisation

scenarios considering the non-bypass approach. Similar trends to those of Fig 7-2 ~

Fig 7-4 are observed. Compared to the delay-minimised model the power

consumption and electricity cost savings achieved by the joint optimisation increase

to 73% and 74% respectively while hardly affecting the delay.
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7.3 Optimisation of Power, Delay and Electricity Cost

under an Anycasting Scenario

7.3.1 Mathematical Model

The above results are obtained under a unicasting traffic scenario. In the

following results we investigate the savings achieved by jointly minimising the three

parameters under an anycasting scenario where a number of data centres with

replicated content exist in the network and nodes can download data from any of

them. We extend the MILP model in Section 7.2.1 to support an anycasting scenario.

In addition to the parameters in Section 7.2.1, the following parameters are

introduced:

NN Set of regular node,

D Set of data centre.

In addition to the variables in Section 7.2.1, we define the following variable:

௞௦௚௧ߪ ௞௦௧ߪ = 1 if regular node downloadsݏ data from data centre ݇ instead

of data centre ݃ at time t, otherwise ௞௦௚௧ߪ = 0,

and the variable ௜௝௧ߣ
௦ௗ in Section 7.2.1 is replaced by:

௜௝௧ߣ
௞௦௚

௜௝௧ߣ
௞௦௚

= 1 if regular node downloadsݏ data from data centre ݇ instead

of data centre ݃ and traverses the virtual link (i, j) at time t, otherwise

௜௝௧ߣ
௞௦௚

= 0.

The extended model has the same objective function and constraints as the

model in Section 7.2.1 except that the constraint (7-5) is replaced by:

෍ ௜௝௧ߣ
௞௦௚

௝∈ே :௜ஷ௝

− ෍ ௝௜௧ߣ
௞௦௚

௝∈ே :௜ஷ௝

= ቐ
௞௦௚௧ߪ ݂݅ ݅= ݇

௞௦௚௧ߪ− ݂݅ ݏ=݅

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ∋ݏ ܰܰ , ,݇݃ ∈ ܦ

(7-15)

and a new constraint is added:
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෍ ௞௦௚௧ߪ

௞∈஽

= 1

∀ ∋ݐ ,ܶ∀ ∋ݏ ܰܰ ,݃ ∈ ܦ

(7-16)

Constraint (7-16) implies that a regular node can only download from one data

centre.

7.3.2 Simulation and Results

We consider the same NSFNET network in Section 7.2.2 to evaluate the

optimisation problem under the anycasting traffic profile. Only the download traffic

between regular nodes and data centre nodes is considered. The traffic demand

between data centres and nodes is assumed to be 1.5 times the regular traffic demand

in Fig 4-5. We assume data centres are located in nodes 3, 5, 8, 10 and 12.

Fig 7 - 8: The non-renewable power consumption under different optimisation scenarios with

the bypass approach considering anycasting traffic profile
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Fig 7 - 9: The electricity cost under different optimisation scenarios with the bypass approach

considering anycasting traffic profile

Fig 7 - 10: The propagation delay under different optimisation scenarios with the bypass

approach considering anycasting traffic profile

Fig 7-8, Fig 7-9 and Fig 7-10 give the non-renewable power consumption,

electricity cost and propagation delay of the NSFNET network under the different

optimisation scenarios considering anycasting traffic profile with the bypass

approach. Compared to optimising considering delay only, the other optimisation

scenarios achieve power consumption and electricity cost savings up to 34% and

31%, respectively. In Fig 7-10, the non-renewable power-minimised and the

electricity cost-minimised models have increased the average propagation delay by

25% compared to the delay-minimised model. However, the joint optimisation of the

three parameters has hardly increased the propagation delay compared to optimising

considering delay only.



189

Fig 7 - 11: The non-renewable power consumption under different optimisation scenarios with

the non-bypass approach considering anycasting traffic profile

Fig 7 - 12: The electricity cost under different optimisation scenarios with the non-bypass

approach considering anycasting traffic profile

Fig 7 - 13: The propagation delay under different optimisation scenarios with the non-bypass

approach considering anycasting traffic profile
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Fig 7-11, Fig 7-12 and Fig 7-13 give the non-renewable power consumption,

electricity cost and propagation delay of the NSFNET network considering the

anycasting traffic profile under the different optimisation scenarios and non-bypass

approach. Similar trends to those observed for the unicasting traffic scenario are

observed for the anycasting traffic profile. The power consumption and electricity

cost savings achieved by the joint optimisation increase to 82%.

7.4 Summary

This chapter has studied the joint optimisation of power, electricity cost and

propagation delay in IP over WDM networks. A MILP model was developed to

jointly minimise the three parameters considering unicasting and anycasting traffic

profiles. The results show that, considering a unicasting traffic profile, the joint

optimisation model achieves power consumption and electricity cost savings of 73%

and 74%, respectively compared to the delay-minimised model under the non-bypass

approach while hardly affecting the delay. Similar trends are obtained under the

anycasting traffic profile with power and cost savings up to 82%.

In the previous discussion of energy efficient optical networks, we assumed the

traffic demand is not changed during the transmission process. One extension would

be the case in which the traffic demand is managed by data compression in which we

expect more reduction in power. In the next chapter, we will investigate energy

efficient data compression in optical networks.
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Chapter 8: Energy Efficient IP over

WDM Networks Employing Data

Compression

8.1 Introduction

With the increasing popularity of data-intensive application in modern

communication such as high-definition IPTV, data compression is becoming a

widely used technique to save bandwidth and can result in energy savings. To

achieve energy saving, data compression should achieve a trade-off between the

energy consumption of computational resources and memory required to compress

and decompress data and the network energy savings. A number of papers in the

literature have investigated the energy efficiency of data compression in Wireless

Sensor Networks (WSNs) and mobile networks. In wireless networks, the

transmission energy consumption per bit can be over 1000 times more than the

energy consumption of a single 32-bit computation, therefore net energy savings will

be obtained by performing significant computation to reduce the number of bits

transmitted.

For examples, in [206], the authors significantly reduce the power consumption

in modern mobile networks by implementing content-aware compression schemes.

In [207], the average power consumption is minimised by implementing a dynamic

algorithm for joint compression and transmission. In [208], energy savings up to

57% are achieved for visiting popular web sites on the N810 in IEEE 802.11 WLAN

environment by carefully choosing and applying compression schemes. In [209] the
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sensor network lifetimes for different network sizes with various data compression

and flow balancing strategies are investigated by developing a Linear Programming

(LP) model. In [210], the data compression and network energy consumption of

optical networks are discussed.

In this chapter, the power consumption savings introduced by implementing

data compression in IP over WDM networks are investigated. We optimise the data

compression ratio for traffic flows by developing a MILP model considering

different IP over WDM approaches. The relationship between the incorrect rate of

characters in original information source (ICRc), data compression and the Bit Error

Rate (BER) of the optical channel is analysed. In addition, we also evaluate the

power consumption of the IP over WDM networks with data compression when

using fixed line rate and Mixed Line Rate (MLR), respectively.

8.2 Data Compression, Bit Error Rate and Incorrect Rate

of Original Information Source Characters

Data compression algorithms are classified as lossless and lossy. Compared to

lossless data compression algorithms, lossy data compression algorithms, however,

may result in some difference between the original data and reconstructed data.

Lossy data compression has the advantage of achieving higher compression ratios

while maintaining the quality of the application. Different algorithms and typical

values of compression ratios for different types of data are given in Table 8-1. Cisco

forecasts that 90% of the Internet traffic will be video by 2015 [211]. Video

compression algorithms are classified as inter-frame and intra-frame. In the inter-

frame compression, a number of frames are described based on their differences

from an earlier or later frame. If the next frame is significantly different from the

previous frame, a new reference frame is created. Inter-frame algorithms include

MPEG-1, MPEG-2…etc. On the other hand, Intra-frame algorithms compress each

frame separately and independently from other frames in the sequence [212].

In networks, all the video traffic is compressed before transmission using video

compression approaches such as MPEG-4, H.264 etc. If video files can be further
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compressed, the network traffic will be significantly reduced and consequently

significant energy consumption savings will be achieved. In [213], the authors

considered semantic compression to reduce the video storage space by decreasing

the low-level descriptors to a small number of dimensions while preserving most of

the semantic information. They adapted topic models, which have been used to

represent still images, to consider the temporal structure of a video and the multi-

modal components such as motion information. Experiments on a large-scale

collection of YouTube videos showed that a compression ratio of 20:1 can be

achieved by using the topic model compared to ordinary histogram representations.

Using the topic model in [213] to compress the video traffic before transmission

means that we can obtain a further compression ratio of 20:1.

Traffic type Compression algorithm Compression rate

Text bzip2, ppmd, gzip (lossless) 4:1 [214]

Image JPEG, GIF, PNG (lossy) 10:1 [215]

Video MPEG-4, H.264(lossy) 20:1 [213]

Table 8 - 1: Algorithms and compression ratios for different types of data

8.2.1 Power Consumption of Data Compression

In practice, the power consumption of data compression relates to many factors,

such as, data type, compression algorithm, compression ratio and implementation

(software implementation and hardware implementation). Currently lossless data

compression (such as gzip, zlib and ppmd, etc.) is the mainly used data compression

method for IP core networks. In [214], the power consumption of lossless data

compression based on software implementation is divided among CPU, memory,

and peripherals. If we only consider the power consumption by CPU and memory,

the power consumption details of different lossless data compression algorithms in

[214] can be summarised as below:

Compression algorithm Compression rate Power consumption

ppmd 3~4.5:1 96 µW/bit

bzip 2.5~4:1 102 µW/bit

zlib 1.5-2.8:1 95 µW/bit

compress 2~2.5:1 87 µW/bit
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lzo 1.5:1 100 µW/bit

Table 8 - 2: Data compression algorithms and power consumption by software implementation

With hardware implementation methods, typically using 100 MHz ASIC can

achieve lossless data compression with compression ratios from 2.5:1 to 3.5:1 [216].

According to the power consumption of an ASIC in [217] and [218], the power

consumption for hardware implementation of lossless data compression with

2.5~3.5:1 data compression ratio can be estimate as 7 nW/bit. Compared to the

software implementation for lossless data compression, hardware implementation

has much higher power efficiency. Therefore, hardware implementation of lossless

data compression by ASIC or FPGA is widely used in core networks.

For higher data compression ratios, lossy data compression algorithms which

are commonly used by image and video processors have to be considered. In [219],

an image data compression algorithm ‘Consultative Committee on Space Data

Systems Image Data Compression’ (CCSDS-IDC) is proposed which can offer

adjustable data compression ratios or image quality (up to lossless). Because of the

low power efficiency associated with software implementations, hardware

implementations are the main methodology to achieve lossy data compression in

practice. In [220], the authors introduced Xilinx Virtex II Pro FPGA technology to

implement CCSDC-IDC (encoding a 512x512x8 bit image in 0.015s at 100 MHz)

which nearly has rate-distortion performance similar to JEPG2000 but reduces on-

board implementation complexity. Based on the Xilinx Virtex II Pro data sheet [221]

(5.5V input with 2.2 A current for XC2VP100), the power consumption of lossy data

compression based on hardware implementation can be estimate at up to 40 nW/bit.

Similarly, if we want to implement a data compression ratio 20:1 of [213] in

hardware, it can be expected that the on-board complexity and the power

consumption will increase.

From the above discussion, it can be seen that the power consumption of data

compression is subject to variation for different types of data, data compression

algorithms and implementations, and therefore is difficult to generalise. However,

there is a trend amongst these independent approaches indicating that the power
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consumption rises with increase in the data compression ratio. In networks we have

to consider the network power saving as a result of transmitting fewer bits following

compression versus the power consumption of data compression. Therefore, it is

necessary to build a general relationship between the power consumption of data

compression and data compression ratio; and also relate them to the power

consumption of the network.

In [210] the relationship between the compression ratio and the power

consumption of different data compression processors is give as:

௖ܲ = −ߟ)ܣ 1)ఉ

=ߟ
1

1 − ܴ௖
, ߚ,ܣ > 0

(8-1)

where ௖ܲ is the data compression power consumption per bit, ܴ௖ is the data

compression ratio, and ܣ and ߚ are parameters. Note that data compression ratio ܴ௖

is defined as:

ܴ௖ =
௢௥௜௚௜௡௔௟_ௗ௔௧௔_௦௜௭௘ି ௗ௔௧௔_௦௜௭௘_௔௙௧௘௥_௖௢௠ ௣௥௘௦௦௜௢௡

௢௥௜௚௜௡௔௟_ௗ௔௧௔_௦௜௭௘
, 0 ≤ ܴ௖ < 1.

The power consumption of the data compression is a function of the algorithm

used for the compression and the type of data. According to early discussion in this

section, we define ߚ as the efficiency of the data compression algorithm. Different

data compression algorithms use different computational resources and memory to

achieve a certain compression ratio, resulting in different levels of power

consumption. In [222], the authors give the total cost of computational resources for

different algorithms as a function of compression ratio.

In Fig 8-1, as the compression ratio increases, the power consumed per bit by

data compression processors increases and the network power consumption

(transmission, switching, routing etc) per bit decreases. The total power consumption

of the network per bit is given as the sum of the compression processors power

consumption, ௖ܲ , and the power consumption of the network ேܲ௘௧. The optimal

compression ratio is the ratio associated with the minimum total power consumption

[210].
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Fig 8 - 1: Data compression processors power consumption and network power consumption vs.

data compression ratio (ε=1, β=1)

To obtain the power consumption of a data compression algorithm, the

parameter ܣ needs to be calculated. The maximum power consumption saving in the

network ேܲ௘௧௦௔௩௘ௗ
௠ ௔௫ is considered to be related to the power consumption ௖ܲ

௠ ௔௫ and

the maximum data compression ratio(ܴ௖
௠ ௔௫) based on hardware implementation as

follows:

௖ܲ
௠ ௔௫ = ∙ߝ ேܲ௘௧ௌ௔௩௘ௗ

௠ ௔௫

where isߝ a scaling parameter which can represent the degree of power efficiency

for the implementation of data compression and ேܲ௘௧ௌ௔௩௘ௗ
௠ ௔௫ is calculated as

ேܲ௘௧ௌ௔௩௘ௗ
௠ ௔௫ = ܴ௖

݉ ݔܽ
ேܲ௘௧

Note that the value of ܴ௖
௠ ௔௫ depends on the data compression algorithm

implemented. Therefore

௖ܲ
௠ ௔௫ = ௖ܴߝ

௠ ௔௫
ேܲ௘௧ = ൬ܣ

1

1 − ܴ௖
௠ ௔௫ − 1൰

ఉ (8-2)

From (8-1) and (8-2), the parameter ܣ can be calculated as:

ܣ = ௖ܴߝ
௠ ௔௫

ேܲ௘௧൬
1

1 − ܴ௖
௠ ௔௫ − 1൰

ିఉ (8-3)

Therefore the power consumption of data compression can be given as:
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௖ܲ = −ߟ)ܣ 1)ఉ = ߝܴ ௖
௠ ௔௫ଵିఉ(1 − ܴ௖

௠ ௔௫)ఉ ேܲ௘௧(ߟ− 1)ఉ

It is to be expected that the power consumption of data compression per bit

based on hardware implementation will be lower than that of data transmission in

networks with the development of CMOS processing technology and the value of ߝ

can be expected to be equal to or lower than 1. Note that 1=ߝ represents the point at

which the power consumption of compression is equal to the savings in the network

power consumption resulting from data compression, i.e. no further power savings

will be achieved from further compression [210]. Fig 8-2 gives the relationship

between ௖ܲ and ߟ for different value of ߚ assuming 1=ߝ and ܴ௖
௠ ௔௫ = 0.95 ௠ߟ) ௔௫ =

20) [213].

Fig 8 - 2: Relationship between the data compression ratio and data compression power

consumption

8.2.2 Bit Error Rate of Optical Channel

The Shannon lossless source coding theorem established that the source entropy

rate is the rate of the optimal lossless data compression code, ܴ [223] given as:

ܴ =
1

݊
෍ (௡ܤ)݌ (௡ܤ݈) ܾ݅ /ݐ ℎܿܽܽݎ ݐܿ݁ ݎ

(8-4)
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where n is the number of characters in the original data, (௡ܤ)݌ is the probability of

the character block ௡ܤ in the original data and (௡ܤ݈) is the length of the codeword

for block ௡ܤ in bits. The shorter the length of the codeword the higher the

compression rate. With a certain channel BER, the higher compression rate will

result in higher incorrect rate of characters in the original information source (ICRc).

Therefore, it is necessary to identify the relationship between ICRc, BER and data

compression ratio.

The BER of an optical receiver is given as [224]:

ܴܧܤ = ܳ ൬
−ଵܫ ଴ܫ
଴ߪ + ଵߪ

൰
(8-5)

(ݔ)ܳ =
1

ߨ2√
න ݁ି௬

మ ଶ/ ݕ݀
∞

௫

(8-6)

=ݎ ܳିଵ(ܴܧܤ) =
−ଵܫ ଴ܫ
଴ߪ + ଵߪ

(8-7)

where ଵܫ and ଴ܫ are the photocurrents of logic ‘1’ and logic ‘0’ in the optical

receiver, respectively. ଵߪ and ଴ߪ are the the noise standard deviations when the

receiver detects logic ‘1’ and logic ‘0’, respectively. The noise signals are considered

to be Gaussian.

Neglecting the receiver thermal noise and shot noise, the optical signal-to-noise

ratio (OSNR) is defined as:

ܱܵܰ ܴ = തܲ
௥௘௖/ ஺ܲௌா

where തܲ
௥௘௖ is the average received signal power and ஺ܲௌா is the amplified

spontaneous noise power at the output of the amplifier. In the case of deploying

optical amplifiers, the total received optical noise power for a link of length withܮ a

distance ܵbetween two neighbouring amplifiers is given as:

஺ܲௌா = ௡ܲ௢௜௦௘
௔௠ ௣ܤ௢(ܩ− ܮ(1 ܵ/ (8-8)

where ௡ܲ௢௜௦௘
௔௠ ௣ is the noise power of an optical amplifier, ௢ܤ is the bandwidth of

optical receiver, and ܩ is the gain of the amplifier.
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Assuming that receivers on different links receive the same optical signal

power, the ܱܵܰ ܴ௅ of a link of length ܮ is given as:

ܱܵܰ ܴ௅ =
തܲ
௥௘௖

௡ܲ௢௜௦௘
௧௢௧௔௟= ܱܵܰ ܴ ∙ ܵ /ܮ

(8-9)

The relationship between andݎ OSNR is given as [224]:

=ݎ

2ට
஻೚

஻೐
ܱܵܰ ܴ

1 + √1 + 4ܱܵܰ ܴ

(8-10)

where ௘ܤ is the bandwidth of the electrical filter.

In practice, optical receivers should have ܴܧܤ better than 10-9 =ݎ) 6). For

<ݎ 5, equation (8-3) can be approximated as follows:

(ݔ)ܳ =
1

ߨ2√
න ݁ି௬

మ ଶ/ ݕ݀
∞

௫

≅
݁ି

ೣమ

మ

ߨ2√ݔ
, for =ݔ <ݎ 5

(8-11)

Therefore, from equations (8-11) (8-5), (8-7), (8-8) and (8-10), the ௅ܴܧܤ of an

optical receiver on a link of length L is given as:

௅ܴܧܤ =
݁ି

ೣమ

మ

ߨ2√ݔ
,

where =ݔ

2ට
஻೚

஻೐
ܱܵܰ ܴ ∙ ܵ /ܮ

1 + ඥ1 + 4ܱܵܰ ܴ ∙ ܵ /ܮ

(8-12)

8.2.3 Data Compression Ratio, Incorrect Rate of Characters in Original

Information Source and Bit Error Rate of Optical Channel

As discussed in previous sections, higher data compression ratios will result in

increasing ICRc with a certain channel BER. A number of source coding algorithms

have been developed to achieve high efficiency and data compression ratio in
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wireless networks while maintaining the ܴܧܤ [225-227]. In the following we will

obtain a relationship between the data compression ratio, ௖ܴܥܫ and the BER of the

optical channel.

The ௖ܴܥܫ can be related to the data compression ratio and ܴܧܤ of optical

channel as follows:

௖ܴܥܫ = ܴܧܤఛߟ (8-13)

The parameter ߬represents the sensitivity of the ௖ܴܥܫ to the data compression ratio.

Fig 8 - 3: Relationship between the data compression ratio and the transmit power (Ptx
o and Ptx

c

are the transmit power before and after compression, respectively)

Fig 8-3 shows the relationship between the transmit power and data

compression ratio, where the ௖ܴܥܫ ≤ 10ିଵଶ with BER=10-12 and OSNR=20 dB. For

߬= 1, the ௖ܴܥܫ is linearly related to the data compression ratio. Higher values of ߬

imply that the ௖ܴܥܫ is more sensitive to the data compression ratio. This occurs for

example in inter-frame compression of video where one or more of the earlier or

later frames in the sequence are used to compress the current frame [228].

There are two approaches to compensate for the growth of the ௖ܴܥܫ resulting

from data compression: increasing the transmit power or limiting the data

compression ratio. For lower values of ߬( <߬=3) considering ௧ܲ௫
௢ of 1 Watt or less,

an increase in the transmit power by a factor of 1.5 or less to maintain the ௖ܴܥܫ (Fig
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8-3) will result in a negligible increase in the transmit power in comparison to the

power consumption of the network components. However, for higher value of ߬

(߬>3), increasing in the transmit power will increase the nonlinear effects of

associated with the optical channel such as self-phase modulation (SPM) and cross-

phase modulation (CPM), or even cause damage to the optical fibre [229]. In this

case, we have to limit the data compression ratio to maintain the .௖ܴܥܫ Such high

values of ߬can occur in inter-frame video compression where a large number of

frames are compressed with reference to a single reference frame, such as security

video (CCTV). In Section 8.5, the power consumption of optical networks with data

compression will be investigated under the two approaches.

8.3 Mathematical Model

In this section, a MILP model is built to optimise the data compression ratio for

the traffic demands in IP over WDM networks to minimise the network power

consumption. Compressing traffic demands will result in reducing the traffic and

hence the power used by the network devices and/or their number. The decision on

whether to compress a traffic demand or not and the compression ratio used depends

also on the available capacity on existing virtual links.

The model defines the following parameters:

i and j Denote end points of a virtual link in the IP layer,

s and d Denote source and destination of a traffic demand,

m and n Denote end points of a physical link in the optical layer,

௠ܮ ௡ The length of the physical link between nodes m and n,

T Set of time points,

S Distance between neighbouring EDFAs,

N Set of nodes,

K Index for the set of equations that approximate the convex/concave
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function that describes the relationship between data compression ratio

and power consumption of the data compression,

௜݌ܰ The set of neighbour nodes of node i in the optical layer,

W The number of wavelengths in a fibre,

B The capacity of each wavelength,

௦ௗ௧ߣ Traffic demand between source s and destination d at time t,

௠ܣܧ ௡ The number of EDFAs on physical link (m, n). Typically ௠ܣܧ ௡ =

௠ܮ⌋ ௡/ܵ− 1⌋ + 2 , where S is the distance between two neighbouring

EDFAs [58],

௠ܩܧ ௡ The number of regenerators on physical link (m, n). Typically ௠ܩܧ ௡ =

௠ܮ⌋ ௡/5ܵ− 1⌋[58],

PR Power consumption of a router port,

PT Power consumption of a transponder,

PE Power consumption of an EDFA,

PG Power consumption of a regenerator,

POi Power consumption of the optical switch at node i,

PMD Power consumption of a multi/demultiplexer,

ܴ௖
௠ ௔௫ The maximum data compression ratio,

௞ܽ and ௞ܾ Elements of the approximation vectors used in equation k in set K.

The following variables are also defined:

௜௝௧ܥ The number of wavelength channels in the virtual link (i, j) at time t,

߱௠ ௡௧ The number of wavelength channels in the physical link (m, n) at time

t,

ܹ௠ ௡௧
௜௝ The number of wavelength channels in the virtual link (i, j) that

traverse physical link (m, n) at time t,
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௜ܯܦ The number of multi/demultiplexers in node i,

௜௝௧ߣ
௦ௗ The traffic flow from node s to node d that traverses the virtual link (i,

j) at time t,

ܴ௖
௦ௗ௧ Data compression ratio for the traffic from source node s to destination

node d at time t,

௖ܲ
௦ௗ௧ Data compression power consumption per bit of the traffic from source

node s to destination node d at time t,

௠݂ ௡ The number of fibres on physical link (m, n).

Under the lightpath bypass approach, the total network power consumption is

composed of:

1) The power consumption of ports at time t

෍ ෍ ܴܲ ∙ ௜௝௧ܥ
௝∈ே :௜ஷ௝௜∈ே

(8-14)

2) The power consumption of transponders at time t

෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே

(8-15)

3) The power consumption of EDFAs and regenerators at time t

෍ ෍ ܧܲ) ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡ + ܩܲ ∙ ௠ܩܧ ௡ ∙ ௠݂ ௡)

௡∈ே௣೘௠ ∈ே

(8-16)

4) The power consumption of optical switches at time t
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෍ ܱܲ௜
௜∈ே

(8-17)

5) The power consumption of multiplexers and demultiplexer at time t

෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

(8-18)

6) The power consumption of the data compression processors at time t

෍ ෍ ௦ௗ௧ߣ ∙

ௗ∈ே :௦ஷௗ௦∈ே

௖ܲ
௦ௗ௧ (8-19)

The MILP model is defined as follows:

Objective: minimise

෍ ቌ෍ ෍ ௦ௗ௧ߣ ∙

ௗ∈ே :௦ஷௗ௦∈ே

௖ܲ
௦ௗ௧

௧∈்

+ ෍ ෍ ܴܲ ∙ +௜௝௧ܥ ෍ ෍ ܲܶ ∙ ߱௠ ௡௧

௡∈ே௣೘௠ ∈ே௝∈ே :௜ஷ௝௜∈ே

+ ෍ ෍ ൭ܲܧ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡ + ܩܲ ∙ ௠ܩܧ ௡ ∙ ௠݂ ௡൱

௡∈ே௣೘௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

൱

(8-20)

Subject to:

1) Flow conservation constraint in the IP layer:

෍ ௜௝௧ߣ
௦ௗ

௝∈ே :௜ஷ௝

− ෍ ௝௜௧ߣ
௦ௗ

௝∈ே :௜ஷ௝

= ቐ
௦ௗ௧ߣ ∙ (1 − ܴ௖

௦ௗ௧) ݂݅ ݅= ݏ

௦ௗ௧ߣ− ∙ (1 − ܴ௖
௦ௗ௧) ݂݅ ݅= ݀

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,ݏ ,݀݅∈ ܰ ≠ݏ: ݀

(8-21)
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Constraint (8-21) represents the flow conservation constraint in the IP layer. It

ensures that in all nodes the total outgoing traffic is equal to the total incoming

traffic except for the source and the destination nodes. It also ensures that traffic

flows can be split and transmitted through multiple flow paths in the IP layer. Note

that we consider the compressed traffic demands.

2) Virtual link capacity constraint:

෍ ෍ ௜௝௧ߣ
௦ௗ

ௗ∈ே :௦ஷௗ௦∈ே

≤ ௜௝௧ܥ ∙ ܤ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ݆

(8-22)

Constraint (8-22) ensures that the summation of all traffic flows through a

virtual link does not exceed its capacity.

3) Flow conservation constraint in the optical layer:

෍ ܹ௠ ௡௧
௜௝

௡∈ே௣೘

− ෍ ܹ௡௠ ௧
௜௝

௡∈ே௣೘

= ቐ

௜௝௧ܥ ݂݅ ݉ = ݅

௜௝௧ܥ− ݂݅ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ,ܶ∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ݆

(8-23)

Constraint (8-23) represents the flow conservation constraint in the optical

layer. It represents the fact that in all nodes the total outgoing wavelengths of a

virtual link should be equal to the total incoming wavelengths except for the source

and the destination nodes of the virtual link.

4) Physical link capacity constraints:

෍ ෍ ܹ௠ ௡௧
௜௝

௝∈ே :௜ஷ௝௜∈ே

≤ ܹ ∙ ௠݂ ௡

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ

(8-24)

෍ ෍ ܹ௠ ௡௧
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

߱௠ ௡௧

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ

(8-25)
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Constraints (8-24) and (8-25) represent the physical link capacity constraints.

Constraints (8-24) ensures that the total number of wavelength channels in virtual

links traversing a physical link does not exceeded the maximum capacity of fibres in

the physical link. Constraint (8-25) ensures that the number of wavelength channels

in virtual links traversing a physical link is equal to the number of wavelengths in

that physical link.

5) Power consumption of data compression constraint:

௖ܲ
௦ௗ௧ቊ

≤ ௞ܽ ∙ ܴ௖
௦ௗ௧+ ௞ܾ ܽݎ݂݋ ݊ܿ݋ ݒ݁ ݔ ݊ݑ݂ ݊݋ݐܿ݅

≥ ௞ܽ ∙ ܴ௖
௦ௗ௧+ ௞ܾ ܽݎ݂݋ ݊ܿ݋ ܿܽ ݒ݁ ݊ݑ݂ ݊݋ݐܿ݅

�

∀ ∋ݐ ,ܶ݇ ∈ ܭ ,∀ ݀,ݏ ∈ ܰ ≠ݏ: ݀

(8-26)

Constraint (8-26) is the linear approximation of the relationship between power

consumption of data compression and data compression ratio.

6) Maximum data compression ratio constraint:

ܴ௖
௦ௗ௧≤ ܴ௖

௠ ௔௫

∀ ∋ݐ ,ܶ݇ ∈ ܭ ,∀ ݀,ݏ ∈ ܰ ≠ݏ: ݀

(8-27)

Constraint (8-27) gives the limit on the maximum data compression ratio.

The model can be extended to represent the non-bypass approach by redefining

the power consumption of ports at time t as follows:

෍ ෍ ܴܲ ∙ ߱௠ ௡௧

௡∈ே :௠ ஷ௡௠ ∈ே

(8-28)
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8.4 Energy Efficient Data Compression Algorithm

Fig 8 - 4: The energy-efficient data compression and routing heuristic flow chart

In this section we propose an energy-efficient heuristic to compress and route

traffic demands in real time. The flow chart of the heuristic is shown in Fig 8-4.

Node pairs are reordered from highest to lowest based on their traffic demands and

an empty virtual link topology G is created. A node pair is then retrieved from the

ordered list and its traffic demand is routed over virtual topology G if enough

capacity is available. If virtual topology G cannot accommodate the traffic demand,

it will be compressed within the maximum compression ratio to be accommodated in

the available capacity. If the required data compression ratio exceeds the maximum

compression ratio, the traffic demand is compressed by the maximum data

compression ratio and a new virtual link is built to route the compressed demand.

After routing all the traffic demands, the network total power consumption is

calculated using Equation (8-20).
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8.5 Results and Analysis

In this section we evaluate the power consumption of IP over WDM networks

with data compression considering the two approaches discussed in Section 8.2.3 to

maintain the .௖ܴܥܫ The same NSFNET network topology as in Chapter 4, depicted in

Fig 4-4, is considered. The same average traffic demand as in Chapter 4, shown in

Fig 4-5, is used here.

Distance between two neighbouring EDFAs 80 (km)

Distance between two neighbouring regenerators 400 (km)

Capacity of each wavelength (B) 40 (Gbit/s)

Power consumption of a router port (PR) 1000 (W)

Power consumption of an optical switch in node i (POi) 85 (W)

Power consumption of a multiplexer or a demultiplexer (PMD). 16 (W)

Power consumption of a transponder (PT) 73 (W)

Power consumption of a regenerator (PG)

Power consumption of an EDFA (PE)

100 (W)

8 (W)

Table 8 - 3: Input parameters for MILP model and simulation

Table 8-3 shows the input parameters in terms of number of wavelengths,

wavelength capacity, distance between two neighbouring EDFAs, and power

consumption of different components in the network derived from Cisco’s 16-slot

CRS-1 data sheets [193], Cisco’s OC-48/STM-16 bidirectional Regenerator data

sheets [189], Cisco ONS 15501 EDFA data sheets [188], Cisco ONS 15454 100-

GHz 4-CH Multi/Demultiplexer data sheets [190], Cisco ONS 15454 10-Gbps multi-

rate transponder card data sheets [190], and Glimmerglass Intelligent Optical System

500 data sheets [191].

We assume that the power consumption of decompression is equal to the power

consumption of compression. Considering a mixture of traffic (video, images, text)

to reflect the global Internet traffic where 91% of the global Internet traffic is

projected to be a form of video by 2015 [211]. Considering the compression ratios in

Table 8-1, the maximum data compression ratio for the traffic mixture is 90%. For

the NSFNET network, ேܲ௘௧ = 25 nW/bit as calculated under the bypass approach.
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Parameter A, which is used to derive the piecewise linear relations in Equation (8-26)

to linearise the MILP, can be determined from ேܲ௘௧ as in Equation (8-3).

8.5.1 Increasing Transmit Power

Fig 8 - 5: The network power consumption with and without compression under the bypass

approach for different values of β (shortest path routing)

Fig 8 - 6: The network power consumption with and without compression under the non-bypass

approach for different values of β (shortest path routing)
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Fig 8 - 7: The network power consumption with and without compression under the bypass

approach for different values of β (minimal hop routing)

Fig 8 - 8: The network power consumption with and without compression under the non-bypass

approach for different values of β (minimal hop routing)

Fig 8-5, Fig 8-6, Fig 8-7 and Fig 8-8 give the power consumption of the

network with and without compression for different values of ߚ under the bypass and

non-bypass approaches using shortest path routing scenario and minimal hop routing

scenario. We consider increasing the transmit power to maintain the ௖ܴܥܫ under the

bypass approach. Note that under the non-bypass approach ௖ܴܥܫ is always

maintained. Because the traffic always goes up to IP layer in each intermediate node
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and the length of optical channel is shorter than that in bypass, the BER of optical

channel is higher than bypass.

Using shortest path routing scenario, average power savings of 29% are

achieved by the data compression MILP model under the bypass approach for ߚ = 1

(Fig 8-5). More efficient data compression algorithms represented by ߚ = 2 can

achieve an average power saving of 39%. Comparable power savings of 29% and

36% for ߚ = 1 and ߚ = 2 , respectively, are achieved the energy-efficient data

compression and routing heuristic. High power savings of 45% and 55% for ߚ = 1

and ߚ = 2, respectively, are achieved under the non-bypass approach (Fig 8-6) as

under the non-bypass approach data compression reduces the number of router ports

(the most energy consuming devices in the network) at intermediate nodes.

Power savings in the network in simulations can be obtained by using minimal

hop routing, especially under the non-bypass approach. Compared to Fig 8-5

minimal hop routing under bypass approach (Fig 8-7) does not result in significant

difference. However, in Fig 8-8, under the non-bypass approach, the simulation

results using the minimal hop routing scenario are closer to the results from linear

programming, compare to Fig. 8-6. The power savings for ߚ = 1 and ߚ = 2 are 37%

and 41% compared to the power consumption of the network without data

compression.

(a) Low Traffic Demand (6 am) (b) High Traffic Demand (10 pm)

Fig 8 - 9: The optimal data compression ratio of each node pair traffic demand under the

bypass approach at 6 am and 10 pm (increasing transmit power)
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(a) Low Traffic Demand (6 am) (b) High Traffic Demand (10 pm)

Fig 8 - 10: The optimal data compression ratio of each node pair traffic demand under the non-

bypass approach at 6 am and 10 pm (increasing transmit power)

Fig 8-9 and Fig 8-10 show the optimal data compression ratio of each node pair

traffic demand obtained from the MILP at 6 am (minimum traffic) and 10 pm

(maximum traffic) under the bypass and non-bypass approaches, respectively. Under

both approaches, the optimal data compression ratio for most of the node pairs varies

slightly (between 70%-80%) for the different node pair traffic demand under both

the maximum and minimum traffic demands. The average compression ratio is 0.71.

Under the non-bypass approach the average optimal data compression ratio is

slightly higher compared to the bypass approach (0.77). This is because we calculate

the maximum data compression ratio power consumption ௖ܲ
௠ ௔௫ based on the ேܲ௘௧

associated with the bypass approach.

8.5.2 Limiting the Data Compression Ratio

As discussed in Section 8.2.3, to maintain ௖ܴܥܫ with higher values of ߬under

the bypass approach, we have to limit the data compression ratio. If we want to

maintain the ௖ܴܥܫ ≤ 10ିଵଶ after data compression, Equation (8-13) can be given as:

ܴܧܤఛߟ ≤ 10ିଵଶ

ܴ௖ ≤ 1 − ඨ
ܴܧܤ

10ିଵଶ

ഓ
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The above equation is added as a constraint to the MILP model in Section 8.3 as

follows:

ܴ௖
௦ௗ௧≤ 1 − ඨ

௦ௗܴܧܤ

10ିଵଶ

ഓ

(8-29)

where

௦ௗܴܧܤ =
݁ି

ೣమ

మ

ߨ2√ݔ

=ݔ

2ට
஻೚

஻೐
ܱܵܰ ܴ ∙ ܵ /௦ௗܮ

1 + ඥ1 + 4ܱܵܰ ܴ ∙ ܵ /௦ௗܮ

The BER of each optical link ௦ௗܴܧܤ is calculated from Equation (8-29)

assuming that the longest link in the network has the maximum BER of 10ିଵଶ with

OSNR=50 dB.

Fig 8 - 11: The network power consumption with and without compression under the bypass

approach for different values of β (limiting data compression ratio)

Fig 8-11 shows that limiting the data compression ratio to maintain ௖ܴܥܫ for

=߬4, has a limited effect on the achieved power savings under the bypass approach

as only few long links exist in the NSFNET. The power saving of the MILP model

under the bypass approach is 27% and 37% for ߚ = 1 and ߚ = 2, respectively. The
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heuristic achieves a power saving of 27% and 34% for ߚ = 1 and ߚ = 2 ,

respectively. Fig 8-12 shows that the optimal data compression ratios decrease

slightly by an average of 3% as a result of limiting the data compression ratio to

maintain the .௖ܴܥܫ The decreased compression ratios are associated with traffic

demands routed through longer links.

(a) Low Traffic Demand (6 am) (b) High Traffic Demand (10 pm)

Fig 8 - 12: The optimal data compression ratio of each node pair traffic demand under the

bypass approach at 6 am and 10 pm (limiting data compression ratio).

8.6 Mixed Line Rate and Data Compression

In the previous sections of this chapter, the power consumption of the network

with data compression under a fixed line rate (40 Gbit/s) has been studied. However,

after data compression, the traffic demand is reduced significantly and most of the

traffic demand between node pairs may be less than the capacity of physical links.

Although grooming can be used to combine some low traffic demands into one

lightpath, a fixed line rate scenario cannot provide capacity flexibility and may lead

to lower bandwidth utilisation. To improve the utilisation of bandwidth after data

compression, MLR is proposed here which in itself can lead to added energy

efficiency in optical networks.
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8.6.1 Mathematical Model

Since a regenerator is used on the 40 Gbit/s line rate physical links in Section

8.5, the impact of different line rates on the maximum reach distance can be

neglected in here. We use R as the set of the possible line rates and the MILP model

in Section 8.3 is extended to support the MLR replacing the parameters PR, PT, B

with:

ܴܲ௥ Power consumption of a router port with line rate r,

ܲ ௥ܶ Power consumption of a transponder with line rate r,

௥ܤ The capacity of wavelength of line rate r,

and the variables ,௜௝௧ܥ ߱௠ ௡௧, ܹ௠ ௡௧
௜௝

with

௜௝௧௥ܥ The number of wavelength channels in the virtual link (i, j) at time t and

line rate r,

߱௠ ௡௧௥ The number of wavelength channels in the physical link (m, n) at time t

and line rate r,

ܹ௠ ௡௧௥
௜௝ The number of wavelength channels in the virtual link (i, j) that traverse

physical link (m, n) at time t and line rate r.

Therefore, the new MILP model with data compression and MLR can be

defined as:

Objective: minimise
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෍ ቌ෍ ෍ ௦ௗ௧ߣ ∙

ௗ∈ே :௦ஷௗ௦∈ே

௖ܲ
௦ௗ௧

௧∈்

+ ෍ ෍ ෍ ܴܲ௥ ∙ ௜௝௧௥ܥ
௥௜௡ ோ

+ ෍ ෍ ෍ ܲ ௥ܶ ∙

௥௜௡ ோ

߱௠ ௡௧௥

௡∈ே௣೘௠ ∈ே௝∈ே :௜ஷ௝௜∈ே

+ ෍ ෍ ൭ܲܧ ∙ ௠ܣܧ ௡ ∙ ௠݂ ௡ + ܩܲ ∙ ௠ܩܧ ௡ ∙ ௠݂ ௡൱

௡∈ே௣೘௠ ∈ே

+ ෍ ܱܲ௜
௜∈ே

+ ෍ ܦܯܲ ∙ ௜ܯܦ

௜∈ே

൱

(8-30)

Subject to:

Constraints (8-15), (8-20) and (8-21)

෍ ෍ ௜௝௧ߣ
௦ௗ

ௗ∈ே :௦ஷௗ௦∈ே

≤ ෍ ௥ܤ ∙ ௜௝௧௥ܥ
௥௜௡ ோ

∀ ∋ݐ ,ܶ∀ ,݆݅∈ ܰ :݅≠ ݆

(8-31)

෍ ܹ௠ ௡௧௥
௜௝

௡∈ே௣೘

− ෍ ܹ௡௠ ௧௥
௜௝

௡∈ே௣೘

= ቐ

௜௝௧௥ܥ ݂݅ ݉ = ݅

௜௝௧௥ܥ− ݂݅ ݉ = ݆

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ∋ݐ ∋ݎܶ, ܴ,∀ ,݅ ,݆݉ ∈ ܰ : ݅≠ ݆
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෍ ෍ ෍ ܹ௠ ௡௧௥
௜௝

௥௜௡ ோ௝∈ே :௜ஷ௝௜∈ே

≤ ܹ ∙ ௠݂ ௡

∀ ∋ݐ ,ܶ∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ

(8-33)

෍ ෍ ܹ௠ ௡௧௥
௜௝

=

௝∈ே :௜ஷ௝௜∈ே

߱௠ ௡௧௥

∀ ∋ݐ ∋ݎܶ, ܴ,∀ ݉ ∈ ܰ ,݊ ∈ ௠݌ܰ
(8-34)
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8.6.2 Results and Analysis

To evaluate the power consumption of the network when data compression and

MLR are used, we assume that there are three possible line rates: 10 Gbit/s, 40 Gbit/s

and 100 Gbit/s. The power consumption of the network devices according to

different line rate are discussed in [230].

At first, we study the optimal data compression ratio in optical networks with

different fixed line rates. Fig 8-13, Fig 8-14 and Fig 8-15 give the average optimal

data compression ratio at different times of the day at different line rates under the

bypass and non-bypass approaches when ߚ has different values. From these three

figures the variation of the optimal data compression ratio at different times of the

day increases with the line rate, especially at times when the traffic demand is low.

For example, in Fig 8-15, from 2 am to 10 am, the variation of the optimal data

compression ratio is larger than other times of the day. When the line rate is large the

data compression ratio is more sensitive to capacity sharing of the optical link and a

slight increase in the data compression ratio has more affect on the traffic grooming,

especial when traffic demand is low.

Fig 8 - 13: The average optimal data compression ratio of the network at different times of a

day under the bypass and non-bypass approaches when line the rate is 10 Gbit/s
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Fig 8 - 14: The average optimal data compression ratio of the network at different times of a

day under the bypass and non-bypass approaches when the line rate is 40 Gbit/s

Fig 8 - 15: The average optimal data compression ratio of the network at different times of a

day under the bypass and non-bypass approaches when the line rate is 100 Gbit/s

In Fig 8-16, the optimal data compression ratio of the optical network with

MLR is evaluated. Compared to the optimal data compression ratio of the network

with fixed line rate in Fig 8-13, Fig 8-14 and Fig 8-15, the variation of the optimal

data compression ratio of the network with MLR is smaller. This is because after

data compression, the MILP model can find the most suitable line rate for each node

pair traffic demand consequently reducing the sensitivity of traffic grooming on the

data compression ratio.
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Fig 8 - 16: The average optimal data compression ratio of the network at different time of a day

under the bypass and non-bypass approaches with MLR

Fig 8 - 17: The energy consumption of the network with data compression under the bypass and

non-bypass approach using fixed line rate and MLR

Fig 8-17 gives the energy consumption of the network with data compression

under the bypass and non-bypass approach using fixed line rate and MLR. When

using fixed line rate the low utilisation of bandwidth in the 100 Gbit/s line rate

results the highest energy consumption of the network compared to 10 Gbit/s and 40

Gbit/s with increasing the energy consumption of the network up to 9% and 7%,

respectively. With using MLR, the energy consumption of the network under the

bypass and non-bypass approach is lower than that of the fixed line rate. Especially

compared to the energy consumption of the network using 100 Gbit/s line rate, the

maximum saving is up to 8%.
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8.7 Summary

This chapter has investigated the energy efficiency of data compression in IP

over WDM networks. The power consumption of data compression was given as a

function of the compression ratio and the compression algorithm efficiency

represented by .ߚ Through analysing the relationship among ,௖ܴܥܫ data compression

ratio and BER of optical channel, it has been shown that the increase in the ௖ܴܥܫ

caused by data compression can be compensated by either increasing the transmit

power or limiting the data compression ratio. A MILP model was proposed to

minimise the network power consumption by optimising the data compression ratio

for traffic demands considering different IP over WDM approaches (bypass and non-

bypass). An energy-efficient data compression approach and a routing heuristic have

also been proposed.

We have analysed the power consumption of IP over WDM networks

considering a mixture of traffic (video, images and text) to reflect the global Internet

traffic. The results also show that optimising data compression in bypass IP over

WDM networks and increasing the transmit power to maintain for the ௖ܴܥܫ has

saved up to 29% and 39% of the network power consumption for ߚ = 1 and ߚ = 2,

respectively. Under the non-bypass approach the power savings have increased to

55%. The energy-efficient data compression heuristic has achieved comparable

power savings. Limiting the data compression ratio to maintain the ௖ܴܥܫ has resulted

in limited reduction in the power savings associated with data compression.

Finally, we evaluated the energy consumption of the IP over WDM network

with data compression using fixed line rate and MLR. The results show that with

MLR, the energy consumption of the network is the lowest and the variation of the

optimal data compression ratio is the smallest.

The energy efficient optical networks proposed in previous chapters were based

on the standard ITU WDM technology with low spectrum efficiency. If we can

improve spectrum efficiency, the power consumption of network devices will be

reduced by improving their bandwidth utilisation. In the next chapter, we will

introduce a new energy efficient optical network architecture which is based on

Orthogonal Frequency-Division Multiplexing (OFDM) technology.
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Chapter 9: Energy Efficient Elastic

Optical Networks

9.1 Introduction

Although WDM technologies introduce several desirable features, the rigid

nature and coarse granularity of WDM networks results in inefficient capacity

utilisation because of the bandwidth mismatch between the application layer with

bandwidth requirements varying from several Mbit/s to hundreds of Gbit/s, and the

wavelength channels with data rates of 10 Gbit/s and beyond. Current WDM

networks address this mismatch by allowing sub-wavelength granularity connections

to be groomed onto a single lightpath which results in extra cost and power

consumption [231], or by allocating multiple wavelengths to a connection if the

requested bandwidth is higher than that of a single wavelength, however, such an

approach suffers from low spectral efficiency as adjacent wavelengths must be

separated by guard bands.

A promising solution to address this bandwidth mismatch is to support fine

granularity through elastic spectrum allocation [232], [233] where connection

requests are allocated the minimum spectral resources required. Recently,

Orthogonal Frequency-Division Multiplexing (OFDM) has been proposed as an

enabling technique for elastic optical networks [234]. OFDM is a multi-carrier

modulation technique where data is distributed over multiple orthogonal low rate

subcarriers [235]. Optical OFDM helps alleviate many of the drawbacks associated

with single carrier systems. Fig 9-1 compares the spectrum utilisation of WDM

networks and OFDM-based optical networks. Optical OFDM-based networks
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support a higher spectral efficiency as they can exactly provide the bandwidth

needed to cater for the requirement of building a link of a certain traffic rate and

consequently, the relevant network components can work at the required rate. In

contrast to the conventional WDM where frequency guard bands are required

between adjacent subcarriers, OFDM improves the spectrum utilisation by allowing

the spectrum of adjacent subcarriers to overlap as orthogonality ensures the

separation of subcarriers at the receiver side [235].

Fig 9 - 1: Spectrum utilisation of WDM networks and optical OFDM-based networks

In conventional optical networks the available capacity is limited to the worst-

case optical path design to ensure Quality of Transmission (QoT). However, optical

paths of higher Optical Signal-to-Noise Ratios (OSNR) (usually associated with

shorter reach) can support significantly higher capacities. Optical OFDM supports

distance-adaptive spectrum allocation by adapting the modulation format according

to the end-to-end physical conditions of the optical path [236], [237]. Moreover,

OFDM is an effective solution to the Inter-Symbol Interference (ISI) caused by a

dispersive channel. The parallel transmission of data results in a longer symbol

period compared to single carrier systems with similar total data rates, limiting the

ISI effect to a small fraction of a symbol period.

A number of papers in the literature have studied the energy-efficiency of

OFDM-based wireless systems, e.g. [238], [239]. However, the power savings

introduced by optical OFDM-based networks is not a well investigated topic. In this

chapter, the energy efficiency of optical OFDM-based networks is investigated.

Optical OFDM-based networks are compared to conventional IP over WDM

networks with different wavelength rates (10/40/100Gbit/s). Optical OFDM-based
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networks are also compared to Mixed Line Rate (MLR) networks where

wavelengths of different rates are deployed over the same fibre. In addition to the

symmetric traffic profile, the energy efficiency of optical OFDM-based networks in

an asymmetric traffic scenario where more traffic is destined to or originates from

popular nodes, e.g. data centres, is also considered.

9.2 OFDM-based Optical Networks

9.2.1 Optical OFDM System

Fig 9 - 2: Block diagram of a typical optical OFDM communication system

Fig 9-2 illustrates the block diagram of a typical optical OFDM system. At the

transmitter side, the serial-to-parallel (S/P) module converts the incoming high-bit-

rate data stream to low-bit-rate parallel blocks of symbols. The symbols are mapped

by some type of Quadrature Amplitude Modulation (QAM) or Phase-Shift Keying

(PSK) onto orthogonal carriers with equally spaced frequencies. The time-domain

OFDM symbols are obtained by Inverse Fast Fourier Transformation (IFFT). To

mitigate ISI between OFDM symbols, a guard time, known as Cyclic Prefix (CP), is

added to each OFDM symbol by copying the end of the block generated by the IFFT

to the beginning of the block. A Cyclic Prefix (CP) longer than the channel impulse

response or multipath delay can eliminate the ISI, maintaining the orthogonality

between subcarriers [235]. After adding of the CP, the discrete parallel symbols go

through parallel-to-serial (P/S) conversion and Digital-to-Analog Conversion (DAC)

to generate a continuous time domain signal. In the Optical Transmitter Module

(OTM), electrical OFDM signals are modulated over an optical carrier using a

Directly Modulated Laser (DML) or an Externally Modulated Laser (EML) [240].

EML is used to support high data rate and long-distance communication systems.

The most used EML is the Mach-Zehnder Modulator (MZM) [241]. There are two
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main methods for modulating the optical OFDM signal: Intensity Modulation (IM)

and Linear Field Modulation (LFM) [235], [241]. IM is used for systems with

different optical modes, e.g. multimode fibre systems and optical wireless systems,

while LFM is used for system where only one mode of the optical signal is received,

e.g. signal mode fibre.

At the Optical Receiver Module (ORM), the optical OFDM signal detection

systems can be classified as: Direct Detection (DD) and Coherent Detection (CO-D)

[235], [242], [240]. Typically, DD is used for IM systems and CO-D is used for

LFM systems. DD-OOFDM is a suitable solution for cost-effective short-reach

systems. Compared to CO-D based optical OFDM (CO-D-OOFDM), DD based

optical OFDM (DD-OOFDM) has a simpler receiver, however, the spectral

efficiency is reduced with DD-OOFDM as guard bands between the optical carrier

and the OFDM subcarriers are needed to eliminate the interference caused by

unwanted mixing products. In addition, DD-OOFDM requires extra optical power

for the transmitted carrier. On the other hand CO-D-OOFDM performs better in

terms of optical signal-to-noise ratio (OSNR) requirements and has higher spectral

efficiency. In addition, CO-D-OOFDM has been proved by to be a simple and

effective way to eliminate chromatic dispersion for long-haul single-mode fibre

systems. However, CO-D requires a laser oscillator and polarisation control and

needs to generate the carrier locally. Also it is very sensitive to phase noise of the

oscillator. The performance of both detection systems is further investigated in

[243], [244] to mitigate their limitations.

To recover data from the orthogonal subcarriers, the serial signal is converted to

parallel data blocks, the CP is removed and the OFDM signal is converted back to

the frequency domain using forward FFT. At the receiver side, the information

symbols are affected by signal phase and amplitude level shifting caused by

chromatic dispersion of the optical channel. Therefore, equalisation is needed after

the forward FFT to obtain an OFDM signal without forward error [235], [240]. Note

that equalisation is simpler in OFDM systems compared to single carrier systems.

This is because OFDM symbols are typically longer than the maximum channel

delay spread and therefore can be easily equalised. After equalisation, each

subcarrier is demodulated and data is converted to serial.
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9.2.2 Modulation Level and QoT

As mentioned in Section 9.1, OFDM supports distance-adaptive spectrum

allocation. This advantage stems from the fact each OFDM subcarrier can be

processed individually. Unlike conventional fixed hardware implementations, in

OFDM the signal properties can be easily changed by software as digital signal

processing is implemented at both the receiver and the transmitter ends. Therefore,

the modulation format can be adapted according to the end-to-end physical condition

of the optical path [236]. In terms of OSNR, which is mostly associated with

distance, we can add an extra bit per symbol for every 3 dB gain in OSNR.

Therefore we can make use of the flexibility offered by OFDM to adapt the

modulation level of subcarriers to increase the available capacity. The link capacity

(C) is given as a function of the link length [236]:

ܥ =
଴ܥ
2
൬1 + logଶ

2 ∙ ଴݈

݈
൰ ݈≤ 2 ∙ ଴݈

(9-1)

where ଴݈ is the maximum distance, ଴ܥ is the capacity associated with the worst-case

optical path (path with the maximum distance) and l is the link length. Note that the

OSNR improves by 3 dB as the transmission distance decreases to half, allowing the

modulation format to increase by 1 bit/symbol, e.g. 8-QAM (3 bit per symbol) can

be used instead of QPSK (2 bit per symbol) or 16-QAM (4 bit per symbol) can be

used instead of 8-QAM.

9.2.3 Power Consumption of optical OFDM-based Network Devices

As discussed in the previous sections, optical OFDM-based networks provide

flexible bandwidth by supporting the allocation of a variable number of subcarriers

and adapting the modulation level of subcarriers to increase the available capacity,

resulting in significant reduction in the power consumption of the whole network. To

enable bandwidth flexible transmissions, the fixed-bandwidth components used for

WDM networks need to be replaced with network components that can work at

flexible rates. In this section, we study the power consumption of the different

network components in an optical OFDM-based network and compare it to the

power consumption of the same components in IP over WDM networks. We
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consider the three most power consuming components: IP ports, transponders and

erbium doped fibre amplifiers (EDFAs).

As the electronic processing of OFDM signals is implemented in the

transponder, the IP over optical OFDM network can use IP router ports in the IP

layer similar to those used in IP over WDM networks.

The large gain bandwidth of EDFAs makes them useful for WDM networks as a

single EFDA can simultaneously amplify many data channels at different

wavelengths within its gain region [245]. Similarly EDFAs can be used in OFDM-

based optical networks.

In addition to the ability to allocate variable number of subcarriers and modulate

each subcarrier individually, OFDM transponders need to perform IFFT and FFT

processes. The power consumption of the OFDM transponder mainly depends on the

electronic processing, modulation level and the number of subcarriers. The highest

power consumption of the OFDM transponder occurs when an optical OFDM signal

uses the maximum number of subcarriers with the highest modulation level. The

power consumption of the OFDM transponder is calculated by adding the power

consumption of the different modules in Fig 9-2. In Section 9.4, the details of the

OFDM transponder power consumption are given. We assume OFDM transponders

to have an ALR power profile [126].

9.3 Mathematical Model for Optical OFDM-based

Networks

In this section we develop a MILP model to minimise the power consumption of

the IP over optical OFDM networks. The MILP model is based on the following

assumptions:

1. Traffic demands utilise a continuous spectrum, i.e. a contiguous set of

subcarriers (spectrum continuity constraint) [237]. To maintain the spectrum

continuity constraint, the traffic between a node pair is not allowed to split.
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2. The maximum number of subcarriers that the OFDM transponder can

process is limited.

3. As discussed in Section 9.2.2, the maximum modulation level of the traffic

demand between different node pairs depends on the OSNR which is mostly

associated with transmission distance. In this model, we assume that optical

OFDM-based networks support three modulation levels: BPSK, QPSK and

8QAM. To achieve the maximum spectrum efficiency, OFDM transponders

modulate the subcarriers of a traffic demand using the highest modulation

level allowed.

4. There is no need to do the grooming in the IP layer as the flexibility of

OFDM can provide each traffic demand with the exact data rate needed

[242].

Before introducing the model, the following parameters are defined:

௦ௗ௧ߣ The traffic demand between node pair (s, d) at time t,

௠ܣܧ ௡ The number of EDFAs on physical link (m, n) Typically ௠ܣܧ ௡ =

௠ܮ⌋ ௡/ܵ− 1⌋ + 2 , where S is the distance between two neighbouring

EDFAs [58],

Cr The capacity of a single subcarrier using modulation level r,

Npi The neighbouring nodes set of node i,

PR Power consumption of an IP router port per 1 Gbit/s,

PE Power consumption of an EDFA,

B The maximum number of wavelengths on an optical fibre,

NSC The maximum number of subcarriers supported by an OFDM-transponder,

௥ݐܲ The power consumption of the single subcarrier of OFDM transponder

using modulation level r,

R The set of modulation levels.
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The following variables are also defined:

௥ݏ݊
௦ௗ௧ The number of OFDM subcarriers using modulation level r of the

traffic demand (s, d) at time t,

ܰ ௠ܵ ௡௥
௦ௗ௧ The number of OFDM subcarriers using modulation level r of demand

(s, d) that traverse physic link (m, n) at time t,

߱௠ ௡௧
௦ௗ ω୫ ୬୲

ୱୢ =1 if the OFDM subcarriers of traffic demand (s, d) traverse

physical link (m, n) at time t, otherwise ω୫ ୬୲
ୱୢ =0,

௠ܨܰ ௡௧ The number of fibres on physical link (m,n) at time t.

The network total power consumption is composed of:

1) The power consumption of router ports:

෍ ෍ ௦ௗ௧ߣ ∙

ௗ∈ே :௦ஷௗ௦∈ே

ܴܲ
(9-2)

2) The power consumption of EDFAs:

෍ ෍ ௠ܨܰ ௡௧ ∙ ௠ܣܧ ௡ ∙ ܧܲ

௡∈ே௣೘௠ ∈ே

(9-3)

3) The power consumption of OFDM transponders:

෍ ෍ ቌ෍ ෍ ቆܮܴܣ ቆ
∑ ܰ ௠ܵ ௡௥

௦ௗ௧
௥∈ோ ∙ ௥ܥ
ܮܴ ୫ ୟ୶

ቇ ∙ ܲ ୫ܶ ୟ୶ ቇ

௡∈ே௣೘௠ ∈ே

ቍ

ௗ∈ே :௦ஷௗ௦∈ே (9-4)

where the ALR() means the energy profile function of ALR.

Following the discussion in Section 9.2.3, we consider OFDM transponders to

have an ALR power consumption profile where the power consumption is dependent

on the load, i.e. number of subcarriers used. The maximum power consumption of

transponders is ܲ ௠ܶ ௔௫ working at the maximum line rate ܮܴ ௠ ௔௫. For example, a

traffic demand of 100 Gbit/s with BSK modulation will require 2 OFDM
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transponders working at the maximum line rate (40 Gbit/s) and 1 transponder

working at 20Gbit/s. As discussed in Section 9.2.2, the maximum line rate the

OFDM transponder can support depends on the distance between source and

destination node pair.

The model is defined as follows:

Objective Function:

Minimise

෍ ቌ෍ ෍ ௦ௗ௧ߣ ∙

ௗ∈ே :௦ஷௗ௦∈ே

ܴܲ

௧∈்

+ ෍ ෍ ቌ෍ ෍ ቆܮܴܣ ቆ
∑ ܰ ௠ܵ ௡௥

௦ௗ௧
௥∈ோ ∙ ௥ܥ
ܮܴ ୫ ୟ୶

ቇ

௡∈ே௣೘௠ ∈ேௗ∈ே :௦ஷௗ௦∈ே

∙ ܲ ୫ܶ ୟ୶ ቇ൱+ ෍ ෍ ௠ܨܰ ௡௧ ∙ ௠ܣܧ ௡ ∙ ܧܲ

௡∈ே௣೘௠ ∈ே

ቍ

(9-5)

Subject to:

1) Flow conservation constraint in the optical layer:

෍ ߱௠ ௡௧
௦ௗ

௡ఢே௣೘

− ෍ ߱௡௠ ௧
௦ௗ

௡ఢே௣೘

= ൝
1 ݉ = ݏ
−1 ݉ = ݀

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ,ݏ ,݀݉ ߳ܰ ≠ݏ: ,݀ ݐ߳ ܶ

(9-6)

Constraint (9-6) gives the flow conversion in optical layer and ensures that

traffic demands are not allowed to split.

2) Capacity constraints:

≥௦ௗ௧ߣ ෍ ௥ݏ݊
௦ௗ௧

௥∈ோ

∙ ௥ܥ (9-7)
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∀ ܰ߳݀,ݏ ≠ݏ: ,݀ ݐ߳ ܶ (Power-minimised)

≥௦ௗ௧ߣ ෍ ௥ݏ݊
௦ௗ௧

௥∈ோ௠ ௔௫

∙ ௥ܥ

∀ ܰ߳݀,ݏ ≠ݏ: ,݀ ݐ߳ ܶ (Spectrum-minimised)

Constraint (9-7) ensures that the capacity of the subcarriers allocated to a traffic

demand is large enough to support the traffic demand. In this constraint, we

differentiate between two optimisation problems: power-minimised and spectrum-

minimised optical OFDM-based networks. In power-minimised optical OFDM-

based networks, the MILP model will select the modulation level that minimises the

power consumption of the network. However, this will lead the model to choose the

lowest possible modulation level to fit the traffic demand with best granularity. In

spectrum-minimised optical OFDM-based networks, the highest modulation level

will always be used, and then the total bandwidth of the subcarriers will be

minimised.

3) Number of transponders constraint:

෍ ܰ ௠ܵ ௡௥
௦ௗ௧

௡ఢே௣೘

− ෍ ܰ ௡ܵ௠ ௥
௦ௗ௧

௡ఢே௣೘

= ቐ
௥ݏ݊

௦ௗ௧ ݉ = ݏ

௥ݏ݊−
௦ௗ௧ ݉ = ݀

0 ℎݐ݋ ݓݎ݁ ݏ݅݁

�

∀ ,ݏ ,݀݉ ߳ܰ ≠ݏ: ∋ݎ݀, ܴ, ݐ߳ ܶ

(9-8)

Constraint (9-8) ensures that for each traffic demand, the number of OFDM

subcarriers of modulation level r entering node m is equal to the number of the

subcarriers of modulation level r leaving from node m. This is the conversion for the

number of OFDM subcarriers of modulation level r.

4) Physical link capacity constraints:

ܰ ௡ܵ௠ ௥
௦ௗ௧ ≥ 0

∀ ,ݏ ,݀݉ ߳ܰ ,݊߳ܰ ௠݌ ≠ݏ: ∋ݎ݀, ܴ, ݐ߳ ܶ

(9-9)
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ܰ ௡ܵ௠ ௥
௦ௗ௧ ≤ ߱௡௠ ௧

௦ௗ ∙ ܺܣܯܰ

∀ ,ݏ ,݀݉ ߳ܰ ,݊߳ܰ ௠݌ ≠ݏ: ∋ݎ݀, ܴ, ݐ߳ ܶ

(9-10)

௠ܨܰ ௡௧ ∙ ܤ ≥ ෍ ෍ (෍ ܰ ௡ܵ௠ ௥
௦ௗ௧ /ܰ (ܥܵ

௥∈ோௗ∈ே :௦ஷௗ௦∈ே

∀ ݐ߳ ,ܶ݉ ߳ܰ ,݊߳ܰ ௠݌

(9-11)

Constraints (9-9) and (9-10) guarantee that the value of the variable ܰ ௡ܵ௠ ௥
௦ௗ௧ is

related to the value of the binary variable, where NMAX is a large enough number.

Constraint (9-11) ensures that the number of OFDM wavelengths allocated to a

traffic demand does not exceed the number of wavelength in an optical fibre.

9.4 Results and Analysis

The NSFNET network is considered, depicted in Fig 4-4 in Chapter 4, to

evaluate the power consumption of the optical OFDM-based network. The same

average traffic demand as Chapter 4, shown in Fig 4-5, is used.

We compare the power consumption of optical OFDM-based networks to

conventional WDM networks. We assume that both systems have a channel

bandwidth of 50 GHz (as in Fig 9-1). The maximum number of subcarriers for each

OFDM channel is 10 each of 5 GHz and 2 of the channels are used as guard bands.

We consider 8 QAM as the highest modulation level for optical OFDM, therefore,

the maximum line rate for an OFDM transponder LRmax is: 5 (GHz)×3 (Bit/Hz) ×

8=120 Gbit/s.

For the WDM network, we consider three different wavelength capacities: 10

Gbit/s, 40 Gbit/s and 100 Gbit/s and assume BPSK as the modulation level

associated with the maximum transmission distance l in the NSFNET network

between node 1 and node 14.
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For the optical OFDM-based network the maximum capacity of each subcarrier

for different transmission distance Cr is calculated from Equation (9-1) considering

Co as the capacity of BPSK. Note that Cr can only be the capacity associated with

BPSK, QPSK and 8 QAM, and the C calculated from Equation (9-1) gives the upper

bound.

Table 9-1 shows the network parameters in terms of number of wavelengths,

wavelength rate, distance between two neighbouring EDFAs, and power

consumption of different components in the WDM network. Given the power

consumption of the 40 Gbit/s Cisco’s 8-slot CRS-1 [144] as 1 kW per port and

considering a linear power consumption profile based on DVFS [246], the router

port power consumption per Gbit/s is calculated as 25 W/Gbit/s. This value is used

to calculate the power consumption of the 10 Gbit/s and 40 Gbit/s WDM router ports

and the OFDM router ports working at flexible rates.

The power consumption of the 10 Gbit/s and 40 Gbit/s WDM transponders is

derived from Cisco ONS 15454 10 Gbps Multirate Transponder Card [247] and

Cisco ONS 15454 40 Gbps multi-rate transponder card [248], respectively. The

power consumption of the 100 Gbit/s WDM transponder is calculated based on the

ratio between the power consumption of the 40 Gbit/s WDM transponder and the

100 Gbit/s WDM transponder given in [249]. The power consumption of EDFAs is

derived from Cisco ONS 15501 EDFA [188].

Distance between two neighbouring EDFAs 80 (km)

Capacity of each wavelength 40 (Gbit/s)

Power consumption of a WDM router port 25 (W/Gbit/s)

Power consumption of a WDM transponder (10Gbit/s) 45 (W)

Power consumption of a WDM transponder (40Gbit/s) 73 (W)

Power consumption of a WDM transponder (100Gbit/s) 135 (W)

Power consumption of an EDFA 8 (W)

Table 9 - 1: Input data for the simulation
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Fig 9 - 3: Power consumption of different parts of an OFDM transponder

We calculate the power consumption of an OFDM transponder working at the

maximum rate of 120 Gbit/s based on the structure shown in Fig 9-3. A DSP module

performs S/P conversion and modulation at the transmitter side and another DSP

module performs equalisation, demodulation and P/S conversion at the receiver side.

As shown in Fig 9-3, the power consumption of the DSP module is estimated as

80W [250]. In addition, state-of-the-art parallel optical interconnects were shown to

operate with less than 5 mW/Gbit/s total power consumption [251]. The power

consumption of the IFFT and FFT modules is estimated as 0.4 mW/Gbit/s [252]. The

power consumption of the P/S, DAC and the optical transmitter module is estimated

as 21 W [253]. Also the power consumption of the optical receiver module and the

ADC and S/P is estimated as 21 W. We estimate the power consumption of OFDM

transponders working at lower rates by assuming ALR power consumption profiles:

linear and cubic [126]. Table 9-2 gives the details of the OFDM transponder

according to different modulation levels with linear energy profile.

Reach
Modulation

format
Data Rate

Power Consumption

DSP IFFT/FFT DAC/ADC Total

500 km [254] 8QAM 120 Gbit/s 160 W 2448 mW 42 W 204.4 W

1000 km [254] QPSK 80 Gbit/s 106 W 1632 mW 28 W 136.3 W

2000 km [254] BPSK 40 Gbit/s 53 W 816 mW 14 W 68.1 W

Table 9 - 2: Power consumption of OFDM transponder
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Fig 9 - 4: The network total power consumption considering optical OFDM and conventional

WDM under a symmetric traffic demand and the bypass approach

Fig 9 - 5: The network total power consumption considering optical OFDM and conventional

WDM under a symmetric traffic demand and the non-bypass approach

Considering the symmetric traffic profile in Fig 4-5 the network power

consumption is shown in Fig 9-4 and Fig 9-5. Under the bypass approach (Fig 9-4),

the power minimised optical OFDM-based network with linear energy profile for

OFDM transponders saves 10%, 14% and 31% of the network power consumption

compared to WDM networks deploying wavelength capacities of 10 Gbit/s, 40

Gbit/s and 100Gbit/s, respectively. Similar power savings are achieved by the

spectrum-minimised with linear energy profile scheme. The maximum saving is

achieved compared to the IP over WDM network with the 100 Gbit/s wavelength
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rate as the larger wavelength granularity results in lower utilisation of the IP router

ports and transponders and consequently lower power consumption as the power

consumption of IP router ports the most energy consuming devices in the network)

increases linearly as the capacity increases. However this is not the case for

transponders as discussed below.

As a result of the higher efficiency of MLR networks compared to WDM

networks deploying a single wavelength rate, the power savings achieved by the

optical OFDM-based network compared to MLR networks is limited to 7% and 12%

with linear and cubic energy profiles for OFDM transponders respectively.

Compared to linear energy profile for OFDM transponders, the power

minimised optical OFDM-based network with cubic energy profile for OFDM

transponders saves more power compared to WDM networks deploying wavelength

capacities of 10 Gbit/s, 40 Gbit/s and 100 Gbit/s, with savings respectively of 15%,

18% and 34% of the network total power consumption. Similar power savings are

achieved by spectrum-minimised with cubic energy profile OFDM transponders.

Similar savings are obtained under the non-bypass approach as seen in Fig 9-5.

The total network power consumption is higher under the non-bypass approach as IP

routers are required at intermediate nodes.

Fig 9 - 6: The optical layer power consumption considering optical OFDM and conventional

WDM under a symmetric traffic demand and the bypass approach
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To emphasise the power savings achieved by optical OFDM-based networks,

Fig 9-6 shows the power consumption of the optical layer. The optical OFDM-based

network with linear energy profile for OFDM transponders saves 55%, 29% and

48% of the optical layer power consumption compared to WDM networks deploying

wavelength capacities of 10 Gbit/s, 40 Gbit/s, 100 Gbit/s, respectively, and with

cubic energy profile for OFDM transponders, the savings are 89%, 83% and 88%. In

the optical layer, the maximum saving is achieved compared to the WDM network

with the 10 Gbit/s wavelength rate. This is because the power consumption of

transponders does not increase linearly as the wavelength rate increases (see Table 9-

1). Therefore deploying a 10 Gbit/s wavelengths to support a traffic demand with an

average of 80 Gbit/s is less energy-efficient than deploying wavelengths of 40 Gbit/s

and 100 Gbit/s. The difference in power consumption between the power-minimised

and spectrum-minimised optical OFDM-based networks is limited to 1%.

In Fig 9-7 and Fig 9-8, we investigate the impact of the presence of data centres

in the network (which creates a hot node scenario, where more traffic is destined to

or originates from data centres) on the power saving achieved by optical OFDM-

based networks. The following assumptions are considered:

1. Each node writes and retrieves data from all data centres equally and

different data centres have different content.

2. In addition to the regular traffic demand, i.e. the traffic demand between

regular nodes, we consider the traffic demand between data centres and

regular nodes. The traffic demand between data centres and nodes at time t

is assumed to be a certain ratio of the regular traffic demand .௦ௗ௧ߣ

3. The uplink traffic demand (from nodes to data centres) ratio, Ru, is smaller

than the downlink traffic demand (from data centres to nodes) ratio, Rd. The

traffic demand between nodes and data centres is generated based on the

regular traffic demand in Fig 4-5 where we assume that Ru=0.3 and Rd=2.5.

These values reflect the expected growth in data centre traffic.
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Fig 9 - 7: The network total power consumption considering optical OFDM and conventional

WDM networks under an asymmetric traffic demand and the bypass approach

Fig 9 - 8: The network total power consumption considering optical OFDM and conventional

WDM networks under an asymmetric traffic demand and the non-bypass approach

In Fig 9-7, the optical OFDM-based network with linear energy profile for

OFDM transponders has saved 8%, 8%, 18% and 7% compared to WDM networks

deploying wavelength capacities of 10 Gbit/s, 40 Gbit/s, 100 Gbit/s and MLR,

respectively, under the bypass approach. The power consumption savings of the

optical OFDM-based network with cubic energy profile for the OFDM transponder

are 12%, 11%, 21% and 11%. The higher traffic demands between data centres and

other nodes reduces the bandwidth wastage associated with the rigid bandwidth
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allocation of conventional WDM networks and therefore the benefit the network gets

from implementing flexible bandwidth allocation is limited. Similar savings are

achieved under the non-bypass approach in Fig 9-8.

The total power savings achieved by optical OFDM depends on the assumptions

made to calculate the power consumption of the OFDM transponders. As discussed

above we estimated the power consumption of a 120 Gbit/s OFDM transponder

based on the power consumption of different module parts with a linear and cubic

ALR.

Fig 9-9 shows the network energy consumption versus a range of power

consumptions for the 120 Gbit/s OFDM transponder. This figure can guide

manufactures to the acceptable levels of power consumption for OFDM transponders

after which the optical OFDM-based network will lose its advantage over

conventional WDM networks. Assuming a linear profile to estimate the power

consumption of elastic bandwidth OFDM transponders, the power consumption of

the 120 Gbit/s OFDM transponder should not exceed 425 W.

Fig 9 - 9: Network total energy consumption versus a range of OFDM transponder power

consumptions

In Fig 9-10 and Fig 9-11, we investigate the spectral efficiency of optical

OFDM-based networks. Under symmetric traffic (Fig 9-10), the spectrum-minimised

optical OFDM uses 34% less subcarries compared to the power-minimised optical
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OFDM. Under asymmetric traffic (Fig 9-11), the spectrum-minimised OFDM MILP

model uses 45% less subcarries compared to the power–minimised.

Fig 9 - 10: Spectral efficiency of optical OFDM-based networks under symmetric traffic

demand

Fig 9 - 11: Spectral efficiency of optical OFDM-based networks under asymmetric traffic

demand

Under symmetric traffic (Fig 9-10), the spectrum-minimised optical OFDM has

51% higher spectral efficiency compared to the power–minimised, however, as

mentioned the spectrum-minimised consumes less than 1% more power compared to

the power-minimised OFDM. Under asymmetric traffic (Fig 9-11) the difference in

spectral efficiency between the two approaches increased to 81%.
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9.5 Summary

In this chapter, we have studied the energy efficiency of optical OFDM-based

networks. We have developed a MILP model to minimize the total power

consumption of optical OFDM-based networks. In addition to flexible spectrum

allocation, we have also considered distance-adaptive spectrum allocation.

Considering a linear profile to estimate the OFDM transponder power consumption,

the results show that optical OFDM-based networks under a symmetric traffic

demand with linear energy profile for OFDM transponders have saved 10%, 14%

and 31% of the network power consumption compared to conventional IP over

WDM networks with 10 Gbit/s, 40 Gbit/s and 100 Gbit/s wavelength rate,

respectively. With cubic energy profile for OFDM transponders, the saving are 15%,

18% and 34%. We have also compared optical OFDM-based networks to MLR

networks and savings of 12% are achieved. Similar power savings are achieved by

both the spectrum-minimised and power-minimised optical OFDM-based networks.

Considering the power consumption of the optical layer, optical OFDM-based

networks save up to 89%, of the optical layer power consumption. The results also

show that the spectrum-minimised optical OFDM-based network is 51% and 81%

more efficient than the power-minimised network under symmetric traffic and

asymmetric traffic, respectively
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Chapter 10: Conclusions and Future

Work

This chapter summarises the main contributions and states the main conclusions

of this thesis. In this thesis, we have investigated the problems of power

consumption in optical networks to minimise the power consumption and the carbon

emissions. The energy efficient optical network studies have been done mainly based

on IP over WDM networks that are the major architecture used in current core

networks. Different energy efficient architectures, routing protocols, physical

topologies data transmission methods and relative novel MILP models have been

proposed.

It has been shown that the use of renewable energy can reduce the non-

renewable power consumption and consequently carbon emissions in the network. In

Chapter 4, a hybrid-power IP over WDM network architecture was investigated. A

novel MILP optimisation model was developed with the objective of minimising the

non-renewable power consumption of the network rather than the conventional

objective of minimising the total power consumption of the network. The nodes that

have access to renewable energy can also be powered by non-renewable energy to

guarantee QoS when the renewable energy output becomes low. The renewable

energy can power the ports, transponders, optical switches, multiplexers and

demultiplexers in a node. To overcome the drawback of using Multi-hop bypass

heuristic in the hybrid-power IP over WDM network, we have proposed a new

heuristic ‘REO-hop’ where the traffic flows are allowed to traverse as many nodes as

possible that have access to renewable energy. This constraint may increase the

propagation delay, to maintain QoS, only the two shortest-path routes are
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considered. Due to the changing traffic pattern and the fact that the output power of

renewable energy sources varies during different times of the day, the routing paths

are dynamic. A simulator has been developed to evaluate the performance of the

proposed routing heuristic and network architecture. Details of the design and

implementation of the network simulator have been presented. Simulations have

evaluated different scenarios: maximum solar power per node: 20 kW, 40 kW, 60

kW and 80 kW; scale of networks: NSFNET and USNET; and power profile of

network devices: on-off, linear, cubic, log10 and log100.

We have also investigated the impact of the location of nodes that use

renewable energy on the total non-renewable energy consumption. A novel MILP

optimisation model was developed to optimise the selection of nodes using

renewable energy. The results show that selecting nodes with higher solar power and

non-renewable power consumption to locate renewable energy resources results in

higher reductions in the total non-renewable energy consumption of the network.

Furthermore, the effects caused by seasonal and weather conditions have been

investigated. The results show that the non-renewable energy consumption of a

network in December has increased compared to June, and on a cloudy day it

increases compared to a clear sky day in June.

Chapter 5 investigated the power consumption associated with transporting data

between data centres and end-users. Firstly, we have determined the optimal location

of a single data centre or multiple data centres in an IP over WDM network so as to

minimise the network’s power consumption through novel MILP models. The

optimal location of data centres was determined using MILP models and verified by

simulations. We have considered different scenarios to optimise the data centres

location and have considered the impact of network topology (regular and irregular),

traffic profile (regular traffic and data centre traffic), upload and download rates (low

rate and high rate), number of data centres (single data centre and multiple data

centres). The impact of power minimisation on delay has also been investigated.

Secondly, we studied a replication scheme for content that has different

popularity to minimise the power consumption through the use of a novel MILP

model. Here we have considered 5 classes of content that have different levels of

popularity and considered multiple data centres. The optimisation identified where to
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store a data object that has a given popularity so that the network’s power

consumption is minimised. We have also developed a novel routing algorithm,

Energy-Delay Optimal Routing (EDOR), to minimise the power consumption of the

network under replication while maintaining QoS. In this routing algorithm, all the

available paths to all the required data centres are checked and the required data

centre with the shortest available path is selected in order to reduce the propagation

delay. If sufficient capacity is not available in the virtual topology, a new virtual link

is established between the node and the data centre with the minimum number of

hops in order to minimise the power consumption by reducing the number of

transponders at intermediate nodes.

Thirdly we have investigated the problem of whether to locate data centres next

to renewable energy or to transmit renewable energy to data centres in a given

network topology under different traffic conditions and taking into account the

network components’ power consumption through a novel MILP model. We have

identified the optimal location of data centres, so that the network’s power

consumption is minimised given a number of wind farms whose locations are known

together with the electrical power transmission losses. We considered a network

where the nodes that are not connected to wind farms have access to solar power.

The results have shown that the optimal data centre locations are close to renewable

energy sources. Combining optimal data centre locations with the multi-hop bypass

heuristic, renewable energy and the replication scheme, power consumption savings

of up to 73% have been achieved.

In Chapter 6, we have investigated energy efficient physical topology design for

backbone IP over WDM networks. We have developed a novel MILP model to

optimise the physical topology of IP over WDM networks with the objective of

minimising the network power consumption. We have considered the NSFNET

topology and compared its energy consumption with the energy consumption of

optimised physical topologies under different traffic scenarios: symmetric full-mesh

connectivity traffic matrix and asymmetric traffic demand where data centres create

a hot node scenario in the network; and different nodal degree constraints. The

power savings obtained were also investigated by deploying topologies that

eliminate the need for IP routers, including a full mesh topology and a star topology.

Furthermore the optimisation of the physical topology has been investigated
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considering the presence of renewable energy sources in the network. The results

have shown that optimising the physical topology increases the utilisation of the

renewable energy sources.

Taking into account the embodied energy of the network devices in addition to

the operational energy, we have reconsidered the energy efficiency of the physical

topology of IP over WDM networks. We have disassembled the considered network

devices to their basic components and materials, and we have estimated the total

embodied energy of the devices based on the data available about the embodied

energy of these components and materials. A novel MILP model has been developed

to optimise the physical topology of IP over WDM networks with the objective of

minimising both the operational and embodied energies in the network’s commercial

life time. Physical topology optimisation considering both operational and embodied

energies has resulted in topologies with shorter links compared to operational-

power-minimised topologies as the embodied energy of the optical fibre cable is the

main contributor to the network total energy. Although optimising the physical

topology considering both the operational and embodied energies has resulted in

increasing the operational energy compared to the operational-power-minimised

topologies, significant embodied energy savings have been achieved, resulting in a

total energy saving of 47%.

In Chapter 7, we have investigated the joint optimisation of power, electricity

cost and propagation delay in IP over WDM networks employing renewable energy.

We have developed a novel MILP model to jointly minimise the three parameters

and compared the results to the results of optimisation models that consider these

parameters individually. The models results have shown that the joint optimisation

maintains the power consumption and electricity cost savings obtained by the non-

renewable power-minimised and the electricity cost-minimised models while hardly

affecting the propagation delay. In addition, we also have investigated the energy

savings achieved by jointly minimising the three parameters under an anycasting

scenario where a number of data centres with replicated content exist in the network

and nodes can download data from any of them. The NSFNET network with data

centres at nodes 3, 5, 8, 10 and 12 has been considered to evaluate the optimisation

problem under an anycasting access scenario. Compared to the delay-minimised
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model, the power and cost savings under an anycasting scenario have increased to

82%.

In Chapter 8, the power consumption savings introduced by implementing data

compression in IP over WDM networks was investigated. We have optimised the

data compression ratio for traffic flows by developing a novel MILP model

considering different IP over WDM approaches (bypass and non-bypass). For a real-

time implementation, we have also developed a novel energy-efficient data

compression and routing heuristic. The relationship between the incorrect rate of the

original information source characters (ICRc), data compression ratio and the bit

error rate (BER) of the optical channel has been analysed and two approaches have

been considered to maintain the ICRc under the bypass approach: increasing the

transmit power and limiting the data compression ratio. The results of the MILP

model have shown that optimising the data compression ratios for bypass IP over

WDM networks has saved up to 39% of the network power consumption where the

transmit power is increased to maintain the ICRc. Limiting the data compression

ratio to maintain the ICRc has slightly reduced the power savings achieved compared

to the first approach. The results have also shown that higher power savings of 55%

are obtained under the non-bypass approach and comparable power savings have

been achieved by the heuristic. In addition, we have also evaluated the power

consumption of the IP over WDM networks with data compression when using fixed

line rate and Mixed Line Rate (MLR), respectively. The results have shown that joint

use of MLR and data compression results in the energy consumption of the network

being lower than that with the fixed line rate and data compression.

In Chapter 9, we have investigated the energy efficiency of optical OFDM-

based networks. A novel MILP model was developed to minimise the total power

consumption of optical OFDM networks. In this model, we have assumed that

optical OFDM-based networks support three modulation levels: BPSK, QPSK and 8

QAM. We have also differentiated between two optimisation problems: power-

minimised and spectrum-minimised optical OFDM-based networks. In power-

minimised optical OFDM-based networks, the MILP model selects the modulation

level that minimises the power consumption of the network. In spectrum-minimised

optical OFDM-based networks, the highest modulation level will always be used,

and as such the total bandwidth of the subcarrier is minimised. Simulation results
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have shown that considering a symmetric traffic, the optical OFDM-based networks

have saved up to 31% of the network total power consumption compared to

conventional IP over WDM networks. Emphasising the power consumption of the

optical layer, the optical OFDM-based network saves up to 55%, of the optical layer

power consumption. The results have also shown that under an asymmetric traffic

scenario, where more traffic is destined to or originates from popular nodes e.g. data

centres, the power savings achieved by the optical OFDM-based networks are

limited as the higher traffic demands to and from data centres reduce the bandwidth

wastage associated with conventional WDM networks.

The topic of energy efficient optical networks is a hot research topic with

several areas to be investigated. The energy efficient architectures, energy efficient

routing heuristics, energy efficient physical topologies, energy efficient data

compression proposed and results obtained in this thesis motivate the investigation

of further issues in energy efficient optical networks.

The evaluation of the proposed architectures, physical topologies, routing

heuristics and data compression has been limited to mathematical models and

computer simulations. However, experimental demonstration is another method to

evaluate the performance and verify the accuracy of the developed simulators and

mathematical models by comparing the results obtained from the demonstrations

with those obtained from simulations and models.

OBS based networks have attracted considerable attention in recent years.

Compared to other current network switching technologies, OBS gives a possible

solution to provide all-optical architectures which have a high potential to save

energy in next generation optical core networks. Therefore, it is interesting to

investigate the implementation of OBS with the energy efficient architectures

proposed in this thesis.

Another interesting topic to investigate the energy savings associated with the

use of forwarding and delay tolerant mechanism in optical networks. Usually these

mechanisms are used in mobile networks and extreme environments lacking

continuous connectivity. However they can potentially improve the performance of

wavelength grooming in optical networks, which results in lower network resources

usage and lower energy consumption.
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Furthermore, network coding scheme is widely using in wireless network to

eliminate the interference between uploading and downloading links and improve

the throughput of wireless router by combining different traffic flows together.

Therefore, it is very interesting to investigate that applying network coding scheme

in optimal networks to further reduce the power consumption.
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