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ABSTRACT

The ‘information explosion’ has generated unprecedented amount of published infor-
mation that is still growing at an astonishing rate. As the amount of information grows,
the problem of managing the information becomes challenging. A key to this challenge
rests on the technology of Information Extraction, which automatically transforms un-
structured textual data into structured representation that can be interpreted and manipu-
lated by machines. It is recognised that a fundamental task in Information Extraction is
Named Entity Recognition, the goals of which are identifying references of named enti-
ties in unstructured documents, and classifying them into pre-defined semantic categories.
Further, due to the polysemous nature of natural language, name references are often am-
biguous. Resolving ambiguity concerns recognising the true referent entity of a name ref-
erence, essentially a further named entity ‘recognition” step and often a compulsory pro-

cess required by tasks built on top of NER.

This research presents a body of work aimed at addressing three research questions for
NER. The first question concerns effective and efficient methods for training data annota-
tion, which is the task of creating essential training examples for machine learning based
NER methods. The second question studies automatically generating background
knowledge for NER in the form of gazetteers, which are often critical resources to im-
prove the performance of NER methods. The third question addresses resolving ambigu-
ous name references, a further ‘recognition’ step that ensures the output of NER to be us-

able by many complex tasks and applications.

For each research question, the related literature has been carefully studied and their limi-
tations have been identified and discussed. New hypotheses and methods have been pro-

posed, leading to a number of contributions:
e an approach to training data annotation for supervised NER methods, based on
the study of annotator suitability and suitability based task allocation;

e a method of automatically expanding existing gazetteers of pre-defined semantic

categories exploiting the structure and knowledge of Wikipedia;

e a method of automatically generating untyped gazetteers for NER based on the

“topic-representativeness” of words in documents;

e a method of named entity disambiguation based on maximising the semantic re-

latedness between candidate entities in a text discourse;



e areview of lexical semantic relatedness measures; and a new lexical semantic re-

latedness measure that harnesses knowledge from different resources.

The proposed methods have been evaluated by carefully designed experiments, following
the standard practice in each related research area. The results have confirmed the validi-
ty of their corresponding hypotheses, as well as the empirical effectiveness of these
methods. Overall it is believed that this research has made solid contribution to the re-
search of NER and related areas.
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1. Introduction

1 Introduction

PREFACE

This chapter provides an overview of the research questions and objectives of the work in
this thesis. It is divided into five sections. Section 1 introduces the motivation to this re-
search and a brief introduction to the research area. Section 2 discusses the research ques-
tions that this thesis aims to address. Section 3 introduces the research hypothesises. Sec-
tion 4 discusses the main contributions of this research and Section 5 outlines the struc-
ture of this thesis.



1. Introduction

1.1 Motivation

We live in the Information Age. In every moment, an enormous amount of information is
generated on the Internet, adding to its already gigantic size. Access to such a massive
amount of information has totally changed the way we work and study. For organisations,
possession and effective utilisation of information is deemed as a key part of strategic
competitiveness. On the other hand, the scale and the scope of the information that one
has to deal with at a time are also unprecedented, which makes locating useful pieces of
information extremely difficult. The amount of accessible information would not be of

much use if there were no suitable techniques to process it and extract knowledge from it.

The answer to this challenge is the technology of Information Extraction (IE), the
technique for transforming unstructured textual data into structured representation that
can be understood by machines. IE has been an active research field for decades, involv-
ing many sub-topics that are addressed by rigorous communities. It originates from a set
of earlier competitions organised within the Natural Language Processing (NLP) com-
munity. One of the most important is the Message Understanding Conference (MUC)
(Grishman and Sundheim, 1996) where an earlier primary goal was to identify mentions
or names of entities from unstructured news articles and classify them into predefined
semantic categories. In brief, an entity is a unique real word object, such as ‘George
Walker Bush, born July 6, 1946, an American politician who served as the 43rd President
of the United States, from 2001 to 2009°; a mention or name is a lexicalised expression
used to designate an entity, such as ‘George Bush’; and a semantic category is a high
level concept that groups same types of entities, such as ‘people’, ‘place’, ‘organisation’,
and ‘temporal’ and ‘numerical expressions’. This task is called Named Entity Recogni-
tion (NER), a term first coined at the sixth Message Understanding Conference (MUCS)
(Grishman and Sundheim, 1996), which was hosted to encourage research for Infor-
mation Extraction (IE) from unstructured texts. It was recognised at the time that an es-
sential step to enable other IE tasks was to identify these important information units
from texts. To name a few, named entities and their semantic categories must be identi-
fied before identifying relations (Giuliano et al., 2006; Giuliano et al., 2007; Thahir et al.,
2011) between them and extracting events (Smith, 2002; Zhang et al., 2007) involving
entities. In populating knowledge bases such as ontologies (Cimiano, 2006; Giuliano and
Gliozzo, 2008), named entities must be extracted from texts and classified into fine-

grained ontological concepts. In addition to IE, NER is also an important technology for
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many other applications and research areas. In Information Retrieval (IR) and Question
Answering (QA), named entities are identified to locate important information and facts
(Lee et al., 2007; Srihari and Peterson, 2008). For example, in the question answering
competition in TREC-8 (TREC-8 QA Data, 2002), 80% of the evaluation questions ask
for a named entity (Nadeau, 2007a). In enabling the Semantic Web, NER is used to im-
prove semantic search (Caputo et al., 2009). In machine translation, accurate translation
of named entities plays an important role in the translation of the overall text (Babych
and Hartley, 2003). Also in many domain specific contexts, domain specific NER is the
key technology for constructing terminology resources (Nenadi¢ et al., 2003; Byrne,
2007; Saha et al., 2009).

The techniques for NER can be divided into two branches: handcrafted rules and learn-
ing based methods (Sarawagi, 2007). Methods based on handcrafted rules require devel-
opers to manually create extraction rules usually expressed as lexico-syntactic patterns
and semantic constraints that hypothesize the occurrences of similar named entities.
Learning based methods automatically induce extraction patterns or sequence labelling
algorithms from a collection of training examples. Learning based methods have proved
to be more flexible and robust than handcrafted rules, since they lessen the requirements
on linguistic knowledge and reduces human effort to only providing sufficient amount of
examples. Therefore, they have become the more popular approach to NER (Nadeau,
2007a).

An essential input to learning based methods are training data, which usually take the
form of documents containing annotations that are labelled instances of example named
entities. Therefore training data are also called labelled data or training annotations.
Training data have to be manually created by humans, a process that is often time con-
suming and costly. To address this, recent research has branched out to study methods
that require less training data, which has created the stream of semi-supervised methods
that learn using both annotated (training) and unannotated data (Chung et al., 2003;
Kozareva et al., 2005; Olsson, 2008), and unsupervised methods that learn without or
with very few training data (Da Silva et al., 2004; Cimiano and VVdker, 2005). To con-
trast these areas, learning methods that use only annotated training data will be referred to

as supervised learning methods in the remainder of this thesis.

Although supervised learning methods have been criticised for their overly dependence

on training data, they remain the primary choice in many research and application areas.
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In particular, supervised learning methods still dominate in many resource-poor lan-
guages (AbdelRahman et al., 2010; Duan and Zheng, 2011; Singh, 2011) and technical
domains (Byrne, 2007; Iria, 2009a; Ju et al., 2011). Although there is the lack of compar-
ative evaluation of supervised learning methods against others on the same datasets, some
studies of semi-supervised learning methods have shown compromised accuracies when
compared against the best results reported for the supervised learning competitors (Gu et
al., 2007).

One important problem neglected by NER is the ambiguity in the extracted names. A
name is ambiguous if it can be used to refer to different entities. For example, ‘Washing-
ton’ can refer to different locations or persons. While NER recognises the mention and
assigns general semantic categories or labels, it does not answer what exact entity it re-
fers to. Resolving ambiguities is traditionally a sense disambiguation task and treated
separately from NER. However, theoretically, the two carry similar goals — NER can be
considered as disambiguation at a higher level (Wacholder et al., 1997) while name dis-
ambiguation can be considered as a further step of ‘recognition” where the true identity of
a name mention is uncovered. Practically disambiguation is often an essential post-
process to enable NER output to be useful for other complex NLP applications. This has
been widely recognised and major evaluation campaigns have proposed to deal with the
two tasks simultaneously (TAC KBP Track, 2009; TAC KBP Track, 2010).

1.2 Research Questions

The above problem setting motivates the work explored in this thesis. This thesis focuses
on supervised learning methods for NER due to their significance in this field of research.

Central to this thesis is the following research question:
How to effectively recognise named entities from texts?

This thesis views ‘recognition’ essentially a process fulfilling three goals: identifying
named entities in text, assigning semantic categories to these named entities, and assign-
ing referent entities to them (i.e., disambiguation). Therefore, this question is further di-
vided into three related research questions each contributing to the overall objective. The

three questions are:

1. How to create training data effectively and efficiently to enable supervised NER?
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2. How to automatically generate background knowledge in the form of gazetteers
to improve the accuracy of NER?

3. How to resolve ambiguities in the extracted names and recognise the unique ref-
erent entities, which makes the NER output useful to other applications?

1.2.1 Training Data Annotation

As mentioned before, annotated training data are essential input to supervised learning
methods. These act as examples to the learning algorithm, which induces a model able to
predict similar instances of the same types in new data. Training data are annotated by
domain experts, and must be of good quality and sufficient quantity in order to ensure an
effective model to be learnt.

Creating high-quality annotations is a difficult task due to many reasons. The most im-
portant of which that has been widely studied is Inter Annotator Agreement (IAA), al-
so called inter annotator consistency, or inter annotator discrepancy. IAA evaluates
the problem that annotators can never agree completely or exactly on what and how to
annotate. It is a major indicator of the usefulness of training data to a learning method
(Brants, 2000). Essentially, discrepancies and inconsistencies among annotators are pri-
marily caused by the differences in their knowledge and experiences (Hripcsak and
Wilcox, 2002). To reach a reasonable level of 1AA, the traditional annotation process in-
volves multiple domain experts working on the same annotation task in an iterative and
collaborative manner to identify and resolve discrepancies progressively, to eventually
produce an output that best matches the subtly varying viewpoints across a community.
However, such a detailed process is often ineffective despite taking significant time and
effort — typically months, and even years in rare cases (Brants, 2000; Wilbur et al., 2006).
Unfortunately, discrepancies can never be eliminated and remain high in some cases
(Morante et al., 2009).

The tremendous cost involved in such an often ineffective and inefficient practice means
that it is difficult to introduce NER to new domains and particularly inapplicable in many
practical situations such as industries due to resource limitations such as finance, time
and personnel (Iria, 2009a). For this reason, a better approach to training data annotation
must be sought. Addressing this research problem will help tackle one of the major bot-

tlenecks in developing supervised NER systems.
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1.2.2 Gazetteer Generation

In addition to the training data as an essential input, NER often benefits from additional
background knowledge, which is most commonly encoded in the form of gazetteers.
Gazetteers are reference lists used to map terms to certain categories or types. For NER,
in the most commonly adopted sense, they contain reference entity names that are la-
belled by pre-defined categories relevant to the task. For example, a person gazetteer may
be used as background knowledge to support recognising person entities. From the more
general learning point of view, a gazetteer will be useful as long as it returns consistent
labels even if these are not the required named entity types by the task, since the corre-
spondence between the labels and the types can be learnt automatically (Kazama and
Torisawa, 2008). A common approach is using word clusters as untyped gazetteers
(Kazama and Torisawa, 2008; Saha et al., 2009). For example, the observation that ‘Mi-
crosoft’ and ‘AT&T’ are often found in the same clusters suggests that they are likely to
share certain degree of similarity. With an additional piece of evidence that ‘Microsoft’ is
a ‘company’, one can infer that ‘AT&T’ is also a company. In this case, the semantic cat-
egory represented by the cluster is unknown a-priori; however, it provides additional
learning evidence equivalent to a gazetteer. In this thesis, the first type of gazetteers will
be referred to as ‘type-oriented’ or ‘typed’ gazetteers, while the second type will be re-

ferred to as ‘alternative’ or ‘untyped’ gazetteers.

It has been shown that gazetteers play an important role in improving the accuracy of
NER systems and often lead to crucial improvement in domain specific applications
(Roberts et al., 2008; Sasaki et al., 2008). Unfortunately, gazetteers are not always avail-
able and often incomplete, especially in technical domains. Building and maintaining
gazetteers by hand is a laborious process and can be very expensive (Kazama and
Torisawa, 2008). Therefore, effective methods are needed to support automatic genera-
tion of gazetteers — either in the type-oriented or alternative forms. Addressing this re-

search problem will help improve the learning accuracies of NER methods.

1.2.3 Resolving Ambiguities

As mentioned before, due to the polysemy of natural language, names can be used for
different entities, a problem that is referred to as ambiguity. For example, NER will iden-
tify ‘Bush’ as a person entity from ‘President Bush attended the opening ceremony of the

Olympic Games in Beijing’, but is unable to recognise wWhether it is the ‘43rd president,
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George. W. Bush’, or ‘the 41st president, George H.W. Bush’. While most of the time the
problem is not a concern for humans, for machines’ interpretation of human language it is

necessary to resolve the ambiguities and recognise the true entity that the name refers to.

Traditionally, resolving ambiguities is not considered as part of the NER process, but to
be dealt with by Named Entity Disambiguation (NED), the task of resolving ambiguous
name mentions to entities in a reference inventory. It is a field closely related to Word
Sense Disambiguation (WSD), where meanings of ambiguous words are resolved based
on their context, usually according to a sense inventory such as a dictionary that lists all
possible word senses (Navigli, 2009). NED is often treated as a post-processing task for
NER. However, theoretically, the two tasks serve similar goals and address ‘recognition’
at different levels. While NER recognises named entities in text and their semantic cate-
gories, NED recognises the true identity the name refers to. From a different perspective,
NER is also a ‘disambiguation’ process, where the boundaries between name mentions
and other text units and the semantic categories for name mentions are disambiguated
(Vlachos and Gasperin, 2006). From a practical point of view, NED is often an important
step before the output of NER can be used for many advanced tasks. For example, when
searching for person names, search engines can benefit by disambiguating different iden-
tities and group results referring to the same person entity. When the NER output is used
to populate a knowledge base of cities and countries one has to disambiguate the name
‘Manchester’ to the UK or US cities, or others. The need to combine NER with NED is
also acknowledged by some well-known evaluation campaigns in the IE community. For
example, the Knowledge Base Population (KBP) track in the Text Analysis Conference
(TAC KBP Track, 2009; TAC KBP Track, 2010) has been hosting an entity linking task
on an annual basis since 2009. The goal is to identify named entities from a query (NER),

and link the named entity mentions to unique entities defined in a knowledge base (NED).

This thesis takes the view that both NER and NED addresses the ‘recognition’ task of
named entities from different but complementary levels, essentially enabling the ‘learn-
ing’ of named entities. NER should be followed by a process of resolving name ambigui-
ties, which essentially assigns unique identifies to the output of NER. Addressing this
problem will truly enable ‘recognition’ of named entities, i.e., from identification of
names, to semantic category classification, to identity recognition. Ultimately this ena-

bles NER output to be used for many other applications.
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1.3 Research Hypothesis

To answer the above research questions, this thesis has studied existing work related to
each question and identified their limitations. Based on these findings, several hypothe-

sises are proposed corresponding to the three research questions outlined above.

H1. Training data annotation: the discrepancies among annotators, caused by
the difference in their knowledge and experiences, indicate different levels of an-
notator’s suitability for an annotation task. It is possible to assess such suitability
and define suitability-based tasks so as to ensure annotations to be generated in a

more effective and efficient way.

As discussed in Section 1.2.1, the discrepancies or inconsistencies among annotators is a
major concern in creating training data. Essentially, the majority of discrepancies among
annotators are caused by the differences in their knowledge and experiences (Hripcsak
and Wilcox, 2002). The traditional annotation process identifies these differences and
aims to minimise them iteratively, eventually producing an output that best matches the
subtly varying viewpoints across a community. This thesis takes a different point of view
that these differences result in different levels of annotators’ suitability for an annotation
task or sub-tasks. This is inspired by the real life experiences that people typically spe-
cialise in one or several areas and no one is perfectly suited for all. Analogously in a doc-
ument annotation practice, not every candidate is perfectly suitable for all tasks; however,
one can be more suitable for particular tasks than others (e.g., based on the entity types in
NER). Therefore, the key to improving annotation quality is not correcting the differ-
ences revealed by the repetitive checking process at the maximum effort, but rather iden-
tifying annotators’ suitability and defining suitability-based annotation tasks. Annotators
should be allocated to tasks they are most suitable for, thus ensuring both quality and ef-

ficiency.

This hypothesis is further discussed in Chapter 5. A document annotation exercise is
conducted to reveal and study different levels of discrepancy for annotating different en-
tity types. Based on the findings the annotator’s suitability is analysed and annotators are
selected for annotating particular types of entities in a further set of documents, which are
then used as the final training data to a supervised NER system. Experiments are de-
signed to evaluate the proposed methodology to further justify the validity of the hypoth-

esis.



1. Introduction

H2.1 Type-oriented gazetteer: Wikipedia can be used as a knowledge base of
named entities. An existing gazetteer of predefined types can be automatically
expanded using Wikipedia by defining gazetteer hypernyms using the structure
and content of Wikipedia, and extracting similar entities that share similar hy-

pernyms with the seed gazetteer.

This hypothesis particularly addresses methods that automatically generate type-oriented
gazetteers, i.e., gazetteers of pre-defined types. Literature in this area has largely assumed
that an initial ‘seed’ gazetteer or domain-specific extraction patterns must be available to
bootstrap the automatic generation process (Riloff and Jones, 1999; Thelan and Riloff,
2002). While these methods have predominantly built gazetteers using unstructured doc-
uments, recent research has shifted the focus to exploiting collaborative knowledge

sources on the Web.

Collaborative knowledge resources have gained substantial popularity in the wider re-
search communities of NLP and IE. The most representative of these is Wikipedia®, pos-
sibly the largest encyclopaedia ever built and maintained by collaborative efforts. It has
been used to support a wide range of NLP and IE related tasks, such as NER (Toral and
Munoz, 2006; Kazama and Torisawa, 2008), NED (Bunescu and Pasca, 2006; Cucerzan,
2007), and document classification (Gabrilovich and Markovitch, 2006). The majority of
Wikipedia articles are descriptions of entities and concepts. The sheer size of Wikipedia
and its broad coverage of various topics make it a vast knowledge base of named entities,
which has great potential for building comprehensive gazetteers and updating the re-

sources for specific NER tasks.

This hypothesis has been partially justified by a number of existing studies, including
Toral and Munoz (2006) and Kazama and Torisawa (2008), which will be further dis-
cussed in Chapter 6. This chapter also introduces a domain-independent method of gazet-
teer expansion, which utilises various structures and contents from Wikipedia to expand
existing gazetteers of pre-defined types. This method is then evaluated in a gazetteer ex-

pansion task for NER in the Archaeology domain to empirically justify the hypothesis.

H2.2 Alternative gazetteer: named entities are highly related to topic-oriented

words specific to a document. The topicality of words can be evaluated based on

! Wikipedia, http://www.wikipedia.org/, last retrieved on 14 Mar 2012.
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the relevance measures widely used for Information Retrieval. It can be used for

generating alternative gazetteers for NER.

This hypothesis particularly addresses alternative gazetteers, i.e., the broader sense of
gazetteers that are not explicitly typed but simply as groupings of related terms. Litera-
ture in this area has primarily taken word-clustering based approaches (Freitag, 2004;
Miller et al., 2004; Jiang et al., 2006; Kazama and Torisawa, 2008; Saha et al., 2009;
Finkel and Manning, 2009; Chrupata and Klakow, 2010), while some (Kazama and
Torisawa, 2007a; Kazama and Torisawa, 2008) have used automatically extracted hyper-

nyms that group semantically similar concepts or instances.

The link between the topicality of words and named entities was initially discussed in
Clifton et al. (1999) and Hassel (2003). Few studies have exploited this feature in NER
related research (Rennie and Jaakkola, 2005; Gupta and Bhattacharyya, 2010). These
have suggested that topicality of words can be quantified by the property of informa-
tiveness. Although a formal definition is lacking, it is generally agreed that informative
words are those that often demonstrate a ‘peaked’ frequency distribution over a collection
of documents, such that the majority of their occurrences are found in only a handful of
documents in the collection (Church and Gale, 1995b). Informativeness measures are typ-
ically based on global word distributional characteristics observed in the entire corpus
(e.g., document frequency, word frequency in the corpus), while ignoring the distinctive
distributional patterns of words within individual document (local) contexts (e.g., fre-
guency within documents). However, in practice, topics can vary by documents even if
they belong to the same domain. This may translate to different distributional characteris-
tics of a word observed at individual document basis. Global informativeness scores can
mis-represent the strength of topicality of words in different document contexts and harm

learning accuracy.

Instead, this thesis hypothesizes that topic-oriented words should be defined specifically
to document context and they can be useful indicators of named entities in the same doc-
ument context. Following this hypothesis, within a specific document context, words can
be grouped based on their level of topicality and the intuition is that those falling under
the highly topic-oriented groups can be useful features to NER. Essentially this has in-
spired the creation of document-level, alternative gazetteers. To extract topic-oriented
words for each document, this thesis proposes to use relevance measures widely used in

the Information Retrieval tasks as a proxy for topicality.
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This hypothesis is discussed in Chapter 7. The link between topicality of words and
named entities is partly justified by the literature review, which also discusses a number
of methods based on the similar ground. The hypothesis leads to a novel approach which,
when submitted to a comprehensive comparative evaluation, has shown to be effective

and generalisable across domains.

H3.1 Resolving ambiguities: an ambiguous entity name can be resolved based on
the semantic relatedness between its referent entities and other named entities it
co-occurs with in its context, because contextually co-occurring named entities

are semantically related.

Given a coherent text discourse that contains multiple (ambiguous) names of entities, the
true referent entities of each name are usually semantically related. For instance, in the
previous example ‘President Bush attended the opening ceremony of the Olympic Games
in Beijing’, to a human reader it is clear that ‘President Bush’ refers to the 43rd US Pres-
ident George W. Bush and ‘Olympic Games’ refers to the 2008 summer Olympic Games
held in Beijing. The underlying logic is that these are the only solutions to maximise the
semantic connections among the three names ‘Bush’, ‘Olympic Games’ and ‘Beijing’ in

a single discourse.

This hypothesis is inspired by Cucerzan (2007), who argued that ambiguous entity names
can be resolved by maximising the agreement among the data held for candidate entities
in the same discourse. This thesis argues that this agreement can be measured by lexical
semantic relatedness. Then disambiguation can be achieved based on the idea of ‘agree-
ment (as determined by relatedness) maximisation’. This is discussed in Chapter 9 and

justified by a method of NED based on a lexical semantic relatedness measure.

The key to manifest this hypothesis is capturing the semantic relatedness between enti-
ties, a task that can be achieved by lexical semantic relatedness methods that determine
the semantic association strength between terms or concepts based on certain background
information about them. Although literature on lexical semantic relatedness is particular-
ly abundant, a thorough review reveals that existing methods typically employ back-
ground information of terms and entities from a single resource. However, different
background information resources may contain information about the same entities or
concepts, while having different focuses in terms of the type and amount of knowledge
encoded. This suggests a complementary nature of different background information re-
11
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sources. This motivated a study that leads to a novel lexical semantic relatedness measure
based on the following hypothesis:

H3.2 Lexical semantic relatedness: lexical semantic relatedness measures can
benefit from combining different background information resources since they

complement each other in certain ways.

This argument is discussed in Chapter 8. The literature is thoroughly reviewed and com-
pared including an analysis of the characteristics of different background information re-
sources widely used in this task. A novel method is proposed based on the principle of
combining knowledge of terms and concepts from different resources. This method is
then evaluated in both the general and technical domains, which further justifies the hy-
pothesis it builds on. It is then adapted to the Named Entity Disambiguation task that is
further discussed and evaluated in Chapter 9.

1.4 Contributions

This thesis presents a body of work exploring methodologies and techniques to enable ef-
fective learning of named entities. The main contributions of this thesis are distinct tech-

niques each addressing an essential task in the ‘recognition” of named entities.

1.4.1 Training Data Annotation

An effective and efficient approach to manual document annotation

Creating training data is an essential process but also the bottleneck in supervised NER.
This thesis studies the standard methodology for document annotation and analyses its
limitations. An alternative approach is introduced based on the hypothesis of annotator’s
suitability in a task. The approach firstly studies Inter Annotator Agreement for the anno-
tation of each entity type based on a sample of the domain corpus following the standard
annotation practice. Next, a set of experiments are carried out to evaluate machine learn-
ing accuracy using these annotations. The results together with the 1AA studies are used
to evaluate annotators’ suitability for annotating each type of named entities. Lastly, to
create the final training data for supervised NER, each annotator is only required to anno-
tate the documents for the entity types they are most suitable for, and the work load is

equally distributed among all annotators. Experiments show that this approach leads to
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reduced overall annotation time and improved annotation quality. Details of this are pre-
sented in Chapter 5, which addresses the hypothesis H1.

1.4.2 Gazetteer Generation

A method of automatically expanding type-oriented gazetteers for NER using Wikipe-

dia

Due to the evolutionary nature of human knowledge, existing gazetteers often need to be
updated and expanded in order to be adapted to related domains or simply to be up-to-
date. Such a task, if done manually, can cause significant cost. Therefore, the ability to
automatically update and expand gazetteers is also an important feature to an NER sys-
tem. This thesis introduces a novel approach to automatically expanding existing gazet-
teers using knowledge in Wikipedia. Unlike previous work, the method exploits various
kinds of content and structural elements of Wikipedia, and does not rely on domain-
specific knowledge. Briefly, given an existing seed gazetteer containing named entities
that are described by Wikipedia articles, it firstly extracts hypernyms of the entities in the
initial gazetteer using their Wikipedia article contents and structures. Next, related enti-
ties are identified as the links on these articles. If a related entity shares the hypernyms of
the entities in the seed gazetteer, they are added to the expanded set. The method is em-
pirically tested in the Archaeology domain, where three existing gazetteers are automati-
cally expanded following the proposed method. The resultant gazetteers are then used in
an NER task, where the results have shown that they have contributed to further im-
provement in NER learning accuracy. Details of this are presented in Chapter 6, which

answers the hypothesis H2.1.

A method of automatically generating alternative gazetteers for NER by exploiting the

association between word topicality and named entities

Based on the hypothetical association between named entities and topic-oriented words
within specific document context as outlined in H2.2, this thesis proposes to measure
word topicality with respect to specific document contexts by the relevance measures
widely used for Information Retrieval tasks, and transfers the scores to useful features for
learning NER. Briefly, for each unique word in a document the method firstly computes a
topicality score using a relevance measure, such as tf.idf (Spark Jones, 1973). It then hy-

pothesizes that highly topic oriented words are indicative of named entities. They are rare
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but can be used by many named entities (including multiple occurrences) in the document
and as the scores drop, their usefulness drop disproportionately faster. This creates a non-
linear distribution of topic-oriented words over named entities. To capture this nature and
also to normalise document-specific topicality to a uniform scale such that they are com-
parable across documents, the words are ranked by the scores and a simple equal interval
binning technique is applied to segment the list into a handful of sections. Effectively,
this is equivalent to creating a handful of untyped gazetteers, which are then used for a
statistical NER model. In addition, other methods of exploiting word informativeness in

NER are also studied and compared. Details of these are presented in Chapter 7.

1.4.3 Lexical Semantic Relatedness

As discussed before, methods of lexical semantic relatedness are the enabling technique
for the proposed disambiguation approach. To gain sufficient understanding of the field,
a thorough review of the literature on lexical semantic relatedness has been carried out,

which further led to a novel approach. Two contributions are made in this domain:

A comprehensive review of lexical semantic relatedness methods covering multiple
domains and resources, with an objective to connect different methods in terms of
their rationale, and contrast different methods in terms of their advantages and dis-

advantages

A careful study of the literature shows that there is a need for an up-to-date comprehen-
sive review of state-of-the-art. It has been noted that, a great number of methods has been
introduced in the last few decades in different domains, and based on different back-
ground information resources. Efforts on summarising these studies are rare, and are lim-
ited in scope since they generally target on specific areas (e.g., domains, rationales, re-
sources). Work across such area boundaries is insufficiently communicated, and it has
been noted by this study that near-identical methods have been introduced in different

contexts, costing expensive research effort.

Therefore, one contribution of this thesis is to present a comprehensive literature review
that addresses these limitations. Different methods are discussed from a generic perspec-
tive and their rationales and connections are analysed. Conclusive remarks are also drawn

regarding the research and application of lexical semantic relatedness. It is believed that
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this will be a valuable reference for researchers and practitioners of lexical semantic re-

latedness. This part of work is presented in Section 8.2 of Chapter 8.

A lexical semantic relatedness measure that harnesses different knowledge sources

under a uniform framework

Following the literature review, a novel lexical semantic relatedness measure is intro-
duced in Chapter 8. This in particular, addresses hypothesis H3.2. As opposed to the ma-
jority of existing work that are based on a single source of background knowledge, the
method harnesses knowledge from three resources in computing lexical semantic related-
ness: Wikipedia, WordNet (Fellbaum, 1998) and Wiktionary®. Firstly, given a polyse-
mous term and its corresponding entries found in each of the three resources, an entry in
Wikipedia is mapped with the closest entry from WordNet and Wiktionary that are likely
to refer to the same meaning using a simple feature overlap based method. Next, different
kinds of features (lexical and semantic content) are extracted from each resource, and
features of similar types across different resources are mapped. Based on the cross-
mapped entries and features, a joint feature vector representation is created for each
mapped entry. The semantic relatedness between two polysemous terms is then computed
based on the joint feature vectors of their underlying sense entries. Compared to the pre-
vious work, the proposed method combines knowledge from different resources and im-
proves the accuracy of measuring semantic relatedness in both general and specific do-

mains.

1.4.4 Resolving Ambiguities

A method of NED based on lexical semantic relatedness measure

The lexical semantic relatedness measure introduced in Chapter 8 is then adapted for re-
solving ambiguous entity names based on the hypothesis of H3.1 ‘agreement maximisa-
tion’. To do so, entity names from a single discourse are firstly extracted to form the con-
text to each other. Next, candidate referent entities for each name are identified from
Wikipedia. Then, the lexical semantic relatedness measure proposed before is adapted to
compute pairwise relatedness between the candidate entities to derive a semantic related-
ness matrix. The final step is choosing a single referent entity for each entity name, the

process of which aims to maximise the agreement in terms of the semantic relatedness

® Wiktionary, http://www.wiktionary.org/, last retrieved on 14 Mar 2012
15


http://www.wiktionary.org/

1. Introduction

scores among all entity names. Several techniques are introduced and experimented for
this purpose, which is presented in Chapter 9. The proposed method largely outperforms

a baseline model and outperformed the best method in the literature on the larger dataset.

1.5 Thesis Structure

The remainder of this thesis is divided into five parts and organised as follows.

1.5.1 Part I. Background

Chapter 2 presents an overview of NER required for the understanding of the subsequent
parts of this thesis. To be consistent with the literature, the discussion focuses on the tra-
ditional sense of named entity ‘recognition’, which will be formally defined. The meth-
ods for NER and evaluation approaches are briefly introduced. Literature concerning
specific research questions will be discussed in details in the subsequent parts of this the-

Sis.

Chapter 3 details the three research questions related to NER outlined above, i.e., training
data annotation and gazetteer generation for NER, and resolving ambiguities — where the
need for sense disambiguation for NER (Named Entity Disambiguation) is discussed and

the view of a complementary nature between NED and NER is introduced.

Chapter 4 presents a supervised learning model for NER. This is a uniform model that

makes the fundamental NER system used in the experiments of later chapters.

1.5.2 Part Il. Training Data Annotation

Chapter 5 presents the proposed method for training data annotation. It begins with a lit-
erature review of the standard practices for document annotation, where the limitations of
the standard approaches are analysed. It then presents a case study of a real document an-
notation exercise conducted in the archaeology domain, in which the details of the pro-
posed annotation method are discussed. This process generates a set of annotations for
the archaeology domain, which are also used later in this thesis. The proposed annotation

method is then evaluated both for efficiency and effectiveness.
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1.5.3 Part I11. Gazetteer Generation

Chapter 6 presents the proposed method for expanding typed gazetteers using Wikipedia.
It firstly discusses existing studies on automatic generation of typed gazetteers, which
usually start with certain seed data. Next, the novel method of expanding gazetteers using
Wikipedia is introduced. It is then tested in the archaeology domain, an example of a do-
main specific application that is rarely addressed in the literature. Three existing gazet-
teers are expanded using the proposed method, and the expanded gazetteers are evaluated
in an NER task.

Chapter 7 presents the proposed method for generating alternative gazetteers based on
word topicality. It begins with a review of related work on generating alternative gazet-
teers. A particular focus will be placed on studies based on the similar ground, against
which the proposed method is compared. Next the method is discussed in details, fol-
lowed by a comprehensive evaluation using several datasets from different domains and
comparing against several other methods based on similar hypotheses of word topicality.
An in-depth analysis follows to uncover the link between topic-oriented words and

named entities, and discusses how it can be used properly to support NER.

1.5.4 Part IV. Resolving Ambiguities

Chapter 8 presents the study of lexical semantic relatedness methods, which lays the
foundation for the study on Named Entity Disambiguation in Chapter 9. It begins with a
comprehensive review of the state-of-the-art aimed at bridging the gap identified in the
existing surveys in this field. A novel method is then proposed to measure lexical seman-
tic relatedness based on the combination of multiple knowledge sources. The method is
thoroughly evaluated on both general and specific domain datasets. It comprises the main

component for the NED method to be discussed in Chapter 9.

Chapter 9 introduces a method to NED based on the hypothesis of ‘agreement maximisa-
tion’, which is assessed using the lexical semantic relatedness measure introduced in
Chapter 8. The literature on NED is firstly presented, followed by a discussion of the hy-
pothesis and details of the proposed method of NED. The method is then evaluated on

standard benchmarking datasets and compared against state-of-the-art.
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1.5.5 Part V. Conclusion

Chapter 10 concludes this thesis and discusses how the work explored in the previous
chapters has contributed to proving the hypotheses outlined in Chapter 1. It also discusses

how work carried out in this thesis can be extended in the future.
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Part | - Background

This part presents the background knowledge that is essential to the understanding of this
thesis. Chapter 2 introduces NER in general; Chapter 3 details the three research ques-
tions related to NER to be addressed by this thesis; Chapter 4 presents a uniform model

of NER that lays a common ground for the individual studies in later chapters.
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2 Background of NER

PREFACE

This chapter introduces the Named Entity Recognition task from a general point of view,
focusing on basic concepts and principles that are required for the understanding of the
subsequent parts of this thesis. Section 1 describes the NER task in detail with supporting
examples. Section 2 presents a brief summary of the applications of NER to illustrate its
important role to other related research and application areas. Section 3 outlines methods
and techniques commonly used for NER. Section 4 describes the evaluation methodolo-

gies. Section 5 summarises this chapter.
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2.1 Defining Named Entity Recognition

The task of Named Entity Recognition was formally defined in MUCG6 as the task of
‘identifying the names of all the people, organisations and geographic locations in a text’,
as well as ‘time, currency and percentage expressions’ (Grishman and Sundheim, 1996).
An example of such is shown in Figure 2.1, in which names of entities are annotated us-
ing mark-up tags. ‘ENAMEX’ and ‘NUMEX’ are both tags introduced in MUC6, where
the former stands for ‘entity name expression’ and the latter stands for ‘numeric expres-

sion’.

Mr. <ENAMEX:TYPE=‘PERSON’ >Dooner</ENAMEX> met with
<ENAMEX: TYPE= ‘PERSON’>Martin Puris</ENAMEX>, presi-
dent and chief executive officer of <ENAM-
EX:TYPE=‘ORGANIZATION’ >Ammirati & Puris</ENAMEX>,
about <ENAMEX: TYPE=‘ORGANIZATION’ >McCann</ENAMEX>'s
acquiring the agency with billings of <NUMEX:
TYPE='MONEY’ >$400 million</NUMEX>, but nothing has ma-
terialised.

Figure 2.1. Example of named entities in the MUCG6 dataset

Since MUCES there has been increasing interest in this topic and extensive effort has been
devoted into its research. Major computational linguistic conferences hosted special
tracks for the task and there has been steady growth of publications throughout the years.
Several events made the attempt to enrich the definition of the task. For example, MUC7
(Chinchor, 1998) included date and time entities, and introduced the multi-lingual named
entity recognition. The Automatic Content Extraction (ACE) program introduced several
new entity types and a more fine-grained structure of entity sub-types in an attempt to
achieve more precise classification of entities, such as distinguishing government, educa-
tional and commercial organisations from each other, which all belong to the coarse-

grained entity type ‘organisation’ (Doddington et al., 2004).

The task has also been extended to technical domains to recognise domain-specific enti-
ties, typically in the domain of biomedical science to recognise domain-specific entities
such as gene and protein names. Large amount of resources have been created for the
purpose of evaluating biomedical entity recognition such as the Genia corpus (Ohta et al.,
2002), and successive events have been hosted to motivate the research such as the Bi-
oNLP/JNLPBA shared task on entity recognition (Kim et al., 2004). Figure 2.2 illustrates
an example sentence from the Genia corpus annotated by domain-specific entity types (as

defined by ‘<cons sem=>°).
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In <cons sem=‘G#cell type’>primary T lymphocytes</cons> we
show that <cons sem=‘G#protein molecule’>CD28</cons> ligation
leads to the rapid intracellular formation of <cons sem=
‘G#inorganic’ >reactive oxygen intermediates</cons> (<cons
sem=‘G#inorganic’ >R0Is</cons>) which are required for <cons
sem='G#other name’><cons sem='G#protein molecule’>CD28</cons>-
mediated activation</cons> of the <cons sem=‘G#protein mole-
cule’ >NF-kappa B</cons>/<cons sem=‘G#protein complex’> <cons
sem='G#protein molecule’>CD28</cons>-responsive complex
</cons> and <cons sem=‘G#other name’><cons sem=‘G#protein
molecule’ >IL-2</cons> expression</cons>.

Figure 2.2. Example of domain specific named entities in the Genia corpus

To generalise, NER is the task of identifying the mentions (or names) of entities in the

text and assign semantic categories to them.

o Entities — refer to real world objects that are individually distinctive and identifi-

able by unique identifiers, such as ‘George Walker Bush, born July 6, 1946, an

American politician who served as the 43rd President of the United States, from

2001 to 2009’;

e Mentions/names — these are lexical realisations of entities, such as ‘George

Bush’, ‘Mr. President’, and ‘President Bush’ that can be used to refer to the same

entity above. Other terms such as ‘proper names’ and ‘surface forms’ are used in-

terchangeably for the same purpose;

e Semantic categories — these are semantic classes used to label same kinds of en-

tities, such as ‘person’ and ‘location’. They are also referred to as types, classes,

or labels.

The NER task naturally translates into two sub-tasks: name detection or identification

(the bold text in Figure 2.1 and Figure 2.2) that finds the boundaries of entity names; and

semantic classification (the tags in ‘< >°) that assigns the most appropriate semantic cat-

egory. Due to the polysemy of human language, a name can be ambiguous since it may

refer to multiple entities. For example, in Figure 2.1, ‘Dooner’ may refer to any person

with the same surname. The process of resolving these ambiguities can be considered as a

process of recognising the unique identities — or the true referent entities — that each

name refers to, which enables truly ‘recognition’ of named entities. This is crucial to the

ultimate understanding of the text. However, traditionally it is not the goal of NER, but
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rather to be dealt with by the task of sense disambiguation, or Named Entity Disambigu-

ation in this context.

2.2 Applications

NER is an enabling technology to many applications. It is often used in a pre-processing
step to many complex IE and IR tasks. This section briefly summaries some of these

tasks.

Relation Extraction — Relation Extraction is the task of recognising semantic relations
expressed between entities and concepts (Giuliano et al., 2006; Giuliano et al., 2007).
Examples of relations include Person-Affiliation (Larry Page, Google Inc.), Located-In
(University of Sheffield, Sheffield), Born-In (Albert Einstein, Ulm) etc. Since relations
are often found between entities and concepts, recognising named entities and/or con-

cepts is often the essential first step.

Event Extraction — Event Extraction involves detecting multiple entities and relations
between them often according to a pre-defined template. For example seminars are usual-
ly made up of several parts: speaker, topic, location, start time and end time. Extracting

events requires the ability to recognise named entities that form integral parts of the event.

Knowledge base generation and population — A knowledge base refers to a resource of
certain types of knowledge units — usually entities and concepts — organised structurally
by certain types (e.g., semantic) of relations. Examples of frequently used knowledge ba-
ses include taxonomies, ontologies, thesauri, etc. Knowledge bases are often used for au-
tomated reasoning, an important capability for enabling the Semantic Web (Berners-Lee
et al., 2001). Building knowledge bases involves extracting concepts and entities from
texts and learning semantic relations between them, and therefore, requires support from
NER and Relation Extraction. Additionally, the process typically requires disambiguation

(Dredze et al., 2010) to resolve ambiguities and integrate information.

Question Answering (QA) — Question answering is the task of automatically finding an-
swers to a question expressed in natural language. A core component in many QA sys-
tems is NER, which is used to recognise named entities in both the questions and poten-
tial answer texts. It is found that often a very large proportion of questions are formed
around named entities (Nadeau, 2007a), and entity names are useful for locating support-

ing information and facts (Lee et al., 2007; Srihari and Peterson, 2008) in texts. QA sys-
23



2. Background of NER

tems can often benefit from a sense disambiguation processor, which can help better un-

derstand the question as well as locating accurate answers (Huang et al., 2005).

Semantic Search — as opposed to the traditional free text search that returns a list of
documents matching a query expressed as a set of keywords, semantic search aims to bet-
ter understand users’ intentions and find the information and knowledge that directly an-
swers the query. For example a keyword based search for ‘object oriented programming
languages’ may return a list of documents containing either some or all of the keywords;
semantic search may return a list of instances such as ‘Java’, ‘C#’, ‘Python’ etc. Similar
to QA, enabling semantic search usually requires recognition of named entities and con-
cepts from documents. For example, Pasca (2004) cited two variants of semantic search:
one returns a list of entities of a semantic category; and the other returns a list of siblings

of an entity. In both cases, NEs must be identified in the text to support the task.

2.3 Techniques for NER

Techniques for NER are most often divided into two main streams: handcrafted rules

and learning based approaches (Sarawagi, 2007).

2.3.1 Rule-based Approaches

Methods based on handcrafted rules involve designing and implementing lexical-
syntactic extraction patterns and using existing information lists such as dictionaries that
can frequently identify candidate named entities. An example of such rules can be ‘a
street name is a multi-word phrase ends with the word ‘X’ and proceeded by the preposi-
tion word Y, where ‘X’ and ‘Y’ are lists of common words that are suitable for this
purpose. For example, X could be ‘Street” and Y could be ‘in’, thus the rule can recog-

nise names of streets from texts such as ‘The Apple store in Oxford Street in London’.

Some well-known rule-based systems include FASTUS (Appelt et al., 1995), which es-
sentially employs carefully handcrafted regular expressions to extract names of entities;
LaSIE (Kaufmann et al., 1995) and LaSIE Il (Humphreys et al., 1998), which made use
of an extensive amount of lookup lists of reference entity names and grammar rules such
as indicative words to identify candidate entities. Early entity recognition systems pri-
marily adopted rule-based approaches, as noted by (Nadeau, 2007a). They are efficient
for domains where there is certain formalism in the construction of terminology. A typi-
cal example is the biology domain, where certain types of entities can be extracted by
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domain-specific rules with sufficient accuracy. Relevant work includes (Seki and
Mostafa, 2003; Lin et al., 2004; Roberts et al., 2008). Also it has been successfully ap-
plied in open information extraction (Cafarella et al., 2005), where information redun-
dancy is available for relatively simple types of entities.

However, the major limitation of these systems is that they require significant expertise
from the human developers, in terms of the knowledge about the language, domain as
well as programming skills (Sarawagi, 2007). These knowledge and resources are often
expensive to build and maintain and are not transferrable across domains. Consequently
these approaches suffer from limited or no portability. As a result, the focus of research
has shifted towards more robust learning based approaches since they have been intro-

duced.

2.3.2 Learning-based Approaches

Machine learning is a way to automatically learn to recognise complex patterns or se-
guence labelling algorithms and make intelligent decisions based on data. Central to the
machine learning paradigm is the idea of providing positive and negative training ex-
amples for the task; modelling distinctive features associated with examples; and design
algorithms that consume these features to automatically distinguish positive from nega-

tive examples and to recognise similar information from unseen data.

Training examples or training data are usually an essential input to learning based
methods. They often take the form of annotations that are labelled instances of named
entities, created by domain experts in a document annotation process. For example, the
annotated entities (text in bold) in Figure 2.1 and Figure 2.2 can be used as training data
for building an extraction model of relevant entity types (defined by the tags). In machine
learning, such annotated data are often called labelled data, which are often used to train
an extraction model; on the other hand, the data without annotations are called test data.
In many unsupervised learning methods (Section 2.3.2.3) that do not require annotations,
a set of ‘seed data’ is often needed to support the learning. Seed data are typically lists of
example entities of a particular type. Essentially they can be considered as training data

in a rather different form.

Features are characteristics of text objects to be studied in a computational linguistic

problem. In NER, the target text objects are tokens (e.g., words) or sequences of tokens
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(e.g., phrases, n-grams) for identification and classification. Features are used to create a
multi-dimensional representation of the text objects, which can then be used by learning
algorithms for generalisation in order to derive patterns that can extract similar data and

distinguish positive from negative examples.

A wide range of features have been introduced for the NER task. Details of these can be
found in Nadeau (2007a). The author describes features in three categories: word-level
features, list look-up features, and document and corpus features. Examples of word-
level features include word case, morphology, stem, lemma, part-of-speech, and word
patterns. List look-up features are usually based on gazetteer, lexicon or dictionary,
which can contain a list of reference terms that are likely to be (part of) an entity of inter-
est. Such features are known to be very effective in some NER tasks (Roberts et al., 2008;
Sasaki et al., 2008). Document and corpus features are defined by both document content
and structure. Examples include co-occurrences with other words or entities and position

in the document, particularly in structural elements such as titles, lists and tables.

The effectiveness of features is often dependent on several factors, such as language, do-
main, qualitative and quantitative characteristics of training data. As a result, the choice
of features is usually task-specific, and feature selection can often lead to different per-

formance of NER systems.

Learning algorithms are methods able to consume features of training data to automati-
cally induce patterns for recognising similar information from unseen data. Learning al-
gorithms can be generally classified into three types: supervised learning, semi-
supervised learning and unsupervised learning. Supervised learning utilises only the
labelled data to generate a model. Semi-supervised learning aims to combine both the la-
belled data as well as useful evidence from the unlabelled data in learning. Unsupervised
learning is designed to be able to learn without or with very few labelled data. These are

discussed separately in the following sections.

2.3.2.1 Supervised learning

In a supervised learning setting an NER system takes training data and their features as
input to induce an extraction model, which is then used to recognise similar objects in
new data. Supervised learning has been the most frequently used and still the dominant

approach in the NER community (Nadeau, 2007a). There are several extensively used
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machine learning techniques for this task. Support Vector Machines (SVM) builds a
model that draws a hyperplane that best separates positive and negative examples in the
labelled data. The model represents the examples as points in space, mapped so that the
positive and negative examples are divided by a clear gap that is as wide as possible. At
application time, new instances are mapped into that same space and predicted to belong
to a category based on which side of the gap they fall on. It is used by, for example,
Isozaki and Kazawa (2002) and Ekbal and Bandyopadhyay (2010). Hidden Markov
Model (HMM) is a statistical Markov model in which the sequence of states is not direct-
ly visible (hidden) but can be predicted from a sequence of observations formulated as a
probabilistic function of the states. In the context of NER, the learning process infers an
HMM based on the observed features of the sequences of tokens and the associated visi-
ble states (i.e., tags) in the training data. The model creates a mapping such that a se-
quence of observations can predict a sequence of states with certain probability. At appli-
cation time, the observations based on the new data are generated. The inferred model is
applied to the observations to calculate the most likely sequence of hidden states. Exam-
ple studies of NER using HMM include Zhou and Su (2004) and Ponomareva et al.
(2007). Conditional Random Fields (CRF) is also a probabilistic model that is similar to
HMM but relaxes certain assumptions about the input and output sequence distributions
of HMM. Kazama and Torisawa (2007a) and Arnold et al. (2008) employed a CRF-based
entity recogniser. Other widely used machine learning techniques such as the Perceptron
algorithms (Kazama and Torisawa, 2007b), Nawe Bayes (Mohit and Hwa, 2005) Expec-
tation Maximisation (Pandian et al., 2007), Decision Trees (Finkel and Manning, 2009),
and Maximum Entropy model (Chieu and Ng, 2003) have also been applied to NER.

It has been shown that some machine learning techniques can outperform others on cer-
tain data (Farkas et al., 2006; Krishnarao et al., 2009). However, exploration of various
techniques for the NER task is not the focus of this thesis. This has been partly discussed
in (Olsson, 2008).

As mentioned before, compared to other methods, the major limitation of supervised
learning methods is its dependence on large amount of training data, which has to be cre-
ated by the manual document annotation process. This is usually a difficult task that can

require substantial investment in terms of both finance and personnel.
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2.3.2.2 Semi-supervised Learning

Compared to supervised learning, the major difference in semi-supervised learning is that
it makes use of both labelled data and unlabelled data. Many researchers have found that
it is possible to combine largely available unlabelled data with small amount of labelled
data in the learning process to reduce the system’s dependence on training data, yet
achieving competitive learning accuracy. A popular form of semi-supervised learning in
NER is bootstrapping or self-training, in which a system firstly trained on an initial small
set of examples are used to tag unlabelled data. The resulting annotations are then select-
ed to augment the initial training dataset, which is then used to re-train the system. The
process repeats for several iterations to progressively refine the learning decisions and
annotate the documents. This type of method has gained significant popularity and a
large amount of semi-supervised NER methods are based on bootstrapping approaches,
such as (Vlachos and Gasperin, 2006; Olsson, 2008; Knopp, 2011).

One highly influential work of this type is Riloff and Jones (1999). The method starts
with a handful of seed entity names of given types and an unlabelled corpus. The seed en-
tity names are located in the corpus and their contexts are pruned to generalise extraction
patterns. The patterns are then ranked based on a confidence score, and the top ranked
patterns are selected to be used to discover new examples. The process is repeated in an
iterative manner and eventually the corpus is annotated automatically. Thelan and Riloff
(2002) extended this idea by incorporating collective evidence from a large set of extrac-
tion patterns, which proved to be more effective than the earlier approach. Liao and
Veeramachaneni (2009) build a semi-supervised NER system that starts with training a
supervised learner using a small amount of labelled data. The trained learner is then ap-
plied to unlabelled data to generate new annotations of entities. The newly annotated cor-
pus is merged with previously labelled data to form a new training corpus, which is then
used to train a new classifier. The process is repeated in several iterations, ensuring that
in each turn, only the accurately tagged (measured by confidence) non-redundant exam-
ples are added to the pool of labelled examples to form new training data for the next it-

eration.

The major limitations of this class of approaches are ‘error propagation’, that the perfor-
mance rapidly declines as noisy patterns or entities are introduced in the bootstrapping

process (Riloff and Jones, 1999; Ando, 2004). Also, low frequency classes of entities can
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be problematic since there may be insufficient contextual information for pattern general-
isation.

Another semi-supervised approach is co-training (Blum and Mitchell, 1998). In co-
training, two learning models are trained using the same training data, but each with a
disjoint set of features and sometimes with different machine learning algorithms. Each
model creates a different view of the data and outputs from each model are aggregated.
One of the earlier studies of this branch is Collins and Singer (1999). The authors pro-
posed to build two separate classifiers, one employs the ‘spelling’ rules of words and the
other utilises the ‘contextual’ rules. Examples of spelling rules can be a look-up for the
exact string, its prefix and suffix; while contextual rules consider words surrounding the
string in the sentence it appears in. Learning begins by firstly labelling the data with a
small set of spelling rules. The annotations are then used to infer contextual rules, which
are then scored and selected to re-annotate the same data. This generates new annotations,
from which new spelling rules can be derived. This process repeats iteratively until an ar-
bitrary number of rules are reached. Niu et al. (2003) firstly label a corpus with concept-
based seeds, such as ‘he’, ‘she’, ‘man’ and ‘woman’ for the Person class. The motivation
is that concept-based seeds share the same grammatical structures as their corresponding
instance entities and they occur more frequently in a corpus. Then a decision tree based
approach is applied to learn the parsing-based rules from this labelled corpus. Finally, the
inferred model is applied to an unlabelled corpus, using which an HMM NER classifier is
trained. Other examples of co-training based NER studies include Steven (2002), Chung
et al. (2003), Kozareva et al. (2005) and Ma (2009).

Similar to the bootstrapping approach, co-training generally depends on information re-
dundancy (Collins and Singer, 1999), which can make the approach ineffective to low-
frequency named entity classes. Also, errors in the annotations created by one classifier

may be propagated when the annotations are used for training the other.

2.3.2.3 Unsupervised Learning

Unsupervised learning methods make decisions based on unlabelled data. In NER, most
unsupervised learning methods make use of clustering techniques, distribution statistics

and similarity based functions.
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Evans (2003) studied the problem of NER in the open domain, which is concerned with
recognition of any types of entities that may be useful to IE. The method firstly extracts
sequences of capitalised words that are likely to be entity names, and then composes
search queries using these word sequences together with Hearst patterns (Hearst, 1992).
For example, if a capitalised word sequence is ‘Microsoft Inc.’, the phrase ‘? such as Mi-
crosoft Inc.’ is created as a search query. The query is then sent to search engines to re-
trieve a list of documents, which are further processed to find the hypernyms of the word
sequences. These are simply the word or phrase filling the position of ‘?” in the returned
document shippets. The extracted hypernyms are then clustered, looked up in WordNet

and labelled by top level concepts in WordNet.

Da Silva et al. (2004) hypothesized that named entities are often lexicalised as Multi-
Word Units (MWUSs), the components of which occur more often together than separate-
ly. They proposed to use mutual information measures and the frequency of words to
identify n-grams (where n>1) from corpus that are potential entities. Next, they used a
clustering algorithm to group similar named entities together. Later Downey et al. (2007)
extended this idea and applied similar method using the Web data. However, these meth-

ods do not attempt to classify named entities to pre-defined categories.

Cimiano and VVdker (2005) used a vector similarity based model which labels candidate
entity names based on its similarity with candidate types. Essentially, candidate entity
names and types or classes are modelled as vectors based on certain features. A candidate
name string is assigned the type whose feature vector is most similar to its own. Kliegr et
al. (2008) followed a similar approach that they call Semantic Concept Mapping. Given a
list of candidate entity names and a pool of labels, both names and labels are looked up in
WordNet and represented as WordNet synsets. Next, the matching type for an entity
name is the one that maximises the similarity between two WordNet synsets using Lin’s
similarity function (Lin, 1998b).

2.4 Evaluation of NER

Evaluation of NER systems is typically based on the comparison of the output of an NER
system with that of human annotators on the same dataset. In this case, the output of an
NER system is often called ‘predictions’ and the human annotations are called ‘gold
standard’. The standard measures for evaluating the comparison are precision, recall

and F-measure.
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2.4.1 Precision, Recall and F-measure

The calculations of precision and recall are based on the numbers of true positives, false
positives, and false negatives. Given a list of entity annotations of a particular type pre-
dicted by an NER system and the gold standard annotations for the same dataset, true
positives are the instances correctly labelled according to the gold standard, false posi-
tives are the instances incorrectly labelled, and false negatives are the instances that
should be labelled but were missed by the system. Using these numbers, precision and
recall are calculated using the formulas as below:

| True Positives|
| True Positives|+| False Positives |

Precision =

Equation 2.1

| True Positives|
| True Positives|+| False Negatives|

Recall = Equation 2.2

In simple words, precision measures the ability of an NER system in predicting named
entities correctly, whereas recall measures the ability of the system in discovering named
entities from text completely. Depending on the purpose of an NER task, it is often desir-
able to trade off certain precision to obtain higher recall or vice versa (Minkov et al.,
2005). However, in most cases, one may want to balance both factors in the evaluation.
The standard approach is using the F-measure, which is a harmonic mean of precision

and recall, calculated as below:

_ (1+ %) -Precision-Recall

5 — Equation 2.3
S° - Precision+ Recall

B

where £ is the relative importance of precision versus recall. The most often used form of

F-measure adopts f=1, and is therefore, usually referred to the F1 measure.

2.4.2 Matching Predictions against Gold Standard

As described in Section 2.1, NER contains two sub-tasks: entity name detection that iden-
tifies the boundaries of a candidate named entity, and semantic classification that assigns
semantic category to it. For this reason, qualifying true positives also involves satisfying

two criteria: finding the correct boundaries and assigning the correct label.
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Several early research conferences and workshops have proposed varying standards for
matching true positives. The simplest approach is ‘exact match’, under which a predict-
ed named entity mention qualifies a true positive if and only if both the boundaries and
the label are exactly the same as in the gold standard. Therefore this is also the strictest
matching method, which has been used in the shared NER task in CONLL2003 (Sang and
Meulder, 2003).

The MUC events (Grishman and Sundheim, 1996; Chinchor, 1998) defined a more re-
laxed scheme, which rewards systems that either predicts correct labels, regardless of
whether the boundaries are correct but as long as there is a text overlap; or systems that
predict correct boundaries even if the label assigned is incorrect. The overall performance

measure takes into account of both types of matches.

ACE (Doddington et al., 2004) defined the most complex form of evaluation in an at-
tempt to incorporate issues such as partial matches, wrong type, and the newly proposed
‘subtype’ and ‘class’ scheme. Each NE type is assigned a weight parameter and contrib-
utes up to a maximum proportion of the final score. The ACE standard can be problemat-

ic due to its sophisticated nature that can complicate the error analysis.

Freitag (1998) and De Sitter and Daelemans (2003) raised the question of what is really
needed by an NER task when counting true positives. If the extracted data were to be
used for populating a database, high accuracy is necessary and thus exact match is needed.
On the other hand, if the purpose was to help a human locate useful information in a doc-
ument, it may be sufficient to just have a system that predicts overlaps with desired in-
formation. For this reason, they proposed and used three different ways of matching: the
exact match as introduced above; containment, as whether a predicted instance contains
an actual instance, allowing a maximum of n neighbour tokens; and overlapping, as
whether a predicted instance overlaps with an actual instance, allowing a maximum of n
neighbour tokens and m missing tokens. Similarly, Tsai et al. (2006) suggested several
practical matching schemes for evaluating NER in biomedicine that relax the penalties
for boundary mis-matching: matching only the left or right boundary, approximate match,

core-term match and so on.
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2.4.3 Macro- and Micro-averaged F-measure

Since an NER task often involves multiple types of entities, it is often required to obtain
an assessment of the overall performance of the system for all named entity types. This is
often done in two ways: macro-averaged F-measure and micro-averaged F-measure.
Macro-average F-measure is the mean of F-measures of all the entity types in the corpus.
Micro-average F-measure is obtained by adding together the labelled instances of all enti-
ty types and then computing precision, recall, and F-measure. The difference is that the
micro-averaged measure can be dominated by the larger classes in the corpus such that
the performance of the system on smaller classes is counted much less. However, micro-
averaged measure is more frequently used in commonly used evaluation tools such as the
MUC scorer (Chinchor, 1998).

2.4.4 Cross Validation

Cross validation is a technique used for balanced evaluation of a system. It is a common
technique used to evaluate supervised learning methods. The core idea is to partition the
labelled data into complementary (usually equal) k subsets, usually performing training
on k — 1 subsets (training data) and test the learned model on the other one subset (testing
data). The process is usually repeated for k iterations and is called k-fold cross validation.
In each turn, a different subset is used for testing and the final performance is the average
of the performance figures obtained in all iterations. Cross validation is a standard ap-
proach for evaluating NER and widely in the field.

2.5 Summary

This chapter has presented an overview of NER to provide a basic understanding of the
task. Traditionally, NER is often divided into two sub-tasks, named entity detection or
identification from text, which finds the boundaries of named entity mentions; named en-
tity classification, which assigns semantic categories to identified entities. Extracted
named entities can be ambiguous; however, traditionally disambiguation is not part of the
NER process. NER is an important technique to many research fields, and has a wide
range of applications. Methods for NER are generally classified into handcrafted rule
based methods and machine learning based methods, which are further divided into su-
pervised, semi-supervised and unsupervised methods depending on their requirements for
training data. Although the dependence on training data in supervised learning methods
may limit its application to some extent, it remains the dominant choice for NER tasks.
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There is well-established practice for evaluating NER methods. The standard evaluation

measures are precision, recall and F-measure.

The discussion in this chapter has focused on the traditional sense of NER, and aimed at
providing an overall background of the field. The next chapter of this thesis discusses
three major research questions concerning NER and addressed by this work. The litera-
ture reviews concerning each research question will also be presented in details in the

subsequent parts of this thesis.
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3 Research Questions

PREFACE

This chapter discusses several research questions related to Named Entity Recognition. It
is divided into five sections. Section 1 gives an overview of the research questions and
challenges concerning NER. Then each of the following three sections (2, 3, 4) discusses
in details one specific research question that this thesis aims to address. The last section

(5) of this chapter summarises the discussion.
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3.1 Overview

NER is a very challenging task that has seen decades of research focusing on different re-
search questions. One of the most extensively studied concerns training data, the essential
input to most NER methods. Most research in this direction has focused on semi- and un-
supervised learning methods that minimise the use of training data, while few have ad-
dressed the actual annotation process. Another major challenge concerns adapting an ex-
isting NER model built on certain training data to new datasets. The new data may differ
in terms of the feature space whether or not they belong to the same domain of the train-
ing data. It is found that often, porting an existing model to new data results in damaged
learning accuracy (Jiang and Zhai, 2007; Blitzer, 2008). Thus research has looked for
methods of domain adaptation and transfer learning that are able to fit existing NER
models to new data without re-training (Jiang and Zhai, 2007; Blitzer, 2008; Pan and
Yang, 2010). Another frequently studied question concerns automatically generating
background knowledge to support NER (Toral and Munoz, 2006; Smith and Osborne,
2006). Such background knowledge, typically in the form of gazetteers, is found to be
very effective in improving NER learning accuracies. However, they are also difficult
and costly to build and maintain. A closely related problem that is typically ignored by
traditional NER is resolving ambiguities in NER output. As discussed before, entity
names can be ambiguous and must be further processed to support machine interpretation
or other applications. The process of resolving ambiguities can be considered as an addi-
tional ‘entity recognition’ step, in which the unique identity or entity referenced by an en-
tity name is to be recognised. This thesis views Named Entity Disambiguation as NER in

a different form.

As discussed before in Chapter 1, this thesis will focus on three research questions con-

cerning training data annotation, gazetteer generation, and sense disambiguation.

3.2 Training Data Annotation

The need for training data — As discussed before, training data are the essential input to
supervised learning methods. Although semi-supervised and unsupervised approaches
have been introduced to cope with lack of training data in NER, supervised learning
methods remain the primary choice in research and applications. In particular, supervised
learning methods still dominate in adapting NER to new languages and domains. For ex-

ample, supervised learning methods remain the primary approach for the Chinese (Duan
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and Zheng, 2011) and Arabic languages (AbdelRahman et al., 2010), and all participating
systems in the IJCNLP 2008 Workshop on NER for South and South East Asian Lan-
guages are based on supervised methods (Singh, 2011). NER in technical domains such
as history (Byrne, 2007), aerospace (lIria, 2009a) and biomedicine (Ju et al., 2011) has
mostly adopted supervised learning methods using domain specific annotations. Particu-
larly in the biomedical domain, there are continuous efforts and studies for creating train-
ing data (Ohta et al., 2002; Usami et al., 2011) for NER; as well as public evaluation
tracks (Kim et al., 2004) to promote the usage of these data in NER tasks. The perfor-
mance of semi-supervised approaches can also be controversial. Some studies of semi-
supervised learning methods have shown compromised accuracy when compared against
the best results reported for the supervised learning competitors. For example Gu et al.
(2007) showed that their semi-supervised approach achieved an accuracy of 46.15 points
in F-measure on a biomedical dataset when using only 50% of the training data. However,
it is 10 points below a supervised model and nearly 26 points lower than the best per-

forming supervised model on the same dataset.

Availability of training data — Thanks to decades of research in NER, several large da-
tasets (Ohta et al., 2002; Doddington et al., 2004; Sang and Meulder, 2003) have been
created and constantly maintained by vigorous communities. These are predominantly
limited to the newswire and biomedical domains, which has seen considerable research
effort over the past years. Similar data for other domains are extremely scarce. In many
cases, annotated data cannot be made available for various reasons, which prevents reus-
ability. For example, in commercial environments, documents can contain proprietary in-
formation and must not be released to the public (Iria, 2009a). In the clinic domain, due
to the concerns of privacy, access to public clinical data has been very limited (Sasaki et
al., 2007; Uzuner, 2008). In fact, the first public fully annotated and anonymised clinical
corpus was only made available in 2007 in a shared task on clinical text classification
(Pestian et al., 2007). This means that introducing supervised NER to new languages and

domains often requires creating new annotated training data.

The challenge of document annotation — Creating high quality training data for super-
vised NER remains a major challenge in this field. It is a process that often requires sub-
stantial investment in terms of both personnel and finance. On the one hand, typical an-
notation procedures adopted for the creation of most public datasets require months and,

in rare cases, years of effort from domain experts, linguists and even programmers
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(Brants, 2000; Ferro et al., 2000). The high cost would make it inapplicable in many
practical situations such as industries, due to resource limitations. On the other hand, de-
spite the use of guidelines and common practices, the quality of annotations can still be
unsatisfactory due to the intrinsic difference of human annotators’ experience and
knowledge. It has been shown that ensuring inter-annotator consistency has a major im-
pact on the quality of training data and therefore, the ability of an NER system to learn.
However, this is often difficult to achieve and the inter-annotator consistency reported in
many datasets are very low (Saracevic, 1991; Colosimo et al., 2005; Murphy et al., 2006;
Wilbur et al., 2006).

The research of active learning has been introduced to the field of NER (Shen et al.,
2004; Laws and Sch&ze, 2008; Olsson, 2008), aimed at addressing the issue from a dif-
ferent perspective. Active learning aims to reduce the effort of annotation by involving
both the annotators and the learning system in a series of annotation-learning cycles, in
which both parties provide feedback to one another. The theory is that in each turn the
learning system finds the candidates that it is most uncertain with and asks the annotators
to annotate them. In doing so, the annotators avoid redundant annotations from which the
learning system benefits little, but concentrate on the most informative examples that are
most useful to learning. The outcome is reduced overall quantity of annotations but im-
proved quality. However, a new challenge that comes with active learning is selecting the
most appropriate examples for annotation, which can involve complex modelling and
computation (Shen et al., 2004; Laws and Sché&ze, 2008). Furthermore, some compara-
tive evaluation of machine learning based NER methods has shown that active learning

does not always return its benefits (Ireson et al., 2005).

For these reasons, there is still the pressing need for better methods of document annota-
tion to support training data creation for supervised learning methods. Ideally, the method
should be easy to implement, and both effective and efficient. Solving this challenge will
enable supervised NER to be built at lower cost, and also to be ported to new domains

more easily.

3.3 Gazetteers as Background Knowledge

Background knowledge — It is well-known that the lexical-level features play a central
role in NER (Li et al., 2009). Such features are usually gathered solely from the training
data based on the annotated NEs and their contexts (Smith and Osborne, 2006). It has
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been argued that this type of features alone is often insufficient. It can be ineffective
when contextual evidence is insufficient (Carvalho et al., 2008; Ganti et al., 2008), for
highly ambiguous terms (Ratinov and Roth, 2009), and for out-of-vocabulary entity
names which tend to cause ‘extreme sparseness in feature space’ (Li et al., 2009).

For these cases, incorporating ‘background” or ‘external’ (Smith and Osborne, 2006)
knowledge can lead to a better representation and eventually improve NER. Despite the
lack of a formal definition of background knowledge, it is generally agreed that it refers
to additional learning evidence that is unavailable from the lexical-level features in the

training data.

Gazetteers as background knowledge — In NER, the most often used type of back-
ground knowledge is a gazetteer. Generally, gazetteers are a way to group related terms
and map them to certain types or categories, such that the same types of named entities
tend to be consistently associated to the same gazetteers. As discussed before, this thesis
adopts two views of gazetteers: type-oriented or typed gazetteers, and alternative or un-
typed gazetteers. Typed gazetteers refer to the most commonly adopted sense of gazet-
teers, which usually contain reference named entities labelled by pre-defined types that
are relevant to the task. For example, a person gazetteer may be used as background
knowledge to recognise person entities. Alternative gazetteers refer to a more general
sense. From the learning point of view, a gazetteer will be useful as long as it returns
consistent labels even if these are not the desired named entity types, since the corre-
spondence between the labels and the entity types can be learnt automatically (Kazama
and Torisawa, 2008). For example, knowing that ‘Microsoft’ is a company and the fact
that it often appears in the same clusters with ‘AT&T’, one can infer that the latter is also
a company. In this case, the semantic category represented by the clusters is unknown a-
priori; however, it provides additional learning evidence equivalent to a gazetteer. From
this broader perspective, gazetteers can include automatically induced clusters of terms
that group distributionally similar terms (Freitag, 2004; Miller et al., 2004; Jiang et al.,
2006; Kazama and Torisawa, 2008; Saha et al., 2009; Finkel and Manning, 2009;
Chrupata and Klakow, 2010), or automatically extracted hypernyms that group semanti-
cally similar sub-class concepts under the same super-class concept (Kazama and

Torisawa, 2007a; Kazama and Torisawa, 2008).

Gazetteers are found to be particularly effective in improving the performance of NER

systems when combined with other lexical-level features (Friedrich et al., 2006; Wang,
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2006; Roberts et al., 2008; Saha et al., 2009). For example, in Mikheev et al. (1999), the
use of gazetteers improved the accuracy of a supervised NER tagger by 39% in precision
and 31% in recall. Particularly in technical domains, gazetteers or technical dictionaries

are the major resource for resolving the complexity of domain-specific named entities.

Gazetteer generation — Similar to training data, gazetteers are language and domain
specific. They are often unavailable, and creating and maintaining such resources require
significant effort (Toral and Munoz, 2006; Kazama and Torisawa, 2008). Due to the evo-
lutionary nature of human knowledge, vocabularies are constantly changing and mean-
ings of particular terms evolve over time. The growth of vocabularies can be too fast to
manage easily. For example, the Unified Medical Language System — UMLS
(Bodenreider, 2004) is the largest knowledge base containing a large amount of con-
trolled vocabularies in the biomedical domain. It contains a ‘Meta Thesaurus’, which is a
repository of biomedical terminology and their relationships. Woods et al. (2006) report-
ed that in the Meta Thesaurus, the number of new concepts introduced between 1998 and
2002 was over 300,000, while the increase between 2002 and 2003 was nearly 100,000,
and today it stands at over two million. Manually creating and maintaining such re-

sources requires significant investment.

As a result, another major challenge concerning NER is how to automatically build gaz-
etteers — either as typed or the alternative form — to support NER. The availability of such
methods can enable access to valuable background knowledge for NER, which in turn

helps to improve its performance.

3.4 Resolving Ambiguities

Ambiguous entity names — As discussed earlier in Section 2.1, due to the polysemy of
human language, the lexical realisation of an entity — the name or mention — can be am-
biguous since it may be used to refer to multiple entities. For example ‘Bush’ in the sen-
tence ‘President Bush attended the opening ceremony of the Olympic Games in Beijing’
is an ambiguous name that can refer to 50 different identities according to Wikipedia®.
Combining the contextual word ‘President’ with additional further context may reveal it
to be the 43rd president, George. W. Bush, and not the 41st president, George H.W. Bush

or other persons. This type of ambiguities is found to be very common in NER datasets.

* http://en.wikipedia.org/wiki/Bush_(surname), last retrieved on 30 Nov 2011. All examples based
on Wikipedia in this thesis are last checked up to this date.
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To illustrate, the named entities extracted from the dataset used by the CoNLL2003
shared task (Sang and Meulder, 2003) are searched on a local Wikipedia copy (dated 5
Apr 2011) to retrieve the corresponding articles. Among the total of 34,870 (10,347
unique) named entities of all types, 30,377 (7,257 unique) have entries in Wikipedia.
Among these, 17,742 — 58.4% (or 2,243 unique — 30.9%) have used an ambiguous name
that can refer to multiple entities (because they can retrieve multiple articles).

However, traditionally resolving ambiguous names is not the goal of NER, which only
deals with assigning high-level semantic categories rather than distinguishing instances.
Instead, this is dealt with by the task of Named Entity Disambiguation (NED), a field
closely related to Word Sense Disambiguation (WSD), where meanings of ambiguous
words are resolved based their context, usually according to a sense inventory such as a
dictionary that lists all possible word senses (Navigli, 2009). NED on the other hand,

deals with ambiguous entity names.

Need for disambiguation — While most of the time ambiguity is not a concern for hu-
mans, for machines’ interpretation of human language it is necessary to resolve the ambi-
guities and recognise the true entity that the name refers to. Many applications that build
on named entities (e.g., see Section 2.2) either require a compulsory sense disambigua-
tion procedure or can benefit from such a process. For example in relation extraction,
given the sentence ‘<PERSON>Bowen</PERSON> published his work <MISC>‘Two
Intermezzi, Op. 141’</MISC> in 1951’ and the knowledge that ‘Bowen’ in this context
refers to the musician ‘Edwin York Bowen (22 February 1884 — 23 November 1961)’ ra-
ther than the novelist ‘John Griffin Bowen (born November 5, 1924)’ one can infer a
more specific relation ‘composer-of” between the PERSON and the MISC entity. In
knowledge base generation and population, ambiguous entity names must be resolved to
individual instances before they can be integrated into the knowledge base. For example,
it is necessary to know if ‘Manchester’ refers to the city in the UK or the town in the
USA when populating a knowledge base of world cities. Similarly, for question answer-
ing and semantic search, resolving ambiguities is an important step to understanding the
users’ intentions. For example to answer the question ‘what is the last train from Shef-
field to Manchester’, the system should resolve both ambiguous location names ‘Shef-
field’ and ‘Manchester’ (cities and towns of UK/USA) and group answers based on their

referred instances.
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The need to combine NER with a process of disambiguation has also been widely recog-
nised. The TAC is currently organising annually competition events in which participants
are invited to solve a task that extracts named entity mentions from a query and linking
the mentions to unique entities in an existing entity knowledge base. Essentially the task
requires both NER and NED.

Recognition or Disambiguation — From a theoretical point of view, NER and NED are
two closely related, complementary tasks. In a broader sense, the two tasks can be con-
sidered equivalent. NER identifies named entity mentions in texts, and classifies them in-
to semantic categories. On the one hand, this can be considered as ‘recognising’ the ex-
istence of named entities and their semantic categories; on the other hand, the classifica-
tion process can be considered as a coarse-grained disambiguation process, which identi-
fies entity name boundaries and resolves entity names to the closest semantic categories.
In fact, the pioneer study in NED by Wacholder et al. (1997) particularly addressed NER
by resolving two levels of ambiguities: resolving ambiguous boundaries between entity
names (e.g., whether to split the phrase into two named entities by ‘in’ in ‘The White
House in Washington DC”), and resolving ambiguous names to the most suitable seman-
tic categories (e.g., whether “Washington’ is a person or location). The first corresponds
to the name or mention detection subtask in NER, while the latter corresponds to the se-
mantic classification subtask. NED on the other hand, resolves entity names to unique re-
al world entities. This is a fine-grained disambiguation process, which can also be con-
sidered as a process of ‘recognising’ the unique identities of named entities and therefore,
a further ‘recognition’ step. Therefore, NER and NED essentially serve similar goals, but
at different, complementary levels. Also due to the similar nature of the two tasks, a large
number of empirical methods of NER and NED are also built on certain common

grounds.

For these reasons, this thesis views sense disambiguation as the third challenge closely
related to NER. Resolving ambiguities in NER output can enhance the ‘recognition’ of
named entities from texts and enables the output of NER to be used by a wide range of

applications.

Although an extensive amount of methods have been proposed for WSD and NED in the
past, they are limited in different ways and many have adopted supervised methods
(Navigli, 2009). This thesis will explore unsupervised methods that do not require train-

ing data for NED.
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3.5 Summary

This chapter has introduced several research questions to be addressed by this thesis. The
first concerns how to create training data in an effective and efficient way. The second
concerns how to automatically acquire background knowledge in the form of gazetteers.
The third concerns how to perform unsupervised sense disambiguation for named entities
extracted by NER. These research questions are core to NER and interrelated. Addressing
the training data annotation issue can lower the barrier of porting supervised NER meth-
ods across domain boundaries, potentially enabling NER in a wider range of contexts.
Addressing automatic gazetteer generation is one of the critical strategies for improving
NER learning accuracy, particularly in specialised domains. Resolving ambiguities in
NER output and assigning unique identities essentially addresses ‘recognition’ at a fur-
ther level, and ensures the output of NER to be ultimately useful to a wide range of tasks.
Each research question will be addressed separately in the following chapters of this the-

Sis.
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4 A Uniform NER Model for this Thesis

PREFACE

This chapter presents a basic supervised learning model for Named Entity Recognition
that lays the common ground to the studies in later chapters. The supervised learner is
based on a Support Vector Machine classifier, which will be introduced in Section 1 of

this chapter. A number of features to be used by this model will be described in Section 2.
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4.1 An SVM Model for NER

SVM is a widely used supervised machine learning algorithm for NER in a wide range of
domains (Isozaki and Kazawa, 2002; Mayfield et al., 2003; Li et al., 2005; Ekbal and
Bandyopadhyay, 2010). An SVM learner aims to learn a classification model for a prob-

lem from a set of training data D:

D ={(%.,y) % eR",y; e{-L1}}} Equation 4.1

D is the training dataset containing a set of pairs (x;, yi), where X; is a single training data
instance represented by a p-dimensional real vector, and y; is either -1 or 1, indicating
whether the instance x; belongs to a particular class. The p-dimensional vector is created
based on the features associated with the training data instances. The number of dimen-
sions of the vector is defined by the total number of unique features that represent all
training data instances. Given a training dataset, the SVM algorithm tries to find a maxi-
mum-margin hyperplane in this p-dimensional space that divides the instances having
yi=1 from those having y;= -1. The intuition is that this hyperplane has the largest dis-
tance to the nearest training data points of any class, which effectively reduces the gener-

alisation error for the classifier. This can be illustrated using Figure 4.1.

Figure 4.1. Two hyperplanes (solid line) that can be learnt using a sample of train-
ing data. Adapted from Wikipedia (Wikipedia, 2011)

In Figure 4.1, dark and white spots represent training data instances of two different
classes. The dotted spot in (b) represents a new instance of the dark class to be classified
that is unseen at training. Given the training data instances as shown, multiple hyper-

planes can be plotted to separate instances of one class from another. However, the hy-
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perplane in (a) has the maximum margin to both classes and therefore, minimises gener-
alisation error. This can be illustrated by introducing a new instance of the dark class for
classification as shown by the dotted spot in both (a) and (b). The hyperplane in (b) will
make an incorrect prediction, while the maximum-margin hyperplane in () still succeeds.

This hyperplane can be written as a set of points X satisfying:

w-x—-b=0 Equation 4.2

where w is the normal vector to the hyperplane and - denotes the dot product. The maxi-
mum-margin given at this hyperplane is the distance between two parallel hyperplanes
that are as far as possible while still separating the data. The two hyperplanes can be de-

scribed by the following equations:

w-Xx—b=1,ahyperplane closest to x such that y=1 Equation 4.3

w-x—b=-1, ahyperplane closest to x such that y=-1 Equation 4.4

Using geometry the distance between the two hyperplanes is calculated as 2/||w/||. As a re-
sult, the SVM learning problem is transformed into an optimisation problem that looks

for a solution to minimise ||w|| while satisfying the condition y;(w-x; —b) >1. Details of

how to solve this optimisation problem is beyond the scope of thesis. Readers may refer

to Burges (1998) for a full explanation.

After training, the maximum-margin hyperplane is obtained. At application time, previ-
ously unseen data are mapped onto the same p-dimensional space and the predictions are

based on what side of the hyperplane the new instances fall on.

The SVM model as discussed so far works well for data which is linearly separable as in
the case of the example in Figure 4.1. However, in some cases, the data are not separable
linearly. To fit such data usually a kernel trick is used (Boser et al., 1992) to replace eve-
ry dot product by a non-linear kernel function. This allows the algorithm to fit the maxi-
mum-margin hyperplane in a transformed feature space. The transformation may be non-
linear; thus although the classifier is a hyperplane in the higher-dimensional feature space,

it may be nonlinear in the original input space.

SVM v.s. other models — Most statistical machine learning algorithms are often classi-

fied into discriminative and generative models. A discriminative model learns the condi-
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tional probability distribution P(y|x) directly from data. A generative model learns the
joint probability distribution P(x, y) then infers P(y|x) by applying the transformation:

P(y | X)= POGY) Equation 4.5

P(x)

Classification tasks do not necessarily require the joint distribution since the goal is to
predict y given x. Therefore, intuitively discriminative models take a direct strategy to the
task. On the other hand, generative models are more flexible in encoding dependencies in
complex learning tasks. It is also known that discriminative models perform better when
plenty of training data are available but can become less effective than generative models

in semi-supervised learning tasks (Bishop and Lasserre, 2007).

In the NER task, examples of commonly used discriminative models include SVMs, Per-
ceptrons, Maximum Entropy (ME) models and CRFs; while examples of commonly used
generative models include HMM and Nawe Bayes. It is well-known that SVM is closely
related to the Perceptron learning algorithm, both of which are designed with the goal to
find hyperplanes that separate two classes of data. In comparison, SVM is known to be
more robust due to margin maximisation, while Perceptron can often overfit the training
data. The ME model is also widely used in NER, however, many (Kazama et al., 2002;
Wu et al., 2006b) have shown that SVM generally achieves better results than ME. CRF
is essentially a kind of Maximum Entropy Markov Model (MEMM), which combines
features of HMM and ME. Its strength stems from its ability to encode interdependencies
between labels. The hypothesis is that certain NE types can be inter-related, which for
example, can be indicated by higher probability of co-occurrence. The SVM algorithm
cannot incorporate such information naturally. This must be encoded as separate features.
Although some (Li et al., 2008) have reported better results using CRF, others
(Tsochantaridis et al., 2005) have shown that SVM was better in NER and Keerthi and
Sundararajan (2007) demonstrated that the two were quite close in performance when

identical features are used.

SVM for NER — This thesis adopts a linear SVM model for NER for two main reasons:
1) it is state-of-the-art and empirically achieves competitive performance compared
against other models (Takeuchi and Collier, 2002; Wu et al., 2006b; Lam, 2010); 2) this

research deals with supervised learning tasks in which a discriminative model learns well.
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The SVM model adopted in this research is based on that by Finn (2006), which repre-
sents the standard approach in SVM-based NER (Lee et al., 2004; Li et al., 2005; Iria et
al., 2006). Learning is performed at the token-level, whereby each token is a classifica-
tion instance and represented as a high-dimensional feature vector. Learning is divided
into two stages: classification and decoding. In the classification stage, for each NE type,
two binary classifiers are learnt to recognise the start and end tokens of NEs of that type.
All tokens that begin a labelled NE are positive instances for the start classifier, while all
the other tokens become negative instances (not-start) for this classifier. Similarly, the
positive examples for the end classifier are the last tokens of each labelled NE, and the
other instances are negative examples (not-end). For example, to build a classifier for
recognising Person names, one binary classifier is trained to recognise the beginning of a
Person NE; and the other binary classifier is trained to recognise the end of a Person NE.
An illustration is shown in Figure 4.2. Thus for an NER learning task that concerns n
types of NEs, 2n binary classifiers are trained and applied independently to recognise the

start and end boundaries of NEs.
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Figure 4.2. lllustration of the SVM-based NER model, taken from Finn (2006).

The output from the classification stage is a collection of start and end tags for different
NE types. Next, the decoding stage scans the output and matches start tags with end tags
to create the final NE labels. In Finn (2006), a histogram is firstly generated based on the
number of tokens between each start and end tag in the training data. To match predic-
tions, the probability of a start tag being paired with an end tag is estimated as the propor-
tion with which a field of that length occurred in the training data. Furthermore, Iria
(2009b) extended this by introducing a number of heuristics such as favouring shorter
NEs (NEs with fewer component tokens) rather than longer NEs (using arbitrary thresh-
old of length). Iria’s method is followed in this study. Predictions with multiple NE types
(i.e., two annotations that are labelled as different NE types and have overlapping tokens)

are also resolved following this procedure.
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This thesis does not re-implement the model described above but adopts an existing im-
plementation that matches the described model. This is the SVM-based NER tagger in T-
Rex (Iria, 2009b), which uses the SVM-light package (Joachims, 1999). All default pa-

rameters have been used in this work.

4.2 Features

As described in the previous section, to apply the SVM-based NER, each token must be
transformed to a p-dimensional real vector, which is to be classified into the start, end
boundaries of NEs, or nothing. The vector encodes various features related to the token,
and the dimension depends on the total number of unique features that represent all train-
ing data instances. A survey on a wide range of features used for NER can be found in
Nadeau (2007a). This section briefly introduces some state-of-the-art features that are

used in the experiments to be reported in the remaining sections of this thesis.

Token features map the presence of specific words or symbols to specific named entity
types. For instance, the presence of the token ‘Smith’ can be highly indicative that the

word represents (part of) a person entity name.

Stem and lemma are used to refer to two types of base forms of word. For grammatical
reasons, documents use different inflectional forms of a word, such as ‘street’, “Streets’,
‘going’ and ‘go’. Additionally, there are families of derivationally related words with
similar meanings, such as ‘realise’, ‘realistic’, and ‘realisation’. Stemming and lemmati-
sation are two techniques to reduce inflectional and derivationally related forms of a
word to a common base form. Stemming usually adopts crude heuristics to return a word
to a ‘pseudo’ base form that never changes with inflection or derivation. Thus it often
collapses derivationally related words. Lemmatisation uses vocabulary resources and
morphological analysis of words, normally aiming to remove inflectional endings only
and to return the base or dictionary form of a word known as the lemma. Given the token
‘produced’, stemming might return ‘produc’ because there are words such as ‘produc-
tion’, whereas lemmatisation would return ‘produce’. Therefore, stem or lemma features
map the presence of certain base forms of words to specific named entities. In this work,
the stemming algorithm is described in Porter (1980) and the lemmatisation is processed
using the Dragon Toolkit (Zhou et al., 2007).

49



4, A Uniform NER Model for this Thesis

Orthography of a token gives information about a word’s capitalisation, use of upper
case letters, digits and other word formation information such as hyphens (‘Stoke-upon-

Trent”) and punctuations (‘Mr.”).

Part-of-Speech (POS) tags describe linguistic categories of words (or more precisely
lexical items). These are generally defined by the syntactic or morphological behaviour
of the lexical item in question. Common categories include noun, verb, adjective and ad-
verb among others. The standard set of POS tags used in the literature as well as in this
thesis can be found at the Penn Treebank POS website (Penn Treebank Project, 1998).

Gazetteer in general is a way to group related terms and map them to certain types or
categories, such that the same types of named entities tend to be consistently associated
to the same gazetteers. In the most commonly adopted sense, a gazetteer contains refer-
ence entity names of one pre-defined entity type that are relevant to the task. For example,
a person gazetteer may be used as features to recognise person entities. Alternatively, in a
more general sense, gazetteers can be any ways of grouping related terms even if they are
untyped. For example, they can include automatically induced clusters of terms that
group distributionally similar terms. Typically in NER, the gazetteer feature for a token is
encoded as a binary value depending on whether or not the token is included as (part of) a
term in the gazetteer (e.g., if ‘Bob’ is included by a person-first-name gazetteer it re-
ceives 1 for this gazetteer feature and O otherwise). When multiple gazetteers are used,

the token receives a binary feature for each gazetteer.

Context Window is a method to include the features of the surrounding tokens of a
named entity mention in text. The motivation is that similar types of named entities will
be described by similar words, which are often around the named entity mentions. For
example, the word ‘Mr.” often indicates that the next token followed is often a person
name. The context window is usually set to a fixed size n, which means to include n to-
kens before and n tokens after the current token, in the construction of the feature vector

for the token.

Each token in the text is then encoded into a binary vector for classification based on the
features described above. Thus given the example annotated text shown previously in
Figure 2.1 in Section 2.1, Figure 4.3 below shows the transformed feature representation

vectors of the token ‘Dooner’ using the features token (t), token Part-of-Speech (pos),
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context window=1. ‘prev1’ represents the previous one token to the current token; ‘0’

indicates the feature is inapplicable; ‘1’ indicates the feature is applicable.

Features McCann

t=Dooner
t=McCann
t pos=NNP
t prevl=Mr.

t prevl=about

0

1

1

0

1

t prevl pos=RP 0
t prevl pos=IN 1
t nextl=met 0
t nextl=acquiring 1
t nextl pos=VBD 0
1

t nextl pos=VBG

Figure 4.3. Examples of feature representation for NER
4.3 Summary

This section has introduced the statistical SVM model for classification tasks and how it
can be tailored for NER. Given a set of training data containing instances of two different
classes that are represented as high-dimensional vectors, SVM learns a maximum-margin
hyperplane that separates the data. At application, new instances are projected as the
same high-dimensional vectors, and the predictions are based on what side of the hyper-
plane the new instances fall on. To tailor SVM to NER, each type of named entities is
treated separately and a boundary detection model that learns to recognise the start and
end boundaries of named entity mentions is used. The output is then combined using heu-

ristics. A list of features to be used with this model has also been introduced.

This supervised learning model makes the fundamental NER system to later chapters in
this thesis and is used in corresponding experiments involving different domains and da-
tasets. The evaluation of this model will be presented later in corresponding chapters un-

der specific tasks.
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Part Il — Training Data Annotation

This part addresses the first research question concerning training data annotation for
NER. This is presented in Chapter 5.
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5 Training Data Annotation

PREFACE

This chapter addresses the first research question: effectively and efficiently creating
training data for supervised Named Entity Recognition. Training data are created by doc-
ument annotation, a process in which the NER task is undertaken by human domain ex-
perts, who tag instances of named entities within a collection of documents manually.
This chapter is divided into six sections. Section 1 gives an introduction to the problem.
Section 2 presents related work. Section 3 discusses the limitations of existing approach-
es to document annotation, which motivates the research for an alternative approach. Sec-
tion 4 introduces the new approach to document annotation using a case study. Section 5

discusses the results and the final section (6) concludes this chapter.
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5.1 Introduction

Training data play a central role in supervised learning methods. For many NLP and IE
tasks such as Part-of-Speech tagging, chunking, sense disambiguation, NER and relation
extraction, the training data are created by manual document annotation. It is a process
that requires humans (usually domain experts) to undertake the same tasks to create anno-
tated data which will be used as examples to train a learning model. For NER, this in-
volves tagging named entity instances by pre-defined semantic categories in a collection

of documents.

It has been recognised that document annotation is the major bottleneck to the develop-
ment and adaptation of supervised learning tasks (Nadeau, 2007b; Howlett and Curran,
2008). The process is not only laborious and costly, but also difficult. Crucial to the an-
notation process is resolving annotator discrepancies and achieving reasonable inter-
annotator agreement, the problem stemming from annotators behaving differently and in-
consistently for the same annotation task. This is due to the differences in their skills,
knowledge and experiences, and issues such as workload and tiredness. The problem can
affect the quality of annotation and therefore, the learning accuracy of a system (Brants,
2000; Ferro et al., 2000).

To address this issue, the typical annotation process requires a number of domain experts
to work in an iterative and collaborative manner in order to discover and resolve discrep-
ancies progressively. Usually in each iteration, a set of documents are duplicated across
all annotators, who are required to annotate the same documents for the same types of in-
formation (e.g., for NER this could be the same semantic categories such as person and
location names) independently. Outputs from different annotators are then cross-checked,
discussed, validated, consolidated and a sophisticated annotation guideline is documented,
followed, and refined (Brants, 2000; Ohta et al., 2002; Kim et al., 2008) in following iter-
ations. The process is repeated as much as possible until the level of discrepancies is re-
duced to a satisfactory level. Such a repetitive process in some cases can require months
and in rare cases, even up to years of work of experienced annotators (Brants, 2000;
Wilbur et al., 2006). However, discrepancies can never be eliminated (Hripcsak and
Wilcox, 2002); they can remain high in some cases (Saracevic, 1991); and the resulting
annotations and guidelines are often application-specific and non-generalisable. The high

cost of hiring annotation experts means that it is inapplicable in many practical situations

54



5. Training Data Annotation

such as industries, due to resource limitations (Iria, 2009a). A more effective and effi-

cient approach is required.

The remainder of this chapter analyses the problem in details and proposes a different so-
lution. It is structured as follows: Section 5.2 presents a literature review to better under-
stand the problem and limitations of the commonly adopted approach to document anno-
tation. Section 5.3 describes a different viewpoint at the problem and introduces the fun-
damental hypothesis of the novel approach. Section 5.4 presents the approach using a real
NER annotation case study, detailing the design of the experiments and key findings.
Section 5.5 presents the final results and further discussions. Section 5.6 concludes this
chapter.

5.2 Related Work

Previous studies on document annotation practices have focused on tackling annotator
discrepancy — particularly inter-annotator discrepancy, which is often considered the
main contributing factor to annotation quality and an important determinant for annota-

tion effort.

5.2.1 Annotator Discrepancy

Research has shown that human annotators can never agree completely with each other
on what and how to annotate (Hripcsak and Wilcox, 2002), and they even tend to disa-
gree with themselves in some situations (Cucchiarini and Strik, 2003). The first case is
often referred to as inter-annotator ‘agreement’, ‘consistency’ or ‘discrepancy’. The
second case is referred to as intra-annotator ‘agreement’, ‘consistency’ or ‘discrepan-
cy’. Inter-annotator discrepancies are often caused by the differences in annotators’
knowledge and experiences, their understanding and reasoning of the corpora (Kim et al.,
2008). Intra-annotator discrepancies exist because annotators’ level of interest and moti-
vation may drop and level of fatigue rises as the annotation process continues (Gut and
Bayerl, 2004); as a result, annotators make mistakes. Most studies have focused on inter-
annotator discrepancy, possibly because it is naturally much easier to solve intra-
annotator discrepancy (i.e., to agree with yourself) than inter-annotator discrepancy (i.e.,
to get others to agree with you). One of the most often used metrics for evaluating IAA is
the k-statistic (Carletta, 1996).
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Inter-annotator discrepancy is a prevailing issue in many research fields. Depending on
the specific task, the inter-annotator agreement can vary significantly. For example, Sara-
cevic (1991) indicated that the agreement between human annotators varied between 40%
and 75% for different tasks. Most reports of inter-annotator discrepancy are found in the
field of NER. Research by Fort et al. (2009) has shown that in these tasks, discrepancies
typically arise due to three types of difficulties in annotating entities. Firstly, it is difficult
to determine the right category and what they encompass (e.g., ‘Kofi Annan’ can be ‘Per-
son’, but what about ‘Kennedys’, ‘the Conservatives’); secondly, it is difficult to select
the candidate texts and delimitation boundaries (e.g., should annotators only tag proper
nouns, or also pronouns and definitional descriptions); thirdly, how to annotate homo-
nyms, e.g., ‘England’ may refer to a location or a football team. These problems become
even harder to resolve within specialised domains such as biomedicine and engineering,
due to the intrinsic complexity of terms in these domains including multi-word expres-
sions, complex noun phrase compositions, acronyms, ambiguities and so on (Tanabe et
al., 2005). Typically, the inter-annotator agreement in NER found in these domains is be-
tween 60% and 80% (Colosimo et al., 2005; Murphy et al., 2006; Wilbur et al., 2006), of-

ten measured by the k-statistic.

From all these studies, it is evident that perfect agreement between annotators is difficult
to reach, and it is also difficult to obtain a high level of inter-annotator consistency, espe-
cially in specialised domains. However, researchers argue that consistency highly in-
creases the usefulness of annotations for training or evaluation purposes, and it is crucial
to the success of machine learning algorithms (Brants, 2000; Ferro et al., 2000). There-
fore, research has been conducted to study scientific methods for creating high quality

annotations and addressing inter-annotator consistency.

5.2.2 The State-of-the-Art Approach

As introduced before, the typical process of annotating a corpus often involves a group
consisting of a number of domain experts and ideally also linguists working on a same
range of annotation tasks in an iterative and collaborative approach aimed at resolving
discrepancies. The entire process and decision making logic is documented to form a
guideline for the annotation task, which is to be followed in future exercises. Due to the
nature of the work, it is always a lengthy and costly process. The guidelines are often

subject to the specific domain and not generalisable to other problems.
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For example, Brants (2000) reported their work on creating syntactic annotations (part-
of-speech and structural information) on a German newspaper corpus. The activity in-
volved trained annotators performing the annotation tasks at sentence level independently,
then cross-checking and discussing together to resolve discrepancies. They reported that
a trained annotator needs on average 50 seconds per sentence, with an average of 17.5 to-
kens; however, the total annotation effort including the consolidation activity increases to
10 minutes per sentence. Pyysalo et al. (2007) annotated a corpus of 1,100 sentences
from abstracts of biomedical research articles for biomedical named entities, relationships
between named entities and syntactic dependencies. They also adopted a repetitive pro-
cess, which took 15 person-months of effort. Wilbur et al. (2006) conducted experiments
to investigate inter-annotator agreement in a text annotation task in biomedical domain
and identify factors that can help improve consensus. Their experiment involved twelve
annotators annotating a same set of 101 sentences. Multiple iterations were conducted in
a period of over one year, during which they developed and refined a guideline consid-
ered applicable for similar annotation problems. The resulting inter-annotator agreement
remained between 70% and 80%. They concluded that annotators must have a good un-
derstanding of the language and experience in reading scientific literature, and must be
properly trained in order to deliver high quality annotations. Also, they indicated the

availability of clear, well developed annotation guidelines as critical.

Other researchers have also recognised the necessity for clear annotation guidelines. Kim
et al. (2008) showed by experiments that high level of discrepancy will form without an-
notation guidelines even if the task is carried out by well-educated domain experts. Their
studies on event annotation on the Genia corpus took 1.5 years of effort of five graduate
students and two coordinators. Whenever new annotators joined the project, they had to
be trained using previously annotated examples and follow the guideline. Colosimo et al.
(2005) and Tanabe et al. (2005) also conducted corpus annotation in the biology domain
and concluded that clear annotation guidelines are important, and the annotations should

be validated by proper inter-annotator-agreement experiments.

Even if well-prepared guidelines are available for annotation problems, they are not the

ultimate answer to the problem. Firstly, most guidelines are lengthy documents and are

difficult to read. For example, Ferro et al. (2000) designed guidelines for annotating tem-

poral information, which has 57 pages. The entity recognition task defined by ACE

(Doddington et al., 2004) is accompanied with guidelines of over 70 pages for annotating

only five classes of entities. Secondly, interpretation of the guideline documents differs
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from annotator to annotator; as a result, some annotation criteria remain problematic and
can cause discrepancies (Fort et al., 2009). For example, the event annotation on the
Genia corpus by Kim et al. (2008) only achieved 56% inter-annotator agreement with
strict match (Morante et al., 2009) even though all annotators were trained and educated

using example annotations and guidelines.

To summarise, the standard approach adopted by the literature requires substantial in-
vestment, including clear definition of annotation guidelines to be created and followed;
well-educated domain experts with proper training in document annotation, careful study
of inter-annotator agreement and iterative attempts to address the issues revealed by the
study and to resolve discrepancies. Many scientific research tracks such as MUC present
a scenario in which the cost of such effort is not considered important (Ciravegna et al.,
2000). However, the scenario breaks as the technology is to be adopted by various spe-
cialised domains, in which the cost is a serious issue (Nadeau, 2007b). Industries and
businesses are not willing to invest resources (personnel, finance and time) into lengthy
document annotation exercises (Iria, 2009a); annotators feel overwhelmed by the scale of

monotonous annotation tasks expressing a strong reluctance to doing them.

One exception to this is the domain of biomedicine, where well-curated resources are
richly available and users are more familiar with the benefits that can follow from anno-
tation. Unfortunately, these resources are hardly re-usable across domains because they
address specific issues in bio-informatics; and demands for similar resources in other
specialised domains such as aerospace engineering, astronomy and arts and humanity are
equally high, these however are scarcely addressed (Murphy et al., 2006; Jeffrey et al.,
2009; Iria, 2009a).

Given the complexity of these problems, the crucial status of supervised methods in the
NER field and their dependence on training data, there is a strong demand for efficient

and practical approaches to manual document annotation.

5.3 Hypothesis

Essentially, the majority of discrepancies among annotators are caused by the differences
in their knowledge and experiences (Hripcsak and Wilcox, 2002). The traditional annota-
tion practice aims to identify these differences and minimise them by collaborative and

iterative exercises, eventually producing an output that best matches the subtly varying
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viewpoints across a community. This thesis takes a different viewpoint at the problem

that is based on the following hypothesis:

H1. Training data annotation: the discrepancies among annotators, caused by
the difference in their knowledge and experiences, indicate different levels of an-
notator’s suitability for an annotation task. It is possible to assess such suitability
and define suitability-based tasks so as to ensure annotations to be generated in a

more effective and efficient way.

This is inspired by the real life experiences that people typically specialise in one or sev-
eral areas and no one can be perfect for any tasks. For example, computational linguists
often have expertise in specific subjects such as sense tagging, NER, sentiment analysis
etc. Even experts of the same subject can have varying levels of expertise in terms of the
methods, domains, and other factors. In practice, when allocating tasks it is natural to
match a candidate’s knowledge and experiences against the requirements of the task — an

act of assessing suitability.

Similarly, a document annotation task can also be further divided into sub-tasks, each re-
quiring different types of knowledge. Consider a named entity annotation task that re-
quires tagging persons by different occupations, e.g., politician, musician, sports person.
Normally, a person who likes sports may be able to do a better (faster and more accurate)
job on tagging sports person while a person who is a music fan may be quicker at anno-
tating musicians, because they both possess certain specialist background knowledge that
can support their understanding of the content. They both, however, may find it more dif-
ficult to annotate politicians and will more likely make mistakes. For technical, specialist
domains the problem can be even more acute. For example, it may be difficult to distin-
guish RNAs, DNAs, protein names, cell types and cell lines when annotating biomedical
named entities even for domain experts, due to the complexity and the evolutionary na-
ture of vocabulary in this domain. In these cases, special knowledge about one of these
entity types clearly makes a person a better candidate for the annotation of that particular
type. On the contrary, inclusion of annotators that lack such knowledge is more likely to

cause inconsistencies and errors.

Therefore, the key to improving annotation quality is identifying annotators’ suitability
and suitability-based task allocation. The annotation task should be sub-divided into

smaller components, based on which annotator’s suitability can be assessed and assigned
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to different sub-tasks. Inconsistent annotators unsuitable for a sub-task should be identi-

fied and isolated such that the annotation quality is not compromised.

5.4 Suitability-based Document Annotation

This section proposes a new approach towards manual document annotation. The ap-
proach will be presented using a case study of named entity annotation in a specialised
domain — archaeology. This was part of the effort in a real-life project of enabling e-
archaeology (Archaeotools, 2007), which had a substantial focus on NER for the archae-
ology domain. The annotated data are later adapted and used by further studies of this

thesis.

The proposed approach is based on the hypothesis that the different levels of knowledge
and experiences of annotators lead to different levels of suitability for an annotation sub-
task. This is reflected by inconsistent levels of discrepancies they demonstrate in annotat-
ing each type of named entity. Therefore, a named entity annotation task can be further
divided into sub-tasks based on the named entity types. Annotator discrepancies and suit-
ability must be studied on a per-entity-type basis, and only the most suitable annotators

should be selected for annotating specific named entity types other than all types.

The approach contains four phases, which are illustrated in Figure 5.1. The first phase
follows the traditional approach of manual document annotation to study the level of dis-
crepancy of the task using a sample of data. The size of this sample is controlled to en-
sure that the efforts required from annotators are minimised to an acceptable level, also
that the annotations created are adequate for studying the inter-annotator agreement. In
the second phase, a set of experiments are carried out to evaluate machine learning accu-
racy using these annotations. In the third phase, the results from the previous two anal-
yses are used to evaluate annotators’ suitability of annotating a particular type of hamed
entity. From this a mapping between named entity types and their best-fit-annotators
can be created — specific annotators are chosen to annotate the types of named entities for
which they are most suitable based on these mappings. In the final phase, the final set of
documents to be annotated is firstly selected. Then for each named entity type, the docu-
ments are split proportionally between each member of the best-fit-annotators for that
type. This ensures all documents are annotated by the most consistent annotators for all
named entity types, while no annotators perform redundant work. Compared to the tradi-
tional approach, this is a desirable feature since the distributional nature of work in the

final phase allows workload to be reduced and total output to be increased. A set of ex-
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periments are then carried out to evaluate the machine learning accuracy obtainable on

the final annotations.

Documents

NE typel MNE type3
D -

Annotations

Phase 1. Sampling Pha.se 2. TESF
Inter-Annotator . — Machine Learning

Discrepancy Accuracy

Learning accuracy
per NEtype

IAA per NE type

Phase 3. Suitability
Analysis and
Annotator Selection

Annotator-NE Type table

Aametater | SUB TEM LW

Final Annotations
Phase 4. Final
Corpus Annotation <>

Figure 5.1. The overall workflow of suitability based document annotation process

5.4.1 Case Study: the Archaeology Domain

The domain of modern archaeology is a good representation of the document annotation
problem for two reasons. Firstly, compared to other domains such as newswire and bio-
medicine, it is rarely addressed in NER but has a pressing need for automatic knowledge
acquisition technologies (Jeffrey et al., 2009). It is a discipline that has a long history of
active fieldwork and a significant amount of legacy data dating back to the nineteenth
century and earlier. Despite fast-growing large corpora existence, little has been done to
develop high quality metadata for efficient access to the contained information in these
datasets. This is because annotating archaeological documents is a challenging task due
to the complexity of language characterised by ambiguities, uncertainties, long and com-

posite terms, changing language use over the extended timeframe of the corpora, acro-
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nyms and so on. As a result, low inter-annotator agreement has been noted in related
work (Byrne, 2007).

The documents to be used for annotation are a typical representation of the unstructured
legacy data in the domain. The collection consists of full-length archaeological reports
archived by the Arts and Humanities Data Service in the UK (AHDS, 1995). The reports
vary from five to over a hundred pages. According to Jeffrey et al. (2009), important
facts in archaeology data can often be summarised by three types of information: what,

where and when. They correspond to three types of named entities:

e Subject (SUB) — concerns the ‘what’ information. These are often the objects
that a report refers to, such as findings of artefacts and monuments. This is the
most ambiguous type because it covers various specialised domains such as war-
fare, architecture, agriculture, and machinery. Also, it includes a wide range of
general concepts rather than ‘named”’ entities. Examples of such include ‘Roman
pottery’, ‘spearhead’, ‘shard’, ‘chapel’, ‘arrowhead’ and ‘courtyard’.

e Temporal terms (TEM) — concerns the ‘when’ information. These are often
mentions of archaeological dates related to findings or events. They are written in
a number of ways, such as numerical expressions ‘1066 - 1211°, ‘circa 800AD’;
centuries ‘C11°, ‘the 1st century’; and concepts ‘Bronze Age’, ‘Medieval’; and
acronyms such as ‘BA’ (Bronze Age), ‘MED’ (Medieval).

e Location (LOC) — concerns the ‘where’ information. These are typically place
names related to findings or events, such as names of cities, streets, place of in-
terests and excavation sites (e.g., Sheffield, City of York, York Minster, the
Tower Bridge, A61, M62).

5.4.2 Phase 1 — Sampling Annotator Discrepancy

Purpose — The purpose of this step is to sample the inter-annotator discrepancy in the
named entity annotation task for archaeology. Each type of named entity is treated sepa-
rately and the inter-annotator discrepancies for each type are analysed. The hypothesis is
that annotators may have different levels of knowledge and understandings of different

concepts such that their suitability for annotating specific named entity types will differ.

The sample corpus — In this phase, five documents were randomly selected from the
AHDS archive. Each document varied from five to thirty pages. These documents are

much larger than the standard datasets used in the newswire and biomedical domains,
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where typically short articles and abstracts of reports are used. Meanwhile, the selection
criteria ensured that there were sufficient contents for annotation (as indicated by the tag
density and number of annotations revealed in the post-annotation statistical analysis).
The total number of words in this corpus was 47,101. On average, the total number of
annotations created by each annotator was approximately 2,100, with 58% for SUB, 19%
for LOC and 23% for TEM. This corpus is referred to as ‘sample corpus’. It was then to
be annotated by five archaeology researchers in four iterations following the traditional

document annotation approach.

The state-of-the-art process — Throughout phase one, two annotators were constantly
involved in all meetings with knowledge acquisition (KA) experts to provide feedback
from all annotators and design simple annotation guidelines and ensure they are followed.

The annotation process consisted of four mini-iterations, as shown in Figure 5.2.

A trial attempt to identify major discrepancies
Iteration 1 and create initial guidelines
(2 annotators, 2 documents)

A further test round to refine the guidelines

Iteration 2 (5 annotator, 1 ~ 2 documents each)
. Re-annotate the whole sample corpus
Iteration 3
(5 annotator, all documents)
lteration 4 Validation against the guideline

(1 annotator, all documents)

Figure 5.2. Four mini-iterations adopted in Phase 1 document annotation

In the first iteration, two annotators made trial attempts at annotating two medium sized
documents from the sample corpus. Discrepancies were identified at this early stage and
were discussed and resolved in the meeting with the KA experts. The outputs of this pro-
cess were some guidelines for annotation, which were then provided to all five annotators
in the second iteration, during which each annotated between 1 and 2 documents. The
purpose of this exercise is again to identify as many discrepancies as possible. By study-
ing these annotations, the guidelines for annotation were further refined and enriched. In
the third iteration, all five annotators were required to follow the guideline to re-annotate
the trial corpus independently and fully in a series of intensive workshops. In the final it-
eration, one annotator undertook final validation by checking 10% of all annotations to
correct obvious mistakes that violated the guidelines. These corpora are used to study in-

ter-annotator consistency and machine learning accuracy.
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Cost of the Process — due to the sampling technique, according to the annotators’ estima-
tion, the first iteration of Phase one took 2 person-days of work; the second iteration took
5 person-days of work; the third iteration took 5 person-days of work; and the final itera-
tion took 2 person-days of work. The total estimated cost in terms of person-days of work
is 14.

Inter-Annotator Agreement — As mentioned before, the most popular approach for
measuring IAA is the K-statistic. However, it is argued that K-statistic is not a very suita-
ble measure when evaluating inter-annotator agreement in NER tasks (Pyysalo et al.,
2007). Instead, the F-measure proposed by Hripcsak and Wilcox (2005) is used for this
purpose. This measure allows computing pair-wise inter-annotator agreement using the
standard precision, recall and the harmonic F-measure by treating one annotator as gold
standard and the other as predictions. Table 5.1 shows the pair-wise agreement in F1 for

each named entity type. A, B, C, D, E are identifiers of different annotators.

LOoC TEM
A B C D E Ag| A B C D E Auw
A 1 08 069 077 066 073|A 1 083 077 079 0.77 0.79
B 08 1 072 075 075 076|B 083 1 067 077 0.83 078
C 069 072 1 069 07 07]|Cc 077 067 1 078 071 073
D 077 075 069 1 069 073|D 079 077 078 1 077 078
E 066 075 07 069 1 07 |E 077 083 071 077 1 077
SUB
A B C D E Awg
A 1 055 065 063 062 061
B 055 1 051 053 049 052
C 065 051 1 051 051 055
D 063 053 051 1 05 054
E 062 049 051 05 1 0.53

Table 5.1. Pair-wise inter-annotator-agreement in F1.

Comparing the figures, it is evident that even with reasonable effort from well-trained
and skilled archaeology professionals devoted to developing annotation guidelines and
resolving discrepancies in several iterations, the task of annotating named entities re-
mained difficult and the level of discrepancy remained high. Annotating SUB is a much
harder task than the other two types of named entity. This is expected because SUB spans
across multiple specialised domains and terms are characterised by a high level of ambi-
guity and heterogeneity. Most discrepancies were due to identifying the boundaries of
composite noun phrase entities, acronyms and identifiers (e.g., object codes or ID’s). Al-

so for every type of named entities, there are always sub-groups of annotators that are
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more mutually consistent than with other annotators. This raised the issue of annotator
suitability and the question that it is beneficial to eliminate inconsistent annotators from

an annotation task to reduce discrepancies.

5.4.3 Phase 2 — Evaluating Machine Learning Accuracy

In order to gain a different view of the quality of the annotations produced in Phase one,
two sets of experiments were conducted to evaluate how well an NER system can learn
from these annotations. The first set of experiments used a corpus including annotations
from all annotators to reflect the high level of discrepancy in the annotations. To do so,
annotations produced by the five annotators were selected randomly, whilst ensuring the
five documents are covered in full and roughly equal numbers of annotations were select-
ed from each annotator. This corpus is referred to as consolidated-sample-corpus. The
second set of experiments contained five sub-experiments, each using the annotated data
created by an individual annotator. Thus there were five corpora for testing and they are
referred as individual-sample-corpus. Theoretically, these corpora are free from inter-
annotator discrepancy (but can still be limited by certain levels of intra-annotator agree-
ment). On each of these six corpora, the SVM-based named entity tagger previously in-
troduced in Chapter 4 was trained and evaluated in a five-fold cross validation experi-
ment. All experiments have been carried out under consistent settings in order to fairly
compare the effect of corpus quality. The following set of features are selected for this
study as they are the most widely used features in the majority of NER research and
prove to be effective in different domains (Byrne, 2007; Collier et al., 2000; Iria, 2009a;
Nadeau, 2007a):

e The exact token string

e Orthographic type of the token

e Morphological root of a token (i.e., lemma)

e A context window of 5

o Domain specific gazetteers, including the MIDAS English archaeology period
terms as the gazetteer for TEM, the Thesaurus of Monuments Types from Eng-
lish Heritage and the Thesaurus of Archaeology Objects from the STAR (STAR,
2007) project as gazetteers for SUB, and the UK Government list of administra-

tive areas as the gazetteer for LOC.

Results of these experiments are shown in F1 in Table 5.2.
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Corpus SUB TEM LOC
Corpus annotated by A 0.73 0.78 0.62
Corpus annotated by B 0.66 0.78 0.65
Corpus annotated by C 0.76 0.74 0.69
Corpus annotated by D 0.78 0.84 0.7
Corpus annotated by E 0.79 0.67 0.75
Consolidated-sample-corpus 0.53 0.68 0.64

Table 5.2. F1 of NER learning accuracy obtained on the sample corpus used in
phase 1.

Results of these experiments have shown interesting findings. Given no inter-annotator
issues in each individually annotated corpus, one would expect higher levels of con-
sistency and better annotation quality than the consolidated annotations, which translate
to better machine learning accuracy. This was mostly true compared to results obtained
on the consolidated-sample-corpus. However, exceptions were noticed for annotator A on
LOC (0.02 lower), and E on TEM (0.01 lower). Also, comparing the figures across dif-
ferent named entity types, the named entity tagger had the lowest performance on LOC
among four annotators (A, B, C, D), possibly indicating the lower quality of annotations
and that it was the hardest task among all the three types. For the annotations created by
each annotator, for person E the learning algorithm performed badly for TEM. The result
in F-measure was even lower than that obtained from the consolidated-sample-corpus.
However, on this named entity type other annotators produced fairly good annotations, as
indicated by higher learning accuracies. This possibly indicates that E may find it more
difficult at annotating TEM entities. Similar patterns were found for person B on SUB,

and person A on LOC (figures in bold).

The results so far have revealed several conclusions that are useful for document annota-
tion. Firstly, inter-annotator discrepancy has a major impact on the training data and
therefore, machine learning accuracy. High level of discrepancy harms the quality of an-
notations, and decreases obtainable machine learning accuracy on a corpus. On the other
hand, given uniform settings for a learning algorithm, different accuracies obtained from
the same set of documents may indicate different levels of quality of the annotations.
Secondly, annotators may have different skill levels in annotating different named entity
types, possibly due to the difference in the focus of their knowledge. This has caused
varying levels of inconsistencies in an annotator’s annotations, depending on the specific
named entity type. Therefore, there is the need for considering annotator’s suitability for

a task and isolating inconsistent annotators from a task. In line with the results from Ta-
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ble 5.1, these fostered the motivation of splitting an annotation task to sub-tasks depend-
ing on specific named entity types and selecting the most suitable annotators — as being

mutually consistent — for each hamed entity type annotation sub-task.

5.4.4 Phase 3 — Annotator Selection

Annotator selection — In this stage, the document annotation task is split into three sub-
tasks, each addressing the SUB, TEM, and LOC entities respectively. For each named en-
tity type, the most suitable three annotators — best-fit-annotators — are identified and se-
lected based on the analyses above. However, depending on the availability of annotators,
the workload and inter-annotator consistency analysis, more or fewer annotators may be

selected.

In the simplistic form, best-fit-annotators can be selected as those with the highest aver-
age inter-annotator agreement for each named entity type. These figures are shown in
Table 5.3. However, as concluded from Table 5.2, certain annotators had high levels of
inconsistency in annotating a particular type of named entities as shown by low machine
learning accuracy (F-measure) tested on their annotations. This possibly suggests lack of
knowledge in these annotators and therefore, their annotations can be of lower quality
and an inadequate reference to others. As a result, it is important to exclude these annota-
tors and their contributions from the calculation of inter-annotator agreement. Following
this, for each named entity type, the annotations on which the learner obtained the lowest
F-measure — particularly those below that obtained on the consolidated-sample-corpus —
are eliminated. This caused person A eliminated from LOC, person B eliminated from
SUB and person E eliminated from TEM. The average agreement is re-calculated and

shown as the revised figures (the ‘R’ columns) in Table 5.3.

Annotator  SUB SUB-R TEM TEM-R LOC LOC-R
A 0.61 0.63 0.79 0.8 0.73 -

B 0.52 - 0.78 0.76 0.76 0.74

C 0.55 0.56 0.73 0.74 0.7 0.7

D 0.54 0.55 0.78 0.78 0.73 0.71

E 0.53 0.54 0.77 - 0.7 0.713

Table 5.3. Average inter-annotator agreement in F1 for each NE type

Using the revised IAA figures, for each named entity type three annotators are selected as
those with the highest average inter-annotator agreement scores. That is, persons A, C, D

for SUB; persons A, D, B for TEM, and persons B, E, D for LOC, as shown in Table 5.4.
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Annotator SUB TEM LOC

A o) @)

B o) @)
C o)

D o) o) @)
E o)

Table 5.4. Selected best-fit-annotators for NE types
5.4.5 Phase 4 — Final Corpus Annotation

Next, the most suitable annotators identified for each entity type were asked to annotate
the final corpus, which contains 25 full-length documents from the AHDS archive. There

are two major differences between this annotation activity and that in the first phase:

¢ Annotators were only required to annotate entity types that they were most suita-
ble for;
e The corpus was distributed evenly among annotators. No duplicate documents

were used for further inter-annotator agreement analysis.

For each type of named entity, the documents were split into equal portions among its
best-fit-annotators. For example, the 25 documents were split into three sets and each set
was given to an annotator (A, C, or D) for annotating SUB. In the end, all annotations
were merged into a single collection. This is based on the assumption that mutually con-
sistent annotators will continue annotating consistently for the same annotation problem
and the same type of corpus even without the process of consolidation and discrepancy
resolution. Therefore, the workload can be distributed among the annotators for each par-

ticular entity type, while reasonable level of consistency can be expected.

5.5 Final Results and Discussion

The final annotation process (Phase 4) took roughly 10 to 15 person-days of work, alt-
hough in practice it was spread across a couple of weeks to minimise tiredness and tedi-
um to ensure annotators have the highest level of concentration during the work. To veri-
fy the quality of the annotations created in such a way, the final annotated corpus (final-
corpus) was also used for a 5-fold cross validation experiment using the same settings as

Phase 2. The results in F1 are shown in Table 5.5.
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SUB TEM LOC

Final-corpus 0.68 0.83 0.71
Consolidated-sample-corpus 0.53 0.68 0.64
Best result on individual-sample-corpus 0.79 0.84 0.75

Table 5.5. Learning accuracies on the final annotated corpus

Compared against results obtained on the consolidated-sample-corpus, the NER tagger
obtained much better results on the final-corpus, which can be attributed to lower level of
discrepancy in the annotations and therefore high quality of the annotations. Compared
against the best results obtained on the individual-sample-corpora, which we consider the
upper bound learning accuracy under no inter-annotator discrepancy, the NER tagger
achieved very good results. The relatively smaller improvement on SUB is believed to be
due to the heterogeneity of information included by the named entity type, which would
have increased the difficulty of reaching agreement, as shown by the inter-annotator

agreement studies before.

In terms of the effort spent on the annotation process, the method has significantly short-
ened the process required in the traditional document annotation approach. Phase 1 an-
notation process that follows the traditional approach was estimated to cost 14 person-
days to annotate 5 documents; whereas, the Phase 4 annotation process following the an-
notator suitability theory was estimated to cost only 10-15 person-days to annotate 25
documents. In total, the annotation exercise undertook less than 1 person month, yet pro-
duced high quality annotations for machine learning purposes. These results are encour-
aging evidence of the applicability and technical soundness of the suitability-based anno-
tator selection and document annotation approach, which can produce high quality anno-

tations in a much more effective and efficient way.

Although the method was applied to the named entity annotation task, in theory, it can be
generalised and applied to other document annotation tasks. Essentially, the key is to di-
vide an annotation task into smaller components such that inter-annotator discrepancy
can be sampled and each sub-task addressed separately with suitability analysis. For ex-
ample, to adapt the method to event annotation for the Genia corpus, one can divide the
task based on different event types, such as ‘binding’, ‘localisation’, and ‘positive regula-
tion’. Given the high level of expertise required due to the complexity of the domain, it is
likely that annotators may possess differing levels of knowledge about different event
types. This can be revealed by sampling inter-annotator agreement at per-event-type basis,
and identifying inconsistent learning accuracies obtained on the annotations created by
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individual annotators. The suitability of annotators can then be defined based on these
findings and used to support further annotation activities. In document classification, the
problem may be analysed based on the genre of documents (e.g., science, entertainment)
since some annotators may be more familiar with certain kinds of topics than others, es-
pecially when they have different academic backgrounds. Similarly in sense disambigua-
tion, the analysis may also be performed from the angle of the genre of documents (e.g.,
financial news report, sports news report), since different people may have different level
of knowledge of certain areas, which will affect their ability to understand the content.

5.6 Conclusion

This chapter has addressed training data annotation for supervised NER. Training data
are crucial resources to enable supervised machine learning methods. However, creating
high-quality annotations is a difficult task due to inter-annotator discrepancies caused by
differences in annotators’ knowledge and experiences. Consequently, the annotation pro-
cess typically requires significant amount of effort and time from multiple domain ex-
perts to work iteratively and collaboratively to identify and resolve discrepancies. The
process is often expensive and time-consuming, creating a barrier for porting supervised

learning methods to new tasks, especially in commercial and industrial environments.

To address this issue, an alternative approach to document annotation has been intro-
duced. It is based on the idea of dividing an annotation task to smaller components, as-
sessing annotator suitability, and annotator selection for sub-tasks. Illustrated using a real
named entity annotation task, the method starts by dividing the annotation task by differ-
ent entity types and then sampling the annotator discrepancy problem using the tradition-
al document annotation process on a small corpus; the annotations are then used to evalu-
ate machine learning accuracy to gain an insight to the annotator discrepancies in the task.
Results of these experiments have shown that even with reasonable effort following the
traditional annotation approach, high-level discrepancy may still remain, and can lead to
low machine learning accuracy. Further analysis revealed that annotators may have dif-
ferent skill levels for annotating different types of named entities, suggesting the need for
considering annotators’ suitability in specialised annotation tasks. Using this information,
the annotation sub-tasks are treated separately where only the most suitable candidates
are required to tag the documents for specific named entity types. Furthermore, by match-
ing best-fit-annotators to named entity types the workload can be distributed among the

annotators since the intuition is that the best-fit-annotators are mutually consistent, and
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therefore, discrepancy can be irrelevant. This effectively reduces the workload per anno-
tator, but increases the potential amount of annotations that can be produced whilst re-
taining high quality of annotations. Shown by the final results, the approach produced a
final annotated corpus of five times of the size of the corpus created using the traditional
approach (Phase one). The machine learning accuracy obtained on these annotations is
better than that obtained from the annotations created in the traditional way, and is very
close to the best result obtained under zero inter-annotator discrepancy using the individ-

ual-sample-corpora.

Several inadequacies will be further investigated in future research. First, intra-annotator
agreement has been isolated from this study. It can be argued that the machine learning
accuracy obtained on individual-sample-corpora in Phase two is partially attributed by in-
tra-annotator discrepancy. This was not studied in this work. Studying intra-annotator
agreement can reveal further useful details of annotators’ capability in an annotation task,
and evidence should be aggregated to make stronger support for annotator selection. Sec-
ond, ideally the assessment of suitability should be and parameterised and the selection of
suitable annotations should be formalised. This will be explored in the future. Further-
more, crowdsourcing (Wang et al., 2010) has become an interesting solution for docu-
ment annotation in NLP research in recent years and it is known that quality control is a
difficult issue because, for example, developing and enforcing annotation guidelines can
be difficult. It is expected that the method introduced in this study can be adapted to help
guality assurance in crowdsourcing-based annotation tasks. This will also be explored in

the future work.
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Part |11 — Gazetteer Generation

This part addresses the second research question concerning automatically building gaz-
etteers for NER. Chapter 6 discusses automatic expansion of typed gazetteers; Chapter 7
discusses automatic generation of alternative, untyped gazetteers without the need of pre-

defined seed gazetteers.
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6 Typed Gazetteer Expansion

PREFACE

This chapter discusses automatically expanding existing gazetteers of pre-defined types.
It is divided into six sections. Section 1 gives an introduction to the problem. Section 2
discusses related work. Section 3 discusses the hypothesis behind this work and Section 4
introduces a novel approach that automatically expands existing gazetteers based on
knowledge in Wikipedia. Section 5 presents experiments, results and discussion. Section

6 concludes this chapter.
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6.1 Introduction

Gazetteers, in the context of NER, can be either typed or untyped. Typed gazetteers con-
tain reference entity names of pre-defined semantic types that are relevant to the task. For
example, a person gazetteer may be used as background knowledge to support recognis-
ing person entities. This type of gazetteers is more frequently used in NER. Untyped gaz-
etteers provide a simple way of grouping related terms without explicitly defining the
type or categories of the groups, such as word clusters. This chapter discusses typed gaz-
etteers, while the next chapter (Chapter 7) discusses alternative untyped gazetteers for
NER. For brevity, the term ‘gazetteer’ refers to the ‘typed’ sense in the remainder of this
chapter unless otherwise stated.

Gazetteers (both typed and untyped), are found to be particularly effective in improving
the performance of NER systems when combined with other lexical-level features
(Friedrich et al., 2006; Wang, 2006; Roberts et al., 2008; Saha et al., 2009). For example,
in Mikheev et al. (1998), the use of gazetteers improved the accuracy of a supervised
NER tagger by 39% in precision and 31% in recall. Particularly in technical domains,
gazetteers or technical dictionaries are the major resource for resolving the complexity of
domain-specific named entities (Roberts et al., 2008; Sasaki et al., 2008). Unfortunately,
gazetteers are not always available or are often found to be incomplete, especially in
technical domains. Even if gazetteers are already available, due to the evolutionary nature
of human knowledge, terminologies and vocabularies are constantly changing, which re-
quires frequent maintenance and update. Such task, if done manually, can be a laborious

process and potentially very expensive (Kazama and Torisawa, 2008).

For these reasons, research has been carried out to develop methods of automatically
generating or expanding typed gazetteers. In theory, the task of gazetteer generation or
expansion shares the similar goal as NER, i.e., to recognise named entities of pre-defined
types. While NER focuses on recognising and annotating each instance of named entities
in texts, gazetteer construction ignores individual occurrences in the source text but fo-

cusing on creating lexical resources.

Traditional methods for gazetteer construction exploit lexical and syntactic patterns to ex-
tract named entities from unstructured corpora (Riloff and Jones, 1999; Thelan and Riloff,
2002). With increasing availability of semi-structured documents from the Web, methods
have been proposed to harvest named entities from webpages by exploiting the structures

in such documents (Ciravegna et al., 2004; Blanco et al., 2010). Recently, a new type of
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web-based resource has gained significant attention in NLP research. This is Wikipedia, a
free online encyclopeadia that is created and maintained by collaborative effort. It is
widely recognised that Wikipedia is a massive knowledge resource of named entities
(Bunescu and Pasca, 2006). Its semi-structured nature enables easy access to vast amount
of knowledge of named entities. It has been employed in a wide range of NLP tasks, such
as document classification (Gabrilovich and Markovitch, 2006), Named Entity Disam-
biguation (Bunescu and Pasca, 2006), and semantic relatedness (Gabrilovich and
Markovitch, 2007).

Using Wikipedia for NER or gazetteer construction is rarely studied. Its potential for
such tasks has been unleashed in a number of studies, such as Toral and Munoz (2006),
and Kazama and Torisawa (2007a). These methods are still limited in several ways. First,
none have exploited the full content and structure of Wikipedia articles, but only focused
on the article’s first sentence. However, the full content and structure of Wikipedia carry
rich information that can be potentially useful. Second, evaluation has been focused on
the newswire domain and the four classic entity types defined in MUCS, i.e., location
(LOC), person (PER), organisation (ORG) and miscellaneous (MISC). The usefulness of
Wikipedia for technical domains has not been addressed. NER in technical domains is of-
ten much harder due to complexity of domain languages, density of information and
specificity of classes (Nobata et al., 2000; Murphy et al., 2006; Byrne, 2007). As a result,

gazetteers can play a more important role in domain specific NER.

This study proposes a new approach to automatically expand existing typed gazetteers
using Wikipedia as an external knowledge resource. Unlike previous work, the method
exploits various kinds of content and structural elements of Wikipedia, and does not rely
on domain-specific knowledge. Briefly, given an existing seed gazetteer containing
named entities that are described by Wikipedia articles, it firstly extracts hypernyms of
the entities in the seed gazetteer using their Wikipedia article contents and structures.
Next, related entities are identified as the links on these articles. If a related entity shares
hypernyms with the seed gazetteer, they are added to the expanded set. The method is
empirically tested in the Archaeology domain, where three existing gazetteers are auto-
matically expanded following the proposed method. The resultant gazetteers are then
used in an NER task, where the results have shown that they have contributed to further

improvement in NER learning accuracy.
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The rest of this chapter is structured as follows. Section 6.2 describes related work on au-
tomatic gazetteer generation; Section 6.3 discusses the hypothesis behind this work; Sec-
tion 6.4 introduces the proposed methodology; Section 6.5 describes the experiment and
evaluation, followed by the conclusion in Section 6.6.

6.2 Related Work

Methods for automatically generating or expanding typed gazetteers can be divided into
three categories: pattern driven approaches that use unstructured corpora; wrapper
based approaches that use structures of webpages; and knowledge resource approach-

es that use external knowledge resources, usually well-structured.

Pattern driven approaches uses lexical and syntactic patterns to extract entity names
from unlabelled corpora. Such patterns are often domain- and language-specific patterns.
A highly influential work of this type is Riloff and Jones (1999), which aims to build dic-
tionaries of named entities using seed entities and unlabelled corpora. The method adopts
an iterative learning strategy bootstrapped with a small amount of examples. Starting
with a handful of seed entity names of a pre-defined type and an unlabelled corpus, the
seed entity names are firstly located in the corpus. Then, lexical patterns are extracted for
each occurrence based on its context to obtain a collection of patterns that can extract en-
tities of the same type. Each pattern is then scored to promote patterns that extract a larg-
er number of named entities and that often correlates to one particular semantic type. The
pattern with the highest score is selected to be used for a new iteration of learning. Names
that are extracted by the selected pattern are also submitted to a scoring function, which
promotes names that are extracted by multiple patterns belonging to the same semantic
type, and by patterns that have high scores. Finally, the five highest scored extractions are
added to the seed gazetteer, and a new iteration of learning is repeated following the
same pattern-extraction, name-extraction workflow. This gradually grows the seed gazet-
teer until certain arbitrary threshold is reached, for example, a given number of iterations.
This method is later extended in Thelan and Riloff (2002), which permitted more extrac-
tion patterns to be learnt in each iteration and introduced a different scoring function for

candidate entity names. This proved to be more effective than the earlier approach.

Talukdar et al. (2006) followed a similar approach to create gazetteers using seed entities
and unlabelled corpora, but used different pattern induction and scoring methods. Given
seed entities, they are searched and labelled in texts. The contexts of each occurrence are

gathered for pattern induction. The pattern induction process begins with identifying
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from the contexts the so-called ‘trigger words’ that often indicate the presence of entities
belonging to the same type. Trigger words are selected if they are frequently found in the
contexts associated with the type of interest. Next, rather than using individual contexts
as lexical patterns, an extraction pattern is induced as automata that summarises the most
significant regularities of the contexts sharing a given trigger word. A pattern automaton
represents the set of contexts that share the same trigger word as transitions that connect
contextual words, the trigger word and also the named entity position. The pattern scor-
ing method promotes patterns that extract more entity instances and penalises patterns
that extract entities belonging to seed entities of other types (negative entities). Any pat-
terns that extract negative entities, or whose scores are below a certain threshold are dis-
carded. After the pattern filtering, newly extracted entities are scored based on the num-
ber of different patterns that extracts them. Eventually, the learning process also adopts

an iterative nature, which gradually grows the seed gazetteers.

Pattern based approaches are generally effective and are often preferred in tasks involv-
ing large scale of data such as webpages (Etzioni et al., 2004; Freeman et al., 2011;
Nakashole et al., 2011). A major limitation of this class of approaches is ‘error propaga-
tion’, that the performance rapidly declines as noisy patterns or entities are introduced in
the bootstrapping process (Riloff and Jones, 1999; Ando, 2004). Also, low frequency en-
tities can be problematic since there may be insufficient contextual information for pat-
tern generalisation. Furthermore it has been criticised for weak domain adaptability and
inadequate extensibility due to the specificity of derived patterns (Toral and Munoz, 2006;

Kazama and Torisawa, 2008).

Wrapper based approaches exploit the structure of webpages. They are based on the idea
that webpages often present similar information in similar structures. For example, a
football league table will list instances of football teams; a yellow page website will list
instances of companies. Therefore, if seed entities can be used to locate such webpages
and structures, entities of the same type can be harvested by a wrapper program that pro-
cesses the structured data and extracts information from similar structures. For example,
Ciravegna et al. (2004) proposed to harvest person names from webpages based on seed
entities. Firstly, webpages are crawled and those that contain mentions of seed entities are
kept. All the occurrences of seed names are then annotated on the webpages and only
those that contain a reasonable quantity of known names organised in structures such as
lists and tables are selected to be further processed. Then, if a list or a table structure (e.g.,
column, row) contains multiple seed entities (e.g., at least four), a wrapper that can ex-
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tract data from such structures is automatically induced, and applied to the similar struc-
ture to extract new entities. For example, if a list contains four seed entities that are al-
ready known person names, a wrapper is induced to extract all elements in the list and la-

bels the extracted elements as person names.

Other wrapper based studies have been carried out (Blanco et al., 2010; Dalvi et al.,
2011), generally based on the same principle but are distinguished by focusing on inte-
gration of knowledge extracted from different sources, or scoring and selecting induced

wrappers in case of noisy annotations.

Knowledge resource approaches rely on the abundant information encoded in external
knowledge resources and exploits domain-independent structures in such resources.
Magnini et al. (2002) used WordNet as a gazetteer together with rules to extract named
entities from texts. WordNet is a lexicalised ontology of words. It encodes word senses as
synsets, which are indexed by their word forms and connected to other synsets by lexical
and semantic relations. They suggested two ways that WordNet can be used as a gazet-
teer for this task. First, WordNet defines concepts that are hyponyms of an entity type.
For example, the ‘person’ synset corresponding to the person named entity (as PER in
MUCS) contains over six thousand hyponyms, among which words such as ‘astronomer’,
and ‘musician’ can be used as trigger words to identify presence of the person entities in
texts. Second, WordNet also defines instances of concepts, such as ‘Galileo’ and ‘New
York’, which can be used directly as gazetteers. Based on these observations, they pro-
posed to extract words that have the hyponymy relation with the desired named entity
type from WordNet (i.e., by traversing the 1S-A relation in WordNet), and then used sim-
ple heuristics to classify the words into ‘trigger’ words, and named entity instances (e.g.,
using capitalised word sequences). These are then used with a rule-based method to ex-
tract new named entities from texts. The main limitation of WordNet is lack of domain

specific vocabulary, which is critical to domain specific applications.

Research in gazetteer construction and NER has also started to benefit from the success-
ful lessons of using Wikipedia for NLP tasks. Toral and Munoz (2006) proposed to build
gazetteers for location, person and organisation using Wikipedia. Given a Wikipedia arti-
cle, they firstly extracted the noun phrases from the first sentence on the article page. The
noun phrases are then mapped to WorldNet synsets. Next, starting from the mapped syn-
set, the hypernymy relation is traversed until a higher level synset that satisfies one of the

two conditions is found: 1) it represents the desired named entity type; 2) or it represents
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a sub-class concept of the desired named entity type (e.g., ‘country’ is considered a sub-
class concept of the type location). If such a synset can be found, the title of the Wikipe-

dia article is added as an instance of the named entity gazetteer.

Kazama and Torisawa (2007a) proposed to extract hypernymy labels from Wikipedia and
use the labels as features for NER. Firstly, capitalised word sequences are extracted from
a corpus, and then looked up in Wikipedia. If a Wikipedia article is found for a candidate,
the first sentence of the article is processed to extract the hypernym of the concept or en-
tity described by the article. This is done by extracting the head noun of the first noun
phrase after be in the first sentence of the article. For example, ‘mammal’ is the extracted
hypernym for the word ‘cat’, which has the first sentence as ‘The domestic cat is a small,
usually furry, domesticated, carnivorous mammal’ in its Wikipedia article. The hyper-
nyms are used as features for the search candidates, which are to be classified into pre-
defined named entities. Empirically in an experiment, they mapped over 39,000 search
candidates to approximately 1,200 hypernyms. Essentially, the process is equivalent to
generating 1,200 gazetteers (labelled by the hypernyms) that include a total of 39,000
candidate entities. Although the hypernyms can be more specific than the required types
of an NER task, the correspondence between them can be automatically learnt by a statis-

tical classifier using training data.

While these earlier methods of gazetteer generation using Wikipedia have shown encour-
aging results, one major limitation is that they only make use of an article’s first sentence.
Other content and structural elements of Wikipedia can also carry rich and potentially
useful information, but have been ignored. Meanwhile, it is unclear whether the methods
can be extensible to technical domains, where due to the complexity of domain languages

and specificity of classes, the suitability of Wikipedia can be questioned.

6.3 Hypothesis

This work proposes an approach that automatically expands typed gazetteers by exploit-
ing various content and structural elements in Wikipedia. It is based on the following hy-

pothesis:

H2.1 Type-oriented gazetteer: Wikipedia can be used as a knowledge base of
named entities. An existing gazetteer of predefined types can be automatically

expanded using Wikipedia by defining gazetteer hypernyms using the structure
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and content of Wikipedia, and extracting similar entities that share similar hy-

pernyms with the seed gazetteer.

The first part of this hypothesis views Wikipedia as a knowledge base of named entities.
As discussed before, this has been proposed by earlier studies and justified in various
NLP tasks concerning named entities (Bunescu and Pasca, 2006; Gabrilovich and
Markovitch, 2006; Toral and Munoz, 2006; Gabrilovich and Markovitch, 2007). Fur-
thermore, a number of studies have been carried out to study Wikipedia’s coverage of

domain specific vocabulary.

Holloway et al. (2007) showed that by 2005, Wikipedia already contained 1,069 discon-
nected clusters of categories of articles each denoting a distinctive subject. Milne et al.
(2006) studied Wikipedia’s coverage of domain specific terminology in the domain of
food and agriculture. Firstly, they made a direct comparison between Wikipedia and a
manually created domain-specific thesaurus, and showed that approximately 50% of all
terms in the thesaurus are included in Wikipedia. Further analysis showed that the ma-
jority of missing terms in Wikipedia are generally scientific terms and highly specific
multi-word phrases. Next, they investigated how well Wikipedia provides thesaurus sup-
port for a domain-specific corpus by studying the coverage of terminology found in the
corpus. Interestingly, it was found that many of the missed terms by Wikipedia are rarely
used in the corpus; and as a result, the coverage of Wikipedia increased to over 70%.
Overall Milne et al. concluded that Wikipedia can be used as a reliable terminology

source for the food and agriculture domain.

Halavais (2008) compared the topical coverage distribution of Wikipedia against that of
Bowkers Book in Print, which lists nearly all books that are currently available in English
and in the United States from major publishers. A sample of 3,000 articles was drawn
randomly from a 2006 English Wikipedia dump and articles with less than 30 words of
text were discarded. These articles were manually classified by the Library of Congress
(LC) category at the broadest level by two coders familiar with both Wikipedia and the
LC system. The distribution of topics was then compared against that of the collection by
Bowkers Books in Print. They found that the topical coverage of Wikipedia was general-
ly good across all areas, although it seemed to be driven by the interests of its users. In
particular, the sciences were well represented. However, it was not universally the case
for every sub-area. For example, articles in medicine and law were particularly sparse.
Other studies by Altmann (2005) and Clauson et al. (2008) also confirmed that Wikipe-
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dia’s coverage of biomedical terminology is generally very limited when compared

against specialist resources.

It is unsurprising that the usefulness of Wikipedia as a biomedical knowledge base is
very limited. The biomedical domain is an area that has seen decades of development of
lexical resources and benefited from a vigorous community constantly contributing to
such resources. However, well-curated knowledge resources in other domains can be
lacking and therefore, Wikipedia can still be a very useful resource for other domains that
are not well-represented. On the other hand, to some extent, the exponential growth of

Wikipedia may compensate towards its coverage limit.

The second part of the hypothesis states that given an initial gazetteer that contains
named entities defined in Wikipedia, additional named entities of the same type can be
identified based on the content defined for the entities and structural links with other
Wikipedia resources. This requires: 1) that the Wikipedia articles must be linked in cer-
tain ways such that additional resources can be collected by following the links; 2) that
the hypernyms of named entities can be labelled based on the content and structural ele-
ments in their corresponding Wikipedia articles, such that they can be matched. The first
condition is easily satisfied since Wikipedia articles are intensively hyperlinked. In addi-
tion, a categorisation system is used to group articles under similar topics. The second
condition can also be satisfied as it is justified by previous studies (Kazama and Torisawa,

2007a). Nevertheless, a different approach is explored in this work.

6.4 Gazetteer Expansion using Wikipedia Content and Structure

This section introduces the proposed method of automatic gazetteer expansion. Given an
existing gazetteer containing named entities of a predefined type, the named entities are
searched in Wikipedia and the articles describing the entities are retrieved. Next, the
named entities are labelled by hypernymy terms that are extracted from their Wikipedia
articles. These hypernymy terms are often more fine-grained class labels than the desired
entity type. To contrast, the pre-defined entity type is named Coarse-Grained Class
(CGC) labels and the extracted hypernyms are named Fine-Grained-Class (FGC) labels.
Next, candidate named entities are identified as the links found on the articles of the ini-
tial seed named entities. Finally, to decide whether a candidate named entity belongs to
the pre-defined type (i.e., CGC), it is also labelled by its FGCs. Its FGCs are then com-
pared with the pool of FGCs extracted for the initial gazetteer to decide whether the can-

didate entity qualifies for the same type. This process is divided into three steps: the
81



6. Type-Oriented Gazetteer Expansion

matching step, the classification step, and the expansion step. The pseudo-algorithm is
illustrated in Figure 6.1.

Input: initial gazetteer of named entities SE of a predefined type (CGC) C
Output: new entities NE of type C
STEP 1 - matching
a. Initialise Set A to contain articles for SE;
b. For each entity e: SE
c. Retrieve article a from Wikipedia for e;
d. AddatoA;
STEP 2 - classification
a. Initialise Set L
b. Foreach a: A
c.  Extract fine grained class labels (FGC) ;
d AddltoL;
e. Filter L
STEP 3 —expansion
a. Initialise Set HL;
b. Foreach a: A
c. Add hyperlinks from a to HL;
d. (optional) recursively crawl extracted hyperlinks and repeat b and ¢
e. For each link hl: HL
f. Extract fine grained class labels (FGC) /’;
g. If match_function(Z’, L) = true
h. Add title of hl to NE;
i. Add titles of redirect links of hl as entity names to NE;

Figure 6.1. Pseudo algorithm for gazetteer expansion using Wikipedia
6.4.1 The Matching Step

In the matching step, a given named entity is searched in Wikipedia to obtain the corre-
sponding article describing the entity. Three types of outcomes can be expected. First,
Wikipedia returns a single article page for terms that are unambiguous, or those of which
a most commonly used sense is available. For example, the phrase ‘natural language pro-
cessing’ has a unique article page in Wikipedia; the word ‘cat’ is given the article page
that describes the most widely use sense of ‘a kind of domesticated animal’ rather than
anything else that can also be referred by the same word. In this case, the single article

page is selected for the named entity.

Second, some terms will not point to any articles in Wikipedia. In this case, the ‘leftmost
longest match’ rule is applied to fuzzily match the entity to the closest Wikipedia article.
For example, for the phrase ‘Stone Age flint arrowhead’, the entire phrase returns no arti-

cles. Therefore, it is reduced to ‘Age flint arrowhead’, ‘flint arrowhead’ and ‘arrowhead’
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and searched in turn in Wikipedia until a match is found. The intuition is to match the
named entity to the closest concept that is likely to be the hypernym of the entity.

Third, for polysemous terms and names that can be used to refer to different concepts and
entities, Wikipedia uses ‘disambiguation’ pages as directory lists for such articles. A dis-
ambiguation page lists different meanings with links to corresponding article pages. For
example, the search for ‘George Bush’ returns a disambiguation page that lists all named
entities that are referenced by this name. In this case, the named entity is discarded and

not used for the following steps.

Using ‘Sheffield’ as a running example, it is matched to a single article ‘http://en.wiki-
pedia.org/wiki/Sheffield’ in this step as it is defined as the most commonly used sense by
Wikipedia.

6.4.2 The Classification Step

Once Wikipedia articles are retrieved for all seed entities, the entities are labelled by their
FGCs based on the article content. There are two types of information from Wikipedia
that can be used as reliable labels (Step 2, a — d in Figure 6.1). The first is based on the
study by Kazama and Torisawa (2007a), who observed that the first sentence of an article
is often a definitive sentence. Specifically, the head noun of the noun phrase just after be

is most likely the hypernym of the entity of interest.

There are two issues in this approach. First, the head noun may be too generic to repre-
sent a domain-specific class. For example, following their approach the FGC extracted
for the archaeological term ‘Post-Classic Stage’ from the sentence ‘The Post-Classic
Stage is an archaeological term describing a particular developmental level’ is ‘term’,
which is the head noun of ‘archaeological term’. Clearly in such a case the phrase is more
domain-specific than the head noun. For this reason, the first noun phrase after be is used
as FGC instead of the head noun. Second, their method ignores a correlative conjunction
that often indicates equally useful FGCs. For example, the two noun phrases in italics in
the sentence ‘Leeds is a city and metropolitan borough in West Yorkshire, England’ are
equally useful FGCs for the article ‘Leeds’. For this reason, we also extract the noun
phrase that is connected by a correlative conjunction as the FGC. For brevity, this method
of classification is referred to as FirstSentencelabeling, and the FGCs extracted are re-
ferred to as FGC..
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Therefore, using the previous example, the first sentence ‘Sheffield is a city and metro-
politan borough in South Yorkshire, England’ is extracted from the Wikipedia article,
and ‘city’ and ‘metropolitan borough’ are extracted as FGCs for ‘Sheffield’ and its corre-

sponding gazetteer.

The second method for extracting FGC is based on the Wikipedia category structure.
Wikipedia articles are labelled by one or multiple categories, which are generalised con-
cepts organised in a hierarchical structure, creating a category tree generally resembling
the broader and narrower sense of relation between categories. Similar articles are
grouped by same category labels. Although the hierarchy does not define strict taxonomic
relations between categories, research (Strube and Ponzetto, 2006; Zesch and Gurevych,
2010a) has shown that it can be used as an approximate taxonomy in many tasks. There-
fore, category labels of articles are extracted, filtered and selected as FGCs of entities.
This approach is named as CategoryLabeling, and the extracted FGCs are denoted by
FGC.. Following this approach, the category labels extracted from the ‘Sheffield’ article
include: ‘Populated places established in the 1st millennium’, ‘Cities in Yorkshire and the
Humber’, ‘Local government districts in South Yorkshire’, ‘Metropolitan boroughs’,

‘Sheffield’, ‘Local government districts of Yorkshire and the Humber’.

There are three situations in which the extracted FGCs must be revised (Step 2, e “Filter
L’ in Figure 6.1). Firstly, some articles have a category with the same name as the article
title. In the above example, the article of ‘Sheffield’ has a category also named as ‘Shef-
field’. In this case, the category tree is traversed to the next level up to extract categories
of the category ‘Cities in Yorkshire and the Humber’, ‘Metropolitan boroughs’, ‘Local
government districts in South Yorkshire’, ‘Districts of England’. Secondly, for manage-
ment purposes, arbitrary categories have been created by Wikipedia moderators to group
and organise articles. Examples include ‘Articles to be Merged since 2008°, ‘Wikipedia
Templates’, etc. Such categories do not carry useful semantics, and can introduce noisy
labels. Therefore, a stopwords list is manually created to filter out such categories. The
full list is shown in Figure 6.2°. Any categories that contain a word in Figure 6.2 are ig-
nored. Thirdly, to further filter out noisy labels, only FGCs that are extracted for at least 2

seed entities are kept.

* These stopwords are used for a version of Wikipedia dated 6 Feb 2007. It is known that later ver-
sions of Wikipedia have introduced more category labels for management purposes and therefore,
additional stopwords may be needed.
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cleanup, articles, pages, disambiguation, infobox, Wikipedia, Wiktionary,
Wiki, underpopulated, disputes from, accuracy disputes, categories, classifi-
cation, uncategorized, wikify

Figure 6.2. A list of stopwords used to filter out noisy category labels

The classification process generates a pool of FGCs which are hypernyms of input named
entities and potentially hyponyms of pre-defined CGCs. In the next step, they are used as
a control vocabulary to guide the expansion of similar named entities.

6.4.3 The Expansion Step

Next, expanding the gazetteer involves identifying from Wikipedia the candidate entities
that are related to the input named entities. This is done by following the hyperlinks from
the full content of articles retrieved for the input named entities (Step 3, a — ¢ in Figure
6.1). The hyperlinks connect the main article of an entity (source entity) to other sets of
entities (related entities). Therefore, by following these links a large set of related entities
to the initial gazetteer can be reached. These are considered candidate entities for selec-
tion. For example, Figure 6.3 shows a screenshot of the Wikipedia article for ‘Sheffield’
with a number of links highlighted (as underline).

Rotherham, from which it is separated largely by the M1 motorway. Although Barnsley Metropolitan Borough also borders
ay. The southern and westemn borders of the city are shared with Berbzshire; in the first half of the 20th century Sheffield
erof \.rillages.:j3L1| including Totley, Dore and the area now known as Mosborough Townships. Directly to the west of the city is

Figure 6.3. Linked articles that are relevant to ‘Sheffield’

Furthermore, the hyperlinks can be recursively followed to retrieve more candidate enti-
ties and Wikipedia articles if necessary (Step 3, d in Figure 6.1), e.g., when the initial
gazetteer is very small and very few Wikipedia articles can be found for the initial named

entities.

Next, the two classification approaches introduced in the previous section are used to
identify the FGCs of candidate entities (Step 3, e, f in Figure 6.1). For example, the link
‘Barnsley Metropolitan Borough’ is followed to retrieve a candidate entity’s article. Then,
based on FirstSentenceLabeling the FGCs are extracted as ‘metropolitan borough’; based
on CategoryLabeling the FGCs are extracted as ‘Politics of Barnsley’, ‘Local govern-
ment districts in South Yorkshire’, ‘Metropolitan boroughs’, and ‘Local government dis-
tricts of Yorkshire and the Humber’. These extracted FGCs are matched against the pool

of FGCs extracted for the initial gazetteer using a match function; if a match condition is
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satisfied, then the candidate entities — the title of the corresponding Wikipedia article —
are accepted to extend the gazetteer (Step 3, g, h in Figure 6.1). In this study, the match
function simply checks if the FGCs of a candidate entity are included by those of the ini-
tial gazetteer extracted using the same classification method. That is, if the FGCs of the
initial gazetteer are built by FirstSentenceLabeling, only the candidate entity’s FGCs la-
belled by the FirstSentenceLabeling approach are used for matching. Thus following the
previous example, the FGCs extracted by FirstSentenceLabeling for ‘Barnsley Metro-
politan Borough’ — ‘metropolitan borough’ — is checked against those extracted for ‘Shef-
field’ by the same classification method, and is found to be shared by the two entities. As
a result, it is considered a valid match and ‘Barnsley Metropolitan Borough’ is accepted
into the gazetteer. The same procedure applies to CategoryLabeling for gazetteer expan-
sion. The intuition is that if a candidate entity shares a hypernym with a source entity,
then any higher level hypernyms — and eventually the desired entity type — of the source
entity should also apply to the candidate.

In addition, for each qualifying Wikipedia article accepted into the gazetteer, the associ-
ated ‘redirection’ titles are also selected as entity names (Step 3, i in Figure 6.1). Redi-
rection titles for a Wikipedia article are usually name aliases for the same entity or con-
cept. In Wikipedia, all redirection titles point to the same article page. To further elimi-
nate potentially ambiguous entities, for each extended gazetteer, we exclude entities that
are found in domain-independent gazetteers. For example, we use a generic person hame

gazetteer to exclude ambiguous names from the extended gazetteers for LOC (Location).

After applying these processes, the initial gazetteer is expanded by entities with which
they share the same FGCs. The method can be repeated for a number of iterations, in
which the newly added entities serve as seed entities and go through the three stages
again. Depending on the size of seed entities and the desired scale of the output, one can

customise the number of runs to build various sizes of gazetteers.

6.5 Evaluation and Discussion

The proposed method is evaluated in an NER task in the archaeology domain. As dis-
cussed before, gazetteer generation is rarely addressed in domain-specific contexts, par-
ticularly scientific domains. Existing studies have predominantly evaluated their methods

in the newswire domain.
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In brief, the proposed method is firstly applied to extend three domain-specific gazetteers,
which are referred to as initial gazetteers. Then, both the initial gazetteers and expanded
gazetteers are used in an NER experiment on archaeology data. The results are compared.
The corpus described previously in Chapter 5 is used in this experiment. The dataset is
then split into five equal parts for five-fold cross-validation experiments. The SVM-based
NER tagger used in Chapter 4 is reused with the same setting. The baseline features for

the classifier are:

e The exact token string

e Orthographic type of the token

e Morphological root of a token (i.e., lemma)

e A context window of 5 (i.e., five tokens before and five tokens after the current
token)

To access Wikipedia content, the JWPL (Java-based Wikipedia Library) library (Zesch et
al., 2008a) is used. A version of Wikipedia dated 6 Feb 2007 is parsed by this library and

accessed locally.

The accuracies (Precision — P, Recall — R, F1) obtained with the baseline are shown in
Table 6.1.

Next, the same domain specific gazetteers previously used in Chapter 5 are used as addi-
tional features to the baseline. To re-cap, these include the MIDAS English archaeology

period terms as the gazetteer for TEM, the Thesaurus of Monuments Types from English

LOC SUB TEM
P R F1 P R F1 P R F1
Baseline (B) 694 674 684 69.6 62.3 65.7 823 814 818
Table 6.1. Baseline learning accuracy

Heritage and the Thesaurus of Archaeology Objects from the STAR (STAR, 2007) pro-
ject as gazetteers for SUB, and the UK Government list of administrative areas as the
gazetteer for LOC. These will be referred to as GAZ;,. The learning accuracies with the

added gazetteer features are shown in Table 6.2.

LOC SUB TEM
P R F1 P R F1 P R F1
B+GAZ,, 690 721 705 697 654 675 823 827 825
Table 6.2. Learning accuracies by the baseline with the initial gazetteers
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The initial gazetteers are then expanded using the proposed method. Since two separate
methods are introduced for the classification stage and used separately for labelling can-
didate entities, they are applied separately and compared. Specifically for each entity type,
GAZp sirstsent denotes an expanded gazetteer built using FirstSentenceLabeling for classi-
fying initial gazetteer entities and candidate entities; GAZeyy category refers to an expanded
gazetteer built with CategoryLabeling. Table 6.3 shows statistics of the gazetteer expan-
sion results. Table 6.4 shows the most frequently extracted FGCs for each gazetteer by
each classification method.

Number of unigue entries in gazetteers

LOC SUB TEM
GAZ; 11,786, 5,725, 61,

8,228 found in Wikipedia 4,320 found in Wikipedia 43 found in Wikipedia
GAZ., 19,385, 11,182, 163,
firstsent 1,999 new to GAZjnit 5,457 new to GAZjnit 102 new to GAZjyit
GAZ., 18,861, 13,480, 305,
category 1,075 new to GAZjnit 7,745 new to GAZnit 245 new to GAZiyit

Table 6.3. Number of unique entities in each gazetteer

The expanded gazetteers then replace the initial gazetteers, and are used for NER. Results
are shown in Table 6.5.

The results so far have shown that, despite the large sizes of the initial gazetteers, they
are still incomplete and can be further expanded. The expansion process significantly in-
creased the amount of domain-specific entities as indicated by the numbers in Table 6.3.
Careful analyses have shown that there are gaps between the annotations and initial gaz-
etteers. For the LOC gazetteer, many street names (‘Blue Stone Heath Road’, ‘A61°),
place of interests (‘Royal Armory Museum’, ‘Abbey Village Reservoir’) and alternative
names are used in the corpus; however, these are largely missing in the initial LOC gazet-
teer, which only contains UK administrative areas. Similarly for TEM, many alternative
and new names are found in annotations but not included in the gazetteer. Examples in-
clude ‘renaissance’, ‘Roman Republic’, ‘Byzantine Empire’. The problem is even more
acute for SUB due to the heterogeneity of information in this class. The initial gazetteers
were initially divided into 44 sub-topics, which is equivalent to an average of roughly
130 entities per topic. The gazetteer expansion process successfully doubled the size of
SUB gazetteers. The quality of the generated gazetteers is considered to be good since
they improved the performance of the baseline with the initial gazetteers by 1 — 3 points
in F1.
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LOC

FirstSentenceLabeling CategoryLabeling

village, villages in north Yorkshire,
small village, north Yorkshire geography stubs,
place, villages in Norfolk,

town, villages in Somerset,

civil parish English market towns
SUB

FirstSentenceLabeling CategoryLabeling

facility, ship types,

building, monument types,

ship, gardening,

tool, fortification,

device architecture stubs

TEM

FirstSentencelLabeling CategoryLabeling

period, Periods and stages in archaeology,
archaeological period, Bronze age,

era, middle ages,

century, historical eras,

historical era centuries

Table 6.4. Top 5 most frequently extracted FGCs by each classification method

LOC SUB TEM
P R F1 P R F1 P R F1
B+ GAZogp fisse. 699 767 731 700 683 69.1 826 846 836
B+ GAZexp cay 69.1 751 720 688 670 679 820 837 828

Table 6.5. Learning accuracies with the expanded gazetteers.

Furthermore, the effects of combining the two classification methods for initial and relat-

ed candidate entities are studied. Two additional sets of gazetteers were created and test-

ed with the NER tagger. Firslty, GAZc, union Merges gazetteers built using two different

approaches; secondly, GAZep inersect  takes the intersection of GAZeg firsisent and

GAZeyp caregory 1.€., ONly entities that are generated by both approaches. The sizes of the

two new gazetteers are shown in Table 6.6. The NER performance using these gazetteers

is shown in Table 6.7.

LOC SUB TEM
GAzexp_union 23,741 16,697 333,

11,955 new to GAZj,; 10,972 new to GAZ;,ir 272 new to GAZ;ni
GAZexp_intersect 14,022, 7,455, 133,

2,236 new to GAZ;,it

1,730 new to GAZ;it

72 new to GAZ;yit

Table 6.6. Number of unique entities in each gazetteer built by combining the
two approaches

Location Subject Temporal

P R F1 P R F1 P R F1
B+GAZ.,, 689 750 718 698 665 681 824 834 829
union
B+GAZ,, 693 762 726 69.7 676 686 826 843 834

intersect

Table 6.7. Learning accuracies With GAZey;, union aNd GAZeyp intersect.
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Results have shown that taking the intersection of gazetteers generated by the two ap-
proaches outperformed the union, but figures are still lower than the best results obtained
with GAZey, firssent @S Shown in Table 6.5. Also, learning accuracies obtained with
GAZeyp category are lower than with GAZey firstsent. These observations suggest the quality of
gazetteers generated using CategoryLabeling is lower than those by FirstSentencelLabel-
ing, therefore, merging the gazetteers included noisy entities from the low-quality gazet-
teer, while intersecting the gazetteers excluded valid entities from the high-quality gazet-
teer. Analysing examples of the FGCs extracted by the two methods showed that this
could be due to two reasons. First, the loose structure of the Wikipedia category graph
does not always follow the IS-A relationship. Although several heuristics have been in-
troduced to reduce noise, the FGCs extracted by this method are still noisier than those
built by FirstSentenceLabeling. Such examples include ‘Bronze’ for TEM, and ‘Units of
force’ for LOC. These noisy FGCs accepted invalid entries in the gazetteers. On the other
hand, compared to Wikipedia categories, the FGCs extracted from the first sentences are
sometimes very fine-grained and restrictive. For example, the FGCs extracted for ‘Buck-
inghamshire’ from the first sentence are ‘ceremonial Home County’ and ‘Non-
metropolitan County’, both of which are UK-specific Location concepts. These fine-
grained FGCs are believed to help control the gazetteer expansion to focus on the domain
of interest. The better performance with FirstSentenceLabeling suggests that this has

played a positive role in improving the quality of candidate entities.

6.6 Conclusion

This chapter has addressed methods for expanding existing gazetteers of pre-defined
types. Gazetteer is a type of background knowledge that is important in NER. However,
it is not often available and manually creating gazetteers is a time consuming and costly
process. To address this issue, research has been carried out to develop methods for au-
tomatically generating or expanding existing gazetteers of pre-defined types. The majori-
ty of these methods use lexical and syntactic patterns to identify named entities from un-
structured corpus. Many have exploited the regularities of webpages and developed
wrapper based methods that extract named entities from webpage structures such as ta-
bles and lists. Recently, several studies are made to exploit the structure and content in
Wikipedia to create named entity gazetteers for NER. Compared to other types of meth-
ods, Wikipedia provides the advantage of easier access to richly structured information,
good coverage of named entities and specialised terminology, and reasonable coverage

for many technical domains. The exponential growth of Wikipedia knowledge base en-
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sures promising prospects for methods built on top of it. Unfortunately, existing studies
are inadequate in several ways. Firstly, they only make use of very limited content and
structures of Wikipedia; secondly, they have only addressed the newswire domain. The
applicability of Wikipedia in domain specific tasks has not been tested.

In this study, a new method of gazetteer expansion has been proposed to address these is-
sues. Given an initial gazetteer of a pre-defined type, the method automatically expands
the gazetteer by exploiting various content and structural elements in Wikipedia. The
method is domain-independent, only relying on the generic structures of Wikipedia. Em-
pirically tested in an NER task concerning three domain-specific entity types in the ar-
chaeology domain, the method has doubled the sizes of initial gazetteers with additional
entities of the same type harvested from Wikipedia. The extended gazetteers have also

further improved learning accuracies in an NER task.

Several questions remain to be answered in the future research. Firstly, the method is
evaluated indirectly by an NER application. Alternatively, the expanded gazetteers could

be manually inspected to assess its quality. This will be carried out in the future work.

Secondly, the method will be revised to improve its scalability. As discussed before, the
method is designed to be scalable, in the way that it can be repeated in iterations to gen-
erate various sizes of gazetteers. Theoretically, it can also be applied with much smaller
initial seed gazetteers. However, these have not been empirically tested. With much
smaller seed gazetteers (e.g., gazetteers with less than 50 elements), the classification
stage may have to be revised to relax the granularity of the extracted FGCs (e.g., ‘cities’
instead of ‘cities of the Yorkshire county’) in order to bootstrap iterative gazetteer gener-
ation. Additionally, certain noise control strategies may be necessary as the number of it-

erations grows. These will be explored in the future.

Further, the current method explores only the named entities that have a dedicated article
page in Wikipedia. However, a vast amount of named entities exist in the articles of Wik-
ipedia but they do not have a dedicated page. For example, ‘Dell Latitude D600’ is a
named entity that does not have a dedicated Wikipedia page but is mentioned on the page
of ‘Dell Latitude’. It may be beneficial to capture and include these entities in the learn-

ing process.

Last but not least, the long term goal will be exploring methods that are based on a com-

bination of online resources, including generally structured webpages, Wikipedia and
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other web resources, such as the Open Directory Project (ODP®), a large directory of
named entities. It is impossible to create an ultimate, complete knowledge base; however,
different knowledge sources may complement or re-enforce each other. Therefore, gazet-
teer generation may benefit from collective evidence based on a combination of resources.
One interesting research that may help towards this goal is the DBpedia project (Bizer et
al., 2009), which interlinks knowledge from different sources and publishes them through
a uniform access protocol. It is a free online multi-million triple store that links concepts
and entities by semantic relations. For example, as by 29th Feb 2012, DBpedia includes
triples that describe 416,000 persons, 526,000 places, 106,000 music albums, 60,000
films, 17,500 video games, 169,000 organisations, 183,000 species and 5,400 diseases.
Therefore, DBpedia can be a potentially powerful knowledge resource for gazetteer con-

struction. Methods based on DBpedia will be explored in the future.

> ODP (Dmoz), http://www.dmoz.org/, last retrieved on 29 Feb 2012
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7 Alternative Gazetteer Generation

PREFACE

This chapter discusses automatically generating alternative gazetteers for NER. Alterna-
tive gazetteer is a concept relative to traditional and typed gazetteers discussed in the
previous chapter. Alternative gazetteers simply provide a way of grouping related terms
without explicitly defining the type or category of the groups. This chapter is divided into
seven sections. Section 1 gives an introduction to the problem. Section 2 discusses related
work. Section 3 details the hypothesis behind this work and Section 4 introduces an ap-
proach that exploits word topicality for alternative gazetteer generation. Section 5 pre-
sents experiments and results. Section 6 discusses results, and presents an in-depth analy-

sis of lessons learnt. Section 7 concludes this chapter.
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7.1 Introduction

Alternative gazetteers provide a simple way of grouping related terms without explicitly
defining the type or categories of the groups as the typed gazetteers do. Thus a typed gaz-
etteer of companies may say that ‘Microsoft’ and ‘Google’ are both company entities; an
alternative gazetteer simply says that the two terms are always found belonging to the
same group, regardless of what the group is called (e.g., ‘American companies’, ‘IT
companies’, or even ‘unknown group A’). They are useful to NER because from the
learning point of view, a gazetteer will be useful as long as it returns consistent labels for
the same types of named entities, since the correspondence between the labels and the
named entity types can be learnt automatically from training data (Kazama and Torisawa,
2008). An advantage over typed gazetteers is that it eliminates the need of labelling gaz-
etteers or their entries, which encourages unsupervised methods to be adopted for gazet-
teer generation. In fact, the majority of studies that address automatically generating al-
ternative gazetteers have adopted unsupervised approaches that require no manually pro-
vided input.

Several forms of alternative gazetteers have been explored for NER. One commonly
adopted technique is using word clusters, where words are clustered based on their distri-
butional similarity and the derived clusters are used as a handful of gazetteers for NER
(Freitag, 2004; Miller et al., 2004; Jiang et al., 2006; Kazama and Torisawa, 2008; Saha
et al., 2009; Finkel and Manning, 2009; Chrupata and Klakow, 2010). Some studies have
proposed to automatically extract hypernyms of terms using external resources and group
terms by their hypernyms, which effectively creates a set of gazetteers that can be used

for NER (Kazama and Torisawa, 2007a; Kazama and Torisawa, 2008).

This chapter explores a new dimension of building alternative gazetteers for NER. It
builds on the hypothetical relationship between the topicality of words and named enti-
ties. Topicality of a word refers to the degree to which a word represents a document’s
topic. Although a formal definition of ‘topic’ is not available, it can be considered as sev-
eral key terms that summarise the ‘aboutness’ of a document. The relationship between
document topics and named entities was initially introduced by a number of studies, for
example, Clifton et al. (1999) showed that named entities are highly relevant to the topic
of a document. Hassel (2003) argued that named entities are often among the most infor-
mation dense tokens of the text and largely define the domain of interest. Rennie and

Jakkola (2005) and Gupta and Bhattacharyya (2010) proposed to measure topicality of
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words in terms of ‘informativeness’, which is then transformed to some features for
named entity detection. Generally, informativeness is quantified based on a word’s distri-
bution over a collection of documents: it is generally agreed that informative words often
demonstrate a ‘peaked’ frequency distribution over a collection of documents, such that
the majority of their occurrences in the collection are found in a handful of documents
(Church and Gale, 1995b). In practice, most informativeness measures (Spark Jones,
1973; Harter, 1975; Church and Gale, 1995a; Church and Gale, 1995b; Rennie and
Jaakkola, 2005) have employed two distributional properties of words: document fre-

quency and term frequency in the corpus.

However, informativeness may not always represent topicality for two reasons. First,
document topics can vary largely even if they belong to the same domain. For example,
articles in the Genia corpus are from scientific journals, each discussing a finely con-
strained subject that is related to biomedical science but individually distinctive. This is
reflected by largely varying vocabularies as well as varying frequency patterns of words
at individual document basis. Informativeness however, studies the global distribution of
words and ignores such varying patterns specific to documents. As it will be discussed
later in this chapter, many informativeness measures are biased by document frequency
and can promote words that are irrelevant to topics of individual documents, or miss
those that are in fact relevant. Second, informativeness scores are globally uniform and
specific to a collection. As a result, ambiguous words that carry different senses in differ-
ent document contexts can be mis-interpreted. In the biomedical domain, a fair amount of
named entities can contain common English words. The word ‘bright’, ‘white’ and ‘cycle’
can be used to refer to protein or gene names in some documents but also widely used as
common words carrying no special senses in most documents (Morgan and Hirschman,

2003). A uniform informativeness score cannot distinguish these cases.

For these reasons, topicality should be measured locally and specific to individual docu-
ments, taking into account a word’s distributional patterns at document levels. Following
this hypothesis, this study proposes to measure the topicality of a word in terms of its rel-
evance to a document — a widely adopted notion for Information Retrieval. Next, words
can be grouped based on their level of topicality and the intuition is that those falling un-
der the highly topic-oriented groups can be useful features to named entities in that doc-
ument; while those belonging to non-topic-oriented groups can be negative features. This
has motivated the idea of using such document-specific groupings of words as gazetteer
(or non-gazetteer) features based on the topicality of words. The proposed method begins
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with evaluating topicality of words using four simple relevance functions: Term Frequen-
cy (TF) in documents, Term Frequency-Inverse Document Frequency (TFIDF), weird-
ness (WD, Ahmed et al., 1999), and one that combines both TFIDF and WD. Next, words
are ranked based on their topicality scores and a simple equal interval binning technique
is applied to segment the list into a handful of sections, which effectively creates a hand-
ful of document-specific gazetteers. These are then used for a statistical NER model,
which, when thoroughly evaluated using five datasets from three domains, consistently
improves a baseline by between 0.9 and 3.9 points of F-measure and always outperforms
methods based on informativeness. This confirms that locally measured topicality is an
effective feature for generating alternative gazetteers for NER and is generalisable across

domains.

The remainder of this chapter is organised as the follows. Section 7.2 presents related
work. Section 7.3 further discusses the hypothesis. Section 7.4 introduces the method in
details. Section 7.5 presents the experiments and results. Section 7.6 analyses the results

and discusses the lessons learnt and Section 7.7 concludes this chapter.

7.2 Related Work

Methods using word clusters — A common approach to building alternative gazetteers
for NER is using word clusters. Freitag (2004) showed that word clusters derived based
on distributional similarity tend to have a useful semantic dimension. For example, clus-
tering words extracted from a sample news corpus yielded two clusters that clearly corre-
spond to first names and last names. To exploit this nature they derived word clusters as
gazetteers from an external corpus similar to that used in an NER task. Specifically,
words were firstly extracted from a corpus of hundreds of thousands of news articles.
These were then clustered based on the similarity of their context into 200 clusters. The
clusters were treated as unlabelled gazetteers to support NER from the MUC6 datasets.
Miller et al. (2004) applied hierarchical clustering, which generates a binary tree that at-
taches each word as leaf nodes. As a result, nodes higher in the tree correspond to larger
word clusters, while lower nodes correspond to smaller clusters. Each word is then as-
signed a binary string by following the traversal path from the root to its leaf. The strings,
indicating the cluster membership of words, are then used as features for NER. This type
of methods has gained substantial popularity and is adopted by a number of later studies.
Jiang et al. (2006) applied a similar hierarchical clustering approach to that of Miller et al.

(2004) and used derived clusters as gazetteers for Chinese NER. Kazama and Torisawa

96



7. Alternative Gazetteer Generation

(2008) addressed the issue of computational complexity when deriving clusters from very
large corpora (i.e., millions of documents) and used word clusters for Japanese NER.
They also modelled similarity based on syntactic features rather than contextual features.
Finkel and Manning (2009) used word clusters in nested named entity recognition, i.e.,
identifying named entity mentions that are constituents of longer entity names. Saha et al.
(2009) tested different methods of computing similarity and studied their effect on word
cluster gazetteers in biomedical NER. Chrupala and Klakow (2010) clustered words
based on co-occurrence statistics in a large corpus and used word clusters as gazetteers
for German NER.

The major limitation of word cluster based approaches is selecting an appropriate level of
granularity. Too many clusters provide insufficient generalisation; while too few clusters
provide insufficient discrimination (Miller et al., 2004). An optimum level is often empir-
ically derived depending on the data, which can involve extensive experimentation. For
example, the studies described above have all reported different settings of cluster num-
bers (i.e., number of gazetteers), while Kazama and Torisawa (2008) tested several dif-
ferent settings. Meanwhile, the clustering process can be computationally extensive and
adds considerable cost to the NER task. The effectiveness of clustering may also depend

on the choice of the similarity function.

Methods using hypernymy/hyponymy relations — A recent study by Kazama and
Torisawa (2007a) proposed using automatically learned hypernymy relations as alterna-
tive gazetteers for NER. This has been discussed previously in Chapter 6. To re-cap, they
firstly extracted candidate phrases containing n tokens with at least one capitalised word
from documents. These are then looked up on Wikipedia to find matching articles de-
scribing a particular concept or entity. Each Wikipedia article is then mapped to its hy-
pernym, which is the first noun phrase after be in the first sentence of the article. The
process effectively generates gazetteers that group candidate phrases into a smaller set of
hypernyms. In their experiment, they mapped over 39,000 search candidates to approxi-
mately 1,200 hypernyms. A large amount of these hypernyms are irrelevant to the named
entity types required in the final task. However, they acted as alternative gazetteers and
provided useful evidence for recognising named entities from the CoNLL2003 dataset.
The same method was later used by Kazama and Torisawa (2008) in a Japanese NER
task. This type of approach can be limited to the external knowledge resource of choice.
It depends on particular content and structure of the knowledge resource, the coverage of
which may also limit the capacity of the generated gazetteers.
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Topicality and named entities - Clifton et al. (1999) argued that named entities are
highly relevant to the topic of a document. In an experiment of topic identification, they
showed that document topics represented by named entities are much more accurate and
interpretable by humans than keywords. They further demonstrated the document cluster-
ing task can benefit from a representation based on named entities. Hassel (2003) argued
that named entities are often important cues to the topic of a text. They are ‘among the
most information dense tokens of the text and largely define the domain of the text’.
They showed that a text summarisation system can benefit by combining named entities
in generating document summaries. While these argue that named entities can be indica-
tive of document topics, Rennie and Jaakola (2005) suggested that the opposite can be al-
So true, i.e., topic-oriented words can be useful indicators of named entities. They further
suggested that topicality of words is equivalent to the sense of ‘informativeness’, a prop-

erty which can be evaluated using informativeness measures.

Informativeness measures — Although a formal definition is lacking, it is generally
agreed that informative words often demonstrate a ‘peaked’ distribution over a collection
of documents such that the majority of their occurrences are found in a handful of docu-
ments (Church and Gale, 1995b). A large number of informativeness measures have been
introduced in the past and used in a wide range of applications such as Information Re-
trieval (Mei et al., 2007), language modelling (Pan and McKeown, 1999), and machine
translation (Wong and Kit, 2011). Most measures have employed two distributional
properties of words: document frequency and term frequency in the corpus. This section

briefly introduces informativeness measures that have been tested in NER or related tasks.

The first group of informativeness measures are solely based on document frequency.
Document frequency is the number of documents in which w is found, given the entire
collection as D, d e D. The assumption is that words that are rare and unique to a small
set of documents are informative. Inverse Document Frequency (Spark Jones, 1973) is a

measure based on this hypothesis. It is calculated as

|D]

IDF(w)= Iogm

Equation 7.1

Later Papineni (2001) showed that IDF is a better indication of the ‘weight” of a word ra-
ther than its importance. Instead, the author proposed to quantify informativeness as the

optimal gain, calculated as:
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[{d:wed}l {d:wed}] )\ Hd:wed}) oo

Gain(w) =
D] D] |D|

Under this model, extremely rare and extremely common words have low gain and are
therefore less informative. Medium-frequency words have higher gain and are therefore,

more informative.

The second group of informativeness measures explicitly study the ‘peaked’ or ‘burst’
distribution of words. They study the document frequency of words with respect to their
overall frequency in the corpus. Bookstein and Swanson (1974) proposed the x' measure

to address this:

xV(w)=tf(w,D)=|{d :wed}| Equation 7.3

where tf(w, D) returns the frequency of w in the entire collection. A similar approach

proposed in Church and Gale (1995b) measure ‘burstiness’ as:

tf (w,D)

burstiness(w)= ————2—
(W) [{d:wed}|

Equation 7.4

Intuitively, for two words with the same frequency in the collection, the one that is more
concentrated will have the higher score. However, this score can be biased towards fre-

guent words, which tend to be less informative (Rennie and Jaakkola, 2005).

Some proposed to evaluate informativeness by studying the degree to which the distribu-
tion of a word demonstrates the ‘peakness’ or “burstiness’. These methods (Harter, 1975;
Church and Gale, 1995b; Rennie and Jaakkola, 2005) often employ two kinds of well-
known probability distribution models: binomial and Poisson. When applied to model
word distributions, both model the correlation between the document frequency of a word
and the average number of occurrences of the word per document. They can answer the
question that, if empirically a word is found on average n times per document (frequency),
then for any dataset, what is the likely number of documents in which it is found (i.e.,
document frequency) given that the frequency is m? For an informative word, one would
expect high frequency numbers ‘clustered’ (thus a ‘burst’) for a small range of relatively

low document frequencies, such as that shown in Figure 7.1.
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Figure 7.1. The word ‘Kennedy’ has high frequencies in a small set of
documents belonging to the genre ‘Press’ in the Brown corpus (Church and Gale,
1995b)

Under the binomial model, documents in the collection are assumed to have uniform (or
nearly equal) length N measured as number of words. It says that over the entire collec-
tion, the probability P,, (k) that a word w has k occurrences (i.e., freq(w, d) = k) in a doc-
ument can be computed as the chance of seeing k heads in N independent, biased-coin
flips where the chance of heads on a single flip is A. Under this model, A is the mean
probability of seeing w in any document. Thus the document frequency for each k can be
computed as D-P,, (k). The Poisson model is a limiting case of the binomial model as N
becomes unbounded while A remains constant. Thus under the Poisson model the only

factor that determines the frequency distribution of a word is A.

It has been found that both models fit poorly with informative words (Harter, 1975;
Church and Gale, 1995b). The binomial model tends to predict near linear distribution
that fails to capture the ‘peaked’ nature; the Poisson model tends to significantly underes-

timate word frequencies with respect to document frequencies (Church and Gale, 1995b).

Based on these observations, Harter (1975) proposed a ‘Mixture’ model that better de-
scribes the frequency distributions of informative words. He hypothesized that for each
word w that is informative in a document collection D, D can always be divided into two
classes such that one is relevant to the subjects that w denotes while the other is irrelevant.
Under this hypothesis, practically it would be more likely to see w in the class one docu-
ments but more unlikely to see w in the class two documents. The implication of this is
that for each word that is informative in this collection, there are two modes of frequency
distribution, which if modelled by Poisson, will have different A values. Thus the fre-
guency distribution of informative words can be modelled by a 2-Poisson model that
takes into account both classes of documents. Let Poi(k;A;) denotes the probability that a

word w has k occurrences (i.e., freq(w, d) = k) in class one documents with the mean
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probability of seeing w in any member of this sub-class as A, and Poi,(k;A,) denotes the
probabilistic distribution of the word’s frequency in the class two documents with the
mean probability of seeing w in any member of this sub-class as A,, the 2-Piosson model
returns the revised probability of frequency as:

2Poisson(k ) = wPoi, (k; A, )+ (1—m)Poi, (k; 1, ) Equation 7.5

The parameters 14, 4, and 7 have to be empirically derived based on data. Then naturally,
the degree of informativeness of a word can be determined based on the fitness’ of its
frequency distribution against the prediction made by this model, a task that can be
achieved using statistical significance testing metrics such as Chi-square. Further, Harter
demonstrated that the informativeness of a word is purely based on the two A values

combined under the z-measure (Brookes, 1968):

h—ty

A+

The z-measure denotes a sense of ‘overlap’. Intuitively, if A;is close to A,then the mean

z(w)= Equation 7.6

probabilities of seeing a word in the two classes of documents are nearly the same, indi-
cating that the two-class documents separation does not exist, or the word can simply be

modelled by a Poisson distribution and is not informative.

In fact, the later study by Church and Gale (1995b) confirmed the validity of this hypoth-
esis by showing that words tend to have different frequency distributions with respect to
the genres of documents in the Brown corpus (Kucera et al., 1967). This is the main rea-
son why a single Poisson model fails since it assumes a single A for the entire collection,
while in fact this can be different depending on the genre of sub-sections of the docu-

ments.

Rennie and Jaakkola (2005) also proposed a mixture model where they combined two bi-
nomial models. The frequency distribution of a word is firstly matched against a binomial
model, and then the mixture model to derive two separate figures as the quantification of
the matches. The degree of informativeness is then quantified as the log-odds ratio be-
tween the two figures. The intuition is that if the word is highly informative, it will have a

bad match in the first case but a better match in the second case.
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Church and Gale (1995a) proposed the measure of Residual IDF, which is the deviation
of the actual IDF score (Equation 7.1) of a word from its ‘expected’ IDF score predicted

based on the Poisson distribution:

RIDF(w) = IDF(w)— IDF(w) Equation 7.7

. 1 .
IDF(w)=lo Equation 7.8
(W)=log:(1~ Poisson(O;/l)) a

where 1-Poisson(0; 1) is the probability of a document having at least one occurrence of
w predicted by the Poisson distribution model with A. The hypothesis is based on the fact
that Poisson model fits poorly with informative words. Thus a prediction of IDF based on
Poisson can deviate from its actual IDF observed based on a corpus. Empirically, they
showed that all words have real IDF scores that deviate from the expected value under a
Poisson distribution model. However, informative words tend to have larger deviations

than non-informative words.

Word topicality for NER — Very little work has explored the relationship between topi-
cality of words and named entities in NER. The most relevant work includes Rennie and
Jaakkola (2005) and Gupta and Bhattacharyya (2010), both of which studied named enti-
ty detection rather than classification. Rennie and Jaakkola (2005) argued that the topic-
oriented words can be identified using informativeness measures and tested a number of
measures, including IDF, RIDF, x', Gain, z-measure, and a mixture model. Using a cor-
pus of forum posts annotated for restaurant names and gathered from a bulletin board
dedicated to restaurant information, they analysed the usefulness of these measures in de-
tecting restaurant names. Based on the data, they showed that IDF, Residual IDF and the
mixture model are the best options while others (x', Gain, z-measure) ‘have relatively lit-
tle to offer in terms of identifying informative words’. To further validate this conclusion,
the scores are used as features in a statistical named entity detection model. They also
experimented with combinations of scores returned by different measures to obtain the
best results. Gupta and Bhattacharyya (2010) proposed to create gazetteers dynamically
at both training and testing phase using word informativeness measures. The core of the
process is creating a lexicon by selecting the most informative words in a corpus — evalu-
ated by a so-called ‘ratio of frequency’ measure that is identical to the ‘burstiness’ meas-
ure, and then filtered by an arbitrary threshold. The list is then pruned by two strategies.
Firstly, words from the corpus are clustered based on their distributional similarity, and

then clusters that contain mostly highly informative words (informative clusters) and that
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contain mostly non-informative words (non-informative clusters) are identified. The list
is then modified by adding words from the informative clusters and discarding words in
the non-informative clusters. Secondly, language and domain specific heuristics — e.g.,
removing stopwords — are used to discard words that are unlikely to be part of entity
names. The final lexicon is considered to be words that are commonly used in naming en-
tities and used as gazetteers in a statistical learning model. The method was shown to be
effective in named entity detection for Hindi texts. Zhang et al. (2004) and Wan et al.
(2011) studied methods for finding the most important named entities from the output of
Chinese NER tasks. The named entities identified by an NER tagger were submitted to a
further classification process, which aimed at filtering the most important named entities
in the document. They showed that the distributional characteristics of named entities
such as frequency are strong features for this purpose. These are essentially in line with
the informativeness hypothesis; however, they do not deal with NER but a post-

processing task.

All these studies have only presented a partial view of the usefulness of word topicality in
the NER task. On the one hand, they do not directly address NER but a partial phase (e.g.,
named entity detection) or a related task. On the other hand, different methods have been
evaluated in different languages, for single domains, and mostly single self-created da-
tasets that are unavailable for comparative studies. It is unclear whether the lessons can

be generalised across these boundaries to support NER in general.

7.3 Hypothesis

This study exploits the relationship between topicality of words and named entities for

automatic generation of alternative gazetteers for NER. It addresses Hypothesis H2.2:

H2.2 Alternative gazetteer: named entities are highly to contain topic-oriented
words specific to a document. The topicality of words can be evaluated based on
the relevance measures widely used for Information Retrieval. It can be used for

generating alternative gazetteers for NER.

It builds on the same ground of the previous work by Rennie and Jaakkola (2005) and
Gupta and Bhattacharyya (2010): the topicality of words can be useful for identifying
named entities. The major difference is that the topicality of words is defined locally with

respect to documents, measured by their relevance to documents. As discussed before, in-
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formativeness is measured globally with respect to the entire collection, and it may not

always represent topicality.

First, document topics can vary largely even if they belong to the same domain. As men-
tioned, the Genia corpus widely used for biomedical NER contains thousands of abstracts
of medical journal publications. Each of these focuses on rather narrowly defined, specif-
ic topics such as specific proteins (e.g., NF-Kappa B, proteasome), DNAs (e.g., AP-1 site,
murine 1L-2 promoter), cell types (e.g., Thl cell, T cell), or specific interactions between
these objects (e.g., binding, signalling). The CoNLL2003 NER corpus spans across a
number of different domains, containing news articles of a wide range of topics, such as
economics, politics, sports and entertainment. This has led to largely varying vocabular-
ies as well as varying frequency patterns of words at individual document basis. Informa-
tiveness measures focus on the global distribution of words and ignores such varying pat-
terns specific to documents. A major component of many informativeness measures is
document frequency. The assumption is that informative words tend to be specific to a
small set of documents and therefore, have low document frequency. However, this study
shows that informativeness biased by document frequency can mis-represent topicality
particularly when documents in a corpus are characterised by largely varying vocabular-

ies, an indicator of varying topics.

Second, informativeness scores are globally uniform and specific to a collection. As a re-
sult, ambiguous words that carry different senses in different document contexts can be
mis-interpreted. In the biomedical domain, a fair amount of entity nhames can contain
common English words. The word ‘bright’, ‘white’ and ‘cycle’ can be used to refer to
protein or gene names in some documents but also widely used as common words carry-
ing no special senses in most documents (Morgan and Hirschman, 2003). A uniform in-

formativeness score cannot distinguish these cases.

Based on the Genia corpus as a sample, Table 7.1 and Table 7.2 below show several ex-
amples to illustrate the above limitations of informativeness measures. The IDF and
RIDF measures were chosen because they were shown to be effective at identifying in-
formative words in a different domain (Rennie and Jaakkola, 2005). Each unique word is
scored using the two measures and ranked by the scores. Then, the documents containing
the word and the documents containing annotations including the word are counted re-

spectively.
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IDF total different scores =313

Word Rank by |#Docs in which word |#Docs containing | Error type
score. found as part of NEs |the word
2alpha 2 2 Ambiguity
TT 2 1 2 Ambiguity
cripple 2 1 2 Ambiguity
formally 1 0 1 Biased by doc freq
disappointing |1 0 1 Biased by doc freq
fifty 2 0 2 Biased by doc freq
get 1 0 1 Biased by doc freq

Table 7.1. Examples of highly informative words (IDF) that can harm learning
accuracy

IDF is a measure that is purely based on document frequency. This has led to a major
limitation: empirically, 57% of all unique words have received the highest IDF score, be-
cause they are found in only one document. This suggests that documents have used
largely varying vocabularies, a strong indicator of largely varying topics. However, many
of these words are not related to the topics of documents. Some negative examples are
shown in Table 7.1. The word ‘formally’ (document id 99138988, ‘formally demon-
strates...”), ‘disappointing’ (document id 99300859, ‘The disappointing results of ...%),
“fifty’ (document id 96071057, 95161757, used to describe experimental data), and ‘get’
(document id 97210575, ‘To get further insights into...”) receive the highest IDF score
because they are only found in one or a couple of documents. However, these words do
not carry useful information with respect to the topics of the document and are not part of
any entity names. Furthermore, the globally uniform informativeness score can mislead
extraction of entity names containing ambiguous words such as ‘2alpha’, ‘TT’, and ‘crip-
ple’. For example, the word ‘2alpha’ is a highly informative word according to IDF
(ranked as the 2nd most informative word). In the document with id 99008517, it is used
to refer to a protein in the sentence ‘... LEF-1 and PEBP 2alpha ...” and annotated as part
of a protein entity (PEBP 2alpha). While in the document with id 20570933, it is used to
refer to a type of natural prostaglandin in the sentence ‘Interestingly, addition of PGF
(2alpha), which was not known to affect ...”, which is not related to the core topic and
not annotated as named entities. Similarly, “TT” and ‘cripple’ denote different meanings
in different documents, where in one case they are used as part of named entities that are
relevant to the topic while in the other they are used to describe other information that is

less relevant.
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RIDF total different scores = 1717
Word Rank by |#Docs in which word | #Docs containing | Error type

score. found as part of NEs |the word
tip 24 1 2 Ambiguity
bright 112 2 3 Ambiguity
interleukin-5 11083 10 10 Biased by doc freq
oncogene 798 45 48 Biased by doc freq
NFAT-1 219 12 12 Biased by doc freq
CD4 405 114 149 Biased by doc freq

Table 7.2. Examples of informative and non-informative words (RIDF) that can
both harm learning accuracy

RIDF partially overcomes the limitations of IDF by also taking into account word fre-
guencies in the collection. It promotes words that are found many times, but within a spe-
cific set of documents. Empirically, this produced 1,717 unique scores. Manual inspec-
tions have shown that the upper sections of the ranked list contain mostly words that are
strongly related to topics of documents and that are often part of entity names. However,
it still suffers from the same limitations as IDF. As it will be shown in further analyses
later in this chapter (Section 7.6), the upper sections of the list represent only a very small
proportion of named entities in the dataset and are therefore, not very informative to the
NER learner. In contrast, a much larger amount of entity names contain words from the
lower sections of the list, which also include the majority of noisy words. In Table 7.2,
the examples of ‘interleukin-5, ‘oncogene’, ‘NFAT-1’ and ‘CD4’ illustrate this problem.
For all of the four words, in their occurrences they are primarily used as entity names or
as part of the names. However, they spread across a wide range of documents (i.e., high
document frequency), which biased their informativeness scores. Some words also suffer
from the problem of ambiguity. The word ‘bright’ (ranked at the 112nd) is used as a pro-
tein name in the sentence ‘Bright (B cell regulator of IgH transcription) is a B cell-
specific, matrix associating region-binding protein that ...”. It is highly related to the top-
ic of the document with id 21293104, which discusses ‘transcriptional activation by a
matrix associating region-binding protein’. In the different document with id 96178227, it
adopts the common sense of ‘shining’ in the sentence ‘Specific bright foci of GATA-
1fluorescence were observed in erythroleukaemia cells...’, where it is less relevant to the

topic.

Further analyses were carried out to study the problems with IDF and RIDF in a task of
NER using a total of 5 datasets. These will be presented later in Section 7.6.
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During the manual inspection, it has been found that for many errors by the two informa-
tiveness measures, word frequencies observed within the local document context can be
an effective indicator of topicality. For example the words ‘formally’, ‘disappointing’ and
‘get’ have only a single occurrence in the documents. While in most cases, ‘interleukin-5,
‘oncogene’, ‘NFAT-1’ and ‘CD4’ are found multiple times. The ambiguous words
‘2alpha’ and ‘bright” are also found only once in the documents where they denote an ir-
relevant sense to the topics, but many times when they are more topic-oriented. This mo-
tivated the consideration of distributional characteristics observed at document level in

measuring word topicality.

In the area of Information Retrieval, relevance measures have been used to assess the im-
portance of a word to a document. They represent a sense of topical relevance (Mizzaro,
1997) and often employ word frequencies in document contexts as an important type of
feature. Therefore, in this study, relevance measures are proposed as a proxy for topicali-
ty. Furthermore, it is expected that highly topic-oriented words are rare, since topics are
often composed of a confined small set of keywords. However, they may be found in a
large proportion of named entity mentions in a document, since named entities that are
highly relevant to the topic of a document are also likely to be repeated frequently. Based
on these hypotheses, for each document, words are grouped based on their level of topi-
cality and it is hypothesized that those falling under the highly topic-oriented groups are
indicative of named entities. This has led to the creation of document-specific, untyped

gazetteers. Details of the method are presented in the next section.

7.4 Alternative Gazetteers based on Topicality

The method of topicality-based alternative gazetteer generation consists of two parts:
measures of topicality of words (Section 7.4.1); feature extraction method that generates

gazetteers based on topicality (Section 7.4.2).

7.4.1 Measuring Topicality

Let topcat denote a function that measures the topicality of words (w) in a document (d)

as positive real numbered values:

topcat(wd)e R+ Equation 7.9

The first and the simplest relevance measure that can be used to evaluate topicality is

Term Frequency, denoted by TF(w, d