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ABSTRACT

This document presents a measurement of the productios seasion oW
bosons and of its charge asymmetry in proton-proton colisiat a centre of
mass energy of 7 TeV with the ATLAS detector. These measun&spgovide
information on the momentum fraction of the protons carfigdthe partons
contributing to théwW production and therefore allow to better understand the
parton distribution functions of the proton.

The W candidate events are selected in We— ev decay mode. The LAr
electromagnetic calorimeter plays an important role indbeection of elec-
trons and the author has worked on the on-line energy reaotisn in the

LAr detectors. A subject which is treated in some detail s ¢waluation of
the charge misidentification rates for electrons and parsétr This is a key
ingredient for charge related measurements such ad/tikbarge asymmetry.

In this document, th&V production cross section times the branching ratio is
studied inclusively, as a function of the lepton pseudati#pand as a double
differential measurement as a function of the lepton pseapidity and trans-
verse energy. The charge asymmetry measurement is prdssentefunction

of the lepton pseudorapidity and as a double differentisdsneement as well.
The data were recorded by the ATLAS detector in 2011 and spard to
4.7 fb~ L,






RESUME

Ce manuscrit présente une mesure de la section efficace dagian des

bosonsW et de 'asymétrie de charge dans les collisions protoneprevec

'expérience ATLAS a une énergie dans le centre de masse d&/7Qes

mesures posent des contraintes sur la fraction d'impuldésprotons portée
par les partons qui contribuent a la production des bosnst donc elles

permettent d’ameliorer notre compréhension des fonctitendistribution de

partons.

Dans I'analyse, les événements de signal sont sélectialamésle canal élec-
troniqueW — ev. Le calorimeétre électromagnétique a Argon Liquide joue un
réle important pour la détection des électrons. L'auteucelte thése a tra-
vaillé sur la reconstruction en ligne de I'énergie dans kecteurs a LAr. Un
aspect important pour les mesures liées a la charge éleetrapmme I'asy-
métrie de charge du bosMi, est I'évaluation du taux de misidentification de
la charge pour des électrons et des positons.

Dans ce manuscrit, la section efficace de production de Isasomultipliée
par le rapport de branchement est présentée de facon velesi fonction de
la pseudorapidité du lepton, et comme mesure différeatitl deux dimen-
sions (c’est a dire en fonction de la pseudorapidité et deetgie transverse
du lepton). La mesure de 'asymétrie de charge est aus®iuéesen fonction
de la pseudorapidité du lepton uniguement et en fonctiorageséudorapi-
dité et de I'énergie transverse du lepton. Les données éraréegistrées par
I'expérience ATLAS en 2011 et correspondent. #ib—1.
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Chapter 1

Theoretical Introduction

The Standard Model of particle physics is a theory that diessrthe elementary particles and
their interactions. It was developed during the 20th cgnturd its theoretical formulation was
finalised during the 1970s. The Standard Model theory is sancessful: it has predicted many
new particles that were later discoverdtl @ndZ bosonst quark, ...) and it describes remarkably
well the experimental results observed until nw

In the beginning of this chapter, the Standard Model theailybe briefly described. In
addition, a theoretical introduction a physics and parton density functions will follow to mo-
tivate the analysis of this thesis.

1.1 The Standard Model Theory

There are four fundamental interactions in nature: elesagnetic, weak, strong and gravitational
interactions. The first two interactions are “unified” in #lectroweak model and with the addition
of the strong interaction, they form the Standard Model afipie physics.

The elementary particles of the Standard Model are predemteig.[I.1. The quarksy, c,
t, d, s, b) are fermions of spir% with a fractional electric charge of2/3 or —1/3, as indicated
in the figure. Thet quark, the heaviest fermion, was the last one to be discdveyehe CDF
and DO experiments in 1995. There are 6 lepta&si{, T, Ve, Vy, V¢). They are fermions of
spin % and three of them are electrically neutral. Each of thesekguand leptons has its own
charge conjugate state, its antiparticle. In addition tarks and leptons there are 12 bosons of
spin 1 which are the carriers of the electromagnetic, weaksrong interactions. The photon
is the carrier of the electromagnetic force and is massl#sateracts with any particle that has
an electric charge. Th&/* and Z bosons are the carriers of the weak interactions and have a
mass of~ 80 GeV and~ 91 GeV respectively. The carriers of the strong interactiane the

IThere are reasons to believe that the Standard Model is oluly @nergy manifestation of a more fundamental
theory. This aspect will not be treated here.
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Figure 1.1:Table of the elementary fermions and of gauge bosons of tke thteractions in the Standard
Model [1]].

gluons. There are 8 gluons that interact with particlesytagrthe strong charge called colour.
The Standard Model is a quantum field theory where the eleaneptrticles are represented by
fields (spinor fields for the fermions and vector fields for twsons[[2].

1.1.1 The Theory of Electromagnetic Interactions

Quantum Electrodynamics (QED) is the field theory descglilme electromagnetic interactions
of particles. A fundamental aspect is the conservation efdlectric charge which is related to
the invariance of the theory under global gauge transfdonat QED is also invariant under
local gauge transformations of the fields represented bygtbep of unitary matrixU (1). The
langrangian which includes the description of the elecagnetic interaction between a charged
fermion field, W, of chargeQ and a vector boson fieldy,, , is expressed as:

L= —%FWF“"JrLI_J(iy“du—m)lP—Au-eQ(‘l_—'y“LP) (1.1)

where the first term describes the kinetic energy of the bdsdd (interpreted as the photon),
the second term the fermion kinematics (including the fermhass term) and the third term the
interaction between the fermion and the photon fiéld,

A bosonic mass term of the forr%w&A“Ap in the lagrangian would break the local gauge
invariance. The mass of the photonig = 0, therefore the gauge invariance is preserved and the
range of the interaction is infinite.

The strength of an interaction is characterised by a cogglonstant. The coupling con-
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stant in QED isge = v/471a .In appropriate unitge is the fundamental charge (the charge of the
positron).At low energy, the value of tree is %7 the fine-structure constant [3].

1.1.2 The Theory of the Strong Interactions

A number of particles sensitive to the strong interactidmsdfons) were discovered before the
1960s. The results from deep inelastic scattering expetsnshowed that the hadrons are com-
posed of effectively pointlike constituents. In partiqulia was proposed that they are formed by
partons that determine the hadron properties (valencekguand by virtual partons composed
of quarks, antiquarks and gluons collectively called the. s€he hadrons are classified in two
categories: thdaryonscomposed of three valence quarks andrtiesonsomposed of a quark-
antiquark valence pair. The six quarks were discovered flioen1960s to 1995. Evidence of
gluons, the gauge bosons of QCD, was founéfie~ collision events with the discovery of final
states with three jet§][5].

The discovery of theA™™ baryon opened a puzzle. This particle is composed by three
u quarks with exactly the same quantum numbers. This fadatei® the Pauli principle. To
preserve this principle, a new quantum number called “adleas introduced giving to the quarks
a new degree of freedom. This quantum number can assumevtiitess called blue, red or green
(antiblue, antired or antigreen for the antiquarks). Theiglas we observe, baryons and mesons,
are colourless.

The introduction of the colour led to the construction of Qeantum Chromodynamics
(QCD), the theory of the strong interaction. QCD is a quanfigid theory, invariant under the
local gauge transformations of the fields described by eegrbelonging to the grougU(3).
The local gauge invariance introduces eight fields, therggud he gluons are massless but unlike
the photon (which is neutral and cannot interact directlghwither photons) they carry the colour
charge and thus can interact with other gluons.

The strength of the interaction is characterised by the lioggonstantgs = \/4mas. Fig.
L2 shows the dependence af on the energy of the interaction. The long distance regime,
relevant for low momenta@ < 1 GeV), is characterised by a strong coupliag~ O(1) which
explains the fact that the quarks are confined in hadrons andot emerge as free particles. On
the contrary, in the short distance regin@,> 1 GeV, the coupling constant iss < 1. The
decrease ofas with energy brings to the properties of the QCD the asympthttedom that
allows to describe the high energy interactions betweetopsousing perturbation theory in terms
of scattering among quasi-free partons (quarks and gly@hs)

1.1.3 The Theory of the Electroweak Interactions

After the discovery of the nucleg® decay, it appeared clear that a new interaction had to bedadde
to explain this phenomenon. Given the observed lifetime jtkeraction was called “weak”. The
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experiment orf°Co [B], showed for the first time that this new interaction, kalthe electromag-
netic and strong interactions, violates the parity corest@mm. Several experiments showed that
the weak interaction only acts on left-handed particles@ndght-handed antiparticles. The first
theory of the weak interaction was presented by Fermi. Therthwas put in its present form by
Glashow, Salam and Weinbeid [9] 10] 11]. The Glashow-S&\emberg model treats the weak
and electromagnetic interactions as different manifestatof a single electroweak force. The
electroweak interaction is invariant under local gaugagfarmations of the fields described by
matrices forming the groupU(2). x U (1). The requirement of local gauge invariance introduces
four massless fields of spin W, WZ, W with a coupling constang (for the SU(2),) and
By, with a different coupling constarg’ (for the U(1)). The two physical bosong/* and W~
responsible for the charged current interactions are tinembinations of the first two fields:
+ 1o 2

Wu = E(Wu :FW[J)
while the Z° boson and the photon which are the physical particles resiplenfor the neutral
current interactions are a combination of the two neutréddie

Ay =W sinBy + B, cosbly
Z3 =W cosly — By, sinfly

where 8,y is the Weinberg angle and cg = ':\"A—VZV . Bosonic mass terms;M3W,WH , 1M3B,,BH)

1
L 2
as well as fermionic mass terms'\¢W) would break the local gauge invarian&J(2), @ U (1).
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Therefore at this stage of the Standard Model constructigragicles are massless|[7].

1.1.4 Higgs mechanism

As mentioned earlier, the local gauge invariar®@té(2), x U (1) implies that theV andZ bosons
of the electroweak model as well as the fermions are masdiesgever, thaV andZ masses have
been measured and found to®€100) GeV. This problem along with the problem of the origin of
the mass of quarks and leptons is solved by introducing thg$4Brout-Englert-Guralnik-Hagen-
Kibble mechanism.

Mass terms in the langrangian appear thanks to the mechaifira “spontaneous” break-
ing of the local gauge symmetr8U(2). ®U(1). Four new scalar real fields in the form of a
complex doublet are introduced:

6 — <¢+> :i<¢1+i¢2>
¢° V2\@3+igs)

The langrangian of this doublet contains a term interpretethe potential energy of thg field.

As an example, figi_Tl3 shows the form of this potential eneltgyminimum value is non-zero.
There is an infinite number of minima corresponding |§d = %2 = ”—22 where u and A are
two parameters of the potential andis a chosen vacuum expectation value of one of the four
fields. The choice of a particular minimum leads to the spoedas symmetry breaking and to the
appearance of mass terms for Weand Z bosons in the langrangian. Of the initial four degrees
of freedom corresponding to the four scalar fields, threaiaes to give mass to th&/™, W~ and

Z bosons. The remaining one results in a new boson of spin Bitgs boson, which is at present
actively searched at LHC. The masses ofWeand Z are related by the following equations:

sz%ug , MZ:%U\/92+Q’2 and My = MzcosBy.

The Higgs field also gives masses to the fermions by a Yukatgeaiction with the fermion fields.

The U (1) symmetry and theSU(3) colour symmetry remain unbroken and therefore their
carriers, photon and gluons, remain masslgss [7].

1.2 W physics and Parton Density Functions

1.2.1 Factorisation theorem

According to the factorisation theorein [12], in protonmm collisions the cross-section of a hard
scatteringopp—x can be factorised into two contributions: a term represgnthe cross-section
of the parton interaction and a term corresponding to the emmm distribution of the partons
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Figure 1.3:Graphical representation of the potential energy of a cemfi¢ld ¢ . The minima correspond
to a non-zero value of the energy and there is an infinite ptesshoices to minimise the energy. It is the
choice of one of these minima that causes the spontaneousetyyrbreaking.

inside the colliding protons (PDFs). Therefore the crasstion opp—x can be written as:
Opp—x = PDF ® Ohard scatter= Z /XmdX2fq(X1,Q2) fg(xe, Qz) ® 6-qq_—>X (1.2)
q

where x; and x, are the momentum fractions of the protons carried by theoparty and q
respectively andfy ( fg)represents the momentum fraction distribution of a padoft) which
depends also on the four momentum of the pro&@ssGiven that at short distance (high energy
regime) as < 1, perturbation theory can be applied, the partonic crestien can be expressed
as a power series expansion of thigcoupling constant:

aqq_—»( = 0o +asal+a§61+0(a§). (1.3)
LO NLO NNLO

LO refers to the leading order, NLO to the next-to-leadindasrand NNLO to the next-to-next-
to-leading order calculations. An example of different F@an diagrams for the production &t
bosons are shown in Fig._1.5 for LO, NLO and NNLO.

1.2.2 Parton Distribution Functions

The parton distribution functions (PDFs) are defined as tlobability of finding a parton in a
proton with a certain momentum fraction at momentum transfe®?. The set of distributions
fi(x,@?) describe how the momentum of the proton is shared betweéndivédual partons € =
valence quark, see quarks and gluons). Figl 1.6 displaysamme ofxf(x,Q?) distributions
for the valence quarks and d, the sea quarks, d, s, S, b, b and the gluorg for two different
scalesQ? = 10 Ge\? and Q% = 10* Ge\?. At low x, it is the gluon PDF that always dominates.
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Figure 1.4:Kinematic phase space of the ATLAS and CMS experiments ingef x and Q? compared
to the kinematic region of various previous experimentsiffixed target ancgpp andep colliders [14].

Figure 1.5:Feynman representation of few diagrams describingwthie production. Top row: The first
diagram corresponds to the leading-order while the lastdaroespond to next-to-leading ordéf™ pro-
duction. Bottom row: Representative Feynman diagrams for the next-to-nelggding ordeW produc-
tion.
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At higher scales the contributions from the sea quarks apdaiglly from the gluons become
more important.
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Figure 1.6: Parton distribution functions of the proton at next-toeieay order (NLO) for two different
scalesQ? as predicted by the MSTW collaboration. The band represbat§8% confidence level[l5].

Perturbative QCD predicts the evolution of the PDF withthrough the DGLAP equations
[13]. However, the PDFs themselves are not calculated gatively but are derived by fitting the
experimental data in fixed target and collider experiments.

Impact of PDF Uncertainties

At hadron colliders, the PDFs play an important role in cllting the cross-section of different

processes. Their uncertainty induce a theoretical uniogytan the predicted cross-section. For
example the impact of the PDF uncertainties on the prediabibthe Higgs production cross-

section at LHC or of new physics cannot be ignored. In padicihe use of different PDF sets
has an effect of 15% on the Higgs cross-sectioR/at= 8 TeV [16].

An underestimation of the PDFs and of their uncertaintiagicctead to false discoveries,
and an overestimation could hide a genuine signal of newighyss an example, the first mea-
surements of higler di-jet production cross-section at TeVatron reported aifitant excess over
the prediction[[17]. However, this excess was explainedrbyraderestimation of the gluon PDF
and its uncertainty.

Since for most of the kinematic region at LHC (Fig.11.4), oekes on extrapolations of the
PDFs fitted to measurements obtained at a lower centre of em&sgy, it is necessary to further
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constrain the PDFs using LHC data. Some of the measureni&itsan be used for that purpose
are theZ andW™* cross-sections as well as thi¢ charge asymmetry that will be discussed later
on.

1.2.3 W Production in pp Collisions

In pp colliders, at leading order th&/ bosons are produced from the annihilation of a quark-
antiquark pair as shown in the first diagram of Hig.] 1.5. Siti@eproton is composed of two
and oned valence quarks, it is more likely to haveud interaction than alir one. This results

in a enhancedV* production compared to th&/~. The decomposition of th&V*t and W~
cross-sections in terms of the contribution from the sdatgeof different quarks is shown in Fig.
L4 and Fig[TI8 shows th&+ and W~ differential cross-sections as a function of the rapidity
depending on the order of the calculation.

flavour decomposition of W cross sections
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Figure 1.7:Parton flavour decomposition 8" (solid line) andW~ (dashed lingtotal cross-sections in
pp and pp colliders as a function of the centre of mass energypjcollisions the decomposition is the
same forW* andw~ [L8].

The rapidity of a particle (in particular of W boson) is defined as:

1, EW 4 p¥
Y= =In (1.4)
2 EW-pY
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Figure 1.8:Rapidity distributions for thev— (left) andW* (right) production at the LHC at/s= 14
TeV. The distributions are shown for LO, NLO and NNLO as comeplusing the MRST PDF sets. Each
distribution is symmetric in Y; only half of the rapidity rge is shown in each cade [19].

whereE is the particle energy ang, is the particle momentum along tlzeaxis (in our case the
z-axis is defined by the beam direction).

At first approximation, the quarks in the proton can be assutnéave no transverse mo-
mentum. In this case, the boost of the produced resonanng #ie z axis depends only on the
difference between the momentum fractionsand x, of the colliding quarks:

X1

X1 — Xo 1
and =—In—. 15
X1+ X2 Yw 2 X (1.5)

Bw =

The momentum fractions of the incoming quarks for a giVérrapidity is therefore:

M
NG

whereM is the energy of the proceskIf = Q?) and /s the centre of mass energy of the collision.
For W production M = My ) and for the LHC 2011 data-taking(s= 7 TeV) aty =0 (central
rapidity) the twox values are equal te- 0.01. Moving away from central rapidity, one parton goes
to lower x values and the other to highgras illustrated in Fig_Tl4. Over the measurable rapidity
range of the ATLAS experimeniy| < 3, thex values remain in the region of@06< x < 0.23.
According to Fig.[Tb, in thix region the contribution from the gluons is dominant foll@iey
the contribution from thas andd quarks.

M
X1=—eW and x=-—eW (1.6)
NE
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1.2.4 Decay oW Bosons

In practise, the particles which are measured are the decaygts of theN bosons. This thesis
will focus on the leptonic decay of thé& to an electron (positron) and an antineutrino (neutrino)
W — ev. The branching ratio of th&V leptonic decays is (1804 0.09%) while the decay
branching ratio ofW to hadrons is higher (680+ 0.27%) [20]. The clean signature of the
W — ev decay allows a very good detection and measurement of thesése

The W decays are governed by the— A structure of the weak charged interaction. As a
consequence, the angular distribution of the charged tefipbon theW decay in theW rest frame
is not isotropic and the charged lepton is emitted preféatiytin the direction opposite to the
direction of theW spin orientation. At LHC at LO, th&V is produced withpr = 0 and in two
possible states of helicity = +1. Therefore at LO the differential cross-section in terrhthe
angle 83, between the direction of the charged lepton ineest frame and th&V direction in

the laboratory frame is:
do

* \2
Ww\pl O(14+QA cosfly, )

whereQ is the charge of the boson aidis theW helicity.

To constrain the PDFs it would be better to use directly Werapidity and transverse
momentum and give the cross-sections as a functiogyoéind p% . However, since the neutrino
of the W decay escapes detection it is hard to reconstructwhenomentum (magnitude and
direction). For this reason, the charged lepton quanti#tresused to express the differential cross-
section since they have a better resolution. In principghe, W transverse momentum can be
reconstructed using th@>S 2 variable which corresponds to the neutrino transverse mame
but this only provides information in the transverse plane.

Starting from the equatioft
(Fe+ Bv)? = M (1.7)

the momentum of the neutrino along theaxis can be calculated as:

— 2_
e VZL; day (1.8)

Pz

where the termsx, B and y correspond td:

_n2
a = Pre

N

—

2The missing transverse momentum in an event is definepés = — Zp_ﬁ where N indicates the number of
i=

final state particles of the event.
3ph, pY are the four-momenta of the electron and of the neutrino eesely: Pe(Ee, Pxe; Pye, Pze) »

pv(Ev, Pxv, Pyv, Pzv) -
4 pre and pr,, are the momenta of the electron and of the neutrino resggiiv the plane orthogonal to the beam.



1.2.5 Overview of PastW Cross-section Measurements 12

B = —(2(Pxv Pxe+ Pyv Pye) Pze+ M\%v Pze)
M& 2 g22
Y= _(7 + Pxv Pxe + Pyv Pye)“ + EcPTy
Unfortunately the eq[Il7 gives rise to a twofold ambiguibyresponding to the two possible
solutions of eq[CT]8 fopy . Once the ambiguity is resolved, in the approximation thetW has
width equal to zero iy = 80.385+ 0.015 GeV) theW rapidity can then be calculated as shown
in eq.[T.4 taking into account that

Pzw = Pze+ Pzv- (1-9)

The transverse momentum of tié boson is computed as:

—

prw = Pre+ PP (1.10)

1.2.5 Overview of PasWW Cross-section Measurements

The W boson was discovered by the UAL1 and UA2 experimentS@dS. Its production cross-
section has been measured in previous experiments suchhfZUPand UA2 [22], CDFIZB, 24]
and DO [25] at Fermilab at two different centre of mass emsrdihe PHENIX experiment at the
RHIC collider has also measured th¢ cross-section inpp collisions at,/s= 0.5 TeV [26].
Fig.[I.9 shows the measur®d cross-section for a number of experiments as well as thectege
cross-sections as a function of the centre of mass energy. AThAS experiment has published
the measurement of th& cross-section using the data collected in 2010.
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Figure 1.9: Measured values ofV cross-sections at TeVatrosppS, RHIC and ATLAS experiments
compared to the NNLO prediction as a function of the centnmass energy 127].

In pp collisions the production cross-section is the same foh bt and W~ while as
explained in Sectiof1.2.3 gtp colliders, theW™ production cross-section is higher than e
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one.

1.2.6 Overview of PasW Asymmetry Measurements

In pp collisions since the contribution from the quarks in the proton is enhanced compared to
the d one, thew™ (ud_combination) is more likely to move in the direction of the@m. For the
same reasoiV~ (du combination) is more likely to move in the same directiontesp. This
effect produces a charge asymmetry (see[Eigl 1.10) inthapidity distribution.

In pp collisions an overall charge asymmetry in heproduction and a rapidity dependent
asymmetry exists. The charge asymmetry is defined as:

A Ow: —Ow-
Ow+ + Ow-

The overall charge asymmetry as well as the charge asymmastayfunction ofy (Fig. [L.8) can
be used to constrain the PDFs because they are related toothemtum distribution ofi andd

guarks in the proton. At LO where the dominait™ andW~ production mechanism isd and
du respectively, the asymmetry can be expressed as:

Aw(y) ~ (a)ulx) (1.11)

(x1)u(x2)

For smallx values, the contribution of sea quarksuis- d~ g and the above expression can be
simplified to:

c
—~
X
~—

Q.
—~
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~—

|

Q.

—~

c
—
X
~—
Q.
—~
&
N~—
+
o

Lu-d _ w—d
Tutd T w29
which indicates that the asymmetry is sensitive to the waajquarks PDFs. The advantage of
using the asymmetry rather than tié™ and W~ cross-sections in PDF fits is that in the ratio
some of the uncertainties cancel out.

Aw(Y) (1.12)

TheW charge asymmetry as function of tkié rapidity y is defined as:

dow+ B dow-
__dy dy
An(y) = m (1.13)
dy dy

For the reasons explained earlier, it is usually the lepteyrmametry rather than the diretV

: . , dow-+/dn —dow-/dn

asymmetry that is used. The lepton asymmetry is define =
y y P ymmetry 4 a3) G- /0N T Ao /dn
wheren is the pseudorapidity of the charged lepton, an approxonatf the rapidity whemrm <«

E. Fig.[LI.I0 shows th&/ and lepton rapidity distributions ipp and pp collisions.

The lepton asymmetry is a convolution of tfé production charge asymmetry and the well
known asymmetry from th& — A W decay. Since th¥ — A asymmetry is well understood (see
Section[I.Z}) the lepton asymmetry is equally sensitivehéoparton distribution. In practice,
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higher order QCD effects introduce a dependence of the elapton decay angle and as a
consequence of the lepton asymmetry on\hepolarisation.
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Figure 1.10:Rapidity distributions ofW*, W~ and the decay leptons fot:eft pp collisions [33] and
Right ppcollisions without applying any kinematic requirements.

The forward-backward charge asymmetry due to the prefediesttion of W™ and W~
has been measured by both the CDFE |28, 29] and the D0[30, 3Apoaations and the data
have been included in global PDF fits. The DO charge asymmesits were given as a function
of the pseudorapidity of the lepton for two differept bins (Fig.[I.Ill). The results show some
discrepancy compared to the prediction at large leggprwhich has also been confirmed by CDF.
This was acsribed to the fact that the PDFs used were base@gasunements done previously.
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Figure 1.11: D0 muon charge asymmetry as a function of the muon pseuddtafid two pr ranges
20< p#’ < 35 GeV andp‘T‘ > 35 GeV compared to the theoretical prediction of CTEQ6.6e Tp right
windows show the difference between the muon charge asymiaad the central value of CTEQ6.6. The
yellow band represents the uncertainty of the CTEQ6.6 ptiedti [32].

The CDF collaboration has performed a direct charge asymymatasurement where the
W rapidity is estimated using kinematic constraints and emrailve weighting procedure based on
the angular distribution of the decay. The results dispaiyeFig. [LI2 show a good agreement
between the data and the theory prediction.
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Figure 1.12:CDF W charge asymmetry as a function of té rapidity compared to the NLO and NNLO
theory predictiond[33].

The asymmetry measurements performed at LHC with the 20tE0sadanple will be briefly
presented in Sectidn 6.3.



Chapter 2

The ATLAS detector

ATLAS (A T oroidalL HC Apparatis) is one of the main experiments of the Large Hadron Collider
situated at CERN, Geneva. It is a general purpose detectioniepd for discovering the Standard
Model Higgs boson but also able to investigate New Physiegimena and to provide high
precision measurements in the QCD and electroweak sector.

The ATLAS detector, shown in Figufe2.1, comprises trackiegices, calorimeters and a
muon spectrometer.

44m

25m

Tile calorimeters

° LAr hadronic end-cap and
forward calorimeters
Pixel detector

Toroid magnets LAr eleciromagnetic calorimeters

Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor fracker

Figure 2.1:Cut-away view of the ATLAS detector. The dimensions of theed®r are 25 m in height and
44 min length. The overall weight of the detector is appraadiely 7000 tonne$34].
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The ATLAS detector

Detector Component Required resolution n coverage
Measurement Trigger

Tracking Op; /p1 = 0.05%pT ® 1% +25

Electromagnetic calorimetry o /E = 10%/+E ®0.7% +3.2 +25

Hadronic calorimetry (jets)

- barrel and end-cap 0g /E = 50%/VE ® 3% +32 +32

- forward 0g /E = 100%/vE ® 10% 31<|n|<49 | 31<|n|<49

Muon spectrometer Op; /pr = 10% atpr = 1TeV +2.7 +2.4

Table 2.1: Design performance of the ATLAS detector. Note that, hjgth-muons can be measured
independently in the muon spectrometer and in the trackistes1. The units foE and pr are in GeV
[34].

2.1 Detector Overview

The coordinate system used to describe the ATLAS detectbttanparticles emerging from the
p-p collisions are briefly summarised here. The nominafatiéon point is defined as the origin of
a right-handed coordinate system, while the beam direct@fimes thez-axis and thex—y plane

is transverse to the beam direction. The positivaxis is defined as pointing from the interaction
point to the centre of the LHC ring and the positiyeaxis is defined as pointing upwards. The
side-A of the detector is defined as that with positwand the side-C is that with negatize
Some of the basic variables used widely within the ATLAS e#pent are listed below.

e The azimuthal angl@ is measured around the beam axis.
e The polar angled is the angle with respect to the beam axis.

e The transverse momentumr of a particle is the projection of its momentuponto the
X—Yy plane.

—_—
e The missing transverse momentum in an event is defingof'&@8= — leT where N in-
dlcates the number of final state particles of the event. Tdmesverse quantitiepr and

| m'sﬁ are invariant under the Lorentz transformations alongzfais.

e The transverse enerdyr for a given particle is given by the relatider = Esine whereE
is the particle energy. The missing transverse energy dsteed Em'ss |p-“r“'sﬁ)

e The rapidityy of a particle is defined ag= hali:

E . .
In £ where p; is the particle momentum

along thez-axis. For particles of small mass Wlth respect to their gnédm < E) the
rapidity can be approximated by the pseudorapidjty= —Intan(6/2). The calculation of

n has the advantage that doesn't require the identificatidgheoparticle.
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e The distanceAR between two particles, b is defined in the pseudorapidity-azimuthal

plane asAR = /An2+A¢2 where An is the distancgna — np|, Ap = |¢pa— @b and n
and ¢ are the azimuthal and polar angle of the particle tracks.

The general requirements for a general purpose LHC detéattated by the vast area of
possible physics analyses drel[34]:

o fast, radiation-hard electronics and sensor elements Assvhigh detector granularity in
order to handle the particle fluxes and to reduce the influehogerlapping events,

e large acceptance in pseudorapidifywith almost full azimuthal angle coveragg,

e good charged-particle momentum resolution and recort&ruefficiency in the inner
tracker including vertex detectors close to the interactiegion for tagging oft -leptons
and b-jets and detection of secondary vertices,

e very good electromagnetic calorimetry for electron andtphadentification and measure-
ments, complemented by full-coverage hadronic caloriynfir accurate jet and missing
transverse energy measurements,

e good muon identification and momentum resolution over a wagge of momenta with the
ability to determine unambiguously the charge of higghmuons and

¢ highly efficient triggering low transverse-momentum oltgawith sufficient background re-
jection.

In the following sections, the different components of thELAS detector are briefly de-
scribed with particular attention to the Liquid Argon caioeters since the author of this thesis
has worked on those specific sub-detectors.

2.2 Inner Detector

The ATLAS Inner Detector (ID) — shown in FiguresPR.2 2.3s-designed to provide excel-
lent momentum resolution as well as primary and secondatgx@osition measurements within
the pseudorapidity range | < 2.5 as well as electron identification withjn| < 2.0. It consists of
three independent but complementary detectors: the Pigtddior, the Semi-Conductor Tracker
(SCT) and the Transition Radiation Tracker (TRT). An impaittrequirement for the construction
of the ID was that the sub-systems need to be able to withstagel integrated irradiation.

ThePixel Detectoris the closest detector to the beam pipe thus allowing to unedsacks
in the region very close to the interaction point. It corsist three cylindrical layers in the barrel
region and three disk layers in the end-caps. There is a ¢dth¥44 silicon sensors each with
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Figure 2.2:Two-dimensional view of a quarter-section of the ATLAS indetector showing each of the
major detector elements with the dimensions of the actigeores and envelopes. The region very close to
the interaction point is shown enlarged at the bottom of ibhaupe [34].
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Figure 2.3:Drawing showing the sensors and structural elements aldssa charged track in the barrel

ID [34].
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46080 readout channels. The nominal pixel size ix 8300 um?. The intrinsic spatial resolution
of the barrel detector is 1dm in (R— ¢) and 115um in (2) [34].

The SCT is a silicon micro-strip detector. It consists of four doaitbhyers in the barrel
region giving four space-points and nine disk layers in thé-eaps for a total number of readout
channels of~ 6 million. For each set of two layers, one is parallel to tharheaxis to measure
R— ¢ and the other layer is set at an angle of 40 mrad to measure ¢herdinate. The intrinsic
spatial resolution in the barrel region is A in (R— ¢) and 580um in (z) [35].

The TRT consists of layers of 4 mm straw tubes with a gas mixture of 708p 27%
CO; and 3% Q. It covers the pseudorapidity rangie| < 2.0 and has an intrinsic resolution of
130um in (R—¢).

The reconstruction of the tracks in the ID is affected by tlfving issues([34]:

e many electrons lose most of their energy through bremdstghbefore reaching the elec-
tromagnetic calorimeter,

e a significant percentage of photons convert before readhimglectromagnetic calorimeter
(Figure[Z% shows the material distribution at the end ofleand

e a good fraction of charged pions will undergo inelastic loadlr interactions inside the ID.

In Table[ZP the geometrical characteristics of the innéecter system are summarised.

3 FT LA AL N BB S S B B -
2. 5 5[_ATLAS Preliminary [l Services E
£ 77 Simulation OTRT .
e B @sct .
2 2F [ Pixel E
.5 B [JBeam-pipe 1
E H -
S 15
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n

Figure 2.4:Material distribution o) at the exit of the ID envelope, including the services aretrtial
enclosures. The distribution is shown as a functiofrgfand averaged ovep. The breakdown indicates
the contributions of external services and of individuab-sletectors, including services in their active

volume [36].
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Item Radial extension (mm) Length (mm)
Overall ID envelope 0<R< 1150 0< |z <3512
Beam-pipe 29<R< 36
Pixel Overall envelope 455<R< 242 0< |z <3092
3 cylindrical layers Sensitive barrgl 50.5 < R< 1225 0< |Z] < 4005
3 disks Sensitive end-cap 888 < R< 1496 495< |7] < 650
SCT Overall envelope 255< R < 549 (barrel) 0< |7 <805

251< R< 610 (end-cap) | 810< |z] < 2797
4 cylindrical layers Sensitive barrel 299<R<514 0< |27 <749
2% 9 disks Sensitive end-cap 275<R< 560 839< |7/ < 2735
TRT Overall envelope 554< R< 1082 (barrel) | 0< |z <780

617 < R< 1106 (end-cap)| 827< |z] < 2744
73 straw planes Sensitive barrel 563 < R < 1066 0< |7 <712
160 straw planes Sensitive end-cap | 644< R < 1004 848< |7/ < 2710

Table 2.2:Main geometrical parameters of the inner-detector sysh [

2.3 Calorimetry

The ATLAS calorimeters, shown in Figure 2.5, cover a pseapliality range|n| < 4.9. They pro-
vide electron, photon, jet energy aﬂ”issmeasurements. The electromagnetic (EM) calorimeter
with its fine granularity is suited for precision measuretsesf electron and photon energy (see
Table[Z:1). It has a total thickness ef 22 radiation lengthsXg) in the barrel and~ 24 Xg in

the end-cap region allowing to contain the electromagr&tiower for a wide energy range of
electrons and photons.

The approximately ten interaction lengths)(of EM and hadronic calorimeter in the barrel
and in the end-cap region are suitable to provide good erresptution for high energy jets (see
Table[Z1). The total thickness (whichis9A at n = 0 with the addition of the outer support)
reduces punch-through well below the level of prompt or gtlavaons. Together with the large
n -coverage, this thickness will also ensure a gﬁ?ﬂssmeasurement.

2.3.1 LAr Electromagnetic Calorimeter

The EM calorimeter is divided into a barrel pai( < 1.475) and two end-cap components
(1.375< |n| < 3.2) each housed in their own cryostat. The LAr EM calorimesdrare a com-
mon vacuum vessel with the central solenoid thus elimigativo vacuum walls. The EM barrel
calorimeter consists of two identical half-barrels sepddy a small gap (4 mm) a= 0. Each
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Figure 2.5:Cut-away view of the ATLAS calorimeter system [34].

end-cap is mechanically divided into two coaxial wheels: oater wheel covering the region
1.375< |n| < 2.5 and an inner wheel covering the regiob 2 |n| < 3.2.

The EM calorimeter is a lead-LAr detector with accordionmthkapton-copper electrodes
and lead absorber plates. The accordion geometry proviieplete coverage i without az-
imuthal uninstrumented regions and a fast extraction ofsigaal at the back or at the front of
the electrodes. In the barrel the accordion waves run akagd the folding angles of the waves
vary with the radius to keep the liquid-argon gap constamthé end-caps, the waves run alang
and the liquid-argon gap increases with radius. The acoonrdeometry leads to a very uniform
response in terms of linearity and resolution as a functiog o

In the region|n| < 2.5 the EM calorimeter is segmented into three longitudinatisas as
shown in Figurd_2]6. The first layer (strips) has a very finengtarity in n mainly for 7° —y
separation, the second layer (middle) is where most of tleeggrof the electrons and photons is
deposited and the third layer (back) measures the enerdyedftl of the shower. In the region
In| < 1.8, a shower detector (presampler) is used to correct for tieegg lost upstream of the
calorimeter. The presampler consists of an active LAr layethickness 1.1 cm (0.5 cm) in
the barrel (end-cap) region. In the rangé 2 |n| < 3.2 the EM calorimeter (inner wheel) is
segmented into two layers and has a coarser granularitygfidmilarity of the different layers of
the EM calorimeter is shown in TadleP.3.

The EM calorimeter and its electronics will be described lra@ter 3 in more detail.
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EM Calorimeter

Barrel End-cap
Number of layers an¢h | coverage
Presampler 1 Inj<152 |1 15<n| <18
3 In| <135 | 2 1375<|n| <15
Calorimeter 2 135<|n| <1475 | 3 15<|n|<25
2 25<n| <32
GranularityAn x A¢ versus|n|
Presampler 0.025x 0.1 In| <1.52 | 0.025x 0.1 15<n| <18
0.025/8% 0.1 In| < 1.40 | 0.050% 0.1 1375< |n| < 1.425
0.025x 0.025 140< |n| < 1.475 | 0.025x 0.1 1425<|n| <15
0.025/8% 0.1 15<|n| <18
Calorimeter 1st layer 0.025/6 x 0.1 18<n| <20
0.025/4% 0.1 20<|n| <24
0.025x 0.1 24<nl<25
0.1x01 25<|n| <32
0.025x 0.025 |n| < 1.40 | 0.050x% 0.025 1375<|n| < 1.425
Calorimeter 2nd layen 0.075x 0.025 140< |n| < 1.475 | 0.025x 0.025 1425<|n| <25
0.1x01 25<|n|<32
Calorimeter 3rd layer| 0.050x 0.025 |n| < 1.35 | 0.050% 0.025 15<|n| <25
Number of readout channels
Presampler 7808 1536 (both sides)
Calorimeter 101760 62208 (both sides)

Table 2.3:Main parameters of the EM calorimeter systéml [34].
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Figure 2.6: Sketch of a part of the barrel module where the differentigyee clearly visible with the
ganging of electrodes igp. The granularity inn and ¢ of the cells of each of the three layers and of the
trigger towers is also showhn [B7].

2.3.2 Hadronic Calorimeter
Tile Calorimeter

The tile calorimeter (FigurE—2.7) is a sampling calorimdteat uses steel as absorber and scin-
tillating tiles as active medium. It is placed after the ldjargon EM calorimeter covering the
region|n| < 1.7 and is divided into a central and two extended barrels. Hneebpart covers the
region |n| < 1.0 and the two extended barrel components the rang8e<0n| < 1.7. The barrel
and extended barrels are divided azimuthally into 64 maduRadially, the tile calorimeter ex-
tends from an inner radius of 28 m to an outer radius of.25 m. It is longitudinally segmented
in three layers approximately 1.5, 4.1 and A.&bhick for the barrel and 1.5, 2.6, and 3A3for

the extended barrel. Two sides of the scintillating tiles mad out by wavelength shifting fibres
into two separate photomultiplier tubes. in the readout cells built by grouping fibres into the
photomultipliers are pseudo-projective towards the axtdon region([34].

LAr Hadronic End-Cap Calorimeter

The Hadronic End-cap Calorimeter (HEC), shown in Fiduré 2@hsists of two independent
wheels per end-cap: a front wheel (HEC1) and a rear wheel @ji@ated directly behind the
end-cap EM calorimeter and sharing the same LAr cryostats.re@iuce the drop in material



The ATLAS detector

LAr Hadronic End-cap

|n| coverage 15<|n| <32
Number of layers 4
GranularityAn x A¢ 0.1x0.1 15<|n| <25
0.2x0.2 25<n| <32
Readout Channels 5632 (both sides)

LAr Forward Calorimeter

|n| coverage 31<|n| <49
Number of layers 3
GranularityAx x Ay FCall: 30x 2.6 315< |n| < 4.30

FCall: ~four times finer  310< |n| < 3.15,
4.30<|n| <4.83
FCall: 33x 4.2 324<|n|<4.50
FCall: ~four times finer  320< |n| < 3.24,
450< |n| <481
FCall: 54 x 4.7 332<|n| < 4.60
FCall: ~four times finer 39< |n| < 3.32,
4.60< |n| <475

Readout Channels 3524 (both sides)

Scintillator Tile Calorimeter

Barrel Extended Barrel
|n| coverage In| <10 08<|n| <17
Number of layers | 3 3
GranularityAn xA¢ | 0.1x0.1 0.1x0.1
Last layer 0.2x0.1 0.2x0.1
Readout Channels | 5760 4092 (both sides)

Table 2.4:Main parameters of Hadronic and Forward Caloriméeiter [34].



2.4 Muon Spectrometer 26

n=00 01 02 03 0,9 10 11 12
. . P s c

3865 mm

[ ) ' g 13
Do D1 | {p2 ) - -
X . 7 7 ; D5 7 .-~ D6
BC1 {BC2 |BC3 |BC4 |'BC5 |BC6 |/BCT . 14
/
| , , ~ - ~ —
B11.” B12|.-B13 |.-'B14 |.-7 B15 | -15
. . 16
| A S S DN e A12-[ -5 o2 - -7
Al |A2 |A3 |A4 /A5 |A6,|AT /|A8 /(A9 ,{Al0, E2 DT A3y Al4 _q17AlL5 - Al6 -~
2280 mm . : M Ed i = - = AL
| I / / B ’ , . 4 3
0 500 1000
L | 1 :\LSOO mm E3.
;
=
! E4
: beam axis
T

Figure 2.7:Segmentation in depth angl of the tile-calorimeter modules in the central (left) andesxded
(right) barrels. The bottom of the picture corresponds ®itiner radius of the tile calorimeter. The tile
calorimeter is symmetric with respect to the interactiomp{B4].

density at the transition between the HEC and the ForwardriDater (aroundn| = 3.1), the
HEC extends out ton| = 3.2, thereby overlapping with the Forward Calorimeter. Samyl, the
HEC n range slightly overlaps with thg of the tile calorimeter [7| < 1.7) by extending to
|[n| =1.5. Each wheel is divided into two segments in depth thus nggitotal of four layers per
end-cap. The wheels closest to the interaction point atefbuin 25 mm parallel absorber copper
plates, while those further away use 50 mm absorber coppgep(for all wheels the first plate
is half-thickness). The inner radius of the wheel id1 m (except in the overlap region with the
forward calorimeter where the radius i3@2 m) and the outer radius is08 m. The copper plates
are interleaved with & mm LAr gaps, providing the active medium for this sampliadépcimeter.

LAr Forward Calorimeter

The Forward Calorimeters (FCal) are located in the samestay® as the end-cap calorimeters
and provide coverage over the regiol & |n| < 4.9 (see Figur&2]9). The FCal is approximately
10 A deep, and consists of three modules in each end-cap: th¢Hsi1l) uses copper and is
optimised for electromagnetic measurements, while therativo (FCal2, FCal3) use tungsten
and measure predominantly the energy of hadronic intenagti The close vicinity and coupling
between these systems result in a quite hermetic desigehwhinimises energy losses in cracks
between the calorimeter systems and also limits the baakgowhich reach the muon system.

2.4 Muon Spectrometer

The Muon Spectrometer (Figute—2110) is designed to deteaigel particles exiting the barrel
and end-cap calorimeters and to measure their momentune ipsgudorapidity rangg| < 2.7.
It is based on the magnetic bending of muon tracks in the lswgerconducting air-core toroidal
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Figure 2.8:SchematidR— ¢ (left) andR— z (right) views of a part of the Hadronic End-Cap calorimeter.
The semi-pointing layout of the readout cells is indicatgdhe dashed lines. Dimensions arenmm [34].
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Figure 2.9: Schematic diagram showing the three FCal modules locatéldeirend-cap cryostat. The
material in front of the FCal and the shielding plug behiraté also shown. The black regions are structural
parts of the cryostat. The diagram has a larger verticaksaiclarity [34].
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Figure 2.10:Cut-away view of the ATLAS muon systeim [34].
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Monitored drift tubes MDT

- Coverage |n| < 2.7 (innermost layer{n| < 2.0)
- Number of chambers 1088 (1150)

- Number of channels 339 000 (354 000)

- Function Precision tracking
Cathode strip chambers CsC

- Coverage 20<|n| <27

- Number of chambers 32

- Number of channels 31 000

- Function Precision tracking
Resistive plate chambers RPC

- Coverage In| < 1.05

- Number of chambers 544 (606)

- Number of channels 359 000 (373 000)

- Function Triggering, second coordinate
Thin gap chambers TGC

- Coverage 1.05< |n| < 2.7 (2.4 for triggering)
- Number of chambers 3588

- Number of channels 318 000

- Function Triggering, second coordinate

Table 2.5:Main parameters of the muon spectrometer. Numbers in btafiethe MDT’s and the RPC’s
refer to the final configuration of the detector in 2009/[34].

magnets, instrumented with separate trigger and highigioectracking chambers. Over the range
In| < 1.4, magnetic bending is provided by the large barrel toroidlevfor 1.6 < |n| < 2.7,
muon tracks are bent by the two end-cap magnets. Oder 1n| < 1.6, usually referred to as the
transition region, magnetic deflection is provided by a coration of barrel and end-cap fields.
This magnet configuration provides a field which is mostlyhogonal to the muon trajectories,
while reducing the degradation of resolution due to mudtiptattering. The main parameters of
the muon chambers are listed in Tabld 2.5.

In the barrel region, tracks are measured in chambers adamgthree cylindrical layers
around the beam axis while in the transition and end-capnsgithe chambers are installed in
planes perpendicular to the beam in three layers.

Over most of then -range, a precision measurement of the track coordinateshenmo-
mentum is provided by Monitored Drift Tubes (MDT's). At l&gseudorapidities (2 |n| < 2.7),
multiwire proportional chambers are used. They are callath@le Strip Chambers (CSCs) and
have cathodes segmented into strips with higher granglamitwithstand the demanding rate and
background conditions. The stringent requirements onélaive alignment of the muon cham-
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ber layers are met by the combination of precision mech&agsembly techniques and optical
alignment systems both within and between muon chambers.

The trigger part of the muon system covers the pseudorgpiditge || < 2.4. Resistive
Plate Chambers (RPC's) are used in the barrel and Thin Gamtdra (TGC'’s) in the end-cap re-
gions. The trigger chambers for the muon spectrometer setlreeefold purpose: provide bunch-
crossing identification, provide well-definggr thresholds, and measure the muon coordinate in
the direction orthogonal to that determined by the prenigracking chambers [34].

2.5 Magnet System

ATLAS features a unigue hybrid system of four large supedcmting magnets producing a
solenoidal and toroidal fields.

The solenoid is aligned on the beam axis and provides a 2 Tragignetic field in the inner
detector region, while minimising the thickness in frontloé barrel electromagnetic calorimeter.
To achieve the desired calorimeter performance, the lay@gst carefully optimised to keep the
material thickness in front of the calorimeter as low as flissresulting in a solenoid assembly
contributing a total of~ 0.66 radiation lengths.

A barrel toroid and two end-cap toroids (see Fidure?.11)ipece a toroidal magnetic field
of approximately 0.5 T and 1 T in the central and end-cap regiof the muon spectrometer
respectively. Each of the three toroids consists of eigé essembled radially and symmetrically
around the beam axis. The end-cap toroid coil system isembthy 225° with respect to the
barrel toroid coil system in order to provide radial overkapd to optimise the bending power at
the interface between the two coil systeins [34].

2.6 Trigger

The Trigger and Data Acquisition (TDAQ) systems, the timiagd trigger-control logic, and the
Detector Control System (DCS) are partitioned into suliesys, typically associated with sub-
detectors, which have the same logical components anditildocks. The trigger system has
three distinct levels: level one (L1), level two (L2) and theent filter (EF). The L2 and EF form
the High-Level Trigger (HLT). Each trigger level refines tthecisions made at the previous level
and, where necessary, applies additional selection ieritdthe L1 trigger uses a limited amount
of the total detector information to make a decision in lésst25us, reducing the rate to about
75 kHz. The two higher levels (HLT) access more detectormédion for a final design rate of up
to 200 Hz with an event size of approximately 1.3 MByte. F&JHrI2 shows the chain between
these three trigger levels. During the 2010 data-taking rdte of the EF trigger was increased to
~ 300 Hz.
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Figure 2.11:Barrel toroid as installed in the underground cavern; nbteestymmetry of the supporting
structure. The temporary scaffolding and green platforrasawemoved once the installation was complete.
The scale is indicated by the person standing in betweemihbdttom coils. Also visible are the stainless-
steel rails carrying the barrel calorimeter with its embedldolenoid, which await translation towards their

final position in the centre of the detectbr[34].
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Figure 2.12:Block diagram of the ATLAS trigger. Additional informatida used for the HLT in order to
reduce the trigger rate.
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The L1 trigger searches for high transverse-momentum mubestrons, photons, jets, and
T-leptons decaying into hadrons, as well as large missing@atitransverse energy. Its selection
criteria are based on information from a subset of detectdigh transverse-momentum muons
are identified using trigger chambers in the barrel and expdregions of the muon spectrometer.
Calorimeter selections are based on reduced-granularftymation from all the calorimeters.
Results from the L1 muon and calorimeter triggers are psextdy the central trigger processor,
which implements a trigger “menu” made up of combinationdrigiger selections. Pre-scaling
of trigger menu items is also available, allowing optimaé as the bandwidth as luminosity and
background conditions change. Events passing the L1 triggjection are transferred to the next
stages of the detector-specific electronics and subsdguenthe data acquisition via point-to-
point links.

In each event, the L1 trigger also defines one or more regionsand ¢ within the detector
for which the selection process has identified interstingfufiles (Regions-of-Interest - Rol’s).
The Rol data include information on the type of feature idiemtt and the criteria passed, e.g. a
threshold. This information is subsequently used by thaegel trigger.

The L2 selection is seeded by the Rol information providedhgyL1 trigger over a dedi-
cated data path. L2 selections use, at full granularity aedigion, all the available detector data
within the Rol’s (approximately 2% of the total event dafBfie L2 menus are designed to reduce
the trigger rate to approximately 3.5 kHz, with an event pssing time of about 40 ms, aver-
aged over all events. The final stage of the event selecticariged out by the event filter, which
reduces the event rate to roughly 200 Hz. Its selectionsmapteimented using offline analysis
procedures within an average event processing time of ter af 4 s[34].



Chapter 3

Signal Reconstruction in the LAr
Calorimeters

In this chapter the work accomplished by the author of thisihon theDigital Signal Processor
(DSP) is presented. The DSP is the part of the back-end efécsrof the LAr calorimeters which
computes the energy, the time and a quality factor of theadsgoroduced by the particles crossing
the detector thus reducing the data flow by a factor of 2. Theitming of the DSP calculations,
the validation and improvement of the DSP code are the dmtioin of the author of this thesis.
These are very crucial tasks to ensure an optimal resporike bAr calorimeters. These detectors
play a major role in th&V — ev measurements. To introduce the accomplished work, a vesf br
description of the LAr channel structure and electronigeésented in the first part of this chapter.

To meet the LHC requirements, the LAr electromagnetic (Ellpdmeters have a very
good energy resolution, linearity, speed of response amvarful electron and photon identifica-
tion. In particular, to ensure a linear response over a widggy range the EM calorimeter cells
electronics cover a dynamic range from 50 MeV to an upper danin- 4 TeV energy deposited
in the cell. Here the lower bound corresponds to the typitadteonic noise per channel and the
upper bound to the maximum energy deposited in a calorineeleby electrons produced in de-
cays ofZ’ andW’ bosons with masses of 5-6 TeV. The HEC calorimeter is usethé@asurements
of the energy and angles of jets and the FCal provides a laggdity coverage |(7| < 4.9).

3.1 LAr Calorimeter channel structure

In Figure[3.1 the electrode structure of the barrel caloténis shown. Every electrode comprises
three copper and two kapton layers: the two outer coppersage connected to the high voltage
and the inner copper layer which is connected to the readeatrenics, collects the current in-
duced by the ionisation electrons drifting in the liquid@mggap. The electrodes are segmented in
pads that define the readout cells. Each cell consists oflealesorber plate, a liquid argon gap, a

33
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‘ ‘ Rapidity Lead Thickness| Liquid Argon Thickness
In| < 0.8 1.5mm 2.1 mm
EMB
0.8<|n| <1475 1.1 mm 2.1 mm
1.375<|n| <25 1.7 mm 2.8-0.9mm
EMEC
25<n| <32 2.2mm 3.1-1.8mm

Table 3.1:Thickness of the LAr gap and the absorber (lead) in the EMroaketer [37].

readout electrode and a second liquid argon gap. The trsskoighe LAr gap and of the absorber
plates in the EM calorimeter are shown in Tabld 3.1.

An electron or a photon hitting the EM calorimeter interagtainly within the lead ab-
sorbers and creates an electromagnetic shower. The chewmggabnent of the shower ionises the
LAr and the charges produced drift in the electric field ceedby the high voltage applied on the
outer copper layers of the electrode. An electric signahé&ntinduced on the inner copper layer
of the electrode. The signals from different longitudinahgpartments of the calorimeter are read
out at both sides of the electrodes, i.e. at the front and béd¢ke calorimeter where they are
received by summing boards and then sent to the Front-endaEBS) [[4D].

3.2 LAr Calorimeter Readout

3.2.1 LAr calorimeter front-end boards

The general architecture of the LAr readout electronich@s in Figurd-3.P. The analog signal
from the mother-boards on the calorimeter is transmitteithéofront-end electronics mounted on
the front-end boards (FEBs). The FEBs are housed in the-&odtcrates which are installed on
the cryostat feedthroughs. There is a total of 1524 FEBs evther signal is amplified, shaped and
digitised.

Each FEB processes up to 128 calorimeter channels. At thefkttie preamplifiers, the
signal is split into three overlapping linear gain scalethairatio of 3/9.3/93 (low, medium and
high gain) and shaped in the form of a bipolar pulse througtRa- (RC)? analogue filter with a
time constant of 15 ns. ThEER) signal differentiation is applied in order to shorten theigation
pulse, while the twq RC) integrations allow to reduce the pile-up and electroniseoin Figure
B3 the pulse of a LAr cell is shown before and after the bipskeaping.

The shaped signals are then sampled at the LHC bunch-agolssouency of 40 MHz by
four-channel switched-capacitor array (SCA) analoguelpmps that store the signals during the
L1 trigger latency ¢ 2 us). For events accepted by the L1 trigger, the signal is readging the
optimal gain and digitised by a 12-bit analog-to-digitaheerter (ADC) as shown in Figufe_3.4.
The FEBs also have the task to sum the signal of adjacenimoaiar cells inside each depth layer
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Figure 3.1:Geometry and structure of the barrel electrodes [37].
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Figure 3.2:Block diagram of the LAr readout electronics. The eleciriecuit in the LAr is depicted at
the bottom, followed above by the on-detector front-endtedmics crate and at the top (left) by a schematic
view of the readout crate with its ROD boards and TTC moduleshis diagram warm preamplifiers are
located in the FEB. This is the case for the EM and FCall aaletérs while for the HEC the preamplifiers
are located in the LAr. Also indicated at the middle and taght) are the LAr front-end tower builder
electronics and the interfaces to the L1 trigger system itstbentral trigger processor (CTR)[34].
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Figure 3.3:lonisation pulse in a LAr cell and FEB output signal afteipolar shaping. Also indicated are
the sampling points every 25 ns. During normal data-takireggsignal is sampled 5 times (or 7 times for
some cosmics runs). A maximum of 32 samples can be attairteid aised for calibration purpose (OFCs)
[39].
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Figure 3.4:Block diagram of the FEB architecture, depicting the datafior four of the 128 channels
[34].
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and to prepare the input for the tower builder boards. Towérslorimeter cells are used for the
L1 trigger [34] [38] [41].

3.2.2 LAr electronic calibration

To calibrate the energy response of the LAr calorimeter gegy®f electronics calibration boards
[43] (situated in the front-end crate) is used to send peguisses to the electrodes. A voltage pulse
set by a 16-bit DAC (Digital-to-Analog Converter) which sitates the physics signal is applied
across an injector resistané®,; of very precise value in the cold directly on the electrode. |
the FCal, the pulse is applied at the base-plane of the &odterates where it is split in two.
One of the split pulses goes directly into the FEBs and is fsedalibration. Non-uniformity of
the calibration pulse amplitude affects directly the cansterm in the energy resolution function
and therefore the measurement of high energy electromagteiwers. The calibration system is
designed to limit this contribution to the constant termessl than @25% for the EM calorimeter,
less than 1% for the HEC and less than 2% for the FCal [34].

There are three different types of calibration runs takepdriods without beam collisions
(such as the time between LHC fills) in order to equalise tlspaoase of the LAr calorimeter
cells: pedestals, delays and ramps. Sets of calibratiomatmacquired for each of the three LAr
electronic readout gains (high, medium, and low). Dugeglestaruns no signal is injected into
the calorimeter cells thus the electronics baseline lemdltae electronic noise for each cell are
measuredDelayruns measure the shape of the pulse as a function of time ébrreadout cell.
Rampruns are used to extract the response of each cell as a faradtibe injected current in DAC
units. The values of the current used varies according tgdie of the electronics being probed
[42].

3.2.3 LAr calorimeter back-end electronics

The digital signals from the FEBs are then transmitted vigaplinks to the back-end electronics
which are located in the main cavern, 70 m away from the detedthe Readout Driver system
(ROD), the core of the back-end electronics, digitally peses the data before transmitting it to
the data acquisition system at a L1 trigger rate of 75 kHz.

Each ROD module receives data from up to 8 FEBs (ie. up to 162#4rels) through 8
optical fibres. The ROD motherboard houses 4 processing (iiit) and each PU is equipped with
two Digital Signal Processors (DSP), thus each DSP prosasse FEB. Each DSP is preceded
by an input FPGA (InNFPGA) used to perform quality checks efitiput data.

The DSP has three main tasks:

e synchronise the FEB data with the Trigger-Time and Conffdl{) signals,
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e process the data coming from the INFPGA and apply an opfiittering method to compute
the energy, time and a quality factor of the signal for eadharel

e prepare and send the data to the ROD motherboard.

3.3 Digital Signal Processor

In Figure[35b a photograph of the DSP is shown. As anticipftau the introduction, the DSP
computes the energy, time and quality factor of the signakézh cell and transmits to DAC the
five measured samples for cells with energy above a giveshbtd. The author of this thesis has
worked on the validation of the DSP code and on the monitaoirits response.

The main constraints on the DSP computation are summariskesvb These constraints
have an impact on the precision of the DSP calculations.

e Since the DSP needs to send the results at a L1 trigger raté kiHZ, thetime for each
DSP to process the whole FEB is required to be less thd2 usec on average.

e The constants needed for the DSP computations have to battedrand packed — since
the DSP only performs integer computations — before beiagéd on the DSP to reduce
thememory consumption

e In order to minimise théandwidth needed for the transmission of the DSP results, it is
essential to minimise the amount of data sent while keepiagimmum information.

3.3.1 Principle of the Calculations

The first calculated quantity is the celhergy. This is done according to the following formula:

X (Ro+ R1 % Aapc) (3.1)

E=F x F X Cpyv X
DAC— uA HA—MeV HV M phys

Iv'cal

where each term is explained below.

e Aapc is the peak amplitude of the signal pulse in ADC counts andisputed as

Nsamplesrl

Anpc = ; a(s—p

wherep is the pedestak; the digitised signal samples in ADC counds the energy optimal
filtering coefficients (OFCs) anbsampiesis the number of samples used for the computation
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Figure 3.5: Top: photograph of the ROD PU with its two clearly visible DSPs. eTRU measures
120 mmx 85 mm. Bottom: block diagram of the PU board with two TMS320C6414 Texasrumsents

DSPs[39].
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(typically Nsamples= 5). (see Fig.[313)[142]. The Optimal Filtering method is aitdig
filtering technique which allows to compute the peak amgétof the signal minimising the
effect of the electronic and pile-up noise[44]. It requitkes knowledge of the shape of the
ionisation pulse. This shape is predicted from the infofamatontained in the calibration
pulses obtained in delay runs.

¢ Ry andR; are coefficients linking the known injected amplitude (DAG)he analog signals
(ADC) measured in calibration runs (“ramps”) (see Kigl 3.6)

e Fpac—yua is afactor that converts the current measured in DAC unitgAg and accounts
for the values of the local motherboard injection resistor.

e The factorF,a—mev cOnverts the current to a raw estimate of the energy releiatbe ac-
tive and passive part of the calorimeter cell using an averadue of the sampling fraction.

M . I L
e The factor—P"® corrects for the difference between the calibration anddhisation pulse

|
shape and iscacomputed from the calibration pulse and fronptbperties of the readout
cells.

e Cyy Is a correction factor applied when the high voltage is nohimal.

When the energy is greater than a certain threshold (clyréot,eise) then the time and the
guality factor are computed for that cell. Thime of signal with respect to the LHC clock is given
by the following equation:

Nsamplesrl

; bi(s —p)
= Aabc (3:2)

whereb; are the timing OFCs.

A quality factor Q with a x?-like behaviour, ignoring the correlations between the sam
pling points, is computed to quantify the quality of the meament:

Nsamplesrl

Q= % [(s — p) — Aapnc(gi — g/T)]? (3.3)

whereg; is the normalised predicted ionisation pulse shape (afigpisag), calculated from cali-
bration pulse shapes amgl its derivative.

3.3.2 DSP Constants and Computations

In order to get a good compromise among the computation timeepory consumption and preci-
sion of the computation, the constants are properly caled)aounded and packed (as explained
in Section3.313) before being loaded on the DSP for eachacellelectronic gain. The eq._B.1
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Figure 3.6:Comparison between the calibration (black) and physicse(red) for a middle cell in the
EM barrel [42].

can be written as:

Nsam ples-1 Nsam ples-1
E= 3 fRas- 3 fRap+iR (3.4)
i= SN——" = N——"
[of [of]

where f is the product of all the conversion and correction factaesented in ed._3.1. In order
to perform all possible calculations before the DSP, thisa¢ign is then arranged in the following
way:

Nsamplesrl RO Nsamplesl Nsamplesrl
E= % ais—(p—ﬁ) Zs a = |E= % ais — P, (3.5)
1= R , 1= 1=
+4
Pa

For the signal time computation the following expressionsed:

Nsamplesl Nsamplesl Nsamples
Er= fbi 5 — fop — |ET= Bis—R (3.6)
=N iZO iZO
g R

Since it is not possible to perform a division on the DSP, &{op table (LUT) containing inverse
energies is loaded on the DSP and is used to calculate thertiimoen the ET product.

The quality factor is computed as

Nsamplesl

Q= 3 [P -E(h—ho) 3.7
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whereh; = gi/ fR; andh its derivative.

3.3.3 Packing of the Input

The calibration constants that are packed and loaded on e dde summarised on Tallle]3.2.
The middle sample is read first meaning that the sampleseaimo the ROD in an unnatural
order: $,%,51,S3,%4. The samples sent to the DSP are 12-bit integers and arshiiéied by 2
(ie. multiplied by 2) in order to achieve the desired precision for the compaitati On the DSP
sums and subtractions are done on 32 bits while multipboation 16 bits in order to have the
results in 32 bits which are then further packed. For theityutctor case, the samples and the
pedestalP are 16-bit numbers and the result of the multiplication iskeal in 16 bits leading to
a 32 bit result when squared. The LUT contains 2048 entriddiit inverse energies stored as
16-bit integers.

Typically the a; OFC values at high gain for cells in the EM barrel arel. In order to
make use of the available 16 bits and provide a good preciseasurement, these quantities are
rescaled and packed in a given way. Taking as an example;t#Cs and thd®, pedestal used
for the energy computation, the following procedure is usguack the constants. First, a scalg
is found to transform thex; coefficients into 16-bit integers such that* 2 aj-2" < 215 where
a; is the OFC with the highest value. Secondly, a seglés found to transform the pedestal
into a 32-bit integer such that2< P,-22.2% < 232, The 2 factor is due to the fact that the
samples are left-shifted by 2. Finally, the OFCs and the gtatlare scaled by the smaller of the
two constantd, = min(ng, np) to avoid overflows. A similar procedure is used for the timd an
quality factor constants.

3.3.4 Packing of the Results

The LAr electronics have been designed taking into accchattthe energy recorded in a single
cell of the LAr calorimeter covers a wide range from a few tefd/eV to a few TeV meaning
that a simple packing of the energy as a 16-bit integer is nough. On the other hand, packing
the energy on 32 bits would have an impact on the DSPs perfarenand on the size of the
information to be transmitted. Therefore, four energy esgre defined each one with a different
value for the lowest significant bit (LSB) (see Tabl€ 3.3)eTt$B of the 13 bit word carrying the
energy value defines the precision of each energy range. rEeesipn of the DSP measurement
matches the energy resolution.

range| sign | value

2 bits 1 bit 13 bits

The energy, as shown above, is thus packed as a 16-bit ividgee the first two bits define
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‘ Constant‘ Formula ‘ Number ‘ Format ‘
a; g f'2M 5 16 bits
Na - 1 16 bits
Pa 225 ai(p- 52) 1 32 bits
BGi bj f/2M 5 16 bits
Ny - 1 16 bits
Ry 22p3 Bi 1 32 bits
h 2Mng; /f’ 5 16 bits
hi 2y /£ 5 16 bits
N - 1 16 bits
P 22p 1 16 bits
I .
Ro Foac—uaFua—mev - —CrvRo 1 16 bits
cal
‘ Number of constants per channel and per g%in 27

Table 3.2:Packed constants that are loaded on the DBP=(fR;). The energy, time and quality factor
OFCs are scaled by"2, 2™ and 2 respectively in order to have maximum precision when paced
16-bit integers[41].

the four different ranges, one bit is used for the sign of thergy and the value is given in the last
13 bits. The value of the LSB in each energy range3§®9€ (range=0, 1, 2, 3) thus the energy
values to be stored can vary withig| < 213.23%3 = 222 MeV/(~ 4 TeV).

Range | Energy value (MeV) LSB
0 |E| <218 1 MeV
1 2B < |E| <218 8 MeV
2 216 < |E| < 219 64 MeV
3 29 < |E| <222 512 MeV

Table 3.3:Energy values and the precision for each energy range ase med[[41].

The time value is packed as a 16-bit signed integer in unitlgbs allowing unsaturated
time measurements up o= 2%°.10 ps= 327680 ps. The quality factd® is stored as a 16-bit
unsigned integer (see Talile13.4).

3.4 Role of the DSP computations

An important role of the DSP is to reduce the size of inforimatio be transmitted and stored
(event size). During collision runs, the DSP computatiohef energy is performed for all cells
but the samples are transmitted and stored only for the tteltshave an absolute energy above a
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given threshold. The threshold can vary frorma B 50 of the noise depending on the luminosity.
For cells below the threshold only the energy value is stofed cells above the threshold the time
and quality factor are computed and in addition the sampkestared. As a result, the event size
is reduced by a factor of 2. Currently due to bandwidth litiitas, the samples can be transmitted
for a maximum of 10% of the LAr cells. This makes the precisidrthe DSP computations all
the more important since it is not possible to recomputeraffthe energy, time and quality factor
of the signals in at least 90% of the cells since the samperaatrpresent.

It is worthwhile to notice that all cells, including thosetiwvia signal of less thands, con-
tribute to the reconstruction of clusters associated tosjgisyobjects IikeE?"SS, jets, electrons,
photons and muons. The quality factor computed by the DSEelts above a given threshold is
used in the L2 trigger in particular for jet cleaning and ie &F trigger for theE{"iSScleaning. At
least 20% of the L2 jet trigger rates is reduced thanks to #eeaf the quality factor. For these
reasons, it is essential to monitor the correct behaviotim@DSP calculations during data-taking.
There are two situations in which it is particularly impartao check the DSP behaviour during
data-taking: when the calibration constants are updatepgafiticular when new sets of OFCs are
available) and when the algorithm performing the calcalaiis changed.

3.5 \Validation of the DSP Computations

The aim of the validation of the DSP code and of the monitodhithe DSP results is therefore:

o to verify that thecodeloaded on the DSP is correct and that the computations areidan
proper way (reordering, operations, ...),

¢ to make sure that the limitegrecisionof the constants used on the DSP does not bias the
expected precision of the computation and

e to check that the constants loaded on the DSRipdated
The validation and monitoring tasks can be done:

e by analysing directly the DSP results (“online results”),

e by comparing the DSP results with values computed offlinegushe complex ATLAS
framework ATHENA (“offline results”) and

e by comparing the DSP results with values computed offlinegusi standalone program
calledDspTest (“offline test results”).

The offline results can be performed using full precision.id/the verification that the calibration
constants are properly updated can be done only “onling’ctitrect behaviour of the algorithm
and the effect of the limited precision can be checked ordime offline.
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Quantity Range Precision
|E| < 213 =18192 MeV AE <1 MeV
213 < |E| < 26 = 65536 MeV AE < 8 MeV
Energy [MeV]
216 < |E| < 219 = 524288 MeV AE < 64 MeV
219 < |E| < 222 = 4194304 MeV AE <512 MeV
Time [ps] |T] < 327680 ps AT <10ps
Quality factor Q < 65536 AQ/v/Qofitine < 1 (when no saturation has occurrefl)

Table 3.4:Ranges and online precision for energy, time and qualitiofadQ is defined as the difference
betweenQoffiine @and Qonline-

3.5.1 Offline Test Results

The DspTest code emulates the computations performed both on the D®Rddl precision) and
offline (full precision) allowing to check the computationcithe expected precision on the energy,
time and quality factor. In addition, it can use a given setamples to generate new pulses
allowing to test changes in the code on a large scale.

The left plot in Fig.[3 shows the online cell enerfynine as calculated on the DSP as a
function of theEqmine calculated with full precision by thBsp Test code. The right plot shows the
difference between the energy valugsine and Egiiine @s a function of the energy. The numerical
precision for the energy computation is clearly visible d&hne three (out of four) energy ranges
are seen at approximately 8 GeV and 64 GeV. As mentionedegdlidir each energy range the
precision is different and is given by the value of the LSB.
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Figure 3.7:Example of validation plots from events generated by@DispTest code. Eqgniine is the cell
energy computed by emulating the DSP responselage the energy computed with full precision.

The expected precision for thiene computation is 10 ps (1 LSB). However, for large times
or equivalently for small energies, time differences higtien 10 ps are observed due to the
limited precision of the LUT (Fig.[Z318). It has been checkhkdttthis fact doesn’'t cause any
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Figure 3.8: Example of validation plots from events generated byBspTest code. Tonine is the cell
time computed by emulating the DSP calculation 8gglne the time computed using full precision. The
distributions are withint-10 ps apart from low energies and large times where the poactf the LUT
dominates. A cut on the cell energy> 500 MeV is applied. Theight plot shows the difference between
Toffline and Toniine for the cases wher&yine is within =1 ns.

problems since the lack of precision affects very large sirmwed during collisions the good signals
are all aligned in time with less than 1 ns.

For thequality factor the quantity (Qoffine — Qoniine) / v/ Qoffiine 1S Used to assess the pre-
cision of the computation. Originally the quality factor sveomputed using a simpler formula
without taking into account the derivative of the pulse

4
Q=3 l(s—p)- EhJ? (3.8)

and in this case it was observed that the value$@fiine — Qonline) /v Qofine Were within +1
thus the quantityAQ/,/Q was chosen to assess the precision. During the last yeaxtranterm
W1 has been added as shown in Eg] 3.7. This extra term has bemguiced to account for time
shifts of the physics pulse with respect to the sampling tiosng the new formula there are cases
where the online computation saturates causing a mismatevebn the offline and online values
and the limit of =1 in no longer respected. This mostly happens for small éeemnd large
times. Since some of the variables responsible for the aidurare already stored on the DSP as
32-bit integers it is impossible to increase their accutacgvoid this effect. Fig—_3]9 displays the
precision of the quality factor computation for events gated with theDspTest code.

3.5.2 Validation during collision runs

During data-taking (cosmics, proton-proton collisionsaty ion collisions) the DSP computations
have to be constantly monitored. A number of plots are abklén real time to monitor the
computation and compare the offline and online results. $e chmismatch between these values
additional plots are filled to inform the shifters. Deperglon the nature of these mismatches, the
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Figure 3.9:Distribution of (Qoffline — Qonline) / v/ Qoffine s a function oQyine Obtained with thedspTest
code. The values of this quantity are not withiti due to saturation of certain quantities on the DSP (see
paragrapiz3.5l13).

Data Quality Monitoring Display (DQMD) will turn red for thepecific partition triggering these
errors. The data for the specific period during which DQMDed will be flagged accordingly to
inform the user of the problem. Immediate action has to bertance as explained in Sectionl3.4
a malfunctioning of the DSP calculation would impact thergpeeconstruction.

The plots presented in this section are from a 2011 protoimprrun. Fig[[3.10 shows the
difference between the online and offline cell energies, [Bifl the difference between the online
and offline cell timing and Fid._3:12 the correlation betw#e®Qonjine and Qofiine -

A special attention has to be devoted when new constantyvaitatde. In particular, when
the new OFC constants have quite different values from theigus ones, a test of the DSP code
is necessary to ensure that the DSP computations and tkeision are not affected. This usually
happens when the new OFCs are computed for different pilesaglitions. In this case, the new
constants are fed to thespTest code and the energy, time and quality factor computatioas ar
performed for real and generated pulses. The results areahalysed looking at the overall
behaviour and for strange features.

3.5.3 Specific examples of DSP code validation and improvems

In this section, two selected examples of subtle effectshhae been found are given showing
the work of the author of the thesis regarding the validagoxd improvement of the DSP code
computations.

Correcting Time and Quality factor computations

As mentioned earlier (Sectidn_B.4), the energy of the cetlosputed first and if it is above a
given threshold then the time and the quality factor of ttedlt &re computed using the measured
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Figure 3.10:0nline monitoring plots of the DSP behaviour showing théedénce between th€gnjine and
Eofiiine for the four different energy ranges. The second plot shodstailed view of the first two energy
ranges where one can see that tkie is within the expected precision (1 MeV for the first energgga
and 8 MeV for the second one).

10°

10*

10°

10%

10

LY B L AL R R B L B

1
Toftine ~Tonine [PS]

Figure 3.11:0Online monitoring plots of the DSP behaviour showing thériigtion for the difference of
Totine @nd Toniine- The majority of the events are withitt10 ps. Larger differences are also observed
because of the usage of the LUT.
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Figure 3.12:Plot produced online during data-taking showing the catieh betweerQqgine and Qoniine.
For the points that are not on th@,njine=Qofiine line, saturation has occurred on the DSP computation as

explained in paragragh3.5.3.

energy. Extensive and careful comparison between thetsegiven online from the DSP, offline
by ATHENA and the results from thespTest code were performed. During this work, a mismatch
between the time and quality factor was noticed after fagtlie same constants and samples while
the energy was the same in all cases. Careful comparisoh siEpk of the computation allowed
to find out that this was the result of the following featurer imedium and low gain the ramp
intercept is used for the energy calculation (€gl 3.1) ard this energy was used for the time and
quality factor computation on the DSP. Since the constagégiio be packed in a specific way,
the online energy is computed directly while the offline cédtion computes the amplitude first.
This caused the following effect:

offline online
4
AT=) bi(s—p Et=) f-Ry-bi(s—p
;34:( ) Z} 1+ bi( )
bi(s — f-Ry-bi(
:&:i; i(S—p) T:E: Z) 1-bi(s —p)
A Sas-p © RS IR )
a(s—p + 1-a(s—p
2, 3

and similarly for quality factolQ. The termfRy in the denominator causes a difference between
the online and offline values. To fix the mismatch, this nemntbad to be loaded on the DSP and
the additional computatio — fRy had to be performed on the DSP before the time and quality
factor computation. In order to avoid memory problems angehaackward compatibility, the
pedestal variable for the quality factor computat®rhat was stored as a 32-bit variable but only
the last 16-bits were used, was split in two 16-bit variabte® to store the terniRy and one for

the pedestaP.
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Improving the quality factor computation

As mentioned above, the quality factor was originally cotepuwith the simpler formula shown

in eq. (3:B. Later, it appeared clear that a more accurate ureragnt of the quality factor was

needed since it had to be used at the L2 trigger to reduceigoetrrate. Therefore the quality

factor computation was changed to include the derivativihefpulse shape in order to take into
account possible shift of the physics pulse with respechéosampling time (eq—3.7). Several
iterations and checks of this new algorithm were made.

First, the size of the memory where the constants per chameeltored had to be increased
to store the nevi’ OFCs. To optimise the response of the DSP, in addition tetfies constants,
three more variables (dummy variables) were loaded on the D8s increasing the size of the
memory occupied by the loaded constants by 128 bits per ehaffier this change, the monitor-
ing plots showed saturation for all cases when the qualitjofawas computed. This was solved
by emulating the DSP computation using thep Test code and checking closely every step of the
computation. This problem was found to be due to the DSPtiadeihe wrong constants (dummy
variables) from the memory.

Only after this correction it was possible to spot problerosing directly from the com-
putation. The computation of the quality factor had changigdificantly since five additional
computations (one per sample) were now performed. The wrimit plots still showed cases of
saturation and cases of mismatches between the online Hime @ computation. After check-
ing again the computation step-by-step it was found thaethere cases (mostly for high time
values) where th€ computation would saturate only for one or two out of the fiamples. This
could result to either a saturated value or to a non-satinga&ie which was of course different
from the expected one. To account for this problem, two éem had to be moved from 16 to 32
bits. Even though this reduced the saturation cases, it tilasat enough and cases of saturation
were still observed. Since the result of this computatios alaeady stored as a 32-bit number it
was impossible to further increase the number of bits usisiggle word.

All these changes on the DSP code along with the fact thatitiggedoop for the time and
guality factor computation was split (since now the time $ed for the quality factor computa-
tion), reduced the optimisation of the DSP code and increagmificantly the computation time.
Currently, the algorithm for the and Q computation can only be performed for 10% of the FEB
cells. In practice, today the fraction of cells treated ithatlevel of a few percent.



Chapter 4

Performance Studies

This chapter summarises the electron reconstruction astifitation and the reconstruction of
the missing transverse energi (..o in the ATLAS experiment. These are crucial elements for
the selection of events withW boson decaying into an electron and neutrino.

The electrons from a collision event deposit their energpany calorimeter cells. The raw
cell energies are measured and then the cells are groupediusters using dedicated clustering
algorithms. In ATLAS two main clustering algorithms are dséhe “sliding-window” and the
topological clustering algorithm. The cluster is then rhatt to a track in the Inner Detector to
form an electron candidate. and then they are calibratedcmnstruct the particle energy. Finally
in order to distinguish whether the cluster has been pradilean electron or by any other
particle, a set of identification cuts are applied.

Neutrinos and any other hypothetical particles that irttievary weakly with matter, escape
detection in the experiment. The transverse missing en&dy?, in the final state is a signature of
the presence of these particles. Events with |§¥S are also the key signature for new physics
such as supersymmetry and extra dimensions. An importgatreament on the way in which the
analyses have to use tlﬁ%“ssmeasurement is to minimise the impact of the limited detemo-
erage, finite detector resolution, presence of dead detesgons and different sources of noise
that produce fak&™ss, A good measurement of tHE™SS in terms of linearity and resolution is
important for many physics analysés|48].

Another important element of thé&/ boson analysis is the charge misidentification rate for
electrons and positrons which will be presented in someildetthis chapter since the author of
this thesis has worked on this topic.

52
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4.1 Electromagnetic Cluster Reconstruction

4.1.1 Sliding-Window Clustering

Two kinds of sliding-window clusters are built by the ATLASflsne reconstruction program:
electromagneticlusters which are based on the information from the EM @aleter only mainly
and are used mainly for electron and photon detectombinedclusters that are used for jet and
tau detection and combine the information from both the EMl laadronic calorimeter. Here we
will only focus on the electromagnetic sliding-window diers.

Tower Building

The first step of the sliding-window algorithm is to divideetBM calorimeter into a grid of 200
265 elements im — ¢ of size An x A¢ = 0.025x 0.025 (as shown in Tab[e2.3, this is the size
of the second layer cells of the EM calorimeter). Inside eafcthe grid elements, the energy of
the cells from the three longitudinal calorimetric layers aummed to form the tower energy. The
energies of cells shared between towers in the strips arfteiback layer of the EM calorimeter
are distributed according to the fractional area of thesdallersected by each tower.

Sliding-Window Precluster (Seed) Finding

A window of fixed sizeAn x A¢ = 0.075x 0.125 is moved across each element of the tower grid.
If the transverse energy of the window is a local maximum dntlis above a threshold of 2.5
GeV, a precluster is formed.

The position of the precluster is computed as the energyMeil; and ¢ barycentres of
all the cells within a window around the cell at the centrehd precluster. This window has a
smaller size fn x A¢ = 0.075x 0.075) in order to make the position calculation less sersitiv
to noise. When the barycentres of two preclusters are ctbaerAn x A¢ = 0.050x 0.050, only
the precluster with the highest transverse energy is kept.

EM Cluster Formation

As a final step, an EM cluster is filled by taking all cells witta fixed-size rectangle. The size of
this rectangle isAn x A¢ = 0.075x 0.175 (Q125x 0.125) in the barrel (end-cap) for electrons
and converted photons amx) x A¢ = 0.075x 0.125 (Q125x 0.125) in the barrel (end-cap) for
unconverted photons. In the end-cap, the cluster size isahe for both electrons and photons
since the effect of the magnetic field is smaller. It is langen than in the barrel because of the
smaller physical size of the cells.

The filling of the cluster is done in the following order: fitsie middle layer is filled using
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the precluster barycentre as seed, then the strip layetad fising the barycentre of the middle
layer as the seed position and finally the presampler andable layer cells are added using the
barycentre of the strips and middle layer as seed positispeatively [45].

4.2 Electron Reconstruction

The standard electron reconstruction in ATLAS (also reféiio as “egamma”) is based on clusters
reconstructed in the EM calorimeter which are then assediatith tracks reconstructed in the
Inner Detector.

The tracks are matched to the clusters by extrapolating tlmriast measurement to the
second sampling of the EM calorimeter taking into accouatrtfagnetic field and the material in
between. An electron object is formed when the differendevéen then and ¢ parameters of
the extrapolated track and tieand ¢ of the cluster satisfy the following criteriadAn < 0.05 and
—0.1 < q-A¢ < 0.05 whereq is the sign of the lepton. In case of more than one tracksfgiaiis
this requirement, tracks with silicon hits are given ptipicompared to TRT only tracks. If there
is more than one track satisfying this criterion, the bestcamed one is considered to be the one
that has the smallest distan&® = /(An2+ A$?) between the extrapolated track position and
the cluster barycentr& 148].

4.3 EM Cluster Energy Calibration

There are two calibration methods used in ATLAS in order ttaobthe cluster energy: the longi-
tudinal weight method and the calibration hits method. Hieecalibration hits method which is
used by default is briefly explained.

In order to compute the energy of the electron or photon gremg correct for energy losses
described in Fig[4l1, a calibration procedure using theggndeposition in the calorimeter is
applied. The calibration hit method is based on Monte Canhukation and uses a parametrisation
of four different contributions: the energy deposited ie thnaterial in front of the calorimeter
(including the energy deposition in the presampler), thergyn deposited in the EM calorimeter
inside and outside the cluster and the energy depositechey@ EM calorimeter (longitudinal
leakage). The calibrated energy is reconstructed usingptloeving formula:

Be = a(Eqi ) +b(Eoi" ) - Eps ™ + (Bl ) - (Bps™)* +

Energy in front

M. S clLary '
i) (2 E) (At feaXom))- F(n.6) . (A1)

Energy in the accordion

Longitudinal leakage Energy modulation
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Figure 4.1:Schematic view of an electromagnetic shower developinigénATLAS LAr calorimeter. The
shower may start developing before it reaches the presahoplsing some energy in the material in front
of the calorimeter. Some part of the shower energy is loshénnhaterial between the presampler and the
first calorimeter layer. The “out-of-cluster energy” casponds to the energy which is lost when the size
of the cluster is smaller than the shower lateral extensidme “leakage energy” is the energy lost if the
shower is not contained by the calorimeter depth [46].

The terms of the equation are explained below.

e E. is the electron or photon candidate energy.

e a(ERSS ), b(ELSC n) and c(EfSS n) are parameters determined using Monte Carlo sim-
ulation as a function of the energy deposited in the accardig® and |n|. The coeffi-
cientsa andb are called offset and slope respectively. For the barralg@eapidity region
(|n| < 1.475) the parametrisation is limited to the first two terms=0).

° Eg's'-ar is the energy measured in the presampler corrected for tbeygmeposited in the

passive material.

e X is the longitudinal barycentre of the shower (shower degéiined as:

X =

3

; EiCI Lar Xi

3
Z) EicILar
=

where: Ei‘:'Lar are the energies deposited in the active medium of the ppsamand the
three calorimeter compartments aKdis the depth of the longitudinal centre of each com-

partment as a function df|.
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Figure 4.2:Expected fractional energy resolution of the EM caloriméte electrons of different energies
as a function of pseudorapidity [50].

e S°(X,n) is a correction factor to account for the accordion sampliagtion.

o fout(X,n) is the correction for the energy deposited in the calorimeteside the cluster
(lateral leakage).

o fleak(X,n) is the longitudinal leakage correction.

e F(n,¢) is the energy correction depending on the impact point eaidell (energy mod-
ulation).

In the region|n| > 1.8 where the presampler is not present, the energy depositidrit
of the calorimeter is parametrised as a function of the hkomijial shower barycentre computed
with the information given by the compartments orilyl[49]gHA2 shows the expected energy
resolution of electrons for a wide energy range. It has a mara value close to the transition
region.

4.4 |n-situ Electron Calibration

The Z — eedecays and the well-knowd mass are used to further establish the electron energy
scale and intercalibrate the different detector regionsdch calorimetric region, the energy of
the electron is parametrised as:

Emeas: Etrue(1_|_ ai)

where E!"“¢ is the true electron energfEM*Sthe energy measured by the calorimeter after sim-
ulation based energy-scale correction, amdthe residual miscalibration determined by a log-
likelihood fit constraining the dilepton mass to tAeboson lineshape. The results obtained using
the 2010 data are shown in F[g. 14.3.



57 Performance Studies

s 0.08 11—

[ ATLAS Z-ee, Data 2010, Vs=7 TeV, [Ldt=40 pb™]

0.06— —

0_04; . > 120X103 T T T T T T

E ++ + J 8 L ATLAS Preliminary J
0.02- 4 t } i & = 100 Data 2011, \§=7 TeV,ILdt:4.6fb‘1 e
C * N H t | ] % " F 04,=160% 001 Gev E
Us + '*I V*H I -T- i O [ 0, =1.45+0.01 GeV Ini<1.37 ]
= } ++o§ ¢ "" 4 F —- Dat: ]
-0.02F e f = S0 " Firesut |
C | 0+ 7 C Oz-eemc
-0.04 + ] 40— -
-0.06F EMEC EMEC EMEC EMEC = 20~ —
[ Fcac IwcC: owcC EMBC EMBA OWA [ IWA FCalA ] r b
008 Loy b L [P S O PR B S e

4 3 -2 -1 0 1 2 3 4
mee [GeV]

Figure 4.3:Left The energy-scale correction factar as a function of the pseudorapidity of the electron
cluster derived from fits t& — eedata[51].Right Reconstructed di-electron mass distributionsZer ee
decays when both electrons are in the barrel region aftelyeqgpthe baseline 201Z — ee calibration.
The data are compared to the signal Monte Carlo expectafioafits of a Breit-Wigner convolved with a
Crystal Ball function are shown. The Gaussian width of thes@x Ball function is given both for data and
MC simulation [47].

45 Electron Identification

At LHC, the electron to jet ratio is expected to bel0~°, almost two orders of magnitude smaller
than at TeVatron. It is thus essential to be able to identgpa isolated electrons while having a
high rejection against jets and non-isolated electrons.tha purpose a number of identification
cuts including calorimeter, tracking and cluster-tracktching information are used. There are
three reference sets of cuts defined irpa and n grid with increasing background rejection
factors: “loose++”, “medium++" and “tight++".

The"loose++" identification criterion has a lower background rejection and a higheradign
efficiency than the other criteria. The cuts used in this @asemainly calorimetric cuts on the
shower width and on the fraction of the energy leakage inédédronic calorimeter. A few track
quality cuts are also applied (see Tdbld 4.1).

The “medium++" identification provides a higher background rejection compared to
loose++. In addition to the loose++ requirements, mediurimeludes cuts on variables defined
in the first layer of the EM calorimeter, on track quality andtbe hit multiplicity in the b-layer.

The “tight++” identification includes additional and more stringent requirements. It is
used to provide a high background rejection. In particulght++ also includes a more stringent
cluster-track matching ip and TRT cuts[[48].

Table[4.1 shows the cuts used for each level of electronifiiton. Fig.[43# and4]5 show

the medium the tight identification efficiencies as a functdthe electrorEr andn respectively
1

11The figure shows the results for the 2010 data since offial¥%s plots are not yet released. In this analysis, the
updated identification values derived using the 2011 dataised.
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Type Description Variable name

Loose++ cuts

Acceptance of the detector | |n| < 2.47

Hadronic leakage Ratio of Et in the first layer of the hadronic calorimeter Rhaat
to Er of the EM cluster (used over the rangg < 0.8
and|n| > 1.37)
Ratio ofEt in the hadronic calorimeter t6y of the EM Rhad
cluster (used over the rangyg| > 0.8 and|n| < 1.37)
First layer of EM calorimeter | Total shower width Wistot
Second layer of EM calorimeter Ratio inn of cell energies in X 7 versus % 7 cells Ry
Lateral width of the shower Wp2
Track quality Number of hits in the pixel detectop(1) Npix
Number of hits in the pixels and SCF(7) Nsi
An between the cluster and the track Q.015) Any

Medium++ cuts (includes loose++ cuts)

First layer of EM calorimeter | Ratio of energy difference associated with the largest AEg
and second largest energy deposit over the sum of these

energies
Fraction of energy in 1st sampling =1
b-layer Number of hits in the b-layerX 1) Noiayer
Track quality TighterAn between the cluster and the track Q.005) Any
Transverse impact parameter 6 mm) do
TRT Ratio of the number of high-threshold hits to the tofal Rygrt

number of hits in the TRT

Tight++ cuts (includes medium++ cuts)

Track quality A¢ between the cluster and the track JAY)3
Ratio of the cluster energy to the track momentum E/p

Tighter transverse impact parameter L mm) do
TRT Total number of hits in the TRT NTRT

Table 4.1:Definition of the variables used for loose++, medium++ agtti#+ electron identification cuts
for the region|n| < 2.47 [48].
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Figure 4.4:Efficiencies measured from — ee events and predicted by MC for the medium identification
criteriaLeft: as a function ofEr (integrated oveiln| < 2.47 excluding the transition region37 < |n| <
1.52) Right: as a function ofn; (integrated over 2& Er < 50 GeV). The results for the data are shown
with their statistical (inner error bars) and total (outeroe bars) uncertainties. The statistical error on
the MC efficiencies plotted as open squares is negligible.ciuoity, the data and MC points are slightly
displaced horizontally in opposite directions|[51].
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Figure 4.5:Efficiencies measured frord — ee events and predicted by MC for the tight identification
criteria as a function oEr (integrated oveln| < 2.47 excluding the transition region37 < |n| < 1.52)
(left) and of n (integrated over 26 Er < 50 GeV) fight). Compared to the medium efficiencies, the
efficiencies for tight electrons are lowelr. [51].
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Figure 4.6:Schematic representation of the cone definition used faricagtric isolation.

4.6 Electron Isolation

Many physics analyses and in particul&r and Z decays produce a final state with isolated lep-
tons. In this analysis, the background contamination cardieced by applying isolation criteria
on the candidate lepton. lIsolation variables are definenigusalorimetric information only or
guantities computed using tracking detectors only. Forcdlerimetric isolation(Fig. [£8), a
cone of a given siz&R is formed around the electron cluster axis (typicallig = 0.2, 0.3 or 0.4).

If the energy deposited in this cone (after the subtractiothe energy of the electron cluster) is
below a given threshold, the electron is considered to Hatith. Calorimeter isolation variables
are callede$on®0, gLon0  peonsl0 qepending on the values aR.

Thetrack isolationvariable is computed by summing the magnitudes of tranevesmenta
of all additional tracks inside a cone of siAR (typically 0.2, 0.3, 0.4) around the electron track.
The calorimetric isolation variable is corrected for theryy deposited by the particles belonging
to the underlying event. In addition, corrections for pile-andEt leakage outside the cluster are
applied to evaluate the calorimetric isolation variableeTrack isolation variable is computed by
using only tracks that originate from the same vertex as lisgtren. Therefore it does not have a
strong dependence on pile-up and on underlying event arat isonrected for such effects.

4.7 Charge Identification

4.7.1 Method and Analysis Selection

The charge assigned to an electtdris defined from the curvature of its track. A mis-measurement
of the charge can happen when a cluster produced in the EMroaler by an electrotis asso-
ciated with a wrong track. For example this can happen if antedn interacts by bremsstrahlung
early in the detector and the resulting photon convertsantelectron-positrons pair. In this case,

2The star indicates when the term “electtdris used as “electron or positron” candidate.
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a mis-measurement of the charge happens if the clusterasias=d with the track of the positron
of the pair.

The charge identification rate represents how often anrel&ds assigned the correct

charge and is defined as the number of correctly assignedjehaver all assignmentsy =
Neorrect charge

Nayi
electrort is assigned the wrong charge and is defined.asq =

In an equivalent way the charge misidentification rate espnts how often an
Nwrong charge

Nat

For many studies, in particular for the measurement oftheandW ™ cross-sections, it is

important to know how often an electrbis assigned the wrong charge. It has been found out that
in most cases this is related to the electrimteracting before entering the calorimeter. Therefore
the charge (mis)identification depends on the materialantfof the EM calorimeter. For very
high pt electronsg the charge (mis)identification is mostly due to the fact thattracks of high
pr particles have little curvature making it hard to measusedhrvature and therefore to assign
a charge.

In practice, the charge (mis)identification rate dependsttan level of the electrch
identification. This is due to the fact that electrbreatisfying more stringent track-cluster match-
ing identification criteria are those that have suffered efighe interactions with detector material.
Therefore in this study the measurement is performed atddferent levels of electron identifi-
cation namely: at “track quality” level for electrbrandidates satisfying a number of pixel and
silicon hits in the inner detector, at loose++, medium++ tigltt++ level. Since the ATLAS anal-
yses use those four identification criteria, it is importemmeasure the charge (mis)identification
rate in all cases.

For this measurement the Tag&Probe method is used en ee events. This method
consists in selecting a very well reconstructed electoamdidate (tag electrén and then looking
if its partner has the correct charge assignment. The eetattson criteria for this analysis require
at least one vertex with at least three tracks reconstruictede event and that an unprescaled
single electron trigger is passed. Events with badly rettooted jets are rejected and Eﬁ!‘iss
cut (MET_RefFinak 20 GeV) is used to remove electroweak background (in padatiayf — ev
events). The tag electréis required:

e to havepr above 25 GeV,

to satisfy tight++ identification level,

to have triggered the event,

to be isolated E$°"S%/Er < 0.15) and

to be in the barrel region in order to reduce the charge misifieation of the tag (| <
1.37).

The probe electrahis required:
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e to havepr above 25 GeV andh| below 2.47,

e to be outside the transition regigh.37,1.52] between the barrel and the end cap calorimeter
and

e to satisfy a given identification level.

As will be explained later, the signal region for the Tag&Beaneasurement is defined [8ags. probe—
Mz| < 10 GeV, whergMags probel indicates the invariant mass computed using the tag anaprob
electroriandMz = 91.19 GeV

To reduce bias, all possible combinations of electron paias event are taken into account.
For a given charge of the tag, the same (SS) or opposite ch@geof the probe is looked at, as
explained in the following. In this analysis, it is assumbdttthe charge of the tag electrdn
correctly assigned since the criteria used to select thatagery stringent. A small correction
is applied in the analysis to account for the fact that thegdhaentification rate of the tag is not
exactly 1.

There are two measurements performed: the charge idetibhaate and the charge misiden-
tification rate. The former uses the OS sample, the lattegselpon the SS sample. Since the level
of the background contamination differs in these two sampbeoth measurements will be per-
formed independently. This will allow to cross-check pbsibias induced from the background
subtraction procedure. The measurement is performed tbrddectrons and positrons.

The charge identification rate is measured as the number of opposite sign pairs over all
Opposite Sign PairéOS)

All
constructed as an electrondis

pairs gq = or more explicitly the probability of an electron being re-

‘|‘tag_ probe
+tag - probe& +tag ‘|‘probe

&g =

The charge misidentificationis measured as the number of same sign pairs over all pairs

S Sign Pai . . .
Emisid = ame liﬂ airgS9 . The probability of an electron being reconstructed as dnoos

can be expressed as:

- ‘|‘tag‘|‘probe
isid =
mist +tag - probe& +tag ‘|‘probe

£

Similar relations hold for the charge identificatiog() and the charge misidentificatios {;;,)
of positrons.

The results of these two methods may be different since they aepend on the level of
background, if the background subtraction is not done pigpén this measurement the most
prominent background is due to interactions where jetsfakiectrons are produced (QCD back-
ground). Therefore if the QCD background subtraction isedproperly then the obtained results

3The symbol “&” indicates here a sum.
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Figure 4.7: Top row: The distribution of the tag-probe mass for probe electtopassing track quality
identification level with|nprone < 0.4 is shown in the case of SS pairs (tag electron, probe elgdimdhe
left plot and for OS pairs (tag electron, probe positron}ia tight plot;Bottom row:Same distributions for
the case where the probe electteatisfies the loose++ identification requirements. The Uiter” seen at
around 60 GeV is due to the lepton kinematic cuts.

are expected to agree.

4.7.2 QCD Background Evaluation

In Fig. [0 and4I8 the tag-probe mass distribution is shawritfe four different identification
levels of the probe electrén It has been verified that in the first two cases ( track qualitgl
loose++) it is necessary to subtract the QCD backgrounddardo extract the number of signal
events. On the contrary the medium++ and tight++ probe ifiestion requirements on the probe
electron give a very clean signak& 0.5%) as shown in Fid._418. For this reason, a different ap-
proach will be followed to measure the charge (mis)idergifan depending on the identification
level of the probe electron

To evaluate the number of signal events when the probe efetsatisfy the track quality
or loose++ criteria, a fit to the tag-probe mass distributioth a template method is used. In this
case, the tag-probe mass distribution in data is fit to a vietgeum of the Monte Carlo signal
(Z — eg) distribution plus the QCD background distribution ob&drwith a data-driven method.
The weights are the parameters of the fit. A fit with an anadytiorm was also tried but due to
the high py lepton cuts (25 GeV), there was not enough level arm to olstaatisfactory result.
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Figure 4.8: Top row: The tag-probe mass distribution for probe electropassing the medium++ iden-
tification level with [prond < 0.4 is shown for SS pairs (tag electron, probe electron) in dfeplot and
for OS pairs (tag electron, probe positron) in the right pBbttom row: Same distributions for probe
electrong satisfying the tight++ identification requirements. Thewslder seen at- 60 GeV is caused by
the kinematic cuts applied on the electtoselection.
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Figure 4.9: Left plot: Template fit results on the tag-probe mass distributiongign- ee Monte Carlo
and a data-driven QCD sample for SS pairs (tag electron,epeddctron) for probes satisfying the track
quality requirements anfl)prond < 0.4. Dots represent the data points. The histograms are nisedab
the fit resultsRight plot: Same distribution for OS pairs (tag electron, probe posjtro

The sample to extract the shape of the tag-probe mass disritfor the QCD background
is taken from data using the exact same cuts as for the Tad®ePselection with the difference
that in this case the identification level of the electroisdifferent: the tag is required to pass the
medium identification (looser selection than the mediumeriteria and the probe is required to
fail the loose identification (looser selection comparethtloose++).

In Fig.[£.9 the QCD and the signal Monte Carlo-{ e€) templates are shown in compari-
son to the data.

4.7.3 Charge (Mis)ldentification Results

As mentioned above when the probe satisfies the track qualityose++ identification criteria,
the QCD background is subtracted using a template fit methaatder to extract the number
of signal events. The template fit is performed on the tadpg@nmass distribution in the region
66 < Mee < 116 GeV and then the number of signal events in a narroweomgg0, 101 GeV is
counted. A restricted region has been used since at the ddige fit region the templates do not
describe perfectly well the data.

If the probe electronsatisfies the medium++ or tight++ identification, no QCD lgaokind
subtraction is performed since in this case the signal ig ean (< 0.5%). Therefore, the
number of events in th®lee region [80,101 GeV is counted and used for further analysis.
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Finally in order to compare the charge (mis)identificatiaterin data and in simulation, the
same analysis is performed on signal Monte Carde«£ e€). In this case, an additional constraint
is applied to the tag and probe candidates to ensure thattkeapatched to an electron/positron
(or photon) coming either directly or indirectly from th& boson. A background subtraction is
no longer needed in this case and the number of events in ghenrd0< Mege < 101 GeV is
simply counted. Two matching methods between reconstiwziadidates and generated particles
are used: a track basédand a cone based (withR < 0.15) algorithm. The difference between
the results obtained with the two methods is beldié .3

For the evaluation of the systematic uncertainties on thig){dentification efficiencies four
different effects were studied:

e tighten thepr of the tag from 25 GeV to 30 GeV,
e remove the cut applied on trE'T“iSS (this increases the number of background events),

e relax the isolation of the tag electron Ef°"S?/Er < 0.3 (this also increases the number of
background events) and

e change theMg, region for the signal extraction {06,101 GeV.

Track quality level results

The results for the case of “track quality” probes are presgtmere. The track quality criteria
require that the probe has at least one hit in the pixel deteetd at least seven hits in the silicon
detectors. In Fig[ZZ410 the comparison between charge ifaig)fication in data for electrons
and positrons is displayet In the barrel region the charge misidentification is quite vhile it
increases in the end-cap as a functiomof This is due to the fact that there is more material in
this region making it more probable for electrén® interact before reaching the calorimeter and
being associated with the wrong track. It is important atsondtice that no significant difference is
observed between the results for electrons and positrewlinig to the conclusion that the fraction
of electrons wrongly identified as positrons in data is theeas the number of positrons wrongly
identified as electronss(t = £7).

In Fig. [£11 the comparison between the data (obtained Wwétdamplate fit method) and
the Monte Carlo results is shown. The agreement is quite godioe barrel region while in the
end-cap region a discrepancy is observed. In therjasin the difference between data and Monte
Carlo is~ 3— 4% with the second showing higher charge misidentificataa.rThis effect could
be due to higher amount of material in Monte Carlo than in dathigh . An indication that
this explanation is pertinent is shown later in Hig.—4.21.e@more point to mention is that even

“http://alxr.usatlas.bnl.gov/Ixr-stb6/source/atlds/sicsAnalysis/MCTruthClassifier/MC TruthClassifier/Ni@th
ClassifierDefs.h

SHere “electrons” and “positrons” refers to electrons andipons with correctly identified charge since the tag is
selection with very stringent criteria (see Secfian4.7.1.
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Figure 4.10:Left plot: Comparison between charge identification for (probe) edest(blue)and (probe)
positrons(red) passing the track quality requiremenRight plot: Charge misidentification for electrons
and positrons at track quality level.

though there is no difference observed between the eleatrdpositron charge (mis)identification
in data, the Monte Carlo shows higher identification for posis at highn. The maximum
difference is in the last) bin amounts to~ 2¢. This difference has not been investigated here
and should be taken into account in charge related analf/éess)identification rates measured
in Monte Carlo simulation are used.

Fig. [£12 displays the comparison between the two methobarge identification and
charge misidentification for electrons (left plot) and farsfirons (right plot)®. There is no sig-
nificant difference observed between the two methods mgahat there is no bias introduced by
the QCD background subtraction method. In principle, tloisiparison represents an additional
way to control the systematic uncertainty on the backgraevaduation.

Loose++ identification

In this section the results for the charge (mis)identifmatin data for electrons and positrons
passing the loose++ requirements are presented. [Eigl #hd8ssthe agreement between the
results obtained for electrons and positrons.

The data - Monte Carlo comparison for charge identificatiod misidentification is shown
in Fig.[413. As in the previous case, a small discrepancypserved at highn|.

The comparison between the methods of charge identificatioihcharge misidentification
are shown in Fig[C415. The second plot shows the same rdsulp®sitrons. The two methods
give, as in the previous case (see [Eig. 1.12) compatibldtsesu

SHere “electrons” and “positrons” refers to electrons andipons with correctly identified charge since the tag is
selection with very stringent criteria (see Secfion4.7.1.
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Figure 4.11Plots showing the data - Monte Carlo comparison at trackigylavel for (a) charge misiden-
tification using (-)- pairs [the brackets indicate the sidnhe tag]; (b) charge misidentification using (+)+
pairs; (c) charge identification using (-)+ pairs; (d) cheidentification using (+)- pairs.
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Figure 4.12:Left plot: Comparison between charge identification and charge rmisfamtion for elec-
trons satisfying the track quality requirements (on thepbrtéhe values 1-(charge misidentification) are
plotted);Right plot: Comparison between charge identification and charge nmsfamtion for track qual-
ity positrons.
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Figure 4.13:Left plot: Comparison between charge identification (OS measurerfard)ectrons (blue)
and positrons (red) passing the loose++ identificat®ight plot: Charge misidentification (SS measure-
ment) for electrons and positrons at loose++ level.
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Figure 4.14:Plots showing the data - Monte Carlo comparison at loosevel fer (a) charge misidenti-
fication using (-)- pairs [the brackets indicate the signhaf tag]; (b) charge misidentification using (+)+
pairs; (c) charge identification using (-)+ pairs; (d) cleidentification using (+)- pairs.
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Figure 4.15:Left plot: Comparison between charge identification and charge nmisfation for loose++
electrons (on the plot the values 1-(charge misidentificgtare plottedRight plot: Comparison between
charge identification and charge misidentification for Eos positrons.

Medium++ identification

Fig. [41% displays the comparison between electron andrponscharge (mis)identification at
medium++ identification level. Only the charge identificatirate is shown in Figr—416 since
no background subtraction is performed and therefore tlaegehidentification measurement is
fully correlated with the charge misidentification one. Apected, the rate of correctly identified
charges is higher compared to the loose++ level especialiie end-cap region. As before the
charge identification rate in data for electrons is the sasrfergpositrons.
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Figure 4.16:Comparison between charge identification rates for elast(blue) and positrons (red) pass-
ing the medium++ identification.

In Fig.[£1T the data and Monte Carlo comparison for elestand positrons charge identi-
fication satisfying the medium++ identification requirertgeis shown. In Monte Carlo the agree-
ment between the charge identification rate for electromlspasitrons is within .

The trigger used for many analyses is a single electrondrigghere the electron needs to
satisfy medium++ identification criteria. For analyses vehie charge misidentification plays an
important role, it is necessary to know whether the triggeuirement affects the charge identifi-
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Figure 4.17:Plots showing the data - Monte Carlo comparison at mediunevel Ifor (a) charge iden-
tification using (-)+ pairs [the brackets indicate the sidrtte tag]; (b) charge identification using (+)-
pairs.

cation. Therefore, for the cases of medium++ and tight+besave add an additional requirement
to the probe namely the requirement that the probe is matthéte object that fired the single
electron medium++ trigger. The results showing the consparibetween medium++ probes and
medium-++ probes that triggered the event are presentedginZIL8. For the case of triggered
matched probes the charge identification is slightly highehe end-cap region. The difference
is at the level of~ 1% for the lastn bin (corresponds te- 1.50). This effect indicates a small
correlation between the charge identification and the tyuafithe triggered object.
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Figure 4.18:Comparison between medium++ probes and medium++ probekakea triggered the event
(a) charge identification using (-)+ pairs [the bracketsdate the sign of the tag]; (b) charge identification
using (+)- pairs.

Tight++ identification

In this section the charge identification rates for elegrand positrons satisfying the tight++
identification criteria are presented. Fig._4.19 shows thiee@ment in data between the charge
identification rates for electrons and positrons. As exgubcat this level the charge identification
is significantly higher compared to the previous identifmatevels. As in the previous case, the
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charge identification is almost flat within the barrel regwanile it decreases in the end-cap region.
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Figure 4.19:Comparison between charge identification for electronsg(ohnd positrons (red) passing the
tight++ identification.

In Fig. the comparison between data and Monte Carlayehidentification rates are
shown. Again a discrepancy is observed at high To investigate this discrepancy, tiie/p
distribution for data and Monte Carlo (wheEeis the energy of the electron cluster apds the
momentum of the track) is displayed in Fif._4.21. This disttion is sensitive to the amount
of material in front of the calorimeter. For the case of thst lain 232 < |Nprond < 2.47, the
difference is larger. The fact that the Monte Carlo disttidnu is shifted to higher values indicates
that there is more material upstream in the Monte Carlo datsmn than on data.

101 101
T F T F
100 100
3 S i o == S 3 E o e,
S ooF = S 9F ==
i F —e 1 5 F e
5 oaf . < sl —e " 4
s °F —+ § 98
] E ] E
£ g7 ATLAS work in Progress £ g7 ATLAS work in Progress
2 F . i 2 F .
8 F ILdt:4.7fb1 T 8 F ILdt:4.7fb1 4
° 96— ° 96—
2 E (-)+ pairs 2 C (+)- pairs
8 ol + g of
E ¢ Data 2011 \s =7 TeV E ¢ Data 2011 \s =7 TeV +
94 4z_eeMC 94 +Z-eeMC
) S S H S SR B ) S S H SN SR B
0 05 1 15 2 25 0 05 1 15 2 25
[Mproe | [Mproe |

Figure 4.20:Plots showing the data - Monte Carlo comparison at tight¥ellor (a) charge identification
using (-)+ pairs [the brackets indicate the sign of the tég)]charge identification using (+)- pairs.

The comparison between the charge identification for tha+tig level when the probe is
required or not required to have triggered the event is dismd in Fig.[4Z2R. The difference is
smaller than for the medium++ case but it still appears to tverad for lower charge misidentifi-
cation when the probe is required to be matched to the trigger
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Figure 4.21: E/p distribution comparison between data and Monte Carlo fotight++ probes in the
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Figure 4.22: Comparison between tight++ probes and tight++ probes the¢ lriggered the event (a)
charge identification using (-)+ pairs [the brackets intBcde sign of the tag]; (b) charge identification
using (+)- pairs.

4.8 EMSSReconstruction

In ATLAS, several algorithms are used to compute the missegsverse energ)E?“SS. Here the
algorithm which is used in th&/ analysis is shortly described. In this case, the reconstruand
calibration of theE?‘iss variable makes use of a refined calibration based on recmtstt physics
objects. This quantity is calIe&?“‘SSRefFinal. The reconstruction includes contributions from
the transverse energy deposits in the calorimeters andtiiermuons reconstructed in the muon
spectrometer. The values of tIEé—niss and its azimuthal angle are calculated as:

E¥qiss: \/(E)r(niss)z 4 (E{/ﬂiSS)Z y Ormiss= arctar{E{,“iSS/E,Tiss)

where;

Emiss_ Emisscalo
X

missu
v = Exy) . 4.2)

By

4.8.1 Calculation and Calibration of the EMSS calorimeter term

misscalo

The calorimeter termgy, and E{,“'Ssca'o

are defined as:

) Neell . Neell
Emisscalo _ _ Zi Eisin6 cosg; , Ey"ss@l° = — Zl Eisin6 sing;
i= 1=

whereE;, 8 and ¢; are respectively the energy, polar angle and azimuthakaoigihe cells over
the pseudorapidity rangg| < 4.5.

In order to suppress the noise contribution, instead ofgusih cells only the cells that
belong to topological clusters are used. These topologicaters are seeded by a cell with a
deposited energyE;| > 40neise- Then neighbouring cells withE;| > 20y0ise are added iteratively
and finally all neighbours of the accumulated cells are adddxild the topological cluster.
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To account for effects from the detector response and wectiaterial in front of the
calorimeter, a given calibration procedure is used. Thergakter cells are calibrated on the
basis of the reconstructed physics object to which theyrgglo the following order: electrons,
photons, hadronically decaying, jets and muons (originating from energy lost by the muons in
the calorimeter). Cells that belong to topological clusteut are not associated with any physics
object are also taken into account. Once the cells are assdanith a category of object as de-
scribed above and calibrated accordingly, the contrilmkinheE?‘SSresulting from the transverse
energy deposit in the calorimeter is calculated as:

E)T(TSSSC&\'O _ E)r(T(1)i/§se+ E)r:(ﬁ)i;sy_’_ E)r(1(1)i/§sr + E)r(r(])i;sjets_i_ E)r(?)i;ssoftjets_i_ E)r:(ﬁ)i;scalo,u + E)r:(ﬁ)i;sCellOut
where each term is calculated as the negative sum of caibral energies inside the correspond-
ing objects. The different terms are listed below.

o E)'(T("yise, E)'(T(“y?sy and E)'(T("y?sr are reconstructed from cells in electrons, photons andreus
spectively. The electron contribution is calculated froeeanstructed candidate electrons
with pr > 10 GeV satisfying the medium identification requirementd aalibrated us-
ing the electron calibration. The contribution from phatda calculated from calibrated
photons withpr > 10 GeV satisfying tight photon identification requiremerie contri-
bution from taus is calculated from “tight” taus wity > 10 GeV calibrated using a local

hadronic calibration (LCW) which will be explained below.

E)’(?iy‘;'Sjets is reconstructed from cells in jets withy > 20 GeV and calibrated with LCW

first and then using the jet energy scale factor.

EQQSSSMUHS is reconstructed from cells in jets with 7 GeVpr < 20 GeV and calibrated

with LCW calibration.

E;?;‘;'Sca'o’“ is the contribution originating from the energy lost by meadn the calorimeter

which will be discussed further in thESSmuon term.

. Ef(‘)igsce"om is calculated from the cells in topoclusters which are noliided in the recon-
structed objects. It is calibrated with LCW calibration amks the reconstructed tracks to

recover lowpy particles that do not reach the calorimeter.

With the addition of the muon term, tH:é?"SS\/ariabIe is computed152].

4.8.2 Calculation of the Ef"SS muon term

The EMSS muon term is calculated from the momenta of muon candidatksrwithin|n| < 2.7

as.
missp U
EX(y) o Zd Pxiy)
selected muons
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For muons in the region.8 < |n| < 2.7 (outside the fiducial region of the inner detector),
the pr from the muon spectrometer is used. For theegion below 2.5, thepr of the muon
candidate is determined from the combined measuremenedftier detector and the muon spec-
trometer or from the measurement of the muon spectrometgidepending on whether the muon
is isolated or not. Isolated and non-isolated muons arésladifferently in order to avoid a double
count of the muon contribution in the muon term and in the aetric muon term. Non-isolated
muons are defined as those muons with a dist#YiRe: 0.3 from a jet.

More specifically, thepr of an isolated muon is determined from the combined measure-
ment of the inner detector and muon spectrometer. In this,¢he energy lost by the muon in the
calorimeterE;'(‘)if)sca'o“ is not added to avoid double counting. For non-isolated rapie energy
lost in the calorimeter cannot be separated from the neabwgrjergy. In this case and unless
there is significant mismatch between the spectrometer amibiced measurement, thpg of the

muon in the muon spectrometer after the energy loss in tlegioadter is used.

4.8.3 EMSSresolution

The EM'sS performance is evaluated by studying tiEe{ss E;“iss) resolutions as a function of the
total transverse energy E1 reconstructed from the calorimeters defined as:

Neell

Er =Y Eising
Z T i; i (

where E; and 6 are the energy and polar angle respectively of cells adsutiaith topological
clusters within|n| < 4.5. This is evaluated in events with no re@fsS(Z — 1) and on events
with real EMSS(W — [v). In Z events where n&["sSis expected, the resolution is estimated in
data from the width of the twdE"component distributionsE"; E["%). In W events, the
EX"S® and EJ"'*° resolutions are estimated from simulated events as thénwidthe distributions
EMiss— EXYSSTI® and Ess— EJ"ST™® respectively. TheEss distribution and resolution are
shown in Fig[423 anld 4.24 f& — eeevents (data) and/ — ev events (simulation) respectively
52].

4.8.4 EMSSLinearity in W — ev Events

In this subsection, the work of the author of the thesis onstioely of the E?‘Sslinearity and
resolution is presented. This study is used to understam(ﬂ!"ﬁsresponse inV analysis. The
EMSSlinearity curve is obtained calculating the variable

miss %
<E™—pr >

4.3
o7 (4.3)
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Figure 4.23:Left plot: distribution of EI''sS as measured in a data sampledf- ee candidates. The
expectation from Monte Carlo simulation is superimposed mormalised to data, after each MC sample
is weighted with its corresponding cross-section. Theorafithe data and the MC distribution is shown
below the plot. Right plot: EMSS and E{,“iss resolution as a function of the total transverse energy in
calorimeters forZ — ee events in data. Thg Er is at the EM scale anEQ‘iSS, E{,“iss are scaled by the
ratio y Er(EM)/ 5 Er . Different calibration procedures &7 are compared. The curve is the fit to the
resolution of RefFinaE'sS, and fit values are indicated for &8ss calibration schemes us€d [52].
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Figure 4.24:Same plot as Fig—Z23 fal candidate eventd.eft plot: Distribution of ET"'SS as measured
in a data sample oV — e/nu candidates.Right plot: E"SS and E)',niSS resolution as a function of the
total transverse energy in calorimeters 4 — e/nu events in data. Different calibrations @r‘“ss are
compared. The curve is the fit to the resolution of RefFIB&ISS, and fit values are indicated for &8ss
calibration schemes usdd [52].
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Figure 4.25:EMSSlinearity and resolution as measured on simulated everits.Monte Carlo conditions
correspond to the full 2011 data-taking. The selectiorudek only lepton requirements.

as a function ofpy, where E?"Ssis the reconstructed missing transverse energy in MontéCar
W — ev events andpy is the transverse momentum of the generated neutrino.

The selection requirements for this analysis include a lgghand well reconstructed elec-
tron that satisfies the following criterigor above 25 GeV an¢h | < 2.47 excluding the calorime-
ter transition region. In addition, the electron is reqdite pass the tight++ identification criteria
and to be isolatedE$°"0 < 5 GeV).

The mean value of the linearity is expected to be zero if thmrretructedE?“‘SShas the
correct scale. In FiglZ25 thEMsSinearity curve is shown as a function of th# value as
obtained using Monte Carlo simulation corresponding to20&1 data-taking conditions. A dis-
placement from zero can be seen in the plot. The second matsstine resolution distribution of
the E?"sthich is at the level of~ 12 GeV when the same selection requirements are applied.

The EMsSreconstruction is highly affected by the pile-up conditiofThis is shown in Fig.
where theEMSSinearity curve is shown for two periods with different pile conditions.
The first plot simulates the data-taking conditions for thet fi.13 fb~! of 2011 data-taking with
low pile-up conditions £ 5 interactions per bunch crossing in average) while the red ot
shows the linearity oE%“iSSfor high pile-up conditions £ 12 interactions per bunch crossing in
average) and corresponds to the conditions of the last 243 of data-taking. For higher pile-up
conditions the reconstructeglMsshas higher values.

Adding new requirements to the selection of teevents on thE?"Ssand theW transverse
mass, as for alV physics analyses, changes significantly Eﬁ@sslinearity curve due to the high
EMissresolution. FiglrZA7 shows tHESlinearity and resolution when BMSSrequirement above
25 GeV and aV transverse mass requirement above 40 GeV are appliedWrtiansverse mass
is defined agn¥ = \/2- pl- - EMisS. (1 cog¢y,)) where ¢, , is the angle between the electron
and theEMsS(neutrino) in the transverse plane.
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Figure 4.27:EMsSiinearity (left) and resolution (right) after a selectiarcluding electronEFsSand my
requirements. Compared to FIg-4.25 it is evident thatEf¥Slinearity is highly affected by the additional
selection criteria. This is also seen in the right plot whieemean of the distribution is also shifted. The
resolution of theE{"sSis not significantly affected.
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4.9 Conclusion

In summary, a coherent picture emerges from the analysdsedafttarge (mis)identification rates
for electrons and positrons at different levels of idendifion criteria. The charge (mis)identification
in data is the same for electrons and positrons. The datahenionte Carlo results agree with
the exception of very few bins at higip. This is probably due to a small misdescription of the de-
tector material. As expected, the charge misidentificatéda depends on the level of the electron
identification and is lower for more stringent identificatioriteria.

Finally, a study of theE%“iSSIinearity inW — ev events has also been presented showing its
dependence on different pile-up conditions corresponttirthe 2011 data-taking.



Chapter 5

W — ev Analysis

The reconstruction ofV — ev decays relies on the detection of a high momentum electrdn an
a large missing transverse energy. The main sources of baakg events to this process result
from the production of th&V, Z andtt pairs decaying in final states with at least one lepton and
from events produced by the strong interactions betweelnttial protons which will be called
“QCD events” in the following.

In this chapter, the selection criteria f@d¢¥ — ev events are described as well as the main
sources of backgrounds to this process. The analysed datecakected by the ATLAS detector
during the 2011 data-taking periods and correspond to hitbésrated luminosity of 5.3Fb~1.

5.1 Event Selection

A number of selection criteria are used to ensure a high Eigjfigiency and a low background
contamination. In addition to the requirements of a hjgh-electron and a large missing trans-
verse energ;E?"SS, several criteria must be satisfied in order to ensure thétgud the selected
events. The full set of cuts is explained in the following sedtions.

5.1.1 Event Preselection Requirements

The first step of the selection is to exclude events with magiector problems that could affect
the measured quantities in the¢ analysis; for example events in which part of a subdetectas w
not operational. An analysis dependent Good Run List (GRL9enerated containing a list of
events that can be safely used for the analysis. There areveovevents with sporadic noise
bursts in the electromagnetic calorimeter or data corouptinat are not accounted for in the GRL.
These events are also excluded. This selection reduces the&&mount of data used. For thé
and Z analyses, the selected sample corresponds to a lumindgity bfb—1.

The data sample is selected by requiring that the singldéretetrigger is fired when run-

81
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ning over a data stream gathering calorimeter based tsggeGamma stream”). Given that the
instantaneous luminosity increased throughout the 20fattd&ing, the ATLAS trigger menu had
to be modified to keep the event rate at a tolerable level. éftier three different single electron
triggers are used for this analysis depending on the datagtgperiod as shown on Tableb.1.
They require an electron candidate of 20 (22) GeV that satisfdium or medium1l identifica-
tion requirements. The mediuml selection correspondseartbdium++ identification which is
tighter than the medium identification requirements. Dgitime second half of the data taking, an
additional trigger (EF_e45 mediuml) is also used to acctaminefficiencies in very higher
electrons. In this analysis, the effect of this trigger isigmificant. Fig[5ll shows the efficiency
of the three main triggers which are used for this analysis.

Trigger Luminosity [fb~1]
EF_e20_medium 1.69
EF_e22 medium 0.59
EF_e22vh_mediuml OR EF_e45_mediuml 2.43

Table 5.1:Triggers used for th&V — ev analysis and the corresponding luminosity. The “vh” chiec
in the trigger name indicate that a requirement on the hadteakage was used to ensure a lower trigger
rate while keeping a very high efficiency of the electrondgeg
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Figure 5.1. Efficiencies for the EF_e20 mediuntircles EF_e22 mediumsquares and
EF_e22vh_mediumlriangles triggers as a function ofne and pre as measured on 2011 data.
The error bars represent both statistical and systematiertainties[[53].

Finally, the vertex having the largest scalar sum of trarsvenomenta of associated tracks
is selected as the primary vertex of the hard collision. Gavgnts where the primary vertex has
at least three tracks associated are considered.

5.1.2 W — ev Selection

The requirements that the electron candidate ancEﬁHéﬁn a given event need to satisfy in order
to consider the event asVd candidate event are listed and motivated below.
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The electron candidate is required to hape above 25 GeV. Thepr spectrum of the
electron from aW decay is a jacobian peak centred arouadi0 GeV (about half of théV
mass). Cutting apr > 25 GeV has little impact on the signal while it reduces thekbeaund
resulting from electroweak processes like the— tv events and the QCD background that is
expected to decrease monotonically with. The electron candidate is also required to be in the
pseudorapidity regiof| < 2.47 excluding the calorimeter transition region31< |n| < 1.52).
The cuts described above define the “electron fiducial régidhe transition region is excluded
since the electron reconstruction is significantly lowettiis region. In addition, the electron is
required to be out of known small problematic calorimetegjioas.

The electron candidate is further required:

e to have triggered the event,

e to satisfy the tight++ identification requirements (as nwred in Sectioli 415 the efficiency
satisfying the tight++ criteria is- 65% while the background rejection is highO(1074))
and

e to satisfy a calorimetric isolation cut. The isolation nfie used hereE$"S%, has been
corrected for pile-up andky -leakage effects. Requiring that the candidate electrasois
lated E$"EY < 5 GeV) has little impact on the signak(98% efficiency) and at the same
time rejects a large fraction of QCD background event$6% of the background).

It is worth noticing that it is not only required that the evg@asses one of the single electron trig-
gers mentioned in Sectidn 5.1L.1 but also that the selectadreh was the one that triggered the
event. This requirement is applied in order to facilitate tise of trigger and identification correc-
tions. To further reduce the background resulting mainbnfitt and Z — ee processes, events
that have a second electron in the electron fiducial regitisfgimg the medium++ identification
requirement are rejected.

The E?“‘SSis required to be larger than 25 GeV. This selection keep&% of the signal
events while it reduces the background contamination tiegurom QCD andZ — ee processes.
Furthermore, events that have badly reconstructed jetexaleded from the analysis since they
affect theEMSSmeasurement (jet cleaning).

Finally, a cut on the transverse mas¥’ > 40 GeV is applied. The transverse mass is
defined as:

mi = \/2- P - EPSS. (1 cos(91.)) (5.2)
where ¢, , is the angle between the electron and B#@'SS(neutrino) in the transverse plane.

The last row in Tablghl4 presents the number of data eventglhas the expected number
of W — ev signal and background events after all selection cuts destin this Section. In the
following sections it will be explained how these results abtained.
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5.2 Electroweak Background Estimation

The signature of th&/ — ev decay can be reproduced by a number of other processes legther
cause the final state is similar or because one or more mertack wrongly measured. Such pro-
cesses constitute the background ofWie- ev analysis. In this section we will describe the eval-
uation of the background events resulting from processesewtiecays mediated by electroweak
processes are present (“electroweak background”). Thesewents withwW — tv, Z — eeg,

Z — 11, tt and with dibosondVW, WZ and ZZ. To study these backgrounds, Monte Carlo
simulation is used since their contribution is small andeuiell known.

The procesdV — 1V is an almost irreducible background W& — ev since the neutrino
results inE{"iSSand thet lepton decays inv 18% of the cases iBvgv;. The energy spectrum of
the electron from the decay is softer and its track has non-zero impact parametesever, this
last feature is not used since it has been shown that a cueamffact parameter doesn’'t improve
the analysis.

The proces< — ee contributes to thaV — ev background when one of the two electrons
is badly reconstructed or is outside the detector acceptahlceZ — ee cross-section is about a
factor of 10 smaller than th&/ — ev cross-section.

The procesZ — 1T contributes to the background for essentially the samereasplained
in the case oV — Tv decays.

Thett pair production is a background to thé — ev process since one of the top quarks
can decay semileptonically resulting in an electron EﬁﬂﬁPS.

The contributions from the diboson productidvW, WZ and ZZ is also considered. In
the WW and W Z events theV can decay in the electron channel. TA& events constitute a
background for the same reason as Zhevents.

Table[52 shows the Monte Carlo samples that are used foatlalysis (including signal
Monte Carlo as well). The production cross-sectiofdecaying leptonically into one lepton
flavour is calculated to be 146+ 0.52 nb at NNLO. TheZ cross-section is about a factor 10
lower. The relative uncertainties on thé and Z production in the leptonic channels are at the
level of ~ 5%. The production cross-section farpairs is 0.165 nb calculated at approximately
NNLO with an uncertainty of~ 10%. The production cross-sections for the dibosons is even
lower (about a factor of 1. They are calculated at NLO with a relative uncertainty~05%

To estimate the contamination from these sources in thakggample, th&V — ev selec-
tion is run on the corresponding Monte Carlo samples. Thebaurof events after all cuts are
normalised to the same luminosity of the data sample usimgrbss-sections shown on Tabld 5.2.
Table[53B summarises the fraction of events for each of tbegsses described in this Section
which are expected in the data sample after the full sigriatsen.
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Physics process+ 0 -BR [nb] Generator | Normalisation| Luminosity [fb~1]
W —ev 10.46+0.52 PYTHIA NNLO 0.76
W+ — ety 6.16+0.31 MC@NLO NNLO 0.65
W~ —ev 4.30+0.21 MC@NLO NNLO 0.70
W —tv 10.46+£0.52 MC@NLO NNLO 0.16
Z—ee 0.99+0.05 PYTHIA NNLO 9.5
Z—1TT 0.99+0.05 PYTHIA NNLO 1.0
tt 0.165'3312 | MC@NLO | NLO+NNLL 165
Ww 0.045+0.003 HERWIG NLO 140
wz 0.01854+0.0009 HERWIG NLO 174
Y4 0.0060+0.0003 HERWIG NLO 196

Table 5.2:Signal and background Monte Carlo samples as well as theateng used in the simulation.
For each sample, the production cross-section multipliethb branching ratio (BR), used for normalisa-
tion, is given. The electroweak/ andZ cross-sections are calculated at NNL©at approximate NNLO
and the diboson cross-sections at NLO. The available lusitiynof each sample is also given[54].

Physics process Fraction of events [%]
W —tv 1.784+0.02
Z—ee 1.050+ 0.002
tt 0.3908+ 0.0003
Z—1T 0.151+0.002
Dibosons 0.10382+ 0.00004

Table 5.3: Fraction of the electroweak background contributions eige in data and their statistical
uncertainty computed using MC samples after the selectitmdescribed in Sectidn.1.



5.3 QCD background estimation for theW — ev selection 86

5.3 QCD background estimation for theW — ev selection

The cross-section of QCD events is very high (of the orderunfdneds of mb) therefore a Monte
Carlo evaluation of this source of background would reqaiteuge amount of simulated events
which is impossible to realise. Moreover this cross-secisless precisely known than the cross-
section of the electroweak processes described earliethEse reasons, data-driven methods are
used to estimate the amount of this source of backgroundhidrahalysis, the data-driven method
used is the so-called “matrix method”. This choice has beadato explore an alternative method
with respect to the one used commonly in the ATLWS inclusive analysis which is based on
template fits where the signal shape is taken from simulatinmprinciple, the matrix method is
less dependent on shapes and uses data-driven quantiept(ér the electroweak background
evaluation).

After the subtraction of the electroweak (EW) backgrourah humber of events passing
the selection requirements is the sum of the numbé¥ aind QCD events:

Ndata = NVV + NQCD (5-2)

Applying an additional cut, a new equation can be written:
Ngata = &sig- Nw + &ocp - Nac (5.3)

where NS4t is the number of events after this additional cut and afterstbtraction of the EW
background. The additional cut in this analysis is the ebectalorimetric isolation and therefore
&sig IS the signal isolation efficiency anehcp the QCD background isolation efficiency in the
selected sample. The ef15.2 5.3 can be used to extractithizer of W events and the
number of QCD events:

cut . cut
Ny = —data™ €qcp - Ndata and Nocp = Esig* Ndata— Nyzta

(5.4)
&sig— €QCD &sig— €QCD

Therefore the necessary quantities to estimate the nunfilr candidate events (or equivalently
the number of QCD background events) are:

e Ngata, Nar,, namely the number of data events passingwthselection cuts after the sub-
traction of the EW background\easured— Nmc,ew) before and after the isolation cut re-

spectively,

e the signal isolation efficiencygsig, which will be measured on data using the Tag&Probe
method onZ — eeevents and

e the fraction of QCD background eventgcp, which will be measured on data using a
specially selected sample enriched in QCD events. This lsawilh be referred to as “QCD
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sample” from now on while the sample obtained after the sielecescribed in Sectidn 3.1
and after the electroweak background subtraction will Beddsignal sample”.

For the purpose of the analysis, the estimatioMNgEp from eq.[5.% will be performed in 1(1|
bins and separately for positrons and electrons.

5.3.1 Selection of the QCD sample

The goal is to select a sample of QCD background events tliafisa theW selection criteria.
Therefore the selection requirements for this sample masad similar as possible to tha
selection. To select the QCD sample, the same selecti@riards for theN analysis are applied
with the following differences:

o adifferent trigger is used with looser identification regments as motivated below,

o the electron is required to pass the loose identificatidiertai and a set of track quality cuts
instead of the tight++ identification,

e the electron is required to fail any of the remaining mediglentification requirements and

e only events that have at least one reconstructed jet with- 20 GeV and|n| < 2.8 are
accepted.

With respect to the trigger used in thé analysis, the QCD sample is selected using trigger items
that rely on looser identification criteria to match the leosffline identification requirements
described above. The looser trigger items are EF_e20 _,|&d5ee20 loosel, EF_e20 looseTrk
and EF_g20 _loose. Depending on the data-taking periogptheut varies from 20 GeV to 22
GeV. The main issue here is that all these triggers are higldgcaled and only correspond to a
luminosity of 132pb~1. The possible bias that may result from the fact that thectiele criteria

for the QCD sample are not exactly the same as for the signgblsas taken into account in the
systematic uncertainty.

The distribution of the isolation variablE$"0 for the signal sample, for th&/ Monte
Carlo and for the QCD sample is shown in Higl]5.2. A shift betvéhe data and the signal Monte
Carlo sample ok 300 MeV is observed. while the QCD isolation distributiortabbed using the
selected QCD sample describes well the tail of the datailoligion. The observed shift has been
seen in other analyses as well and will be taken into accaenetin the systematic uncertainty.

Measuring the QCD isolation efficiency&qcp

The selected QCD sample is used to measure the sggp which describes the isolation effi-
ciency in the QCD events which are background to\We— ev events. This efficiency is esti-
mated by checking the fraction of electrons and positrorthénQCD sample that also satisfy the
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Figure 5.2:Distribution of the isolation variabl&$°"<30 for data, signal MC and QCD samples using the
selected QCD sample.

isolation cutES"0 < 5 GeV. For the purpose of this analysis the efficiemgyp is measured in
10 |ne| bins and separately for electrons and positrons. Due tdrtiitet! statistics the statistical
uncertainty per bin isv 1.5%.

To evaluate the systematic uncertainties of this measuremwgo additional methods of
selecting the QCD sample are used. The first method requiegstie electron candidate fails
any of the remaining medium or tight identification requients and the second one that the
electron fails at least one of the remaining medium critarid at least one of the remaining tight
identification criteria.

Fig.[23 shows the QCD background isolation efficiencigsp for electrons and positrons
as a function ofine|. The efficiencies at differenfy| are compatible within their uncertainties.
The uncertainties shown on the plot include the systematarsecoming from the different se-
lection methods used for defining the QCD sample. The totaD@ackground efficiency is
(35.47184)%.

5.3.2 Measuring the signal isolation efficienciessig

The signal isolation efficiencies are measured on data ubimgag&Probe method od — ee
events (see Sectidn 4.7.1). The selectiorZoévents requires that the event satisfies cleaning
cuts. A very well reconstructed tag electron is requirechwf > 25 GeV, |n| < 2.47, outside
the transition region, satisfying the tight++ requirensgritaving triggered the event. The probe
electron is required to satisfy the following criterigr > 25 GeV, |n| < 2.47, to be outside the
calorimeter transition region and to be tight++ identifidd.addition, the probe electron is also
required to have triggered the event since the efficiencitdoes used onW electrons that have
triggered the event. It has been verified that the Tag&Praipeak sample is very clean (QCD
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Figure 5.3:lsolation efficienciessqcp for electrons(red) and positrongblue) as measured using a spe-
cially selected QCD sample.

background< 0.5%) and therefore no background subtraction is needed. ihaldsolation
efficiency &g is obtained as the fraction of the events in the tag-probesmegon between 80
and 101 GeV in which the probe electron satisfies the isolagquiremenE$"E0 < 5 GeV.
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Figure 5.4:Isolation efficienciegsig for electrongred) and positrongblue)as measured od — eedata
using a Tag&Probe method. The total uncertainty (statibod systematic) is shown.

The signal isolation efficiencies are shown in figl 5.4 fecaions and positrons as a func-
tion of |ne|. The systematic uncertainties egy are estimated by varying the selection thresholds
on the pr of the tag electron, removing the isolation of the tag etataind theE%“iSSrequirement.
The pr threshold is moved from 25 GeV to 30 GeV. The di-electron miag®on is widened to
[76,101] GeV. The variations of the results after each ofaheve mentioned changes is at most
at the level of~ 2%o.
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5.3.3 Measuring the number of candidate events

The numbers of events before and after the isolatiorNgut; and N§st | respectively are measured
in 10 bins of|ne| and separately for electrons and positrons. For this measmt, the analysis is
run on data and on the EW Monte Carlo samples used for thigsisdl —ee, Z— 1T W — TV,
WW, WZ, ZZ andtt). Then the number of EW background events is scaled to thibsity and
is subtracted in bins ofny| from the number of measured events on data toNygta and NS4t...
The percentage of the EW background~is3 — 4% per channelW/~, W™ )per bin. To evaluate
the systematic uncertainty on the number of EW backgroumahtey the theoretical uncertainty
on the cross-section for each of the EW processes is takeragtount (see Tableh.2). when
computing the number of EW background events, a shift ofghkation distribution by 300 MeV

is applied to compute an additional term to the systematietainty (see Fid. 5 2).

5.3.4 Results of the QCD background estimation

From eq[5}4 the number of QCD background eveésp or directly the number of W candidate
eventsNy can be computed. Fig—5.5 shows the number of QCD eventsebafat after the
isolation cut €ocp - Nocp) for electrons and positrons in bins pfe|. The fraction of QCD events
varies from~ 1.5% to ~ 4% depending on the bin. The QCD background for the electnzh a
positron final state agrees within the uncertainty.

From eq[[54 the number &% candidate eventshy can also be expressed as:

Ngata: (R— £gcp)

, whereR = N4 /Ngata: (5.5)
&sig— €QcD

Nw =

The uncertainties are evaluated through error propagainoithere are four contributions:

AR
. S —
R— &€oco
&sig— €QcD
o R— Es|g
(R— &qcp) (&sig — €qep)
ANdata
[ ] .
Ndata

ASQCD

The total uncertainty (statistical and systematic) on thenlper of W candidate events after the
isolation cut &sig- Nw ) is at the level of~ 1.2 — 3.2% depending on the bin and the main contri-
butions are the uncertainty on the signal and backgroundtisn efficiencies.

Table[5.%4 summarises the number of events in the data sathpleneasured number of
QCD background events and the electroweak background sestimation from Monte Carlo.
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Figure 5.5:Number of QCD background events for electrqred) and positrongblue) beforetop plot
and afterbottom plotthe isolation cut as computed using the described matrixiotet The uncertainties
shown are both statistical and systematic contributiomsfthe error propagation of each term in Eql 5.4.



5.3.4 Results of the QCD background estimation

Fig. [5:6 shows the electron pseudorapidity distributiod tire EMSSdistribution after the selec-
tion requirements where the data sample, the shape from @2 €2mple and the Monte Carlo

simulation are superimposed.

Data | W—ev | QCD | W—1Tv | Z—ee tt Z— 11 | WW/WZ/WW
before | 14041.7| 12423. | 800.6 2442 14411 | 55.919 20.42 14.335
isolation | 4+ 3.7 + 10. +4.8 +2.7 +0.27 | £0.040| £0.31 + 0.025
after 13300.2| 12223. | 283.1 236.9 139.70 | 51.980 20.04 13.808
isolation | + 3.6 =+ 10. +2.9 +2.6 +0.26 | £0.039| +0.31 + 0.024

Table 5.4:Number of events before and after the final isolation cutmyiveunits of 1&. For the signal
and the electroweak background contributions the numlverexdracted from simulation. The QCD events

are obtained with the described data-driven technique.€fitogs shown are only statistical.

Table 5.5:Number of events before and after the final isolation cut. [Esecolumn represents the sum
of the signal Monte Carlo, the electroweak background M&@wado and the QCD background. The errors

Data

Total MC & QCD

before isolation

14041.7+ 3.7 13703.£ 12.

after isolation

13300.2+ 3.6 12969.4 11.

shown are only statistical.
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Figure 5.6:Distribution of the electron pseudorapidityop) and EfsS(botton) in the selectedV — ev

sample. The simulation is normalised to the data lumino3ibe QCD background shapes are taken from
background control samples with relaxed electron idetiion criteria (bottom) and are normalised to the

total number of QCD events expected, as described in the text



Chapter 6

W cross-section Measurement and
Charge Asymmetry

The measurement of the production cross-sectiovof and W~ bosons and of th&/ charge
asymmetry in hadron colliders can be used to constrain tiefPRistribution Functions (PDFs).
These measurements have been performed at the TeVatrorineepes and the results were in-
cluded in PDF global fits. They have also been performed by H€ experiments with the 2010
data. At LHC a new kinematic region is available allowing tatier constrain the PDFs.

The W charge asymmetry is defined as:

A— Ow+ — Ow-

= 6.1
Ow+ + Ow- ( )

The advantage of introducing this variable is that in thirdhe effects of some of the uncertain-
ties cancel out, in particular the uncertainty due to theihasity.

In this chapter, the measurement performed by the authdveotfhesis of th&Vv+ andW—
cross-sections (times the leptonic branching ratio) and famction of the pseudorapidity of the
charged lepton from th&/ decay with the 2011 ATLAS data is described. In the analyhis,
electronic channélV — ev has been used. The charge asymmetry measurement as arfusfctio
the pseudorapidity of the decay electron (positron) is pfesented.

6.1 W cross-section Measurement

6.1.1 Method

After the W — ev event selection, the total inclusive cross-sectio[‘ﬁ, of the W production
times the branching ratio of th&/ to an electron and a neutrino can be calculated using the

94
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following relation:

o .BRW — ev) = % (6.2)
where Nyata and Npkg are the numbers of data and background events respectiftetyadl se-
lection requirementsA is the fraction of events that fall within the detector adeepe,L is the
machine luminosity ands,...,&, are the efficiencies of each selection cut. The faétallows
to extrapolate from the fiducial region to the full phase gpalt is obtained using Monte Carlo
simulation and is defined as the ratio between the numberasftein the fiducial region divided

by the total number of generated events in the full phaseespac

In this analysis, the selection efficiencies of each cut ateused directly. Instead the
Monte Carlo simulation is corrected to reproduce the deteesolutions and efficiencies in data
and the total inclusive cross-section of & production multiplied by the branching ratio of the
W decaying into an electron and a neutrino is obtained usiadaliowing expression:

Ndata_ kag

A-Cy-L
In this expressiorGy is obtained from the corrected Monte Carlo simulation andeined as
the ratio of the number of reconstructed events after afictieln cuts divided by the number of
generated events inside the detector fiducial region. Feathalysis, the fiducial region is defined
by the following cuts:

oy -BRW — ev) = (6.3)

e pf > 25 GeV,|ne| < 2.47 and outside the transition region (these are referred telactron

fiducial cuts”),

e py > 25 GeV and

e mV > 40 GeV.

When computing the number of generated events inside theididegion, the electron momen-
tum and pseudorapidity is taken after the final state QEDatau.

The fiducial cross-section is:

Ndata_ kag

Cw-L
The use of the fiducial cross-section reduces the dependent®ory and facilitates the compar-
ison between experimental results and theoretical calonk

oY, -BRW — ev) = (6.4)
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6.1.2 Gy Correction Factors

As anticipated above, th@, factors are defined as the number of simulaféevents that satisfy
all the selection requirements, over the number of gengmtents in the fiducial region:

fid

N
Cw = g (65)
MC.gen

Since the aim of this work is to measure the integrated csestion and the differential cross-
section as a function of the pseudorapidity of the lept@g, factors per|n| bin, (Cy)i, are also
defined and are used to unfold thedependent distribution:

Nfid
(Cw)i = ()i
MC,gen
The Gy and (Cy); factors are computed fav* andW~ events. The following bins ofy have
been used:

Inel = [0, 0.21, 0.42, 0.63, 0.84, 1.05, 1.37, 1.52, 1.74, 1.95, 2.18, 2.47].

Here then variable refers to they of the electron track at the point of minimal distance with
respect to the primary vertex as measured by the trackingcttes. The choice of the bin size
results from an optimisation procedure which takes intcaot the expected statistical and sys-
tematic error for a given bin. It has been verified that thetpumn each bin is above 98% (see Fig.
E7). The purity is defined as the ratio between the numbeverits reconstructed and generated
in a givenn bin divided by the number of events reconstructed in that Bime purity accounts
for migration effects among bins due to the resolutiomin Since the resolution with which

is reconstructed is very good, the purity is almost one amthisticated unfolding procedures are
not necessary.

When measuring th€,+ andCy,- factors, in order to treat separately the charge misiden-
tification effect, reconstructed positrons (electronglt thire generated as positrons (electrons) are
considered.

In order to use th&,y factors to obtain the cross-section, the Monte Carlo sitmianeeds
to describe the data in the best possible way. For this reasemmber of small corrections (scale
factors) are applied to account for differences betweervtbate Carlo simulation and the data.
More specifically, corrections for the electron trigger @#incies, reconstruction efficiencies and
tight++ identification efficiencies are applied accordingtie recommendation of the ATLAS
performance group which is in charge of providing the par@nsedescribing the response of the
detector to electrons and photons (ATLAS EGamma combinefbipeance group). These set
of corrections are obtained by dedicated measurementg tignTag&Probe method [51]. Addi-
tional corrections include an electron energy scale ctime@and a smearing of the electron energy
resolution obtained by an in-situ calibration of tAepeak. In Fig[&R, th€,, correction factors
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Figure 6.1:Purity of the signal sample in the pseudorapidity regionduee the analysis. The purity is
measured as the ratio of the number of generated and reaotestrevents in a given bin divided by the
number of reconstructed events in that bin. For illustraturposes only bins with purity greater than

0.1% are shown on the plot.

with their statistical and systematic uncertainty are shas a function of the pseudorapidity of
the candidate electron (positron). The value€gffactors for the inclusivéV cross-section mea-
surements areC,, = 0.579+ 0.010 andC,;, = 0.565+0.012 (the errors include both statistical
and systematic uncertainties). Thelo difference between th€, andC,, factors is due to the
fact that the electroiier spectrum is harder than the positron one and the electrahg@asitron)
identification efficiency is higher at highéiy .
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Figure 6.2: Gy correction factors for electronsed) and positronsklue). The error bars represent both
statistical and systematic uncertainties.
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6.1.3 Cw Systematic Uncertainties

Systematic uncertainties arise from a number of effectsat@maddressed in this section. They
are evaluated by varying separately each pertinent paesraet recalculating th€y factors.
as described in the following. Tadle’b.1 summarises the ainpheach of these effects on the
inclusive Cy correction factors. No theoretical uncertainty on theusele Cy factors, which
can be evaluated by reweighting to different PDF sets, has lsensidered since the effect is
small.

The n dependenGy uncertainties are shown in Tablesl6.2 6.3. No systematier-
tainty onGy arising from the shape of the theoretical cross-sectionfasaion of || in Monte
Carlo has been included. This contribution which can beuatal by reweighting the underlying
shape with different PDF sets, has been found negligibleedine purity is practically 1.

5Cyy [%)  8C; [%]

Pile-up modeling <01 <01
Vertex position 0.2 0.2
Electron energy resolution 0.2 0.2
Electron reconstruction 0.8 0.8
Electron identification 1.0 1.1
Trigger 0.6 0.6
EMisSscale and resolution 1.0 1.6
Total 1.7 2.2

Table 6.1:Table summarising the systematic uncertainties congiderethe inclusiveG,, andC;, cor-
rection factors.

Pile-Up Uncertainty

In the Monte Carlo samples used, the effect of the pile-upeiémodelled. Residual differences in
the pile-up description between data and Monte Carlo sitiam#ave been corrected by reweight-
ing the Monte Carlo events to reproduce the average numbeteséctions per bunch-crossing. In
order to estimate the systematic uncertainty from the gienodelling, the reweighting procedure
is removed from the analysis. The effect is sm@{tL0~4).



Ne [0,0.21] [0.21,0.42] [0.42,0.63] [0.63,0.84] [0.84,1]05[1.05,1.37] [1.52,1.74] [1.74,1.95] [1.95,2.18] [2.1B47]
Electron reconstruction [%] 1.1 1.1 1.1 1.0 0.6 0.6 0.6 0.6 0.6 0.7
Electron identification [%6] 0.9 0.8 0.8 0.8 0.8 0.8 15 15 15 15
Trigger [%] 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.8
EMisscale and resolution [%] 1.4 1.2 11 1.7 1.6 2.2 21 15 2.0 2.3

Table 6.2:Table summarising the main systematic uncertainties denedl for theC,, correction factors for the differential measurement inshirfi the electron

pseudorapidity
Ne [0,0.21] [0.21,0.42] [0.42,0.63] [0.63,0.84] [0.84,1]05[1.05,1.37] [1.52,1.74] [1.74,1.95] [1.95,2.18] [2.1B47]
Electron reconstruction [%] 11 11 11 1.0 0.6 0.6 0.6 0.6 0.6 0.8
Electron identification [%6] 0.9 0.9 0.9 0.8 0.8 0.8 15 15 15 15
Trigger [%] 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.8
EMisScale and resolution [%] 1.3 1.2 1.7 2.2 2.1 2.4 4.0 1.9 1.9 1.9

Table 6.3:Table summarising the main systematic uncertainties densi for theC, correction factors for the differential measurement insbir the electron

pseudorapidity
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Primary Vertex Position along the z-axis

The distribution of thez coordinate of the primary vertex differs between the dathtae Monte
Carlo (see Fig—613). For this reason, a reweighting proeeduapplied to the simulation in order
to match the data distribution. The effect on g factors is small & 2%).

2z E (a) 2 B (b)
© 70000 ‘ c =
5 g 5 70000 £
1 60000 A (L1 60000
E . E
50000 F- s 50000 |
C [} [ ] =
40000 . . 40000 |
E . E
30000 - » 30000 =
20000 - 20000 £
10000 F- % 10000 F-
F [ﬁ X iy
Bo0™ %86 100 0 109, 087" 300 Qo> 80 100 0 100 300
Best vertex z (no w.) (PhiS_BremCor_Final_ Best vertex z (PhiS_BremCor_Final )

Figure 6.3:Distributions of thez position of the reconstructed primary vertex for the Mongl€ produc-
tion used for 2011 analyses. Data (black dots) are comparetsimulation (hatched histograms), before
(left) and after fight) applying the reweighting proceduie [55].

Electron Energy Resolution Uncertainty

To account for different electron energy reconstructionlata and simulation, the energy in sim-
ulation is smeared to reproduce the measured resolutioa.umbertainty on the electron energy
resolution is obtained using the recommendation by the AFIEAGGamma combined performance
group. Variations of+10 on the smearing of the energy resolution of the electron idate are
applied on the electron candidate. The effect on@aefactors is small & 2%0). The effect of
the electron energy scale uncertainty is evaluated on dat@ésalescribed later.

Electron Reconstruction and Identification Uncertainty

As explained previously, the simulation is corrected fdrddferences observed with respect to
data using scale factors %%‘ where €412 and ey are the data and Monte Carlo efficiencies
respectively. As an example, fi._b.4 shows the data and M@at& reconstruction and tight
identification efficiencies as function af . The scale factors and their uncertainties are again
provided by the EGamma performance group. The reconstrusitale factors vary from one by
about 1% with an uncertainty of 1%. The tight++ identificat&cale factors are away from unity
by 1% in the lown region and their deviation reaches 3% at higli|n| > 2). The uncertainty on
the identification scale factors is within 1%. Variations-bio are applied on the reconstruction

1The figure shows the results for the 2010 data since official®§ plots are not yet released. In this analysis, the
updated reconstruction and identification values deriva@dgithe 2011 data are used.
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and identification scale factors leading to differenee.5% (depending on the bin) for th@y
factors.

=

> T T T T
& LS e § F ATLAS Data 2010, \!5:7TeV,J'Ldt=40pb'1 ]
g I ATLAS Data2010, \5=7TeV, [Ldt=40pb™ 1 S ol 4
] C ] I F ]
E 1? ] E 5 _,’_Ek_‘ E
r B 0.8~ — — —

i g 7 1 R O s ]
0.95- . L z 1
a d 0 i_ 1 0.7}—61—‘ -l- '—:i—g

0.9 Electron reconstruction + _ 0 Gi o o o B
j—\:{—‘ 0 track Si hit requirements o 7 T Tight identification ]

C ——Z - eedata ’—ElE? r — W - ev data ]

0.85— 0O Z_.eeMC — 0.5 O W-evMC -
I R I TR P B I I I B = Lo b b b b b e e S

25 -2 15 -1 05 0 05 1 15 2 25 25 -2 <15 -1 05 0 05 1 15 2 25

n

=T

Figure 6.4:Left plot: Reconstruction efficiencies measured frdm- ee events and predicted by Monte
Carlo as a function of the pseudorapidiRight plot: Tight identification efficiencies measured from —
ev events and predicted by Monte Carlo as a function of the psapitity [51].

Electron Trigger Efficiency Uncertainty

An additional scale factor used in this analysis takes iotmant the difference between the effi-
ciency in data and simulation of the electron trigger. Ferfirst two triggers used
(EF_e20_medium, EF_e22 medium), the scale factors angwit 2% from unity with an uncer-
tainty of ~ 1% while for the last trigger (EF_e22vh_medium1) the scatgdrs are within~ 4%
with an uncertainty of 2%. Again, a variation of:10 is applied on the scale factor to estimate
the systematic uncertainty on tky, factors (~ 0.5%).

EMssScale and Resolution Uncertainty

The uncertainty coming from the uncertainty on E@issscale and resolution is evaluated using
the tool provided by the JeElr“‘SScombined performance group. There is more than one effect to
take into account in this case. Namely the effects studieel &ue the uncertainty on the electron
energy scale and resolution, on the jet energy scale antlitiesy on the pile-up modeling and on
the soft jets and topological clusters not associated tsipgybjects (CellOut term of the"'ss).

Each contribution is studied separately. The electronggnexsolution is smeared in simu-
lation and the electron term of tHE"SSis recomputed. The ne&{™SSvalue and the new electron
energy value are used to recompute @y factors and evaluate the uncertainty on them coming
from the EI"sS(see Sectiol2l8) due to the electron energy resolution.impact of the electron
energy scale is evaluated by recomputing @yg factors after the scaling of the electron term of
E?"Ss. Overall the uncertainty on th&, factors due to the uncertainty of the electron energy scale
is at the level of~ 3%. and the impact from the energy resolution is even lower.
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Then the uncertainty oE{“iSSfrom the jet measurement is studied. The uncertainties are
evaluated by varying the jet energy scale and separatelyethenergy resolution according to
their errors and recomputing the terE{"**/®'°. The difference caused by this effect is used to
estimate the uncertainty due E#"Ss. The uncertainty from the jet energy scale is the dominant
one with an effect of- 7% reaching 1% for certain bins. The jet energy resolution hemaller
impact on theCy uncertainty & 4%).

Finally, two more sources are studied. One is the effect efcddibration of the soft jets
and clusters not belonging to physics objects and the osh@mpileup uncertainty of the level of
6.6%. The uncertainty from the calibration procedure and ileup modeling on th&,y, factors
is ~ 5%0 and ~ 2%, respectively.

To estimate the uncertainty of t&"son theGy factors, the variations of all these different
contributions are summed in quadrature. 'IEE{éissuncertainty is computed for evelyy| bin and
adds to theGy an uncertainty of 1L — 2.4% with the exception of one bin 82 < |n| < 1.74)
where the uncertainty reaches the level of 4% mainly duedadit jets and topological clusters
effect.

6.1.4 Systematic Uncertainties from the Number oV Candidate Events

As indicated by eq[CGl4, in addition to the uncertainty on @ factors, the uncertainty on the
number ofW candidate events also needs to be propagated to the caigsigaeasurement. In
this section, two more sources of uncertainty are takendntmunt: the electron energy scale and
the QCD background uncertainty.

Electron Energy Scale Uncertainty

The electron energy scale uncertainty is applied on datacasmmended by the ATLAS EGamma
group. Variations of+10 are applied on the electron energy scale on an event-byt-&aesis.
The systematic uncertainty on the numbekfcandidate events is at the level ©f2%.

Electroweak Background Uncertainty

The uncertainty coming from the electroweak backgroundasumted by varying the cross-section
used to extract the number of events from the simulation by(%98% for thett background) as
described in Section3.2. The impact on the uncertainty ®fibmber ofWW candidate events is
within 2%o — 3% .

QCD Background Uncertainty

The evaluation of the QCD background as described in Sebt®rontributes to the uncertainty
of the number oW candidate events by a percentage of x. This uncertaintyoisggated to the
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final cross-section measurement. The QCD background igiftuhave an impact of.2% on the
total cross-section. For the differential cross-sectiom tincertainty from the QCD background
estimation is 11%— 1/9% in the barrel region|| < 1.37) while in the end-cap region it can
reach 34% depending on the bin.

Isolation Uncertainty

To estimate the uncertainty coming from the calorimetraaton a shift of 500 MeV is applied

on the electroweak Monte Carlo background samples to atdouthe difference between data
and Monte Carlo (see Fid—5.2). The impact of this shift onuheertainty of the number of

candidate events is negligible:(1%o).

6.1.5 Charge Misidentification Correction

Before computing th&/* andW~ differential cross-sections, it is necessary to take ictmant
the effect of the charge misidentification. As mentioned/jaeasly, theCy factors are computed
for electrons and positrons having a correctly identifiedrge. We need therefore to correct the
number of W and W~ events measured in datdyy+ and Ny-, for the effect of the charge
misidentification.

To obtain fromNy+ and Ny- the true number oW andW~ the following expressions
are used:
Ny = &*N* + (1— &7 )N" (6.6)
Ny- =& N +(1—€e")NT (6.7)

where e is the probability of a positron to be reconstructed as pmsjte ~ is the probability of
an electron to be reconstructed as electron Brid N~ the numbers of trusV+ andW— events
produced.

Using the system of the efl_6.6 dndlG\, and N~ are expressed as:

(1—&)Nw — (1 —&")Nw+

NT = Ny + s (6.8)
- (l—£+)|\|\N+—(1—E_)NW7
N~ = Nw- + e (6.9)

In Sectior 4, the charge identification measurement wakest. There, it was found that
the probability of correctly identifying the charge of elems and positrons agree. Therefore, we
will assume here that~ = ¢ = . This choice allows to reduce the statistical uncertainty o
the charge identification rates. In addition, given theifitalof the charge identification rates in
the barrel region|(7| < 1.37), only one bin for the barrel will be considered. Thevalues used
are shown in Fig[[8]l5. On average, the fraction of particléh worrectly identified charge is
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£ = (99.48+0.02)%.
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Figure 6.5:Charge identification efficiencies used to correct from treasured number V" andW~—
events to the true number ¥+ andW~ produced.

The effect of the uncertainty of the charge identificatiomrection on the number ofv*
andW~ is very small & 1%o).

6.2 W Cross-section Results

After measuring the number 8/ events in the analysed sample, correcting for charge rmiside
fication effects and computing ti@&y factors, the cross-section in the fiducial region is cakedla

as: NE

CwL
The cross-section for th&/™ and W~ bosons in the fiducial region are shown on the top part
of Table[&%. The uncertainty on the luminosity during thd P@ata-taking has been measured
in ATLAS and found to be 3%. The bottom part of the table shows the theory predictan f
the W™ and W~ cross-sections in the fiducial region calculated at nextett-to-leading order
using the FEWZ program [%56]. The PDF set used is MSTW2008 FB& data measurement and
the theory prediction are in good agreement. The theoryrntaiogy includes the variations of the
PDF eigenvectors and the; uncertainty. The graphical representation of these resué shown

in Fig.[6.8.

Table[6.5 shows the comparison between the 2010 and 201 urersnts. and Fid_8.7
its graphical representation. More precisely, the top paihe table shows the results obtained
by the ATLAS experiment in the electron chanl — ev using the 2010 data and the middle
part displays the combined electron and muon measureméhtTBe fiducial region for the 2010
measurement is slightly different from the one presentethimthesis and is defined by the fol-

0y -BRW —ev) = (6.10)
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al®.BRW — ev) [nb]

stat syst lumi

W+

2.780 +£0.003 +0.079 £0.108
1.890 +£0.002 +0.055 =£0.074

o TH.BRW — ev) [nb]

stat PDF-as

0.139
2875 +0.005 ‘779
0.085
1.946 +0.005 5585

Table 6.4:Cross-sections times the leptonic branching ratiod¥or andW— production within the fidu-
cial region of the measuremerop: The measured cross-sections using the full 2011 data aversiThe
uncertainties denote the statistical (stat), the experiaisystematic (syst) and the luminosity (lumi) uncer-
tainties.Bottom Theoretical prediction obtained using the FEWZ programldt O with the MSTW2008

PDF set.

o [nb]

35
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ATLAS work in Progress
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Figure 6.6: The comparison between the 2011 obtained results and thestiwl prediction. The data
uncertainties include statistical, systematic and lursityacontributions while the theoretical uncertainties

include the PDF andts errors.
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O'vaid'ZOIO' BRW — ev) [nb]

stat syst lumi

wt

2898 +£0.011 +£0.052 =+0.099
1.893 +0.009 +0.038 4 0.064

O_vaid.ZOlO. BRW — Iv) [nb]

stat syst lumi

acc

3.110 +£0.008 +£0.036 =+0.106
2.017 +£0.007 +£0.028 =+0.069

+ 0.004
=+ 0.002

a2t BRW — ev) [nb]

stat syst lumi

3.048 +£0.003 +£0.079 =+£0.119
2.020 +0.002 +0.055 =+0.079

Table 6.5: Cross-sections times the leptonic branching ratiosVibr and W~ production within the
fiducial region of the measurement used for the 2010 analysis Results showing the ATLAS electron
measurement performed using the 2010 ditaldle: Results showing the combined (electron and muon)
ATLAS measurement performed using the 2010 dBtzttom Results showing the measurement performed
in this thesis extrapolated to the fiducial region of the 20E&Asurement. The statistical (stat), experimental
systematic (syst), the luminosity (lumi) uncertaintiesl agceptance (acc) uncertainties are shown.
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Figure 6.7:The comparison between the 2011 obtained results extrapidtathe fiducial kinematic region
used for the 2010 analysis and the 2010 ATLAS published tesué shown for the electron channel and
for the electron and muon channels combined.
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lowing requirements:E¢ > 20 GeV, EMSS> 25 GeV andm¥’ > 40 GeV2. For this reason, the
inclusive fiducial cross-section measured with 2011 dathpaesented earlier is extrapolated to
the fiducial region used for the 2010 analysis. Thg factors are recomputed and the denom-
inator Nhf,ligqgen (eq. [E5) now includes events generated in the fuduciabregsed for the 2010
measurement. The 2010 and 2011 results presented are dolmpat

The fiducial differential cross-sections in bins of the pkmapidity |n| of the electron is
also measured. The uncertainties on@g factors and on the number B events in each bin
are propagated to the cross-section. Eigl 6.8 shows thedidiifferential cross-section fow*
and W~ in units of nb. The left plot shows the fiducial cross-sectineasured in eachn| bin
while the results in the right plot are divided by the bin siadoetter show the shape of the cross-
section as a function of7|. The error bars show the statistical and the systematicrtaicty
while the luminosity uncertainty is not displayed for ctgneasons.
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Figure 6.8:The diﬁerential% cross-section measurements o~ andW~ are shown. The left plot

shows the cross-section for thi production in eachn| bin while the right plot shows the same results
divided by the bin size. The luminosity uncertainty is natlirded.

The differential cross-section measurement has beenrpestbin ATLAS with the 2010
data. Fig.[EP shows the published results for W& and W~ cross-sections in the fiducial
region used for the 2010 analysis. The method used in 201ihéo®@CD background estimation
is different and relies on performing a template fit on #B@'Sdistribution. The electroweak
background is taken from Monte Carlo simulation and theaigemplate is taken frordV — ev
MC@NLO simulation. The results presented in the figure avidd by a factor of 2 to account
for the absolute value aof.

The comparison between the normalised 2010 publishedtsemud the 2011 cross-section
measurements presented in this thesis is shown in[Eigl §4€.2011 measurement is extrapo-
lated to the fiducial region used for the 2010 analysis. Thie @ the 2011 and 2010 (electron
and combined) measurement of the differential crossegtis shown. The shape as a function
of |n| is in good agreement.

2The reason why the requirement on Be was moved to 25 GeV for the 2011 analysis relies on the moresint
trigger requirements.
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Figure 6.9:The combined differentiaflo /d|n;| cross sections, fow™ (left) andW~ (right) are shown

in the fiducial region and their comparison to the NNLO theprgdictions using various PDF sets. The
ratio of theoretical predictions to data is also shown. Th&cal points are displaced for clarity within each
bin [&7).
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Figure 6.10: Comparison between 2010 and 2011 cross-section resukemissl as a ratio of cross-
sections forW™ (left plot) and W~ (right plot). The 2011 results are extrapolated to the fiducial region
used for the 2010 measurements. The comparison is showhd@10 electron channel and combined
results.
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In Fig. [611 a comparison of th&/* and W~ differential cross-sections to the theory
prediction is shown. To obtain the theory prediction, the ®SLO simulation was used and
reweighted to two different NLO PDF sets.
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Figure 6.11:Comparison between the measured and predicted diffetentiss-sections for the&v/* (left
plot) andW~ (right plot) production. The predicted cross-sections are presenteexi-to-leading order
for the MSTW2008 and CT10 PDF sets.

An example of the use of this kind of results is the evaluatbrihe strange sea quark
using the ATLAS measurement of the and Z differential cross-sections with the 2010 available
statistics. The results indicate an enhanced strangddinairt the proton. Theg ratio defined
asrs = 0.5(s+5)/d is found to bers = 1.00°925 at momentum transfe@? = 1.9 Ge\? and
Bjorken x = 0.023, a factor of 2 larger than the theoretical predictionstasvn in Fig[6.12. An
enhancement of the strange PDF leads to an improvement preédéection of they, distribution.
This measurement was possible since the ATLAS experimewiged non-normalisetlvV and Z
cross-sections.
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Figure 6.12:Predictions for the rati@s = 0.5(s+5)/d, at Q2 = 1.9 Ge\?, x = 0.023. Points: global fit
results using the PDF uncertainties using the ATLAS W and PO2@easurements and the comparison to
different PDF setd [48].
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6.3 W Charge Asymmetry Measurement

TheW charge asymmetry represents the difference in the pramucsite of W+ andW~ bosons
divided by theW cross-section. Here it will be presented inclusively andidanction of the
charged lepton pseudorapidity.

Using the eq.[&]l1 and the results presented in Table 6.4 nthasive W charge asym-
metry is measured and found to bel®05+ 0.0001+ 0.0004. The first error term represents
the statistical uncertainty and the second one the systenmmatertainty after propagating all the
cross-section uncertainties presented in the previousdiec

The measurement of th& charge asymmetry will be presented here also as a function of
the lepton pseudorapidity according to the following etrat

dow+ dow-
din|  dn|
Ae(N) = —dg.\'Z/L dcg/' : (6.11)
_|_—
din[ ~ din|

The cross-section measurement described in the previatisrs&vill be used here in order
to determine the charge asymmetry. Since the asymnigtris a ratio of cross-sections, the
luminosity uncertainty does not contribute to the uncettaof the asymmetry.

The results of the measurement performed with the sametieelaiteria as described in
previous chapters is shown in F[g._8.13. The uncertaintyachesource used in the cross-section
measurement is propagated to the asymmetry ratio by vasact) term (see SectiGn 611.4 and
E1.3) by+10 and are then summed in quadrature. TahbIk 6.6 showd/ticharge asymmetry and
its statistical and systematic uncertainty in each bin elgdsrapidity.

[Nel A stat syst

[0,0.21] 0.1356 +0.0003 + 0.0021
[0.21,0.42] 0.1374 +0.0002 + 0.0064
[0.42,0.63] 0.1455 4+ 0.0002 <+ 0.0056
[0.63,0.84 0.1548 +0.0003 =+ 0.0045
[0.84,1.05 0.1673 =+ 0.0002 =+ 0.0037
[1.051.37] 0.1892 +0.0002 + 0.0036
[
[
[
[

152174 0.2271 +0.0014 <+ 0.0099
174,195 0.2387 +0.0006 =+ 0.0074
195218 0.2553 +0.0004 <+ 0.0047
218247, 0.2579 +0.0004 =+ 0.0061

Table 6.6:Table showing the asymmetry results as a function of thegeithlepton pseudorapidity and its
statistical and systematic uncertainties.
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Figure 6.13:MeasuredW charge asymmetry as a function of the lepton pseudorapijgiycompared

to theoretical predictions. This measurement uses th@@illl statistics. The kinematic requirements are
ES > 25 GeV, p¥ > 25 GeV andmy > 40 GeV. The transition region.37 < |n| < 1.52 is excluded from
the analysis.

The W charge asymmetry measurement has been performed in ATLAS tise 2010
data [57]. In Fig.[EK the lepton asymmetry is shown contbifee the electron and the muon
channels. A comparison to different PDF sets is also shown.

The left plot in Fig.[€Jb displays the comparison betwean2810 and 2011 measured
charge asymmetry. The fiducial region used for the analyfdisi®thesis is extrapolated to match
the fiducial region of the 2010 measurement. A very good agee is seen between the 2010 and
2011 results. On the right plot, a comparison of the 2011 omeasent to the theory prediction
using the MSTW2008 and CT10 PDF sets at next-to-leadingr @sddhown.

The CMS experiment has also performed the charge asymmetagumement. The pub-
lished results include two asymmetry measurements whergithcut on the lepton differs. Fig.
shows the lepton asymmetry measurements performeldeb@MS collaboration using the
2010 data. The electron and muon combined results are stwvaridpton withpr > 25 GeV on
top and forpr > 30 GeV on the bottom. For the QCD background estimation, e method
is used where th&MSsdistribution is fitted.

The LHCb experiment covers a different pseudorapidity argand can probe different
values. The result of the LHCW charge asymmetry measurement has been performed for the
muon channeW — pv for a luminosity of 1b~! and is shown in FigC&.17. In this region
(2 < |n| < 4.5) the asymmetry curve is complementary to the one seen afethteal region by
ATLAS, CMS and previous experiments. In the same figure, apavison plot of the ATLAS,
CMS and LHCb results is shown in the pseudorapidity regipn< 4.



6.3W Charge Asymmetry Measurement 112

<— 0357 LA N N L N L L B B ]
| E#= Data 2010 (Vs =7 TeV) —} stat. uncertainty i
4 MSTWO8 Total uncertainty ]
[ o HERAPDFL5
0.3 - ABKMOO "]
- 0 JRO9 _R,
: .
0.25[- -
: ot :
i = :
0.21- i 5
: g :
9 "‘:"‘i DT# + Ldt=33-36pb™ |
0.15 A I s
L ATLAS i

Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il
O'JO 0.5 1 1.5 2 2.5
InJ

Figure 6.14: W charge asymmetry measured by the ATLAS experiment in 2018 fasction of the
lepton pseudorapidityn;| compared with theoretical predictions calculated to NNO®eoretical points
are displaced for clarity within each bin[57].
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Figure 6.15:Left W charge asymmetry measured using the 2@l0g] and 2011 (ed) data respectively
extrapolated to the same fiducial region. The 2010 measurerapresents the combined electron and
muon asymmetry measurements while the 2011 analysis iesladly the electron measuremeRight
Comparison of the 2011 measurement to the theoretical gitediof MC@NLO using the MSTW2008
and CT10 PDFs at NLO.
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Figure 6.16:CMS results showing the comparison of the measured leptargerasymmetry to different
PDF models for leptorpr > 25 GeV/c fop) and leptonpt > 30 GeV/c potton). The error bars include
both statistical and systematic uncertainties. The PDEtainty band is corresponding to the 90% confi-
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Right: The lepton charge asymmetry frod boson decays in bins of absolute pseudorapidity for thesthre
different experiments ATLAS, CMS and LHCB161].
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6.4 Conclusion

In this chapter, the measurement of the andW~ cross-sections has been presented inclusively
and as a function of the charged lepton pseudorapidity uki@@011 data. The results obtained
are in agreement with the theory prediction computed wiffedint parton distribution functions
and consistent with the 2010 ATLAS measurement. The dorhisgsiematic uncertainty is the
luminosity followed by the uncertainty on the QCD backgrdun

The measurement of th& charge asymmetry has been performed inclusively and gives
the following result: 01905+ 0.000%;5: +- 0.0004ys. The W charge asymmetry has also been
measured as a function of thg| of the charged lepton. The results show good agreement with
the 2010 measurement performed by the ATLAS experiment.



Chapter 7

Double Differential Measurement

The measurements of thd cross-sections and of th& charge asymmetry can be extended and
analysed not only as a function of the pseudorapidity of &éptdn but also as a function of the
leptonEy .

In this chapter, the first double differential measuremehtee W+ andW ™ cross-sections
and charge asymmetry in ATLAS are presented.

7.1 Analysis

The analysis for the double differential measurement grdseén a similar way as the single dif-
ferential one described in the previous Chapters. It isqoeréd in 9|n| bins and 4Et bins':

Ine| = [0, 0.21, 0.42, 0.63, 0.84, 1.05, 1.37, 1.52, 1.95, 2.18, 2.47,
IES| = [25, 30, 35, 40, 50.

The transition region corresponding to the pseudorapidlity[1.37, 1.52] is excluded from the
analysis. The binning size has been chosen in order to gatististal significant result in all bins.

The same event selection described in Sedfioh 5.1 is apipdieel The electroweak back-
grounds W — v, Z — ee, Z — 1T, dibosonsWW, WZ, ZZ and the decay oft events) are
evaluated using Monte Carlo simulation as before. It is irtgri to mention here that since the
Monte Carlo statistics available at the time of this thesissbme of these processes are limited, a
larger statistical uncertainty from this source is expediace the analysis is performed in a large
number of bins.

1The binE$ > 50 GeV has not been included in these results. The smalléstita require a more careful under-
standing.

115
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The QCD background is estimated as before using the “matethod” described in Section
E3. The QCD sample and the sample used for the isolationegffig measurement with the
Tag&Probe analysis are selected with the same requirendestsibed previously. The threshold
of the isolation cut applied is optimised depending on Eyeof the electrons (positrons). For
the first threeEr bins (Er < 40 GeV), the isolation cut applied B0 < 5 GeV while for
the lastEr bin the cut is moved t&E$®"$° < 6 GeV to compensate fdér leakage outside the
electromagnetic cluster which is observed to be larger fgh lEr electrons (see Fid—4.1). The
signal isolation efficiencies are measured on data usingg&Heobe method orZ — ee events
while the background isolation efficiencies are measured gpecially selected QCD sample.

ATLAS work in Progress Ldt=47f" ATLAS work in Progress I Ldt=47f"
25<ES<30 GeV —Data 2011 Vs=7TeV
e —W- evMC 10

e, —QCD (data-driven)

40<E§<50 GeV —Data 2011 {s=7TeV
o —W- ev MC
—QCD (data-driven)

AL L R L L B

e AL AL L LU L L SR L N AL R

Figure 7.1: Distribution of the isolation variabl&°"®0 for the data, signal MC and QCD sample for
electrons with transverse energy 2%t < 30 GeV (eft plot) and 40< Er < 50 GeV fight plot).

From these measured quantities the numbawofandW— events in each bin is evaluated
with an uncertainty~ 1% in the barrel and- 1.5% in the end-cap. For the fir&r bin — the one
with the fewer statistics — the uncertainty is higher at el of ~ 4% depending on the bin.

The charge identification rate measurement is repeatechadfi|p| and Er. Due to the
observed agreement between the charge identificationegfigifor electrons and positrons, it is
in this analysis it is measured combining both charges is birin| and Er for this analysis. A
slight Er dependence is observed. The charge identification ratélsddirst E; bin are lower by
~ 2% in the central pseudorapidity region as shown in Eigl 7.2.

Given the levels of the purity of the sample which is greatent 068> [62] in the defined
bins (see Fig713), no unfolding methods are used. Giadactors are measured in eadh (, Er)
bin and are used to unfold to the true numbers\bboson generated in the fiducial region. The
most important uncertainty entering tki, factors is the uncertainty due to t@“ss(w 1.5%).
The Gy factors are shown in Fi§.—1.4.
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Figure 7.4: Gy correction factors for electronsed) and positronsiflue) as a function of the electron
pseudorapidity for the four differenEr bins. The error bars represent both statistical and systema
uncertainties.
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7.2 W Cross-section Measurement

Using the cross-section formula shown in Eql 6.4, the firsisneement of the double differential
cross-section times the branching ratio Wr- — e™v andW~ — e~ v is obtained in the ATLAS
experiment. Fig.[715 shows the cross-section\/éf and W~ as a function of the electron
pseudorapidity in bins of th&t of the electron. The luminosity uncertainty is at the level o
3.9%.
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Figure 7.5:Double differential cross-section measurementfét andW~ production. Each plot shows
the cross-section as a function of the electron pseudatgpat different bins of the electron transverse
energy. The results are normalised to the bin size. The lositynuncertainty is not included.

As for the single differential measurement, the crossisestobtained as a function of the
electron pseudorapidity and & are compared to the NLO theoretical prediction of MSTW2008
and NLO PDF sets. The results are presented in[Elf). 7.6 anfHdor thew™ andW~ bosons
respectively.
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Figure 7.6:Double differential measurement for tiiét cross-section and its comparison to the theoretical
prediction. The MSTW2008 and CT10 PDF predictions are shatLO. The results are presented as a
function of the positron pseudorapidity for four differe&t regions.
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Figure 7.7:Double differential measurement for tié~ cross-section and its comparison to the theoretical
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7.3 W Charge Asymmetry Measurement

Using theW™' andW ™ cross-sections measured in the previous section\teharge asymmetry
can also be derived as:

A(n,Er)

d?oy+  d?oy-
_ dndEr  dndEr
 dPoy: dloy

dndEr ' dndEr

Fig. [Z8 shows the results of the double differentlcharge asymmetry with the full statistical
and systematic uncertainty. The uncertainty is at the lefel 2 — 3% though for some bins it
reaches the level of- 7% as seen in the figure. From the plots in Hig.] 7.8, it is oleskithat
the charge asymmetry decreases for hitthelectrons. The predictions of the MSTW2008, CT10
and HERAPDF1.5 PDF sets are also shown at next-to-leadutey.or
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Figure 7.8:Double differentiaW charge asymmetry measurement as a functiomfand Er . In each
of the plots theW charge asymmetry is shown as a function of the electron msapdlity for different
bins of the electron transverse energy. Both statisticdl gystematic uncertainties are considered. The
theoretical prediction given by the MSTW2008e), CT10 ¢ed) and HERAPDF1.5dreer) PDF sets is
also shown.
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7.4 Conclusion

In summary, the first double differential measurement of\he — etv andW~- — e~ v cross-
sections as a function of the charged lepton pseudoramdititransverse energy performed with
the ATLAS experiment has been presented in this chapter. nfdesurement uses the full 2011
data sample and is statistically limited. In addition to Wecharge asymmetry measurement that
was presented in the previous chapter, such analyses caebtéaiprovide additional constraints
and new PDF fits.
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