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Abstract

This thesis presents experimental and simulation work contributing to the stability and control of laser wakefield accelerators, as required for their successful use in further applications.

Experimental results of laser wakefield acceleration in a gas jet target with a density transition produced by a razor blade in the flow are reported. Modifications to the target setup are correlated with variations in the plasma density profile diagnosed via interferometry. The shot-to-shot fluctuations of the target plateau density, peak density and down-ramp position are characterised. Simulations of the effects of density profile variations reveal that peak density fluctuations independent of the plateau density dominate the variations in electron beam energy (15%) and charge (9%). The results suggest that blade motion is more detrimental to stability than gas pressure fluctuations, and that early focusing of the laser may improve stability. The injection dynamics are shown to be sensitive to the length scale of the density ramps even within the regime of sharp density transitions, as a result of transverse effects.

The post-interaction laser spectrum is measured as a proxy diagnostic for the electron dynamics in a laser wakefield accelerator using ionisation injection in a tailored gas cell. The unguided laser energy identified from the signal in the input wavelength range is indicative of laser-plasma coupling and the transmission below 900 nm is indicative of pump depletion and correlated with electron beam energy. The injection and acceleration dynamics are shown to be highly sensitive to the vacuum laser focus. Simulations reveal that the balance between self-focusing and geometric diffraction modifies the position of the peak $a_0$ and that the earliest position of effective focus results in the highest injected charge. The strength of the wakefield is shown to be determined by the time evolution of the laser $a_0$ and not by the instantaneous laser conditions.
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Chapter 1

Introduction

Laser wakefield acceleration (LWFA) is a process capable of generating gigaelectronvolt-energy electrons in centimetre-scale interaction lengths [1]. This is because of the use of plasma as the accelerating medium, which allows these devices to sustain acceleration gradients over a thousand times greater than those achieved in conventional linear accelerators. As a result, these plasma-based accelerators constitute promising compact sources of relativistic electrons and have the potential to revolutionise high-energy radiation sources by reducing their scale by many orders of magnitude. By making accelerator facilities cheaper and more accessible, this could drive impact in areas ranging from laboratory astrophysics [2] to biological imaging [3]. However, improvements in the stability, reliability and robustness of electron beam parameters are still required to develop the applications of LWFA beyond proof of principle [4].

1.1 Particle accelerators

Particle accelerators have enabled scientific discoveries ranging from the calculation of the size of an atomic nucleus [5] to the confirmation of the Higgs boson [6]. They are also used in more widespread applications to generate x-rays for biomedical imaging [7] and characterisation of materials [8]. Particle accelerators make use of large electric fields to accelerate charged particles to high energies. Typically, circular geometries are used, where the particles traverse the same accelerating region many times. However, a circular path requires the charged particles to emit synchrotron radiation with power $P \propto E^4/(m^4R^2)$, where $E$ is the energy of the particle, $m$ is its mass and $R$ is the radius of its trajectory. Due to its strong mass dependence, synchrotron emission is the limiting factor to the circular acceleration of electrons. Therefore, conventional electron accelerators are instead linear devices based on superconducting radiofrequency (RF)
cavities. These provide average accelerating fields of 40 MeV m\(^{-1}\) to 50 MeV m\(^{-1}\). The fields are limited by electrical breakdown, whereby the walls of the device itself become ionised due to the strong field and the accelerator is severely damaged. As a result, these accelerators need to get progressively larger and more expensive in order to increase the achievable energy of the particles. Currently, the most powerful linear accelerator is the Stanford Linear Accelerator (SLAC), shown in figure 1.1. This device is capable of accelerating electrons to 50 GeV over a distance of 3.2 km.

Figure 1.1: Aerial view of the Stanford Linear Accelerator [9].

1.2 Plasma-based accelerators

A plasma is a quasi-neutral ensemble of charged particles which exhibits collective behaviour through electromagnetic interactions. It is created when electrons obtain sufficient energy to become free from the atoms to which they were bound. The potential of using plasma as an accelerating medium was first proposed by Veksler in 1956, who noted that plasma, being already ionised, is not constrained by breakdown and is therefore capable of sustaining significantly higher electric fields than other materials [10]. In 1979, Tajima and Dawson showed that a laser was capable of producing these electric fields, with magnitudes a thousand times greater than in conventional accelerators [1]. This would enable a dramatic reduction in the size and cost of particle accelerators.

Tajima and Dawson proposed the use of an ultra-high intensity laser to drive an electron plasma wave and accelerate electrons through a mechanism known as laser wakefield acceleration (LWFA). In this process, a laser pulse propagating through a plasma exerts a ponderomotive force on the plasma electrons. This force acts to sweep particles away from regions of high laser intensity. The electrons are moved predominantly, while the more massive ions are undisturbed in the timescale of the interaction. As a result, the electrons are accelerated back by the restoring force from the ions, thereby establishing plasma oscillations at the plasma frequency \(\omega_p\). As the laser pulse propagates through the plasma with a group velocity close to \(c\), it is trailed by the
plasma oscillations, thereby generating an electron plasma wave in its wake. This is known as the wakefield, shown schematically in figure 1.2.

![Figure 1.2: Simulation of a laser (red) driving a wakefield in a plasma. The colour map shows the electron density distribution.](image)

The longitudinal electric field associated with the wakefield travels with a phase velocity approximately equal to the group velocity of the laser pulse. Therefore, electrons travelling with a velocity close to the plasma wave's will be trapped and continuously experience the same electric field. If they are in the accelerating phase of the wave, they will continuously gain kinetic energy. The energy gained by electrons in the plasma is limited as they eventually outrun the wave and enter a region of positive electric field, which decelerates them.

Efficient excitation of a wakefield requires the use of a laser pulse with a length comparable to half the wavelength of the plasma wave [1], which represents pulse durations of the order of 10 fs. Such ultra-short, ultra-high power lasers were unavailable at the time of Tajima and Dawson, so an alternative scheme known as plasma beat-wave acceleration (PBWA) was proposed [11]. This mechanism relies on the beating of two long pulses causing modulation at $\omega_p$, leading to the resonance excitation of a large-amplitude plasma wave [12] able to accelerate externally-injected electrons [13]. While historically significant, the PBWA technique is limited due to the variation of the plasma frequency for strong wakefields, which causes the plasma wave to become out of phase with the laser beat wave. This breaks the resonance, thereby limiting the acceleration [11].

By taking advantage of non-linear optical effects, it is possible for the plasma to modulate a long laser pulse into a series of short pulses of width equal to the plasma wavelength [14], thereby maintaining resonance. This is an instability known as self-
modulation, and occurs due to the development of periodic regions of enhanced diffrac-

tion and focusing in the plasma wave [15]. This self-modulated laser wakefield (SM-

LWFA) regime demonstrated the acceleration of electrons trapped from the plasma itself for the first time [16].

Developments of laser technology like the invention of chirped pulse amplification

(CPA) [17] enabled the development of higher intensity and shorter duration laser pulses, such that the original LWFA scheme proposed by Tajima and Dawson eventually became possible. In 2004, experimental work from three groups demonstrated acceleration of self-trapped electrons resulting in quasi-monoenergetic electron beams [18–20]. In contrast to previous experiments, where the resulting beam was broad and close to Maxwellian, these studies demonstrated the potential of LWFA for generating high-quality electron beams.

1.2.1 State of the art

Since then, a considerable research effort has been dedicated to increasing the achievable electron energies and studying potential applications of the high-energy electron beams. Improvements in technology and understanding of LWFA have enabled the demonstration of nanocoulomb-class electron bunches [21] and energy gains up to 7.8 GeV [22]. These characteristics, combined with the femtosecond duration of these electron bunches [23–25], have led to extensive research into applications of LWFA. Many applications require the electrons to be stable and tunable, and achieving this requires further understanding of the electron trapping and acceleration dynamics. This is generally difficult to diagnose due to the ultra-fast timescales involved, so it is important that alternative diagnostic techniques continue to develop.

The state of the art parameters of LWFA are summarised in table 1.1. These can be compared with the state of the art of radio-frequency accelerators, which is summarised in table 1.2 as obtained at the 3.4 km long European XFEL. Excluding the orders of magnitude lower repetition rate that is currently achievable with LWFA, table 1.1 shows parameters that are becoming comparable to those of conventional accelerators. However, the current difficulty lies in achieving all of the optimal parameters simultaneously with LWFA. This indicates that stability remains an outstanding challenge.

1.3 Applications of LWFA

High energy electron beams obtained through LWFA have been successfully used to study strong-field quantum electrodynamics [2, 34], demonstrating their applicability
in fundamental physics investigations. There is also interest in using them for linear particle colliders [35]. Moreover, they have been demonstrated as sources for electron diffraction [36], gamma rays [37] and positrons [38]. One key application of LWFA is its use as high energy x-ray sources, which can be generated through betatron oscillations [3, 39, 40], Compton scattering [41] and free-electron lasing [42, 43]. By using plasma-based accelerators, considerable reductions in size and cost can be achieved to make these electron beams and radiation sources more accessible.
1.3.1 High energy particle collider

A high energy particle (HEP) collider will likely require centre-of-mass energies $\gtrsim 1 \text{ TeV}$ and luminosities $\gtrsim 1000 \text{ cm}^{-2}\text{s}^{-1}$ [35], which implies high charge $> 100 \text{ pC}$, low normalised emittance $< 0.1 \mu\text{m}$ and low energy spread $< 1\%$ [44]. As shown in table 1.1, the required emittance, charge and energy spread have been achieved via LWFA, albeit not simultaneously. Reaching teraelectronvolt energies will require staging of multiple independently-driven laser-plasma accelerators [45,46]. While coupling of two stages has been demonstrated, only 3.5% of the charge was captured in the second stage during optimal energy gain [45].

There are further limitations currently preventing the development of a HEP collider using LWFA, including acceleration of positrons, operation at kilohertz repetition rates and improvements in the wall-plug efficiency to achieve suitable luminosities [35, 47]. These critical issues need significant research and development efforts, including the development of new laser technologies.

1.3.2 Plasma-based free electron laser

X-ray free electron lasers (FELs) have revolutionised science by enabling single-shot high temporal and spatial resolution imaging [48]. Thus, the realisation of a compact FEL based on plasma acceleration has been identified as a key challenge for this decade [49]. Plasma based FELs will require electron beam energies between 1 GeV and 10 GeV [46], which makes them more accessible than linear collider applications as these energies are currently achievable with LWFA.

The performance requirements for FELs at x-ray energies require transverse emittances $< 0.1 \text{ nm}$, peak currents of a few kiloampere [50] and energy spreads $< 1\%$ [49]. Given the required energy spread, it follows that the electron beam energies should be reproducible to at least the same degree. The experimental feasibility of a FEL based on LWFA has been demonstrated at radiation wavelengths in the extreme-ultraviolet [42,43]. However, the robust operation of laser-plasma accelerators with these properties is challenging, and the absence of reproducible electron beams hinders this application. It is expected that this application is realistic at higher flux and photon energies, which are expected to be reached within five years [35,48].

1.3.3 Medical applications

Obtaining x-rays from Compton scattering with LWFA electrons is challenging because of the precise temporal and spatial synchronisation required. Nevertheless, energies up
to 18 MeV have been obtained [37]. While the photon energies are competitive with sources from RF accelerators, the energy spread is still too high for use in precision applications [51].

Bremsstrahlung radiation has also been achieved with the use of electron beams from LWFA. Photons from these sources are found to be better collimated and have higher energies and lower emittances than those from direct irradiation of the target or other laser-plasma interactions. LWFA electron beams can produce high brightness tunable gamma ray beams [52,53], albeit with photon doses smaller than the 10 Gy required to treat tumors. Radiobiology applications with significant irradiation dose can tolerate a 20% charge stability [54] which can currently be achieved.

1.3.4 Betatron x-rays

Due to the transverse forces in a wakefield, the accelerated electrons perform betatron oscillations, thereby emitting betatron x-rays which can be used in single-shot phase-contrast imaging of micro-structures. Good quality images can be obtained with $\sim 10^7$ photons per shot with energies ranging from 4 keV to 15 keV at repetition rates of 0.3 Hz [55]. Betatron x-ray emission with these parameters have been extensively demonstrated [51,56,57] and used for imaging of bones [58] and shocks [59]. This application of LWFA is the most technologically ready. However, improvements in repetition rate and field of view are still required to make these sources competitive with conventional devices [57].

1.3.5 Future facilities

The revolutionary potential of compact plasma-based accelerators is leading to the development of new facilities around the world. In the UK, the Extreme Photonics Application Centre (EPAC) is due to come online in 2025 as an £82M facility aiming to develop and apply laser-based accelerators and particle sources [60]. By using laser wakefield acceleration to accelerate electrons to giga electronvolt energies, the facility promises bright x-rays with customisable energies ranging from a few keV to tens of MeV for radiography and computed tomography.

The EuPRAXIA project is a multi-million euro international collaboration which aims to build dedicated plasma accelerators with applications from nuclear physics to medical science [61]. In 2021, EuPRAXIA was accepted onto the ESFRI roadmap for strategically important research infrastructures which highlights it as a European priority. This new facility will provide users from many fields with high quality electron and photon beams for a range of applications including compact free-electron lasers and
As part of their objectives, EuPRAXIA aims to develop LWFA so that the accelerated electron beams satisfy the strict requirements that are outlined in the conceptual report [49]. These include a simultaneous high energy, high charge, low energy spread and stable shot-to-shot operation, comparable to those obtained in conventional RF accelerators. In particular, the design report highlights the need to characterise all sources of experimental parameter fluctuations in order to determine the required level of control and acceptable tolerances for a stable accelerator. Of these, the plasma density is highlighted as a key parameter in the stability of LWFA [62, 63], which currently lacks systematic stability studies [49]. In addition, controlled electron injection mechanisms are noted as requiring further study for improvements in stability and efficiency of laser-plasma accelerators. This includes studying the realisation and robustness of density transitions [49], as well as the control over the laser evolution [32]. The work done in this thesis addresses some of these ongoing issues, in an attempt to get closer to the stable, high quality electron beams needed for future applications.

1.4 Thesis outline

This thesis presents a combination of experimental and computational studies aiming to develop understanding of laser wakefield acceleration dynamics, in order to improve their stability and quality towards the standards required for further applications. Chapter 2 presents the theoretical background relevant to the work in this thesis. Chapter 3 describes the experimental, diagnostic and computational methods used for data collection and analysis. The two results chapters are outlined in the following.

**Chapter 4. Stability of density transition injected electron beams:** Density tailoring of the target is used in an attempt to generate stable laser wakefield accelerated electron beams. By characterising the shot-to-shot fluctuations of the target density profile, the sensitivity of the accelerated electrons to experimentally-relevant density fluctuations are studied through particle-in-cell simulations.

**Chapter 5. Evolution of a laser driving wakefield acceleration:** A laser-plasma injector for the EuPRAXIA project is tested. The modifications to the laser driver are studied by diagnosing the transmitted laser spectrum and shape and correlating this to the measured electron beam parameters. This is supplemented by particle-in-cell simulations of the longitudinal and transverse laser evolution.

Finally, chapter 6 summarises the main results and presents future prospects.
Chapter 2

Theory

2.1 Plasmas

A plasma is a quasi-neutral ensemble of charged particles which exhibits collective behaviour through electromagnetic interactions. As the electrons have much higher charge to mass ratios than the ions, they are more mobile and dominate the behaviour of the plasma at short timescales. Plasmas are characterised by the spatial and temporal scales over which exposed charges present an effect.

2.1.1 Plasma properties

Debye length

Quasi-neutrality in the definition of a plasma refers to the plasma’s ability to shield an isolated charge over a given distance. This results in the plasma appearing neutral despite being made up of charged particles. The shielding length is known as the Debye length

\[ \lambda_D = \frac{\varepsilon_0 k_b T_e}{n_e e^2}, \]

where \( T_e \) and \( n_e \) are the electron temperature and density, respectively. \( \lambda_D \) defines the distance over which the electrostatic potential of the free charge decreases by a factor of \( 1/e \). A short Debye length relative to the size of the plasma is required for the plasma to exhibit collective behaviour.

Plasma frequency

Consider a slab of electrons with charge density \( \rho_e = -en_e \) that is displaced by a distance \( \delta x \) from a background of static ions, as depicted in figure 2.1. Assuming the plasma is
fully ionised, infinite and uniform and neglecting thermal motion, Gauss’s law gives

\[ \frac{dE}{dx} = \frac{-en_e}{\epsilon_0} \]

\[ E \approx \frac{-en_e}{\epsilon_0} \delta x. \]  (2.2)

The Lorentz force on the electrons is then

\[ m_e \frac{d^2 \delta x}{dt^2} = \frac{e^2 n_e}{\epsilon_0} \delta x, \]  (2.3)

which corresponds to simple harmonic motion at the plasma frequency

\[ \omega_p = \sqrt{\frac{n_e e^2}{m_e \epsilon_0}}, \]  (2.4)

This is the characteristic frequency of collective electron motion. The typical electron response time is of the order of \( 1/\omega_p \), which is \( \sqrt{m_e/m_i} \) shorter than that of an ion of mass \( m_i \). Thus the assumption of a static ion background is justified.

**Plasma dispersion relation**

An electromagnetic wave propagating in the \( z \) direction can be described by

\[ E = E_0 \exp \left( i(k_0 z - \omega_0 t) \right) \hat{x}. \]  (2.5)
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The dispersion relation of a plasma is

\[ \omega^2 = \omega_p^2 + k^2 c^2 . \]  (2.6)

As \( \omega = c k \eta \), where \( \eta \) is the refractive index of the plasma,

\[ \eta = \sqrt{1 - \frac{\omega_p^2}{\omega^2}} , \]  (2.7)

the phase velocity of the electromagnetic wave in a plasma is

\[ v_\phi = \frac{\omega_0}{k_0} = \frac{c}{\sqrt{1 - \frac{\omega_p^2}{\omega_0^2}}} , \]  (2.8)

and its group velocity is

\[ v_g = \frac{d \omega_0}{d k_0} = c \sqrt{1 - \frac{\omega_p^2}{\omega_0^2}} . \]  (2.9)

Using the dispersion relation, (2.5) can be rewritten as

\[ E = E_0 \exp \left[ i \left( \frac{\omega_0 \eta}{c} z - \omega_0 t \right) \right] . \]  (2.10)

When \( \eta \) is real, only the phase of the wave changes during propagation. When \( \omega_0 \lesssim \omega_p \), the refractive index becomes imaginary and electromagnetic waves cease to propagate. This occurs at the electron density

\[ n_c = \frac{m_e e^2 \omega_0^2}{e^2} , \]  (2.11)

which is known as the critical density. For an 800 nm laser, relevant to this thesis, \( n_c = 1.75 \times 10^{21} \text{ cm}^{-3} \). Interactions with plasma densities \( < n_c \) are underdense and the laser is transmitted. This is the regime in which LWFA occurs.

2.1.2 Single particle motion

Consider an infinite plane electromagnetic wave defined by

\[ \mathbf{E} = E_0 \cos (k z - \omega t) \hat{x} \]  
\[ \mathbf{B} = B_0 \cos (k z - \omega t) \hat{y} . \]  (2.12)
Using the dipole approximation, \( kz - \omega t \approx -\omega t \), and assuming non-relativistic motion, \( vB_0/c \ll E_0 \), the electron responds only to the electric field \( E = E_0 \cos(\omega t)\hat{x} \). The motion of the electron in the \( x \) direction is then calculated from the Lorentz force as

\[
\begin{align*}
\frac{d^2 x}{dt^2} &= -\frac{eE_0}{m_e} \cos(\omega t) \\
\frac{dx}{dt} &= -\frac{eE_0}{m_e\omega} \sin(\omega t) = a_0 c \sin(\omega t) \\
x &= -\frac{eE_0}{m\omega^2} \cos(\omega t),
\end{align*}
\]

(2.13)

where

\[ a_0 \equiv \frac{eE_0}{m_e c \omega}. \]

(2.14)

(2.13) shows that the electron oscillates, or quivers, in the electric field of the wave.

The quiver motion of the electrons (2.13) causes the \(-e\mathbf{v} \times \mathbf{B}\) force to become significant. The motion in the longitudinal direction is then

\[
\begin{align*}
\frac{d^2 z}{dt^2} &= \frac{e^2 E_0^2}{m^2 \omega^2 c} \sin(\omega t) \cos(\omega t) \\
\frac{dz}{dt} &= \frac{e^2 E_0}{2m^2 \omega^2 c} \sin^2(\omega t) \\
z &= \frac{e^2 E_0^2}{8m^2 \omega^3 c} \left(2\omega t - \sin(2\omega t)\right),
\end{align*}
\]

(2.15)

where \( B_0 = E_0/c \) and the identity \( 2 \sin^2 \theta = 1 - \cos 2\theta \) have been used. The electron oscillates in the longitudinal direction at twice the frequency of the transverse motion, leading to a figure of eight motion while drifting in the \( z \) direction at a velocity \( v_d = a_0^2 c/4 \). This is shown in figure 2.2.

### 2.1.3 Laser strength parameter

Physically, \( a_0 \) (2.14) represents the normalised transverse momentum of plasma electrons in the electric field of an electromagnetic wave, \( a_0 \equiv v_{osc}/c \). Analogously, the electric field of the wave can be expressed in terms of the vector potential, \( \mathbf{E} = -\partial \mathbf{A}/\partial t \), so \( A_0 = E_0/\omega = m_e c a_0/e \) and \( a_0 \) also represents the normalised vector potential of the electromagnetic field. Thus, \( a_0 \) can be used to characterise the strength of a laser, and is also known as the laser strength parameter. \( a_0 \) can be related to the peak laser intensity \( I_0 \) and wavelength \( \lambda_0 \) through

\[ a_0 \approx 0.855 \lambda_0 [\mu m] \sqrt{I/10^{18} \text{W cm}^{-2}}, \]

(2.16)
Figure 2.2: Electron trajectories (non-relativistic) in the presence of an electric field in the frame of reference of the drift velocity.

and is used to determine the regime of the interaction dynamics. When $a_0 > 1$, the electron transverse motion is relativistic and the laser-plasma interaction is non-linear. For a laser with $\lambda_0 = 800$ nm, $a_0 = 1$ when $I_0 = 2 \times 10^{18}$ W cm$^{-2}$. The relativistic regime requires $m_e \rightarrow \gamma m_e$, where

$$\gamma = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}} = \sqrt{1 + \frac{a_0^2}{2}}$$

(2.17)

is the Lorentz factor of the electrons. It decreases the plasma frequency (2.4) relative to the non-relativistic regime, which in turn affects the refractive index (2.7).

2.1.4 Ponderomotive force

The transverse, or quiver, motion of the electrons in the laser field constitutes a source of potential energy and therefore a potential field. The force associated with this potential field is known as the ponderomotive force [64], which is directed down the potential gradient. Consider the instantaneous kinetic energy of an electron characterised by (2.13),

$$U = \frac{1}{2} m_e a_0^2 c^2 \sin^2(\omega t).$$

(2.18)

The average quiver energy over a laser cycle is

$$\langle U \rangle = \frac{1}{4} m_e a_0^2 c^2,$$

(2.19)
where \( \langle \cos^2(\theta) \rangle = 1/2 \) has been used. By taking the gradient of the quiver kinetic energy of the electrons, the ponderomotive force can be obtained as

\[
F_p = -\frac{m_e c^2}{4} \nabla a_0^2,
\] (2.20)

in the linear regime.

A simplified derivation for the relativistic ponderomotive force is given here, which reproduces the result obtained in ref. [65] using a rigorous derivation. The relativistic equations of motion for a free electron in a plane wave,

\[
A = A_0 \cos (kz - \omega t) \hat{x},
\] (2.21)

are

\[
\frac{dx}{dt} = \frac{p}{\gamma m_e}, \\
\frac{dp}{dt} = -e(E + v \times B).
\] (2.22)

The electric and magnetic fields are determined by the laser field, with the vector potential \( A \) defined as \( E = -\partial A/\partial t \) and \( B = \nabla \times A \). Using this, (2.22) can be rewritten as

\[
\frac{dp}{dt} = e \left( \frac{\partial A}{\partial t} - \frac{p}{\gamma m_e} \times (\nabla \times A) \right).
\] (2.23)

Using the vector identity \( p \times (\nabla \times A) = (\nabla A) \cdot p - (p \cdot \nabla) A \) and the convective derivative \( d/dt = \partial/\partial t + p \cdot \nabla \), this becomes

\[
\frac{dp}{dt} = e \left( \frac{dA}{dt} - (\nabla A) \cdot \frac{p}{\gamma m_e} \right) \\
= m_e c^2 \left( \frac{da}{dt} - (\nabla a) \cdot \frac{ac}{\gamma m_e} \right),
\] (2.24)

where \( a = eA/(m_e c) \). The transverse quiver motion of the electrons is by definition

\[
\frac{p}{\gamma m_e} = \frac{ac}{\gamma};
\] (2.25)

therefore,

\[
\frac{dp}{dt} = m_e c^2 \left( \frac{da}{dt} - (\nabla a) \cdot \frac{ac}{\gamma} \right).
\] (2.26)

The ponderomotive force is then obtained by averaging over the fast oscillations in a
laser cycle

\[ F_p = -\frac{me^2}{2\langle\gamma\rangle} \nabla \langle a^2 \rangle, \]  

(2.27)

where the identity \( \nabla a^2 = 2a \nabla a \) has been used.

The ponderomotive force requires a gradient in the strength parameter, which occurs for inhomogeneous electromagnetic waves, such as a laser pulse. This works to expel charged particles from regions of high laser intensity. Due to the \( m^{-2} \) dependence of the ponderomotive acceleration, electrons will be swept predominantly, while the ions comprise a static neutralising background. This comprises the basis for laser wakefield acceleration.

2.2 Lasers

2.2.1 Pulse shape and phase

In the scalar approximation of the electric field of a laser pulse, the temporal features can be expressed by the complex amplitude

\[ E(t) = \sqrt{I(t)} \exp (-i\phi(t)), \]  

(2.28)

where \( I(t) \) is the intensity and \( \phi(t) \) is the temporal phase. This representation disregards the rapidly varying carrier wave \( \exp (i\omega_0 t) \), where \( \omega_0 \) is the carrier angular frequency. The instantaneous frequency of the pulse is given by

\[ \omega_{\text{inst}}(t) = \omega_0 - \frac{d\phi}{dt}. \]  

(2.29)

In the frequency domain, the electric field can be represented by the complex pulse

\[ \tilde{E}(\omega) = \sqrt{S(\omega)} \exp (-i\varphi(\omega)), \]  

(2.30)

where \( S(\omega) \) is the spectrum and \( \varphi(\omega) \) is the spectral phase. The spectral phase is the phase of each frequency in the waveform. \( E(t) \) and \( \tilde{E}(\omega) \) are related by the Fourier transform:

\[ \tilde{E}(\omega) = \int_{-\infty}^{\infty} E(t) \exp (-i\omega t) dt \]

(2.31)

\[ E(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{E}(\omega) \exp (i\omega t) d\omega. \]  

(2.32)

Therefore, it can be seen that the rapidly varying carrier wave term \( \exp (i\omega_0 t) \) represents...
a shift in the spectrum to centre it at $\omega_0$ via the Fourier shift theorem. This term is disregarded for simplicity.

Consider a laser pulse with a Gaussian temporal profile and zero phase,

$$E(t) = E_0 \exp(-at^2).$$  \hfill (2.33)

The pulse can be represented in the frequency domain by performing the Fourier transform

$$\tilde{E}(\omega) = E_0 \int_{-\infty}^{\infty} \exp(-at^2 - i\omega t) \, dt,$$  \hfill (2.34)

which can be solved by completing the square as

$$\tilde{E}(\omega) = E_0 \sqrt{\frac{\pi}{a}} \exp\left(-\frac{\omega^2}{4a}\right).$$  \hfill (2.35)

The spectrum is another Gaussian in frequency space centred at the carrier frequency $\omega_0$. $a$ is related to the pulse duration of a pulse with a flat phase

$$a = \left(\frac{1}{\tau_{1/e}}\right)^2,$$  \hfill (2.36)

where $\tau_{1/e}$ is the $1/e$ pulse duration of the laser relative to the electric field. For any spectrum, the shortest pulse occurs for a flat spectral phase; for any temporal intensity profile, the narrowest spectrum occurs for a flat temporal phase. This condition is the Fourier limited pulse, which has the smallest time-bandwidth product.

The temporal and spectral phases can be expressed as a Taylor series in $t$ and $\omega$, with each term representing a physical effect. In practice it is more common to expand the spectral phase, as it is difficult to measure the temporal laser intensity. Thus,

$$\varphi(\omega) = \varphi_0 + \varphi_1(\omega - \omega_0) + \frac{\varphi_2}{2}(\omega - \omega_0)^2 + \frac{\varphi_3}{6}(\omega - \omega_0)^3 + \ldots$$  \hfill (2.37)

The zeroth order phase $\varphi_0 = \phi_0$ is the carrier-envelope phase (CEP), which represents the phase offset between the plane wave and its amplitude. It is only relevant for single-cycle pulses. The first order spectral phase, $\varphi_1$, represents a shift in time, while the first order temporal phase, $\phi_1$, represents a shift in frequency. These terms are typically neglected in time-frequency analysis of a laser pulse.

Higher order phases represent the pulse frequency varying in time. The second order temporal phase, $\phi_2$, represents a linear chirp, and is positive when the frequency increases with time. In the spectral domain, $\varphi_2$ represents group delay dispersion (GDD),
whereby the pulse develops a frequency chirp due to the frequency dependence of the
refractive index of a medium. These two representations are equivalent.

The cubic phase term corresponds to a quadratic group delay as a function of fre-
quency, known as third order dispersion (TOD) and results in an asymmetric pulse
shape in time. The central frequency arrives first, while frequencies $w_0 \pm \delta\omega$ arrive later.
These cause beats in intensity, causing the pulse intensity profile to have oscillations
after (before) the main pulse for positive (negative) $\varphi_3$.

### 2.2.2 Gaussian beam focusing

The spatial profile of a laser can be obtained by solving Maxwell’s equations in cylin-
drical symmetry under the paraxial approximation,

$$\nabla^2 \vec{E} - \frac{\eta^2}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = 0. \quad (2.38)$$

The solution (derivation in appendix A.1) is a Gaussian mode:

$$E(r, z, t) = E_0 \frac{w_0}{w(z)} \exp \left( - \frac{r^2}{w^2(z)} \right) \times \exp \left( -\frac{i k r^2}{2 R(z)} \right) \times \exp \left( -i \left[ k z + \arctan \left( \frac{z}{z_R} \right) \right] \right) \times \exp (i \omega t), \quad (2.39)$$

where each line corresponds to the amplitude, radial phase, longitudinal phase and
temporal phase, respectively. The spatial variation of (2.39) is depicted in figure 2.3.

Gaussian modes retain their Gaussian spatial profile as they propagate and are
characterised by the maximum electric field amplitude, $E_0$, and the minimum $1/e^2$
intensity radius of the beam, $w_0$. Both of these occur at the focus, here defined at
$z = 0$. The beam width varies with distance from focus as

$$w^2(z) = w_0^2 \left[ 1 + \left( \frac{z}{z_R} \right)^2 \right], \quad (2.40)$$

where $z_R$ is related to the physical parameter $w_0$ by

$$z_R = \frac{\eta \pi w_0^2}{\lambda}. \quad (2.41)$$
$z_R$ is known as the Rayleigh range, which is the distance from the focus over which the beam’s electric field amplitude decreases to a factor of $1/e$ of the peak. Equivalently, it is the distance over which the area of the beam doubles compared to the waist at $z = 0$. It is often used to characterise the distance over which the laser intensity remains high.

The radius of curvature $R(z)$ is defined as

$$R(z) = z \left[ 1 + \left( \frac{z_R}{z} \right)^2 \right]. \quad (2.42)$$

It corresponds to the wave picking up more phase farther off axis, which results in the wavefronts being curved parabolically. At the focus, $R(z = 0) = \infty$ and a plane wave is retrieved. At very large $z$, again $R \to \infty$, as the beam expands and the wavefronts appear locally planar.

**Role of the Focusing Optics**

The width $w(z)$ of a Gaussian mode (2.40) shows that at $z \gg z_R$, $w(z)$ varies linearly with $z$. Thus, the divergence angle of the beam can be calculated as

$$\theta = 2 \frac{dw}{dz} = 2 \frac{w_0}{z_R}. \quad (2.43)$$
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Assuming $\theta$ is small, the beam radius at focus, $w_0$, can be obtained through geometric arguments relating $\theta$ to the focal length $f$ of the focusing optic and the diameter $D$ of the expanded beam as

$$w_0 = \frac{2\lambda}{n\pi D} = \frac{2\lambda}{n\pi F_\#},$$

(2.44)

where the $f$-number $F_\#$ is defined as the ratio of the focal length of the optic to the expanded beam diameter. The $f$-number can also be used to characterise the Rayleigh range,

$$z_R = \frac{4\lambda}{n\pi F_\#^2}.$$

(2.45)

For a given laser pulse energy, reaching the high laser intensities required for LWFA requires a small beam radius at focus and therefore a focusing optic with a low $f$-number would be desirable. However, (2.45) implies that a tightly focused laser has a smaller Rayleigh range, which restricts the interaction length in which the laser remains intense enough to drive the wakefield. While the non-linear optics of plasmas can counteract the natural beam diffraction (section 2.5.3), this becomes difficult for tightly focused beams due to their stronger diffractive power. A compromise is required and typically a powerful ($> 1 \text{ TW}$) laser is used along with an optic with a large $f$-number between 20 and 40 to obtain a larger spot, a longer Rayleigh range and a slow focus.

2.3 Plasma formation

The Coulomb potential well of electrons in an atom can be modified in the presence of a strong electric field $E_0$, such as that from an intense laser pulse, as

$$V(r) = -\frac{Ze^2}{4\pi\epsilon_0 r} - cE_0r,$$

(2.46)

where $Z$ is the charge of the ion. This is illustrated in figure 2.4.

At sufficiently high fields, the potential barrier is completely suppressed, enabling electrons to ionise without requiring additional energy. This is known as barrier suppression ionisation (BSI). The BSI threshold intensity in a linearly polarised laser is [66]

$$I_{th}[\text{W cm}^{-2}] = 4 \times 10^9 \frac{E_{\text{ion}}^1 [\text{eV}]}{Z^2},$$

(2.47)

where $E_{\text{ion}}$ is the electron binding energy. Table 2.1 lists ionisation potentials and intensity thresholds relevant to the work in this thesis.

At lower fields, the deformation may not be sufficient to fully suppress the potential
2.4 Laser wakefield acceleration

The ponderomotive force of a high intensity ultrashort laser pulse is able to expel electrons from its vicinity, leaving a static ion background behind. This sets up plasma oscillations at the plasma frequency which propagate along with the laser at relativistic velocities; this comprises the wakefield. The longitudinal electric field associated with the wakefield enables particles to accelerate forwards or backwards depending on their...
position. Particles which have velocities close to the phase velocity of the wakefield can propagate along with the accelerating field without leaving the accelerating gradient, thereby being able to accelerate to high energies over long distances.

### 2.4.1 Linear wake

In the linear regime, wakefield generation can be examined by considering the cold fluid equations. The fluid momentum equation, the continuity equation and Gauss’s law are, respectively,

\[
m_e \frac{dv}{dt} = m_e \left( \frac{\partial v}{\partial t} + (v \cdot \nabla) v \right) = -e(E + v \times B) \tag{2.48}
\]

\[
\frac{\partial n_e}{\partial t} + \nabla \cdot (n_e v) = 0 \tag{2.49}
\]

\[
\nabla \cdot E = -\frac{en_e - n_i}{\epsilon_0}. \tag{2.50}
\]

The quantity \( p_\perp - eA \) is conserved, meaning that \( p = eA \) and \( v = e/m_eA \). Then, grouping the non-linear terms in the right hand side and using \( B = \nabla \times A \) and the vector identity \((A \cdot \nabla)A + A \times (\nabla \times A) = \nabla(A \cdot A)/2, \) (2.51) can be rewritten as

\[
m_e \frac{\partial v}{\partial t} + eE = -e(v \times B) - m_e(v \cdot \nabla)v \]

\[
= -\frac{e^2}{m_e} (A \times \nabla \times A) - \frac{e^2}{m_e} (A \cdot \nabla)A \tag{2.51}
\]

\[
= -\frac{e^2}{2m_e} \nabla|A|^2
\]

\[
= -\frac{m_e e^2}{2} \nabla|a|^2,
\]

which is the non-relativistic ponderomotive force.

The fluid equations can be linearised assuming a small density perturbation, \( n_e = n_0 + \delta n \) where \( \delta n/n_0 \ll 1 \), and an equilibrium \( E = 0 \) and \( v = 0 \). Then, taking \( \partial/\partial z \) of (2.51) and \( \partial/\partial t \) of (2.49) and rewriting in 1D:

\[
m_e \frac{\partial^2 v}{\partial z^2} - \frac{e}{\epsilon_0} \frac{\partial E}{\partial z} = -m_e c^2 \frac{\partial^2 a^2}{\partial z^2} \tag{2.52}
\]

\[
\frac{\partial^2 v}{\partial t \partial z} = -\frac{1}{n_0} \frac{\partial^2 \delta n}{\partial t^2} \tag{2.53}
\]

\[
\frac{\partial E}{\partial z} = -\frac{e}{\epsilon_0} \delta n, \tag{2.54}
\]
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Substituting (2.53) and (2.54) into (2.52):

\[ \left( \frac{\partial}{\partial t} + \omega_p^2 \right) \delta n = \frac{n_0 c^2}{2} \frac{\partial^2 a^2}{\partial z^2}, \quad (2.55) \]

or, transforming to \( \zeta = z - v_p t, \tau = t \), using the quasistatic approximation such that \( \partial/\partial t \rightarrow -v_p \partial/\partial \zeta \) and \( \partial/\partial z \rightarrow \partial/\partial \zeta \),

\[ \left( \frac{\partial^2}{\partial \zeta^2} + k_p^2 \right) \delta n = \frac{n_0 c^2 a^2}{2} \frac{\partial^2 \delta}{\partial \zeta^2}, \quad (2.56) \]

where \( k_p = \omega_p/v_p \) and \( v_p \approx c \). The solution to (2.56) is a sinusoidal wave with phase velocity \( v_p \) equal to the group velocity of the laser. The wake follows simple harmonic motion oscillations at the plasma frequency driven by the ponderomotive force. By Gauss’s law (2.54), the electric field is also sinusoidal with frequency \( \omega_p \). The density modulation and corresponding electric field for a 1D linear wake are shown on the left column of figure 2.5. This derivation assumes a nonevolving laser driver.

The maximum attainable accelerating field in a cold non-relativistic plasma wave is [69]

\[ E_0 = \frac{m_e c \omega_p}{e}. \quad (2.57) \]

\( E_0 \) scales with density as \( n_e^{1/2} \), so for \( n_e = 1 \times 10^{18} \text{ cm}^{-3} \) it is around 100 GV m\(^{-1}\). This shows that a plasma can sustain acceleration gradients three to four orders of magnitude larger than conventional linear accelerators. Such a maximum exists in this regime because the above analysis assumes that electron trajectories do not cross [69]. Above this limit, a singularity would develop in the electron density and the fluid approximation would break down.

2.4.2 Nonlinear wake

When \( a_0 \geq 1 \), \( \delta n \) becomes large; the accelerating fields \( > E_0 \), the approximations of (2.56) break down and the plasma wave becomes nonlinear. In this case, the wake is described by the differential equation [70, 71]

\[ \frac{\partial^2 \phi}{\partial \zeta^2} = \gamma_p^2 k_p^2 \left( \beta_p \left[ 1 - \frac{1 + a_0^2}{\gamma_p^2 (1 + \phi)^2} \right]^{-\frac{1}{2}} - 1 \right), \quad (2.58) \]

where the wake potential \( \Phi(\zeta) \), defined as \( E = -\nabla \Phi \), has been normalised as \( \phi = \Phi e/(m_e c^2) \), \( \gamma_p = (1 - \beta_p^2)^{-1/2} \) and \( \beta_p = v_p/c \) is the phase velocity of the wake. Analysis of (2.58) shows that the electric field departs from a linear sinusoidal form and develops
Figure 2.5: Numerical solutions to the density perturbation (top black) and electric field (bottom black) driven by lasers (red) with different strength parameters.

a sawtooth profile associated with wave steepening and period lengthening, as shown on the right column of figure 2.5.

The maximum electric field is now

\[ E_{\text{max}} = E_0 \frac{a_0^2}{\sqrt{1 + \frac{a_0^2}{2}}} , \]  

(2.59)

which scales with \( a_0 \) at high intensity.

As nonlinear wakefields occur in the relativistic regime, the plasma wavelength increases by a factor of \( \gamma \), which depends on \( a_0 \) as per (2.17). In three dimensions, the laser driver has a peaked transverse \( a_0 \) profile, meaning that the plasma wavelength is longer on axis. This causes the wavefronts of the wakefield to become curved.

### 2.4.3 Bubble regime

In three dimensions, ultra high intensity lasers are able to completely expel all electrons from the region of the pulse, due to the radial effect of the ponderomotive force, generating an ion cavity that is approximately spherical. This is known as the bubble regime [72]. Assuming a perfectly spherical bubble moving relativistically, the fields
within it are [73]

\[ E_z \simeq \frac{k_p \zeta}{2} E_0 \]
\[ E_r \simeq \frac{k_p r}{4} E_0 \]  
\[ B_\theta \simeq -\frac{k_p r}{4} E_0, \]  

where the terms of order \( \gamma_p^{-2} \) have been neglected. The accelerating fields are constant with radius and the focusing fields are linear with radius, which is beneficial for acceleration. They all vary \( \sim \sqrt{a_0} \). The radius of the bubble can be estimated by balancing the outward ponderomotive force (2.27) and the inward Lorentz force of the electron sheath on the plasma (2.60). It is given by [74]

\[ r_b \approx 2 \sqrt{a_0} \frac{c}{\omega_p}. \]  

The bubble regime typically requires high \( a_0 \gtrsim 4 \). For smaller \( a_0 > 1 \), complete cavitation does not occur but the wakefield develops a similar structure. The bubble regime is still a good approximation, but the structure deviates from a perfect sphere, becoming more elongated [74].

### 2.4.4 Acceleration dynamics

The nonlinear behaviour of an electron in a 1D plasma wave is analysed using Hamiltonian dynamics following ref. [75]. The energy gain of the electron in the wake potential \( \Phi(\zeta) \) is

\[ m_e c^2 \delta \gamma = -e E_z \delta z = e \frac{\partial \Phi}{\partial z} \delta z; \]  

therefore,

\[ \frac{d\gamma}{dz} = \frac{e}{m_e c^2} \frac{\partial \Phi}{\partial z} = \frac{\partial \phi}{\partial \zeta}, \]  

where the potential has been normalised, \( \phi = \Phi e/(m_e c^2) \) and \( \partial/\partial \zeta = \partial/\partial z \) has been used.

Assuming that the drive laser pulse is nonevolving means it is a function of the \( \zeta \) coordinate only. Therefore, by applying the quasistatic approximation, the plasma fluid quantities can also be assumed to be functions of \( \zeta \) only. By keeping \( z \) as an independent parameter, \( \zeta \) and \( \gamma \) can be considered to be the generalised position and momentum of
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the electron. Hamilton’s equations of motion are then

\[ \frac{\partial \mathcal{H}}{\partial \zeta} = \frac{d\gamma}{dz} = -\frac{\partial \phi}{\partial \zeta}, \quad (2.64) \]

\[ \frac{\partial \mathcal{H}}{\partial \gamma} = \frac{d\zeta}{dz} = 1 - \frac{\beta_p}{\beta}, \quad (2.65) \]

where \( \mathcal{H}(\zeta, \gamma) \) is the Hamiltonian, which is conserved; (2.63) has been substituted into the first equation and the definition of \( \zeta \) has been used in the second equation. The Hamiltonian can be found by integrating (2.64) as \( \mathcal{H} = -\phi(\zeta) + f(\gamma) \) and (2.65) as

\[ \mathcal{H}(\zeta, \gamma) = \gamma(1 - \beta_{zp}) - \Phi(\zeta). \quad (2.66) \]

The Hamiltonian is conserved in a nonevolving wake. Therefore, the path in phase space of an electron with initial momentum \( \gamma_0 \) before entering the wake is determined by (2.66). A set of trajectories is shown schematically in figure 2.6.

![Figure 2.6: Schematic diagram of the electron phase space trajectories in a wakefield. The dashed line denotes the separatrix, which denotes the limit between trapped and passing particles. The shaded region denotes trajectories that are trapped within the accelerating structure.](image)

Electrons with low or high initial Lorentz factor relative to \( \gamma_p \) are periodically accelerated forwards and backwards while not gaining any net energy from the interaction. These electrons make up the oscillating structure which comprises the wakefield. In contrast, electrons with similar \( \gamma \) to the wakefield are trapped by the wake potential. They travel along with the wakefield structure, where they can be accelerated to very high energies. This occurs for electrons with \( \gamma \) exceeding the potential minimum of the
wakefield, $\gamma_{\text{min}}$, defined by the separatrix. Thus, acceleration requires electrons to be in the correct phase space position to be trapped. This process is known as injection and is discussed further in section 2.6.

2.4.5 Limits on acceleration

Diffraction

The propagation of the laser is determined by the focusing geometries, as discussed in section 2.2.2. This causes the beam to diverge at an angle $2w_0/z_R$. In practice, the laser remains focused over many Rayleigh lengths because diffraction can be overcome by relativistic self-focusing and plasma wave guiding. This is discussed in section 2.5.3.

Pump depletion

The laser transfers energy to the plasma until it is no longer able to excite a plasma wave. This process is known as depletion. At ultra high intensities, there is local energy depletion at the front of the laser pulse, causing the leading edge of the pulse to erode. Decker et al. calculate the energy lost in driving the wakefield and derive a pulse-front etching model for pump depletion. The front of the laser pulse is eroded with an etching velocity [76]

$$v_{\text{etch}} = \left( \frac{\omega_p}{\omega_0} \right)^2 c.$$  \hspace{1cm} (2.67)

This causes the velocity of the leading edge to slow down to $v_g - v_{\text{etch}}$. The front of the laser moves back through the laser pulse and the energy ahead of this is depleted. The depletion length for the laser is then

$$L_{\text{pd}} = \left( \frac{\omega_0}{\omega_p} \right)^2 c\tau = \frac{n_e}{n_e c\tau}.$$  \hspace{1cm} (2.68)

$L_{\text{pd}}$ characterises the length scale over which the laser loses energy and changes frequency and intensity.

Dephasing

The phase diagram in figure 2.6 shows that trapped electrons undergo periodic acceleration and deceleration. This is because electrons continuously gain energy from the wakefield and eventually travel at close to $c$. However, the plasma wave travels at $v_p \approx v_{gl} < c$, where $v_{gl}$ is the group velocity of the laser. This means that the electrons can outrun the wakefield, and eventually reach the decelerating phase of the wave.
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In the linear regime, the dephasing length can be calculated as the propagation distance in which an electron slips forward by half a wavelength relative to the wake. In the lab frame, this corresponds to a distance \( \lambda_p c/2(c - v_p) \), assuming the electron travels at approximately \( c \). The dephasing length is then \([71]\)

\[
L_d = \frac{\lambda_0}{2} \left( \frac{n_c}{n_e} \right)^{3/2}.
\] (2.69)

### 2.4.6 Beam-loading

The electrons that are trapped and accelerated will modify the accelerating fields of the wakefield as a result of their own Coulomb field and the wakefield that the bunch itself produces \([77]\). These modifications can limit the energy gain of the electron bunch, but can also be beneficial in restricting the beam energy spread and improving beam quality \([78]\). This is because beam loading can flatten the accelerating fields, thereby reducing the chirp of the electron beam. However, taking advantage of beam loading for increased beam quality requires precise knowledge and control of the electron beam shape.

In 1D, the wakefield generated by the electron bunch is given by \([77]\)

\[
\frac{E_b}{E_0} \approx k_p L_b \frac{n_b}{n_0},
\] (2.70)

where \( L_b \) is the length of the bunch and \( n_b \) is the trapped bunch density. This assumes that electron injection occurs within a single wakefield period, \( k_p L_b \leq 1 \), and that \( E_b/E_0 < 1 \) so that there is no wavebreaking (section 2.6.1) of the electron-driven wave.

### 2.5 Non-linear plasma optics

At the high intensities used in LWFA, the laser driver responds non-linearly to the plasma modulations it drives as a result of the variations in the refractive index of the plasma. This leads to various pulse modification processes \([79]\). Recalling the refractive index (2.7) with relativistic correction

\[
\eta = \sqrt{1 - \frac{\omega_p^2}{\gamma \omega_0^2}},
\]

where \( \omega_p \propto n_c^{1/2} \) and \( \gamma = (1 + a_0^2/2)^{1/2} \), it can be seen that the refractive index can be modified by changes of the plasma density, laser strength parameter or laser frequency.
This causes changes in the group and phase velocities of the laser.

The classical action (photon number) is conserved during laser propagation in a plasma [79]:

\[ \langle a^2 \rangle \omega_0 w_0^2 L = \text{constant}, \tag{2.71} \]

where \( a \) is the normalised vector potential, \( \omega_0 \) is the laser frequency, \( w_0 \) is the laser spot size and \( L = c \tau_0 \) is the pulse length. This means that the laser vector potential can be modified by varying \( \omega_0, w_0 \) or \( L \). All of these variations occur in LWFA because the laser co-propagates with gradients in the refractive index generated by the electron density wave.

### 2.5.1 Photon acceleration

A short laser pulse in a wakefield witnesses a longitudinal density gradient, meaning that the local density at the position of successive wavefronts is different. Consider a laser pulse in an increasing density gradient as illustrated in figure 2.7. A given wavefront is in a region of higher plasma density than the wavefront immediately behind it; therefore, the phase velocity of the leading wavefront, \( v_{\phi 2} \), is higher than that of the trailing wavefront, \( v_{\phi 1} \). The wavefronts move farther apart causing a decrease in laser frequency.

![Figure 2.7: Schematic diagram of photon deceleration induced by a longitudinal density gradient.](image)

In a time \( \Delta t \), the wavefronts have moved such that the spacing between them is

\[ \Delta z = \lambda_0 + (v_{\phi 1} - v_{\phi 2})\Delta t, \tag{2.72} \]

which defines the modified wavelength \( \Delta z = \lambda \). Since \( \Delta v = v_{\phi 2} - v_{\phi 1} \) is small relative to \( \Delta z \), this can be rewritten as

\[ \Delta \lambda = \Delta t \lambda_0 \frac{\partial v_{\phi}}{\partial z}. \tag{2.73} \]
Therefore, changing to the speed of light frame with $\psi = t - z/c$ and $t = \tau$

\[
\frac{\partial \lambda}{\partial t} = -\frac{\lambda}{c} \frac{\partial v_\phi}{\partial \psi},
\] (2.74)

or in terms of frequency

\[
\frac{\partial \omega}{\partial \tau} = -\frac{\omega}{c} \frac{\partial v_\phi}{\partial \psi} = -\frac{\omega}{c} \eta^{-2} \frac{\partial \eta}{\partial \psi},
\] (2.75)

The scenario in figure 2.7 represents the excitation of a wakefield, where the pulse experiences a redshift. As $E = \hbar \omega$, this frequency shift is consistent with energy transfer from the laser to the plasma wave. Due to the periodicity of the refractive index, the back of a pulse longer than $\lambda_p/2$ will undergo blueshift, which diminishes wakefield generation. Energy gain of the laser via blueshifting is known as photon acceleration [80], by analogy to electron acceleration, as the group velocity dispersion in plasma implies higher $v_{gl}$ at higher frequencies.

Photon deceleration at the front of the pulse is the mechanism through which pump depletion occurs. This local pump depletion causes steepening of the leading edge of the pulse, as the redshifted light has a lower group velocity and slips back. When $a_0 > 1$, the region of energy depletion becomes shorter [76].

### Ionisation blueshift

The laser ionises the gas target as it propagates. This means that the laser co-propagates with a moving ionisation front in which the electron density increases from 0 to large values of order $10^{18}$ cm$^{-3}$. While not strictly photon acceleration as the photon number varies [79], this $dn/dt$ results in an increase of the frequency of light in this region [81,82]. However, because of the high intensities used to drive LWFA which are three orders of magnitude higher than typical ionisation thresholds (section 2.3), ionisation of the target typically occurs far from the peak of the laser pulse. Therefore, ionisation blueshift is expected to be an insignificant effect.

#### 2.5.2 Longitudinal bunching of laser energy

The longitudinal refractive index variations also drive changes in the laser group velocity. Consider a laser pulse co-propagating with an increasing density gradient, as shown in figure 2.8. The front of the laser pulse travels at a group velocity, $v_{g2}$, smaller than the group velocity of the rear, $v_{g1}$. Therefore, after a time $\Delta t$, the pulse length will have changed by

\[
\Delta l = (v_{g2} - v_{g1}) \Delta t \approx \frac{1}{l} \frac{\partial v_{g2}}{\partial z} \Delta t = -\frac{l}{c} \frac{\partial v_{g2}}{\partial \psi} \Delta t,
\] (2.76)
where $\partial/\partial z = -(1/c)\partial/\partial \psi$ was used. Therefore,

$$\frac{\partial l}{\partial \tau} = -l \frac{\partial v_g}{c \partial \psi}, \quad (2.77)$$

and disregarding relativistic effects, so that the group velocity variation arises from variations in the plasma density,

$$\frac{\partial l}{\partial \tau} = -l \frac{\partial \eta}{\partial \psi}. \quad (2.78)$$

In practice, photon acceleration causes a chirp to develop in the laser, and the group velocity dispersion of the plasma enhances the pulse compression as the redshifted light at the front travels more slowly than the blueshifted light at the rear.

![Schematic diagram of longitudinal bunching of laser energy caused by an inhomogeneous plasma density.](image)

Pulse compression is smaller in non-linear wakes because at very high $a_0$, the strong blowout of electrons means the laser effectively travels in a vacuum, so the relative phase slippage is smaller [74, 83].

### 2.5.3 Transverse focusing of laser energy

Transverse variations of the refractive index can change the curvature of laser wavefronts so as to modify the beam’s focusing or diffracting behaviour. Enhanced focusing requires $\partial \eta/\partial r < 0$, such that the phase velocity of light, $v_\phi = \omega_0/k_z \approx cn^{-1}$, is higher at large $r$ than along the propagation axis. This causes the direction of the Poynting vector to change so that the energy flows inwards.

Consider an initially flat wavefront propagating through a radially varying refractive index. After a time $\Delta t$, the region off-axis has moved a longer distance than the region on axis, as shown in figure 2.9. The angle at which the wavefront bends is given by

$$\tan \theta = \frac{v_\phi \Delta t - v_\phi \Delta t}{w_0} \Delta t,$$  

(2.79)
Figure 2.9: Schematic diagram of transverse focusing of laser energy. A wavefront travels to the right over a time $\Delta t$ and transverse variations of the local phase velocity cause a focusing effect.

which, assuming a small $\theta$, can be generalised to

$$\theta = \frac{\partial w_0}{\partial z} = \frac{\partial v_\phi}{\partial r} \Delta t. \quad (2.80)$$

The rate at which the energy flows inwards is then given by

$$v_{in} = \frac{\partial w_0}{\partial r} = -c\theta = -c\frac{\partial v_\phi}{\partial r} \Delta t, \quad (2.81)$$

or

$$\frac{\partial^2 w_0}{\partial r^2} = -c\frac{\partial v_\phi}{\partial r}. \quad (2.82)$$

This is a general result to characterise the rate of focusing for a given phase velocity distribution. The source can be a radial density profile (external guiding) or a laser intensity profile with a peak on axis (relativistic self-focusing).

**Relativistic self-focusing**

A laser intensity profile with a peak on axis has $\partial a^2/\partial r < 0$, leading to refractive guiding of light. This occurs because the increased quiver motion of electrons on axis causes an effective decrease in the plasma frequency, leading to an increased refractive index on axis. Neglecting changes in density, and assuming small changes in $a_0$, the refractive index can be approximated by a binomial expansion

$$\eta^{-1} \approx 1 + 2 \frac{\omega_p^2}{2 \gamma \omega_0^2} \approx 1 + \frac{1}{2} \frac{\omega_p^2}{\omega_0^2} \left( 1 + \frac{a_0^2}{4} \right), \quad (2.83)$$
where $\eta^{-1} = v_\phi/c$ has been considered. Then (2.83) can be used to rewrite the transverse focusing (2.82) as
\[
\frac{\partial^2 w}{\partial \tau^2} = -c^2 \frac{\partial (\eta^{-1})}{\partial r} \approx -\frac{c^2 n_e}{8 n_e} \frac{\partial a^2}{\partial r}.
\] (2.84)

This relativistic effect counteracts the natural Gaussian beam diffraction given by (2.40). Differentiating (2.40) twice gives
\[
\frac{d^2w}{dz^2} = \frac{4c^2}{w_0^2 \omega_0^2},
\] (2.85)
or, using $d/d\tau = c d/dz$,
\[
\frac{d^2w}{d\tau^2} = \frac{4c^4}{w_0^4 \omega_0^4}.
\] (2.86)
Approximating $\partial a^2/\partial r \approx a^2/w_0$ in (2.84) and equating it to (2.86) gives
\[
a_0^2 w_0^2 = \frac{32 c^2}{\omega_p^2},
\] (2.87)
which represents the condition on the pulse power $a_0^2 w_0^2$ for relativistic self-focusing to dominate over geometric diffraction. It can be expressed as [84]
\[
P_c[GW] \approx 17.4 \left(\frac{n_e}{n_c}\right)^2,
\] (2.88)
where $P_c$ is the critical power for relativistic self-focusing. The laser is found to diffract for $P < P_c$ and remain guided or matched for $P = P_c$. For relativistic lasers, $a_0 \gtrsim 1$, $P > P_c$ corresponds to a beam with a width that oscillates around its matched value [85].

At the front of the laser, the ponderomotive force causes a density compression associated with a decrease in the refractive index which cancels the relativistic self-focusing and the laser should still diffract [86]. This is because changes to the refractive index occur on the plasma frequency time scale, not the laser frequency timescale. However, the front of the laser pump depletes before diffracting, meaning that the pulse can still be considered to self-focus to a degree even when $L \lesssim \lambda_p$ [76]. This occurs because the leading edge of the laser is photon decelerated, and these redshifted photons slip back to a region where guiding is effective. The condition for depletion to dominate over diffraction is [76]
\[
w_0^2 > \frac{\omega_0^2 c^2}{\omega_p^2 \omega_p^2},
\] (2.89)
where $w_0$ is the Gaussian spot size.
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Plasma guiding

A wakefield with sufficiently large amplitude can additionally guide the laser that drives it. If the plasma wave has a form $\delta n(r) \sin (k_p \zeta)$, with $\delta n(r) > 0$ and $d \delta n/dr < 0$, then the plasma wave acts to focus the laser in regions where $\sin (k_p \zeta) < 0$. A pulse will be guided by a wakefield provided that

$$\delta n_0 \geq \frac{1}{\pi r_e w_0^2},$$

(2.90)

where $r_e = e^2/mc^2$ is the classical electron radius and $w_0$ is the laser spot size.

In the bubble regime (section 2.4.3), $\delta n_0 \sim 1$ and the electron density drops to zero within the bubble radius $r_b$. In this case, there is no laser focusing structure within $r_b$ and the laser pulse is guided by the edges of the bubble, $w_0 \approx r_b$. This comprises the matched condition [74]

$$w_0 \approx w_m = \frac{2a_0}{k_p}.$$

(2.91)

This self-guided propagation means that the pulse profile does not exhibit significant variations over the interaction distance. Guiding is only effective if $w_0 \geq w_m$; if the laser is focused to $\lambda_p$, the pulse breaks down into filaments [87]. Guiding is stronger for higher $P/P_c$ and $\delta n/n_e$ [88].

External guiding methods

Relativistic self-focusing and plasma guiding are self-guiding mechanisms that occur at high densities and intensities. They are easy to implement practically but are dependent on the laser parameters and therefore rely on reliable laser performance. This may be problematic in terms of the reproducibility and control of the interaction.

External guiding methods use a radial density profile as a guiding structure for the laser. This decouples the focusing of the drive laser beam from its parameters, thereby enabling better control and stability. Examples of external guiding methods include capillary discharge waveguides [22, 89] and hydrodynamic optical field ionised (HOFI) channels [90–92]. These are able to operate at lower plasma densities where relativistic self-focusing is less efficient and allow longer guiding distances. However, their implementation requires high voltage systems or an additional laser, which may pose practical difficulties.
2.6 Electron injection and trapping

For an electron to reach high energies, it must be separated from the coherent motion that forms the plasma wave in a process known as injection. Various injection schemes have been proposed.

2.6.1 Self-injection

The dynamics of a Langmuir wave in the framework of cold electron hydrodynamics is considered as in ref. [93] using the Lagrange coordinates \((z_0, t)\). The position of an element of the electron fluid is given by the Euler coordinate

\[ z = z_0 + \xi(z_0, t), \]  

(2.92)

where \(\xi(z_0, t)\) is the displacement of an electron fluid element from its initial position \(z_0\) at time \(t\).

The electron density is given by

\[ n_e(z, t) = n_0(z_0) \frac{J}{J}, \]  

(2.93)

where

\[ J \equiv \left| \frac{\partial z}{\partial z_0} \right| = \left| 1 + \frac{\partial \xi(z_0, t)}{\partial z_0} \right| \]  

(2.94)

is the Jacobian of the transformation from Euler to Lagrange coordinates. Wave-breaking occurs when the Jacobian vanishes,

\[ \frac{\partial \xi(z_0, t)}{\partial z_0} = -1, \]  

(2.95)

as a singularity in the electron density arises here. This condition corresponds to electron oscillation amplitudes of order \(\lambda_p\). Wave-breaking refers to the catastrophic event in which the entire wakefield structure is destroyed [94] due to the loss of wave coherence and breakdown of the fluid approximations. However, this term is also often used more generally to refer to the development of the electron density singularity and subsequent self-injection of electrons [95]. In this case, few fast electrons on the sharp density structure leave the plasma wave; these can become trapped in the accelerating phase and reach high energies. Self-injection typically requires high intensity lasers with \(a_0 > 3/8\) [96,97].

In the bubble regime, injection is associated with temporal expansion of the bubble
Electrons in the plasma wave interact with the bubble as they slip backwards during a time $t_{\text{slip}}$. If the bubble expands sufficiently during $t_{\text{slip}}$, the electrons can gain sufficient energy to satisfy the injection condition

$$\gamma_e \geq \gamma_p,$$

(2.96)

where $\gamma_e$ and $\gamma_p$ are the relativistic factors of the electrons and plasma wave (phase velocity), respectively.

Schroeder et al. attribute the injection in a growing plasma wavelength to the decrease in the wakefield phase velocity. These changes to the nonlinear plasma wavelength, $\lambda_{Np}$, are attributed to laser evolution via redshifting and steepening. The contribution of the evolution of $\lambda_{Np}$ to the wakefield phase velocity $v_p = \beta_p c$ is then given by [99]

$$\delta \beta_p \approx \zeta_p \lambda_{Np}^{-1} \frac{\partial \lambda_{Np}}{\partial a_0} \frac{\partial a_0}{\partial c t} \approx \zeta_p \lambda_{Np}^{-1} \frac{\partial \lambda_{Np}}{\partial a_0} \frac{\partial a_0}{\partial c t},$$

(2.97)

where $E_m = E_{\text{max}}/E_0$ is the peak accelerating field behind the laser, and $E_m = E_m(a_0)$ has been used. This shows that laser pulse modifications (section 2.5) can drive self-injection; not by reaching the threshold wakefield strength $a_0 > 4$ but by the time evolution of the driver modifying the wakefield dynamics. Due to the non-linearity of the laser evolution, self-injection is difficult to predict and control, leading to low electron beam stability and tunability, as well as electron beams with large energy spread and divergence [71].

Transverse effects

The transverse structure of the wakefield comprises curved phase fronts, as a result of the transverse $a_0$ variation which causes an increased plasma wavelength on axis. The curvature of the phase fronts also increases farther behind the laser driver. Trapping of particles can occur when the curvature of the phase front is of the order of the electron fluid displacement, as this causes the regular wakefield structure to be destroyed [95]. This process is known as transverse wave-breaking, and is a $\geq 2$D effect. It generally occurs below the thresholds for self-injection in 1D, which means that self-injection may occur earlier than expected from 1D theory.
2.6.2 Density transition injection

Injection of electrons into a wakefield by a density inhomogeneity was first proposed by Bulanov et al. [93], whose theoretical and computational work showed a locally reduced non-linear injection threshold at a gentle decreasing density transition. Suk et al. [100] theorised the improved localised trapping of electrons by a sharp density transition, which has been realised in the literature via the production of a shock in a gas flow target [101]. The gentle $L \gg \lambda_p$ and sharp $L < \lambda_p$ density transitions are fundamentally different regimes, driving injection through different dynamics.

Gentle transition length $L \gg \lambda_p$

The dynamics of a Langmuir wave in the framework of cold electron hydrodynamics is considered as in ref. [93, 102, 103] using the Lagrange coordinates $(z_0, t)$.

Consider small-amplitude Langmuir oscillations in a density inhomogeneity $n_e = n_e(z_0)$. The displacement $\xi$ is approximated by $\xi(z_0, t) = \xi_1 \cos(k_p z_0 - \omega_p t)$; i.e. the oscillations are harmonic. The injection condition (2.95) occurs when $k_p \xi_1 = 1$, which is equivalent to $v_e = v_p$, where $v_e \equiv \partial z / \partial t$ is the electron velocity and $v_p \equiv \omega_p / k_p$ is the phase velocity of the wave. Given that a Langmuir wave in an inhomogeneous density follows [93]

$$\frac{\partial k_p}{\partial t} = -\frac{\partial \omega_p}{\partial z}, \quad (2.98)$$

where $\omega_p = \omega_p(z_0)$ is the plasma frequency which varies due to its density dependence, the wavenumber $k_p$ increases with time and the wave breaks even when the initial wake amplitude is below the wavebreaking threshold.

The phase position of an electron element in the plasma wave is given by

$$\psi(z_0, t) \equiv k_p(z_0)(z_0 - v_{gl}t),$$

where $k_p = k_p(z_0)$ and $v_{gl}$ is the group velocity of the laser driver. Consider a plasma wave propagating through a longitudinal density profile $n_e = n_e(z_0)$. The phase position of an electron then varies as

$$\frac{d\psi}{dz_0} = k_p(z_0)\left(1 - \frac{v_{gl}}{v_e}\right) + \frac{\psi}{2n} \frac{dn_e}{dz_0}, \quad (2.99)$$

where it has been used that $k_p \propto n_e^{1/2}$, so that $dk_p/dz_0 = k_p/2n_e \times dn_e/dz_0$.

An electron at $z_0$ travelling at the phase velocity of the plasma wave, $v_e = v_p$, will
obey $d\psi/dz_0 = 0$, such that

$$v_p = v_{gl}\left(1 + \frac{\zeta}{2n_e\,dz_0}\right)^{-1}, \quad (2.100)$$

where $\zeta(z_0, t) \equiv z_0 - v_{gl}t \equiv \psi/k_p$ is the position of the electron relative to the laser driver. Since $\zeta < 0$ behind the laser pulse, the phase velocity of the plasma wave decreases on the density downramp, where $dn_e/dz_0 < 0$. This local decrease in $v_p$ accommodates the increase in plasma wavelength. Figure 2.10 depicts the phase velocity variation of a laser-driven plasma wake in a density downramp. The phase velocity at a given $z_0$ decreases with time, allowing for the increasing shift in $\zeta$ of subsequent wake periods.

Figure 2.10: Phase velocity of a plasma wave in a decreasing density transition centred at $z_r$. (a) $v_p$ as a function of distance from the middle of the density ramp $z_0 - z_r$ and time $t = (z_0 - \zeta)/v_{gl}$. The dashed lines show $\zeta = -(1, 2, 3)\lambda_p$, which correspond to the trajectory of the back of the first three plasma buckets, where injection could take place. (b) $v_p$ along the dashed lines in (a).

Combining (2.99) and (2.100) gives the phase shift of a plasma electron in a density transition as

$$\frac{d\psi}{dz_0} = k_p v_{gl}\left(\frac{1}{v_p} - \frac{1}{v_e}\right). \quad (2.101)$$

Electrons with $v_e(z_0) = v_p(z_0)$ are locked in phase, while those with $v_e(z_0) > v_p(z_0)$ advance in phase. Both of these cases correspond to electrons being trapped in the wakefield, as they do not leave the accelerating region of the corresponding wake period. All electrons involved in wave-breaking are injected in this regime.
The injection condition $v_e \geq v_p$ can be expressed as [102]

$$\gamma_e \geq \frac{v_p \tau + c}{\sqrt{(v_p \tau + c)^2 - v_p^2}}, \quad (2.102)$$

where $\gamma_e$ is the Lorentz factor of the electrons, $\tau = c t \Delta \omega_p / w_p \Delta z$, $\Delta z$ is the scale length of the inhomogeneity and $\Delta \omega_p$ is the change in the plasma frequency in the transition region. In a homogeneous plasma, $\tau = 0$ and (2.102) reduces to the usual $\gamma_e \geq \gamma_{ph}$ wave-breaking threshold.

**Sharp transition length** $L \lesssim \lambda_p$

When the length of the density transition region is shorter than the plasma wavelength, electrons in the wakefield cannot adapt to the change in density in the same way as when traversing a gentle ramp. In this case, the amplitude of electron oscillations is large enough that electrons can move between high and low density regions within a single oscillation. Electron injection at a sharp density transition is caused by phase mixing in the first bucket [104].

![Figure 2.11: Schematic diagram of phase mixing in a sharp density transition. Electron density (a) before and (b) after the density transition; the laser pulse is shown as the dashed red line and the shaded area represents the same electron bunch. (c) Longitudinal electric field at the timestep in (b).](image)

Electrons originating in the high density region oscillate with plasma wavelength $\lambda_{p1}$. As the density transition is sharp, these electrons can cross to the low density region during their oscillation, remaining at $\zeta = -\lambda_{p1}$. Meanwhile, electrons originating in the low density region oscillate with $\lambda_{p2} > \lambda_{p1}$, forming a new peak at $\zeta = -\lambda_{p2}$ as shown.
in figure 2.11. As a result, the bunch at $\lambda_{pl}$ finds itself advanced in phase space, where acceleration may occur [105].

In contrast to injection through a gentle density ramp, where all electrons are injected, trapping of electrons at a sharp density transition is not guaranteed [102]. Figure 2.12 shows the phase space trajectories of electrons at either side of a sharp density ramp. Trapped particles move along closed orbits, and the separatrix denotes the boundary between trapped and free electrons. The transition from higher to lower density results in a decrease of the minimum momentum required for trapping. Therefore, free particles in open trajectories can access closed trajectories through the density transition, meaning that they become trapped.

![Figure 2.12: Electron phase space corresponding to the Hamiltonian of a wakefield in the high and low density regions at either side of a sharp transition. The bottom curves represent the motion of the electron fluid in the wakefield. Adapted from ref. [102].](image)

### 2.6.3 Ionisation injection

Ionisation injection is the process whereby deeply bound electrons of high Z gases are ionised in a pre-existing wakefield, enabling them to be trapped. It typically relies on the use of trace amounts of nitrogen in hydrogen or helium gas. This was initially achieved by using multiple laser pulses [106, 107].

A single intense laser pulse can also be used to drive ionisation injection [108, 109]. The leading edge of the laser can ionise most of the gas (section 2.3) and drive a wakefield with these electrons lying on the untrapped, cold fluid orbits that constitute the plasma wave oscillation. The electric field of the laser is strong enough to enable tunnelling ionisation of the inner shell electrons of the dopant gas only near the peak of the pulse.
These electrons ionise when the wakefield is already present and are therefore released in the middle of the bubble, dephased from the plasma wave oscillations. The electrons are ionised at rest, so they travel backwards through the interior of the bubble where they are accelerated. If their velocities surpass the wakefield phase velocity, $v_e > v_p$, before they reach the back of the bubble, they are able to inject. Assuming a static wakefield, this requires \[ \Delta \phi \geq 1, \] (2.103)

where $\Delta \phi$ is the difference between the normalised ($\phi = e\Phi/(m_e c^2)$) potentials at the injection position $\phi_i$ and at the back of the wave bucket $\phi_f$. Ionisation injection requires a laser $a_0 > 1.6$ [108], compared to self-injection which requires laser $a_0 > 3.8$ [96, 97].

Ionisation injection drives electron beams with a large energy spread because injection occurs continuously while the laser intensity remains above the ionisation threshold of the inner nitrogen electrons. Plasma density tailoring [111] was proposed to reduce the energy spread by controlling the trapping, which was first achieved in staged accelerators composed of multiple gas jet targets [112–114]. Shock assisted ionisation injection was proposed to further improve the energy spread of the electron beams by operating at lower laser intensities and restricting the injection to a density down-ramp [115], similarly to the density transition injection described in section 2.6.2. Another proposed method of reducing the energy spread of ionisation-injected electrons is to take advantage of the self-focusing of the laser driver [116]. By using an unmatched laser pulse, propagation through the plasma can increase the intensity to beyond the ionisation threshold via self-focusing only in a restricted region. Alternatively, the self-truncated ionisation injection regime relies on laser pulse evolution causing an increase of the wake amplitude, such that $\Psi_f$ is increased and condition (2.103) is no longer satisfied [117]. Low energy spread electron beams have been demonstrated using this method in gas jet targets [118, 119].
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3.1 Gemini laser

The Gemini laser at the Central Laser Facility is a two-beam petawatt-class laser system. It uses titanium-sapphire as the gain medium and employs chirped pulse amplification (CPA) [17]. The layout of the laser system is shown in figure 3.1. It is capable of producing laser pulses with energies up to 15 J in a pulse duration of 40 fs at a central wavelength of 800 nm. The laser has a repetition rate of one shot every 20 s in full power mode, which is limited by the heating of the pump laser [120]. Various off-axis parabolic mirrors from $f/1$ to $f/40$ are available to focus the laser, which allows laser intensities of order $10^{18} \text{ W cm}^{-2}$ to $10^{21} \text{ W cm}^{-2}$ to be achieved.

3.2 Lund laser

The High Power Laser at the Lund Laser Centre, University of Lund, is a 50 TW laser system. It also uses titanium-sapphire as the gain medium and employs CPA. The system uses four amplification stages to produces laser pulses with energies around 1 J in a pulse duration of 38 fs. The schematic diagram of the laser is shown in figure 3.2; more details are described in ref. [121].

3.3 Interferometry

The low density plasma used in LWFA is transparent to low intensity optical light, but will impart a phase on a beam that traverses it due to its refractive index. Therefore, an imaging system that is sensitive to the phase of the light is required in order to diagnose the density profile of a LWFA target. Interferometry is a technique whereby a probe
Figure 3.1: Schematic diagram of the Gemini laser system.

Figure 3.2: Schematic diagram of the Lund multi-terawatt laser system.
beam, which propagates through the plasma, is overlapped with a second reference beam which is undisturbed, creating an interference pattern. The phase accumulated by the probe beam relative to a reference beam is given by

$$\Delta \phi(y, z) = \frac{2\pi}{\lambda_0} \int \left( \eta(x, y, z) - 1 \right) dx,$$  \hspace{1cm} (3.1)$$

where the beam is a plane wave with wavelength $\lambda_0$ propagating in the $x$-direction. Recalling that the refractive index of a plasma is

$$\eta(x, y, z) = \sqrt{1 - \left( \frac{\omega_p}{\omega_0} \right)^2},$$

the fact that the plasma is underdense in LWFA, $\omega_p \ll \omega_0$, means that it can be rewritten as

$$\eta(x, y, z) \approx 1 - \frac{1}{2} \frac{n_e}{n_c},$$  \hspace{1cm} (3.2)$$

where the critical density is $n_c = \frac{\omega_0^2 m_e e^2}{\epsilon_0}$. Thus the phase shift is given by

$$\Delta \phi(y, z) \approx \frac{\lambda_0 e^2}{4\pi e^2 m_e \epsilon_0} \int n_e(x, y, z) dx.$$  \hspace{1cm} (3.3)$$

![Figure 3.3: Schematic of a probe beam (red) interfering with a reference beam (grey) at an angle $\theta$.](image-url)

In order to measure $\Delta \phi$, a small angle $\theta$ is introduced between the probe and reference beams as shown in figure 3.3. Excluding the temporal component, the probe beam
can be described by

\[ E_{\text{probe}}(x, y, z) = E_0 \exp \left( i(k_0 x + \Delta \phi(y, z)) \right), \] (3.4)

and the reference beam is given by

\[ E_{\text{ref}}(x, y, z) = E_0 \exp \left( i(k_0 x \cos \theta + k_0 z \sin \theta) \right). \] (3.5)

Therefore, the signal measured by the detector at \( x = 0 \) is

\[ I(y, z) \propto |E_{\text{probe}} + E_{\text{ref}}|^2 \]
\[ \propto 1 + \cos \left( k_0 z \sin \theta - \Delta \phi(y, z) \right). \] (3.6)

The inclusion of the temporal envelopes of \( E_{\text{probe}} \) and \( E_{\text{ref}} \) modifies the cosine term in (3.6) by a visibility function \( V(z) \), which varies slowly relative to the cosine oscillations [122].

When no plasma is present, \( \Delta \phi = 0 \) and the detector measures interference fringes in the \( z \)-direction with a spacing

\[ \lambda_f = \frac{\lambda_0}{\sin \theta}. \] (3.7)

The presence of the plasma causes the fringes to shift in the \( z \)-direction.

As the phase information is encoded in the spatial position of the fringes, the diagnostic’s sensitivity to space and phase are linked. When \( \lambda_f \) is larger, the phase (and therefore density) resolution is higher, but structures of order smaller than \( \lambda_f \) cannot be resolved.

### 3.3.1 Phase retrieval

#### Fourier transform phase retrieval

Computational analysis of interferograms can be performed through the use of Fourier transform techniques [123]. The interferogram has a form given by (3.6). Modifying this to include noisy terms for the background \( g_{bg}(y, z) \) and plasma \( g_p(y, z) \), the signal becomes

\[ I(y, z) = g_{bg}(y, z) + g_p(y, z) \cos \left( k_f z - \Delta \phi(y, z) \right), \]
\[ = g_{bg} + \frac{1}{2} \left( e^{ik_f z} f(y, z) + e^{-ik_f z} f^*(y, z) \right) \] (3.8)
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where \( k_f = 2\pi/\lambda_f \) and \( f(y, z) = g_p \exp(i\Delta \phi) \). Performing a two-dimensional Fourier transform from the \((y, z)\) plane to the \((u, v)\) plane and denoting the transforms by capitals, \( \mathcal{F}[f(y, z)] = F(u, v) \),

\[
\mathcal{F}[I(y, z)](u, v) = G_{bg} + \frac{1}{2} F(u + k_f, v) + \frac{1}{2} F^*(u - k_f, v). \tag{3.9}
\]

The Fourier transform of \( I \) is shown in figure 3.4(b). The first term in (3.9) comprises a peak at the centre of the image, while copies of the Fourier transform of \( f(y, z) \) are translated by \( \pm k_f \). Thus, the transformation to Fourier space enables the separation of the phase information from the noisy background by placing these contributions in different regions of the \( u - v \) plane. A mask was chosen around \( F(u + k_f, v) \), such that everything outside the mask was set to zero and \( \mathcal{F}[I_{\text{mask}}] = F(u + k_f, v)/2 \). An inverse Fourier transform then retrieves

\[
I_{\text{mask}}(y, z) = \frac{g_p}{2} \exp \left(i(k_f z + \Delta \phi)\right), \tag{3.10}
\]

which no longer contains the background noise but does contain the effect of the fringes. Performing the same procedure on a reference interferogram with \( \Delta \phi = 0 \) gives \( I_{\text{ref}}^\text{mask} = \exp(i k_f z)/2 \). Therefore, the phase can be calculated as

\[
\Delta \phi(y, z) = \arg \left( \frac{I_{\text{mask}}(y, z)}{I_{\text{ref}}^\text{mask}(y, z)} \right). \tag{3.11}
\]

The retrieval process is shown in figure 3.4.

The FFT technique for phase retrieval has been reported to allow improved recovery for interferograms with highly curved fringes in short processing times [122].

**Hilbert transform phase retrieval**

The Hilbert transform is an integral transform typically used in signal processing. It is defined as

\[
\mathcal{H}[f(z)] = f(z) * \frac{1}{\pi z}. \tag{3.12}
\]

The Hilbert transform is easier to understand in the frequency domain:

\[
\mathcal{F}[(\mathcal{H}[f(z)])] = \sigma(u)\mathcal{F}[f(z)], \tag{3.13}
\]
Figure 3.4: Phase retrieval using Fourier transform method. (a) Raw interferogram. (b) 2D FFT of the interferogram; the mask is depicted by the black rectangle. (c) Retrieved phase map after unwrapping.

where

\[
\sigma(u) = \begin{cases} 
    i & u < 0; \\
    -i & u > 0.
\end{cases} \tag{3.14}
\]

Thus, the Hilbert transform shifts positive frequencies by a \(-\pi/2\) phase and negative frequencies by a \(\pi/2\) phase. This is useful in defining the analytic signal of a function \(f(x)\) as

\[
f_a(x) = f(x) + i\mathcal{H}[f(x)]. \tag{3.15}
\]

The analytic signal discards the negative frequency components of a signal by converting it into a complex function. This facilitates many mathematical manipulations and interpretations.

Consider a 1D lineout of the interferogram (3.8):

\[
I(z) = g_{bg}(z) + g_p(z) \cos (k_f z - \Delta \phi(z)). \tag{3.16}
\]

Taking a moving average of the signal and subtracting it from \(I(z)\) yields an oscillatory signal centred at zero. Its analytic signal is then

\[
I_a(z) = g_p(z) \cos (k_f z - \Delta \phi(z)) - ig_p(z) \sin (k_f z + \Delta \phi(z)) \\
= g_p(z) \exp (i(k_f z + \Delta \phi)). \tag{3.17}
\]
where \( \cos(\theta - \pi/2) = -\sin \theta \) has been used. The equivalent analysis to a lineout of a reference interferogram gives \( I_a^{\text{ref}} = \exp(ik_f z) \), such that the phase shift can be obtained through

\[
\Delta \phi(z) = \arg \left( \frac{I_a(z)}{I_a^{\text{ref}}(z)} \right),
\]

as depicted in figure 3.5. The full phase map can be built up by repeating this process line by line [124].

![Image](a)

**Figure 3.5:** Phase retrieval using Hilbert transform method. (a) Raw interferogram. The lineout along the black line is plotted in black in (b), along with its moving average (dashed black) and the centred signal. (c) Retrieved phase profile after unwrapping.

Both of the phase retrieval methods discussed return a wrapped phase, \(-\pi < \Delta \phi \leq \pi\). A 2D phase unwrapping [125] was performed using the Scikit-Image package in python.

### 3.3.2 Density retrieval

The phase shift (3.3) is proportional to the line integrated plasma density, thereby representing a projection of the perturbation in the \((y - z)\) plane. The full structure can be reconstructed from a set projections at different angles via the process of tomographic reconstruction [126, 127].
Abel inversion

In LWFA experiments, the laser produces a plasma channel that can be assumed to be cylindrically symmetric around the laser axis. Structures that exhibit cylindrical symmetry present the advantage that the full three-dimensional map of the plasma can be deduced from a single projection measurement via the Abel inversion. This is a transformation that changes an axial distribution into a radial one.

The Abel transform of a radially symmetric function \( f(r) \) represents its projection onto the \( y \)-axis and is defined as

\[
f_{\text{Abel}}(y) = 2 \int_y^R \frac{rf(r)}{\sqrt{r^2 - y^2}} \, dr.
\]  

The Abel inversion is then [128]

\[
f(r) = \frac{1}{\pi} \int_r^\infty \frac{df_{\text{Abel}}(y)}{dy} \frac{1}{\sqrt{y^2 - r^2}} \, dy,
\]

and, using \( \Delta \phi(y, z) \) as the projection of the radially symmetric \( \Delta \phi(r, z) \) and (3.3),

\[
n(r, z) = \frac{4\pi c^2 m_e \epsilon_0}{\lambda_0 e^2} \Delta \phi(r, z).
\]

The Abel inversion of the 2D phase map was obtained using the PyAbel package in python. This provides multiple transform methods, but direct integration of (3.20) was employed in this work. This direct method includes a correction to account for the singularity at \( r = y \) [129].

3.3.3 Implementation

The interferometry analysis was implemented in python. In practice, the reference was often chosen from the same probe images, cropped to a region with no plasma present. The analysis was then done by averaging multiple references in order to account for the shot-to-shot fluctuations in the probe beam. While this allowed a more accurate measurement of \( k_f \), the use of a different section of the image could cause a non-zero background, due to a systematic translation of the probe and reference fringes. To account for this, a channel mask was defined as the area of the image which contained the plasma channel. A background subtraction was then performed on the phase maps by subtracting the average value outside the channel mask.

The Abel inversion is very sensitive to the choice of symmetry axis of the projection.
Due to fluctuations of laser pointing shot-to-shot, the unwrapped phase maps had to be rotated. The angle of the plasma channel was calculated by identifying the vertical position with the maximum phase shift at every horizontal position. Once the plasma channel was horizontal, the axis of symmetry was found as the centre of a Gaussian fit to the phase map integrated over the horizontal axis.

PyAbel works in quadrants, so performing the Abel inversion outputs a 2D slice of the 3D map that has two distinct halves. The two regions are averaged to find the on-axis density profile, while the difference between the regions provides a measure of the uncertainty in the density. This uncertainty corresponds to the assumption of cylindrical symmetry. An additional source of uncertainty comes from the background noise. This was characterised as the standard deviation of the (Gaussian) distribution of values obtained outside the channel mask.

![Comparison of Fourier and Hilbert phase retrieval methods](image)

Figure 3.6: Comparison of Fourier and Hilbert phase retrieval methods.

While the Fourier transform methods can reduce the noise, the choice of filtering mask is crucial to avoid over-smoothing the signal. Figure 3.6 compares the density profiles retrieved using the Hilbert transform phase retrieval and the Fourier transform phase retrieval with two different sized filtering masks. The result from the Hilbert method can be considered the most faithful reconstruction of the raw image, but it could not be reproduced by a Fourier technique with a large mask. Instead, a smaller mask whose phase retrieval captured the results from the Hilbert method within the uncertainties (from noise) was employed. For the data in this thesis, the mask was chosen to have a transverse size of $w_u = 16$ pixels.
3.4 Electron spectrometer

The high energy electrons obtained via LWFA are characterised by an electron spectrometer, which comprises a permanent magnet and a scintillating screen. Consider an electron with velocity $v = v\hat{z}$ and Lorentz factor $\gamma$ travelling through a magnet of length $L_m$ with uniform magnetic field $B = B\hat{x}$. The electron experiences a Lorentz force

$$\frac{d\gamma m_e v}{dt} = -e(E + v \times B), \quad (3.22)$$

and performs circular orbits at the cyclotron frequency $\omega_C = eB/\gamma m_e$ with radius $R_C = v/\omega_C$. Assuming high electron energies, $R_C$ is sufficiently large that the electron exits the magnet from the opposite side to where it entered, as shown in figure 3.7. Therefore, the electron exits the magnet at an angle $\sin \theta = L_m/R_C$ and a perpendicular distance $\Delta y = R_C(1 - \cos \theta)$. The intersection point to the detector is then

$$l = \Delta y + L_s \tan \theta. \quad (3.23)$$

Taking $E = (\gamma - 1)m_e c^2$ and assuming $\gamma$ is large,

$$\gamma m_e v \approx \frac{E}{c}, \quad (3.24)$$

and $\sin \theta \approx L_m eBc/E$. Assuming high energies so $L_m \ll R_C$, $\sin \theta \approx \theta$ as the angle is small and

$$l = \frac{L_m eBc}{E} \left( \frac{R_c}{2} + L_s \right). \quad (3.25)$$

This means that the dispersion of the spectrometer $dl/dE \sim E^{-2}$; the resolution worsens rapidly at increasing energies. Tilting the detector towards the optical axis can improve the resolution as the dispersion stays nearly constant for $E < L_m eBc/\tan \alpha$, where $\alpha$ is the angle between the optical axis and the detector [122]. In practice, achieving a constant dispersion would require an unfeasibly large detector, so that the low resolution at high energy remains.

The detector consists of a scintillating Lanex screen (Gd$_2$O$_2$S:Tb) which emits light at 546 nm [130] with a decay lifetime of 600 µs. For electrons with energies $\gtrsim 1$ MeV, the energy deposited on the screen per electron is constant, meaning that the emitted light is proportional to the incident electron charge [131].
3.5 Frequency-resolved optical gating

Frequency-resolved optical gating (FROG) is a diagnostic used to measure the complete temporal information of an ultra-short laser pulse: its intensity $I(t)$ and phase $\phi(t)$ [132]. This enables the characterisation of the pulse length of ultra-short lasers. The principle behind FROG is that the femtosecond pulse is the only available reference with which to measure itself. Using FROG as a diagnostic of the transmitted laser after driving wakefield acceleration can provide insights into the modifications to the laser spectrum and temporal profile that result from the interaction (section 2.5).

FROG relies on non-linear optical processes which modify the polarisation of a material traversed by high intensity waves. In this thesis, second harmonic generation (SHG) is employed, which modifies the laser pulse with electric field $E(t)$ through a term

$$E_{2\omega}(t) \propto E^2(t) \exp \left( 2i(\omega t - k \cdot r) \right). \quad (3.26)$$

The SHG crystal produces light at twice the frequency of the input light. Crossing two pulses, $E_1$ and $E_2$, in the SHG medium results in three second harmonic waves: one wave for $E_1$, one wave for $E_2$ and the cross-correlation, given by

$$E_{\text{SHG}}(t) \propto E_1(t)E_2(t) \exp \left( i[(\omega_1 - \omega_2)t - (k_1 - k_2) \cdot r] \right). \quad (3.27)$$

For pulse measurement, the laser pulse is split into two beams and a relative delay $\tau$ is introduced between them before spatially overlapping them in the SHG crystal. Therefore, the generated signal field will be of the form

$$E_{\text{sig}}(t, \tau) = E_{\text{SHG}}(t, \tau) \propto E(t)E(t - \tau), \quad (3.28)$$
By varying the delay $\tau$ between the two beams, a profile can be generated which is known as the intensity autocorrelation. By mapping the delay onto a transverse position, the autocorrelation can be measured in a single shot. This requires a smooth beam spatial profile. A cylindrical lens is used to overlap the two large beams at a large angle in the non-linear medium, as shown in figure 3.8. An intensity autocorrelator can be used as a diagnostic for the laser pulse duration. However, it is impossible to uniquely determine $I(t)$ from the autocorrelation, so a particular pulse shape must be assumed to get an accurate pulse duration measurement from it.

![Figure 3.8: Schematic diagram of the experimental setup for a single-shot autocorrelator. On the top, the pulse arrives earlier than the copy, $\tau < 0$, while on the bottom, the copy arrives earlier than the pulse, $\tau > 0$.](image)

FROG goes on to spectrally resolve the autocorrelation signal, producing a SHG FROG trace given by

$$I_{\text{FROG}}(\omega, \tau) = \left| \int_{-\infty}^{\infty} E(t)E(t-\tau)e^{-i\omega t} \, dt \right|^2. \quad (3.29)$$

The resulting image has delay and frequency as the axes. Note that $E(t)$ and $E(-t)$ produce the same FROG measurement. As opposed to FROG schemes using third-order optical non-linearities, which directly produce a spectrogram of the pulse, SHG FROG produces an unintuitive trace that is symmetrical with respect to delay. Thus, it has an ambiguity in the time direction. This means that even-order phase distortions (odd-order frequency distortions) such as linear chirp appear as a widening of the trace in frequency, as shown in figure 3.9, rather than as the acquisition of a slope in other types of FROG [133]. While less intuitive to interpret without analysis, SHG FROG is preferred due to its increased sensitivity and dynamic range. Moreover, the time ambiguity can be removed with additional information about the chirp of the pulse [134].
3.5.1 Marginals

The delay marginal is the integral of the FROG trace with respect to frequency, which for SHG FROG gives the intensity autocorrelation [133],

\[ M_\tau(\tau) = \int_{-\infty}^{\infty} I(t)I(t - \tau) \, d\tau \]  

(3.30)

The frequency marginal is the integral of the FROG trace with respect to delay, which is given by [133]

\[ M_\omega(\omega) = 2I(\omega) * I(\omega) \]

(3.31)

for SHG FROG.

3.5.2 Retrieval algorithm

There is no function that enables \( E(t) \) to be calculated from the FROG trace (3.29). Instead, an iterative retrieval algorithm is employed [135], in which the FROG trace produced by a given \( E^{(k)}(t) \) is compared to the measured image and iteratively improved until a good fit is found. The difference between the measured and calculated FROG traces is quantified by the FROG error,

\[ G^{(k)} = \sqrt{\frac{1}{N^2} \sum_{i,j} \left| I_{\text{FROG}}(\omega_i, \tau_j) - I_{\text{FROG}}^{(k)}(\omega_i, \tau_j) \right|^2}, \]

(3.32)
where \( I_{\text{FROG}} \) is the measurement, \( I_{\text{FROG}}^{(k)} \) is the FROG trace calculated from the \( k \)th iteration of the electric field and \( N \) is the number of pixels in each image.

### 2D Phase Retrieval Problem

Starting from the definition of the FROG trace,

\[
I_{\text{FROG}} = \left| \int_{-\infty}^{\infty} E_{\text{SHG}}(t, \tau) e^{-i\omega t} \, dt \right|^2 = \left| \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{\text{sig}}(t, \Omega) e^{-i\omega t - i\Omega \tau} \, d\Omega \, dt \right|^2,
\]  

(3.33)

where \( \tau \) and \( \Omega \) are conjugate pairs. Therefore, the FROG trace constitutes a two-dimensional phase retrieval problem. As opposed to a one-dimensional phase retrieval problem, such as the autocorrelation, the FROG trace can uniquely determine the intensity and phase of a short pulse. FROG retrieval methods are based on iterative Fourier transform algorithms used in phase retrieval.

### Mathematical and Data Constraints

Inverting a FROG trace requires the use of constraints for convergence. The known mathematical form of the signal electric field yields the mathematical constraint \[135\]:

\[
\int_{-\infty}^{\infty} E_{\text{sig}}(t, \tau) \, d\tau \propto \int_{-\infty}^{\infty} E(t) E(t - \tau) \, d\tau
\Rightarrow E(t) \propto \int_{-\infty}^{\infty} E_{\text{sig}}(t, \tau) \, d\tau,
\]  

(3.34)

where the constant of proportionality is given by the reciprocal of \( \int_{-\infty}^{\infty} E(t - \tau) \, d\tau = \int_{-\infty}^{\infty} E(\tau') \, d\tau' \), which is independent of \( t \). The constant of proportionality is disregarded, so \( = \) is used instead of \( \propto \) in the following. This constraint is applied in the time domain.

Using the mathematical constraint, the \((k+1)\)th iteration for \( E(t) \) is obtained from the \( k \)th iteration \( E_{\text{sig}}^{(k)} \):

\[
E^{(k+1)}(t) = \int_{-\infty}^{\infty} E_{\text{sig}}^{(k)}(t, \tau) \, d\tau.
\]  

(3.35)

Then, this can be used in the definition of \( E_{\text{sig}}(t, \tau) \) to find the \( E_{\text{sig}}^{(k+1)} \).

In addition to the mathematical constraint, it follows from the definition of the FROG trace (3.29) that the FROG trace is equal to the magnitude squared of the
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Fourier transform of $E_{\text{sig}}(t, \tau)$. This yields the data constraint,

$$\tilde{E}_{\text{sig}}(\omega, \tau) = \sqrt{I_{\text{FROG}}}$$ \hspace{1cm} (3.36)

which is applied in the frequency domain and where $\tilde{E}$ is the Fourier transform of $E$ with respect to $t$. Using the data constraint on the $(k+1)$th iteration means replacing its magnitude with the measurement

$$\tilde{E}_{\text{sig}}^{(k+1)}(\omega, \tau) = \frac{\tilde{E}_{\text{sig}}^{(k)}(\omega, \tau)}{|\tilde{E}_{\text{sig}}^{(k)}(\omega, \tau)|} \sqrt{I_{\text{FROG}}}.$$ \hspace{1cm} (3.37)

An inverse Fourier transform retrieves $E_{\text{sig}}^{(k+1)}$, and the process is repeated for the next iteration. The process is summarised in figure 3.10.

**Principal Components Generalised Projections**

The application of the mathematical and data constraints can be improved through the use of generalised projections (GP). This means that the next iteration $E^{(k+1)}$ is found as that which is closest to the previous guess.

The principal components generalised projections (PCGP) \cite{136} constructs the FROG trace from the outer product of two vectors: the pulse $E^{(k)}(t)$ and the gate $G^{(k)}(t)$ ($= E^{(k)}(t)$ for SHG FROG) with $t$ and $\tau$ discretised. By rotating and rearranging the elements of $O^{(k)} = E^{(k)} \otimes G^{(k)}$, the signal field $E^{(k)}(t)G^{(k)}(t-\tau)$ can be retrieved; this comprises a reversible transformation. A 1D Fourier transform then produces $\tilde{E}_{\text{sig}}^{(k)}(\omega, \tau)$. The process is shown in figure 3.11.

In the PCGP algorithm, the data constraint is applied as in (3.37), and an inverse Fourier transform retrieves $E_{\text{sig}}^{(k+1)}(t, \tau)$. Next, the rearranging and row rotation are reversed to form a matrix that should be of outer product form. Consider the singular value decomposition (SVD) of $O$ into three matrices:

$$O = E \times W \times G^T,$$ \hspace{1cm} (3.38)

where $E$ and $G^T$ are orthogonal square matrices and $W$ is a square diagonal matrix. The columns of $E$, $\{E_1, \ldots, E_N\}$ and the rows of $G^T$, $\{G_1, \ldots, G_N\}$ are the left and right eigenvectors of $O$, while the diagonal values of $W$, $\lambda_i = W_{ii}$, are the eigenvalues, whose values determine the contribution of each outer product to $O$. Therefore, $O$ can be
Figure 3.10: Basic FROG retrieval algorithm using the data and mathematical constraints. (a) Initial guess. (b) SHG signal field. (c) FFT of the signal field with respect to $t$. (d) Application of the data constraint. (e) Inverse FFT with respect to $\omega$. (f) Next iteration.
Figure 3.11: PCGP retrieval algorithm. (a) Initial guess. (b) Outer product form. (c) Signal field obtained via row rotation and shifting. (d) Application of the data constraint in the frequency domain. (e) Inverse FFT with respect to $\omega$ followed by reverse transformation to outer product form. (f) Principal component.
constructed as
\[ O = \sum_{i=1}^{r} \sqrt{\lambda_i} E_i G_i^T, \] (3.39)
where \( r \leq N \) is the rank of \( O \).

A matrix of outer product form \( E \otimes G \) has one nonzero eigenvalue, with one right eigenvector and one left eigenvector describing the pulse and gate, respectively [137]. However, \( O^{(k+1)} \) is unlikely to be of outer product form before convergence, meaning that it will have \( r > 1 \). The pulse \( E^{(k+1)} \) and gate \( G^{(k+1)} \) for the next iteration are taken to be the principal components of \( O \); i.e. the outer product pair with the largest contribution to \( O \) (largest \( \lambda_i \)). This is equivalent to minimisation of the function
\[ \epsilon = \sum_{i,j=1}^{N} |O_{i,j} - E_i G_j|^2, \] (3.40)
which comprises a generalised projection.

Singular value decomposition (SVD) is implemented in python to directly decompose \( O \) into \( r \) eigenvalues and eigenvectors and find the principal components. Alternatively, the power method [136] can be employed to save computational time and resources. \( E_i \) and \( G_i \) satisfy
\[ \begin{align*}
OO^T E_i &= \lambda_i E_i \\
O^T O G_i &= \lambda_i G_i.
\end{align*} \] (3.41)

Consider
\[ \begin{align*}
OO^T x_0 &= \sum_{i=1}^{r} k_i \lambda_i E_i, \\
(\text{OO})^p x_0 &= \sum_{i=1}^{r} k_i \lambda_i^p E_i.
\end{align*} \] (3.42)
where \( E_i \) are the eigenvectors of \( OO^T \), \( x_0 \) is an arbitrary nonzero vector and \( k_i \) are a set of constants. Then, multiplying (3.42) by \((OO^T)^{p-1}\) gives
\[ (\text{OO})^p x_0 \approx k_l \lambda_l^p E_l, \] (3.43)
As \( p \) increases, the largest eigenvalue \( \lambda_l \) dominates the sum, so that
\[ (\text{OO})^p x_0 \approx k_l \lambda_l^p E_l, \] (3.44)
meaning that the next iteration for the pulse \( E^{(k+1)} \) is found by multiplying the previous guess by \( OO^T \) (one iteration has been found to be adequate in practice [136]).
3.5.3 Implementation

The FROG retrieval and analysis was performed in python. Implementation of the iterative Fourier transform algorithm requires that the delay increment and frequency spacing of points are related by

$$\delta \omega = \frac{2\pi}{N \delta t}, \quad (3.45)$$

where the FROG trace is in an $N \times N$ grid. In practice, the FROG trace was measured as a function of wavelength and delay. Therefore, satisfying this relation required remapping the FROG trace into a linear frequency axis, via a 2D interpolation. Complex pulses require large $N$. For the data in this thesis, $N = 2048$ was chosen with $\delta t = 1$ fs. The $\tau = 0$ axis was identified as the axis of symmetry of the image, because systematic intensity asymmetries skewed the image’s centre of mass.

The performance of the basic and PCGP algorithms are compared in figure 3.12 for test data provided by Lund Laser Centre. The basic algorithm saturates quickly at a trace with moderate error that is visually very different to the measurement; this algorithm was originally proposed for polarisation-gate FROG and found to be less effective when applied to SHG [133]. In contrast, both PCGP algorithms result in faithful reconstructions in $\lesssim 100$ iterations. The marginals of the FROG measurement were compared to those calculated from the retrieved pulse using (3.30) and (3.31) to check for systematic errors in the FROG processing and retrieval.

Retrieved pulse analysis

The FROG retrieval algorithm yields the complex $E(t)$ that most accurately describes the measured laser pulse. A polynomial fit to the phase (temporal or spectral) enabled the dominant terms to be identified (see section 2.2.1). The instantaneous frequency (2.29) was also calculated. Since the pulse develops a negative chirp while driving wakefield acceleration (section 2.5.1), the solution with a positive chirp can be discarded. This removes the time ambiguity of the measurement. However, transmission through dielectric materials can alter the measurement due to group velocity dispersion.
Figure 3.12: The top row shows the FROG reconstruction after 200 iterations of the basic (left), PCGP with SVD (middle) and PCGP with power method (right) retrieval algorithms. The bottom row shows the FROG error of the retrieval through the iterations.

3.6 Particle-in-cell simulations

Numerical simulations have been a vital part of LWFA research since its onset [1]. Accurate representation of the laser evolution and electron injection and acceleration dynamics requires evolving the electromagnetic fields according to Maxwell’s equations and tracking the trajectories of all particles in these fields. Particle-in-cell (PIC) codes are used to simplify these simulations and make them computationally feasible. The simulations presented in this thesis used EPOCH [138], which is an MPI-parallelised relativistic PIC code. The simulations were performed on the Viking cluster, which is a high performance computing facility provided by the University of York.

PIC codes use a small number of macroparticles to represent groups of physical particles. The electromagnetic fields generated by the motion of these macroparticles are calculated using Maxwell’s equations on a discrete grid using a finite difference time domain method. The fields are then interpolated to the position of the macroparticles and the Lorentz force is used to push them to their new positions. Such an algorithm
is capable of reproducing all the classical dynamics of a collection of charged particles.

Simulating LWFA is a complicated process due to the range of scales involved; it is necessary to simultaneously resolve both the short laser wavelength and the long propagation lengths. A moving window is employed, which travels along with the laser at the laser group velocity. This allows the important dynamics, which take place immediately behind the laser pulse, to be simulated efficiently while discarding the unimportant information in front of the laser and farther behind.

3.6.1 Resolution constraints

The simulation is constrained by the Courant-Friedrichs-Lewy (CFL) condition on the simulation timestep $\Delta t$:

$$c \Delta t < \frac{1}{\sqrt{\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2}}}, \quad (3.46)$$

where $\Delta x$ and $\Delta y$ are the longitudinal and transverse grid sizes, respectively. This condition represents the requirement that information cannot travel to an adjacent grid point in under $\Delta t$.

The discretisation of space and time in PIC codes causes issues with Maxwell’s equations, as it is found that the speed of light $< c$. The numerical dispersion relation for a plane wave is [139]

$$\frac{1}{c^2 \Delta t^2} \sin \left( \frac{\omega \Delta t}{2} \right)^2 = \frac{1}{\Delta x^2} \sin \left( \frac{k_x \Delta x}{2} \right)^2 + \frac{1}{\Delta y^2} \sin \left( \frac{k_y \Delta y}{2} \right)^2, \quad (3.47)$$

giving the numerical group velocity in the $x$-direction

$$\frac{\partial \omega}{\partial k_x} = v_g = c \frac{\cos (k_x \Delta x/2)}{\sqrt{1 - \frac{c^2 \Delta t^2}{\Delta x^2} \sin^2 (k_x \Delta x/2)}}. \quad (3.48)$$

Numerical dispersion is minimised when $\Delta x \ll \lambda_x$, where $v_g \to c$. The effect of the transverse resolution $\Delta y$ was studied by running simulations of vacuum laser propagation with different $\Delta x$ and $\Delta y$. The numerical dispersion is depicted in figure 3.13. A simultaneous decrease of $\Delta x$ and increase of $\Delta y$ is required in order to resolve light propagation as accurately as possible. However, arbitrarily reducing the transverse resolution may worsen the accuracy of 2D effects such as self-focusing and transverse wavebreaking. The simulations in this thesis used $\Delta x = \lambda_0/60$. Thus, the ratio $\Delta x/\Delta y = 1/3$ was chosen, as it is found to resolve the speed of light to better than $0.1\%$. 
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Figure 3.13: Simulation results of the propagation of a laser in vacuum for different grid sizes. Numerical dispersion effects are shown as the deviation of the simulated speed of light from $c$.

### 3.6.2 Laser analysis

A laser in EPOCH is driven using $\sin(\omega t + \phi)$ where $\phi$ is the phase parameter. Phase may be a function of both space and time. Spatial phases are used to define a focusing laser pulse, while temporal phases shape the time intensity and spectrum of the pulse.

EPOCH defines the laser with respect to the electric field. A Gaussian shape is assumed for the transverse and temporal profiles as

$$E = E_0 \exp\left(-\frac{x^2}{w_E^2}\right)$$  \hspace{1cm} (3.49)

where $w_E$ is the $1/e$ width relative to the electric field. As experimental measurements of the laser are typically done with respect to the intensity profile

$$I = I_0 \exp\left(-\frac{x^2}{w_I^2}\right) \propto \exp\left(-\frac{2x^2}{w_E^2}\right)$$  \hspace{1cm} (3.50)

the widths are related by $w_E = \sqrt{2}w_I$. As $\text{FWHM}_I = 2\sqrt{\ln 2}w_I$,

$$w_E = \frac{\text{FWHM}_I}{\sqrt{2\ln 2}}$$  \hspace{1cm} (3.51)
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Stability of density transition injected electron beams

In laser wakefield accelerators, small fluctuations in the experimental conditions can cause significant shot-to-shot variations of the electron beam parameters. This is because the electron injection and acceleration dynamics are determined by the non-linear evolution of the laser driver as it traverses the plasma. The need to maintain good density stability to minimise shot-to-shot fluctuations of electron beam energy and charge has been demonstrated for self-injection in a steady-state gas cell [140]. Similarly, non-uniformities in the density profile have been shown to cause variations in electron energy gain [141]. Controlled mechanisms of injection have demonstrated improved short-term stability compared to self-injection through the use of colliding laser pulses [142] or plasma density tailoring [105]. Recently, long term stability over \(~ 100,000\) shots at high repetition rate has been investigated through high statistics experimental approaches, using ionisation injection. These have shown strong correlations of electron beam parameters with fluctuations of laser energy [30] and plasma density [143], and conclude that stable ionisation injection requires tight constraints on the reproducibility of the interaction. The shot-to-shot fluctuations in the electron bunches accelerated via laser wakefield accelerators thus constitute a main limitation preventing their successful use in applications. Improvements in the stability, reliability and robustness of electron beam parameters are still required to expand the applications beyond proof of principle [4,49].

Density transition injection (section 2.6.2) is a mechanism of controlled injection aiming to improve electron beam stability, which uses a tailored target with a decreasing density ramp. Along with ionisation injection, it is one of the controlled mechanisms considered for EuPRA XIA. By avoiding very high laser intensities and target densities
to limit self-injection, the dependence of the electron trapping process on the laser-plasma coupling should weaken. Density transition injection in the long-scale ramp regime has been realised experimentally by using the falling edge of a gas jet as a ramp, achieving low electron beam energy spread [144] in line with numerical studies [102,145]. These beams were later demonstrated to have energy tunability by incorporating an additional acceleration region after injection at the edge of the gas jet with a capillary discharge [146] or additional gas jet [147]. More recent experimental realisations have utilised a razor blade [101] or wire [148] inserted in a supersonic gas jet target, producing tunable low energy spread electron beams [149,150]. The densities at either side of the shock produced by this setup have been shown to depend on height of the interaction above the blade [151,152], while the peak density and length scale of the shock have further been shown to vary with gas pressure and blade coverage [153].

Due to the range of density profiles available with a blade in a gas jet setup, extensive simulation work has examined the dependence of electron beam parameters on the down-ramp profile. The effect of the transition length, ranging from the sharp to the gentle regime has been studied [154]. The effect of both transition length and height for sharp transitions has also been investigated [155] and later extended to include laser energy effects [156]. The influence of ramp steepness on electron beam quality has also been examined [157]. However, the density profile in experiments fluctuates over time and between shots, thereby reducing the stability of the electron beam charge and energy. No dedicated investigations have looked at these fluctuations, which include coupled variations of the peak and plateau densities, as well as variations of the down-ramp position relative to the laser focus. Studies of the source of these fluctuations, which indicate the robustness of the density-tailoring technique, are similarly lacking.

This chapter presents experimental results of parameter scans used to tailor the target density profile in a laser wakefield accelerator and optimise density transition-injected electron beams for radiation reaction applications [2]. The shot-to-shot fluctuations of the target density profile and the electron energy spectrum are characterised for self-injection and density down-ramp injection. The sensitivity of the accelerated electrons to the experimentally-measured density fluctuations are studied through particle-in-cell simulations. These investigations reveal the relative importance of different aspects of the density profile and the limitations to the density tailoring setup.
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4.1 Experimental setup

An experiment was conducted at the Central Laser Facility of the Rutherford Appleton Laboratory. The experimental setup is shown in figure 4.1. An f/40 off-axis parabolic mirror focused the beam to a $(50 \pm 2) \times (45 \pm 2) \mu m$ spot into a supersonic gas jet target to produce a plasma wakefield. The Gemini laser pulse delivered $(6.6 \pm 0.5) J$ to the target in a duration of $\approx 50 \text{ fs}$ with a central wavelength of 800 nm. The setup drives a laser with a Rayleigh range $> 4.44 \text{ mm}$.

A 15 mm diameter conical nozzle of the type in ref. [158] was used to generate a supersonic helium gas jet target, which produced plasma electron densities of order $10^{18} \text{ cm}^{-3}$ when fully ionised. The setup provided a density plateau region between approximately linear density ramps to vacuum. A razor blade inserted into the flow was used to tailor the longitudinal density profile of the target [101] so as to have a decreasing density gradient for density transition injection. The blade constitutes an obstruction to the supersonic flow, thereby producing a hydrodynamic shock which comprises a density build-up followed by a lower density plateau region. The complex hydrodynamics of the target means that the density profile of the interaction region is dependent on the position of the blade relative to the nozzle and the height of the laser relative to the blade [153]. The density transition width can range from sub-ten micrometres (sharp regime) [101] to hundreds of micrometres (gentle regime) [149,150] with this setup.

The steel single edge razor blade had dimensions $40 \text{ mm} \times 10 \text{ mm} \times 230 \mu m$ and was mounted in the chamber independently of the nozzle as shown in figure 4.2. This allowed the blade to be moved in $y$, $z$ and angle $\theta$ to the $x-z$ plane. The blade was held on the custom mount with two bolts on either end and positioned transversely over the
gas jet. This was expected to reduce any blade motion or damage induced by the high pressure gas jets and improve the robustness of the setup.

![Blade, Gas, Nozzle](image)

Figure 4.2: Photographs of the target setup with the razor blade: (a) oblique view, (b) top view, (c) blade mount on translation stages, (d) blade mount.

A millijoule energy probe beam with $\sim 90$ fs pulse duration was directed transversely to the main beam to diagnose the plasma density profile via interferometry. A shadowgraphy diagnostic using the same probe also allowed the nozzle and blade position to be identified. The electron energy spectra were measured using an electron spectrometer. Electrons were dispersed by a magnetic dipole ($\int B \, dz = 0.35 \text{T} \, \text{m}$) onto two scintillating Lanex screens. The scintillation was measured by a 16 bit camera, filtered to eliminate laser and ambient light. The images on the screens were energy-calibrated by numerical tracking of electron trajectories in the magnetic field, and measured electrons with energies between 0.3 GeV and 2.5 GeV. The typical peak electron beam energies reached $\sim 1$ GeV. Calibration and processing of the raw data from the spectrometer was performed using analysis scripts by M. Streeter and C. Colgan, as detailed in ref. [159].

### 4.2 Transverse interferometry

An example interferogram is displayed in figure 4.3 along with the retrieved phase shift and axial density profile. The electron plasma density was measured using a folded Mach-Zehnder interferometry setup, such that a single probe beam passed through the target and was split into the measurement and reference beams outside the target chamber. This is possible because the change in refractive index of the plasma channel
comprising the interaction region dominates over the change in refractive index of the neutral gas target. Thus, only the small region of the target that is ionised by the laser is probed, and the region comprising the neutral gas can be used as reference. This results in the interferogram having two copies of the measurement, with opposite phases. Only the top measurement is considered and analysed, because of inconsistencies in the reconstruction of the bottom measurement for many shots. In contrast to a Normaski interferometer, the folded Mach-Zehnder setup allows the interference fringes to be parallel to the angle of the beam split, which is necessary for measurement of the plasma.

Figure 4.3: An interferometry image of a low density plasma channel on the top, with its phase retrieval in the middle and density retrieval from Abel inversion on the bottom. The drive pulse is propagating from left to right.

The imaging system had a field of view of 23 mm × 23 mm and a resolution of 100.1 μm limited by the pixel size. This allowed the entire length of the plasma channel to be probed, at the expense of spatial resolution. The transverse profile of the plasma channel can be approximated by a Gaussian with 1/e width $2w = (610 ± 20) \mu m$ which is significantly larger than the laser focal spot. This means the laser is sufficiently intense to ionise helium away from focus.

The density was retrieved via Abel inversion, under the assumption that the shock produced by the blade is cylindrically symmetric within the plasma channel. This assumption is valid where the shock is perpendicular to the probe beam. However, Abel inversion is still used when the shocks are oblique (see section 4.2.2). In these cases, it can still provide accurate measurements of the region away from the shock. In order to measure the on-axis density profile, the average of the two central pixels of the image is taken, as this is the region of the intense laser-plasma interaction. The uncertainty on the density profile is taken from the noise in the density map and the error on the Abel inversion, calculated from the range of values in the pixels considered in the average.
Chapter 4. Stability of density transition injected electron beams

4.2.1 Plateau density profile for self-injection

The gas jet was employed without the blade to produce a plateau density profile capable of generating GeV electrons via self-injection. An example of the plasma density profile retrieved from the interferometry data is shown in figure 4.4(a). The plateau density profile was characterised with a fit

\[ n_e(z) = \frac{n}{2} \left[ \tanh \left( \frac{z - z_u}{w_u} \right) - \tanh \left( \frac{z - z_d}{w_d} \right) \right], \]  

(4.1)

where the meaning of the parameters is shown in figure 4.4(a). This kind of density profile is characterised by two parameters of interest: the plateau density \( n_0 \) and the acceleration length \( L = z_d - z_u \). The length scales of the rising and falling edges of the target, \( w_u \) and \( w_d \), can also be characterised but their effect will not be discussed. While they varied with distance from the nozzle, this was of secondary importance compared to variations of \( n \) and \( L \) which also took place in these scans.

Figure 4.4: Representative density profile along the laser axis of the targets used in the experiment. The grey line shows the retrieved density profile for a single measurement; the shaded region represents the uncertainty in the measurement (1\( \sigma \)), which takes into account the noise in each density map and the error on the Abel inversion. The black solid line depicts the fit applied to characterise the density parameters.

Figure 4.4(a) shows the presence of non-uniformities in the plateau region of the density profile. These are likely caused by internal shocks produced within the conical nozzle employed in the experiment. The discontinuity at the throat of these kinds of nozzles produces shocks in the flow, which reflect at the nozzle walls and produce...
the density fluctuations \cite{160,161}. Note that the resolved length scales of the non-uniformities are affected by the filtering mask used in the interferometry analysis, as discussed in section 3.3.3.

Figure 4.5(a) shows a 2D density map of the gas jet produced at 100 bar backing pressure. The laser propagates from left to right. The measured gas jet appears asymmetric as the falling edge of the density profile lies at a constant (within 0.15 mm) horizontal position for all heights above the nozzle. This is unphysical for a supersonic jet flowing into vacuum, which comprises an under-expanded flow that expands radially to the lower ambient pressure. Such an expansion causes a smoothing of the density profile farther from the nozzle \cite{158,162,163}. This observation suggests that the timing of the probe beam did not allow for measurement of the full plasma channel; the falling edge in density corresponds to the distance reached by the laser at the time of probing and not to the falling edge of the target. Therefore, the acceleration length is not discussed further. Online analysis of a target height scan during the experiment would prevent these issues in the future.

The average density as a function of distance from the nozzle is plotted in figure 4.5(b). The results from $\geq 9$ mm away show that the density decreases farther from the nozzle approximately linearly at a rate of $(-0.072 \pm 0.003) \times 10^{18}$ cm$^{-3}$ mm$^{-1}$. Configurations with interaction regions far from the nozzle were preferred in the experiment in order to suppress self-injection while maintaining a long channel length. These were expected to produce high energy, low energy spread electron bunches upon density tailoring with the blade.
4.2.2 Tailored density profile for density transition injection

Inserting a blade into the supersonic gas jet target tailors the density profile by producing a peaked region prior to the density plateau. An example of such a tailored density profile retrieved from the interferometry data is shown in figure 4.4(b). This density profile was characterised with a fit

\[ n_e(z) = \frac{n}{2} \left[ \tanh \left( \frac{z-z_u}{w_u} \right) - \tanh \left( \frac{z-z_d}{w_d} \right) \right] + (N-n) \exp \left[ - \left( \frac{z-z_r}{w_r} \right)^2 \right], \tag{4.2} \]

where the first term is identical to the plateau density profile fit, the second term is a peak corresponding to the high density region and the meaning of the parameters is shown in figure 4.4(b). This kind of density profile is characterised by five parameters of interest: the plateau density \( n \), the peak density \( N \), the position of the peak \( z_r \), the density transition length \( w_r \) and the acceleration length \( L = z_d - z_r \). Again, the length scales of the rising and falling edges of the target, \( w_u \) and \( w_d \), will not be discussed.

The transition length \( w_r \) is measured on the order 1 mm, which is one to two orders of magnitude larger than expected for a \( \sim 100 \) bar gas jet striking a razor blade [153]. In addition to the assumption of cylindrical symmetry of the ramp within the interaction region and the 100 \( \mu \)m pixel size of the camera, resolving the density ramp relies on perfect simultaneous alignment of the probe beam parallel to the shock and transverse to the drive laser. Any misalignments, which are likely due to the motion of the blade during electron beam optimisation scans, would lead to an overestimated transition length, as observed. Therefore, the density ramp is taken as inaccurate, and will not be considered further in the context of the experimental results.

Figure 4.6 shows three density maps in the \( z - y \) plane of the target produced with different blade coverages and backing pressures. Each plot corresponds to the results of a single scan where the vertical position of the blade was varied between the gas nozzle and the laser axis. In all cases, the density ramp is observed to move outwards as the blade is moved farther below the laser axis, representing an outwards shock. This is inconsistent with the sharp, shallow bow shock formed by the interaction of the supersonic gas with the thin blade, as it would require the unphysical expansion of the flow into the shock [164]. Instead, it is likely representative of the intercepting shock which develops due to the re-expansion of the subsonic region behind the bow shock. The blade and the bow shock form a secondary virtual nozzle, and the coalescence of compression waves results in an intercepting shock [153]. This type of fluid structure has a transition length larger than the mean free path of the gas, representing a gentle density ramp.
Figure 4.6: 2D density maps of the target produced by a blade in a gas jet. The y axis corresponds to the vertical distance between the tip of the blade and the interaction region. Each horizontal lineout corresponds to the average of the density profile retrieved from interferometry of three to five shots at the same height. (a) Scan at 90 bar, 3.2 mm blade z, 18 mm gas y. (b) Scan at 100 bar, 3.5 mm blade z, 21 mm gas y. (c) Scan at 100 bar, 2.7 mm blade z, 21 mm gas y.

The variation of shock angle with target setup complicates the reconstruction of the ramp, as the deviation from the cylindrical symmetry assumed in the Abel inversion is not systematic. This constitutes further justification for disregarding the measured ramp lengths. The position of the falling edge of the target density remains approximately constant within the heights explored, but this is likely due to incorrect probe timing as in 4.2.1.

The data discussed in this thesis was taken over four days and comprised ~1500 shots taken at repetition rates < 0.05 Hz. The same razor blade was used to produce the density ramp in all shots. No damage to the blade was noted, and no decline of the density profile quality or stability over time was measured. However, due to the low number of shots and repetition rates used, compared to the > 20 Hz expected in future facilities [49], no strong conclusions can be drawn regarding the lifetime and longevity of the setup. This is still an important issue that requires further investigation.

4.2.3 Density scans

To investigate the dependence of the target density profile on input target parameters, the backing pressure of the gas jet and the vertical and horizontal positions of the blade were scanned, with three to five shots taken at each set of initial conditions. The gas pressure was varied between 50 bar and 100 bar; the blade was moved vertically between 2 mm and 16 mm below the laser axis and horizontally between 0 mm and 11 mm coverage of the gas jet. The data presented here constitutes a representative
sample of the scans taken. From them it is possible to identify representative trends, though they may not cover the entire parameter space explored in the experiment.

The measured density characteristics are plotted in figure 4.7. Figure 4.7(a) shows that changes in the backing pressure between 55 and 95 bar result in approximately linear variations of both the peak and plateau densities, maintaining a constant peak: plateau ratio of $2.4 \pm 0.3$. The correlation coefficient between peak and plateau densities is $r = 0.95$ for the pressure scan. In contrast, scanning the vertical blade position between 7 and 15 mm below the laser breaks the correlation between peak and plateau densities, as shown in figure 4.7(b). Increasing the distance between the blade and the laser axis (higher blade $y$) causes a decrease in the peak density with an anomalous result for the lowest blade position; this is likely due to the curvature of the shock and so will be disregarded when considering the trends here. The plateau density remains approximately constant. Therefore, the correlation coefficient between peak and plateau densities is $r = 0.38$ when the blade height is varied (disregarding the anomalous result). Changing the horizontal position of the blade has an erratic effect on the peak and plateau densities, as shown in figure 4.7(c). A negative correlation is observed for blade coverages under 3 mm, but this trend inverts for larger blade coverages. Changes in the plateau density due to blade position are a signature of an intercepting shock [153], which is consistent with the findings of section 4.2.2. These results suggest that correlated peak and plateau densities are indicative of a change in gas backing pressure, while a lack of correlation between the densities implies motion of the blade in the gas.

The position of the density down-ramp is found to be strongly affected by the position of the blade in the gas jet, as shown in the right panel of figure 4.7(b) and figure 4.7(c). The ramp position is most sensitive to longitudinal motion of the ramp, varying at a rate $(3.7 \pm 0.8) \text{ mm mm}^{-1}$. This control over the shock position is what enables the electron beam energy to be tuned [146, 149, 157], assuming the density profile is unperturbed after the shock. Figure 4.7(a) shows that the gas pressure has a weak effect on the ramp position, but still comparable to or larger than the shot-to-shot fluctuations for pressure variations of order 10 bar.

### 4.2.4 Shot-to-shot density fluctuations

The experiment produced data from numerous parameter scans with three to five repeats, which cover a broad range of potential targets for LWFA. From these, a measure of the shot-to-shot fluctuations of the density characteristics can be obtained by considering the repeat shots at the same nominal initial conditions to be a sample, and using
(a) Backing pressure scan. The laser axis was 18 mm above the nozzle and 6.5 mm above the blade; the blade coverage was 3.2 mm.

(b) Blade height scan. The laser axis was 18 mm above the nozzle and 6.5 mm above the blade; the blade coverage was 3.2 mm.

(c) Blade coverage scan. The backing pressure was 100 bar, the laser axis was 21 mm above the nozzle and 12 mm above the blade.

Figure 4.7: Each row shows the response of (left to right) plateau density, peak density, down-ramp position and acceleration length to changes in the target setup. Each point is the average of three to five shots and the error bars represent the shot to shot fluctuations ($\pm 1\sigma$) discussed in section 4.2.4.
many samples to estimate the true spread. The distribution of the density characteristics measured from repeat shots at the same nominal initial conditions have a spread characterised by the standard deviation $\sigma$. Due to the small number of repeats, $\sigma$ may not accurately represent the standard deviation of the parameters but it is an estimator of the fluctuations. $\sigma$ is made artificially large in order to make a conservative estimate of the distribution spread:

$$
\sigma = \sqrt{\frac{1}{n-1} \sum_{i=0}^{n} (X_i - \bar{x})^2},
$$

(4.3)

where

$$
\bar{x} = \frac{\sum_{i=0}^{n} X_i w_i}{\sum_{i=0}^{n} w_i},
$$

(4.4)

is the weighted mean, $n$ is the number of measurements and the weights $w$ are calculated as inversely proportional to the square of the measurement uncertainties.

Figure 4.8: Distribution of sample standard deviations for (a) plateau density, (b) peak density and (c) down-ramp position. The black line denotes the average of the distribution, which corresponds to the population standard deviation.

By measuring the standard deviation $\sigma_j$ for every set of shots $j$, it is possible to build a distribution of the measured fluctuations, as shown in figure 4.8. Here there are 145 samples from 628 shots taken over two days. The average of the set of standard deviations, $\langle \sigma \rangle$, is expected to accurately represent the spread of possible density values obtained with the same setup, which are taken to comprise the shot-to-shot fluctuations. This assumes that the fluctuations are independent of the absolute density values. Each measured standard deviation is weakly correlated with the mean for the plateau density ($r = 0.03$) and peak density ($r = 0.24$), suggesting that this assumption is valid for the range of density profiles used in the experiment.

Thus, the shot-to-shot fluctuations can be characterised by the spread $2\langle \sigma \rangle$, which
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represents 68% of the possible density values obtained. These are \(2\langle \sigma_n \rangle = 0.12 \times 10^{18} \text{ cm}^{-3}\) for the plateau density, \(2\langle \sigma_N \rangle = 0.34 \times 10^{18} \text{ cm}^{-3}\) for the peak density and \(2\langle \sigma_{z_r} \rangle = 260 \mu\text{m}\) for the ramp position.

Fluctuations in the peak density are 2.8 times higher than those in the plateau density because the plateau density is mainly affected by the backing pressure, whereas the peak density depends strongly on both the backing pressure and blade position. Fluctuations in the ramp position are \(\sim 260 \mu\text{m}\), which is small compared to the focusing geometry of the laser (Rayleigh range > 4.44 mm). Zhang et al. measured \(\sim 100 \mu\text{m}\) fluctuation of shock position experimentally [165]. While the experiment was not designed as a stability study, the data provides accurate estimates of the shot-to-shot target fluctuations that are relevant to a wide range of target profiles used in LWFA.

4.3 Shot-to-shot electron fluctuations

44 shots were taken at nominally identical initial conditions, at backing pressure 70 bar, blade coverage 0.5 mm and with the laser axis 13 mm above the blade and 18 mm above the gas nozzle. The distributions of the measured density parameters in this run are presented in figure 4.9. Their means and standard deviations are \(n = (0.86 \pm 0.07) \times 10^{18} \text{ cm}^{-3}\), \(N = (1.83 \pm 0.18) \times 10^{18} \text{ cm}^{-3}\) and \(z_r = (2.46 \pm 0.11) \text{ mm}\). The shot-to-shot fluctuations \(2\sigma\) of the peak density, plateau density and ramp position measured in this run are in agreement with those estimated in section 4.2.4, proving the validity of the method used. The peak and plateau densities were weakly correlated \((r = 0.3)\), suggesting that erratic blade motion was the dominant source of density fluctuations rather than any fluctuation in gas jet pressure, as identified in section 4.2.3. This suggests that the way in which the blade was mounted on the target (figure 4.2) was not sufficiently rigid. The long arm attaching the mount to the translation stages may not have been sufficiently robust to the \(\sim 100\) bar gas jets hitting the blade at its end.

Offline characterisation of the blade motion in this setup should inform future mount designs.

Automated edge detection was employed on the electron spectra in divergence-energy space to measure the maximum electron beam energy for every shot. The total charge was measured by integrating the signal in the electron spectrometer. The fluctuations of these parameters are presented in figure 4.10 as a function of the measured plateau density, and peak density and ramp position. Injection was observed in 42 out of 44 shots (95%).

The correlations with ramp position are weak and limited by the resolution of the
measurements. Figure 4.10(a)-(b) show that the maximum electron beam energy is strongly correlated with the peak density while the correlation with the measured plateau density is very weak. However, the plateau density is of known importance to the acceleration dynamics present in the experiment, as it determines the wakefield amplitude and therefore the accelerating fields, \( E_z \propto n_e^{1/2} \). The lack of correlation may be attributed to the small variations and non-uniformities in the plasma density profile after the ramp. The values of \( n \) presented constitute the average of the plateau region, but may not capture the full effect of the extended density profile on the acceleration dynamics. Non-uniform densities change \( \lambda_p \) erratically, leading to variations in the accelerating phase of the electrons. This has been shown to affect electron beam energy in self-injection [141]. The non-uniformities in the density profile were characterised as the RMS deviation of the retrieved profile to \( n \) in the plateau region and for this run were \((0.28 \pm 0.02) \times 10^{18} \text{ cm}^{-3}\). These correspond to 32% of the plateau density. No correlations were found between electron beam parameters and density non-uniformities, suggesting that their effect is nuanced and requires further investigation. The maximum electron energy is found to be \((860 \pm 150) \text{ MeV}\), where the uncertainty \( \sigma = 150 \text{ MeV} \approx 17\% \) is the standard deviation.

Figure 4.10(d)-(e) display a strong correlation between the total charge and the peak density, while the correlation with plateau density is weak. Thus, the injected charge is primarily set by the peak density. The injected charge observed in the experiment is \((6400 \pm 3000) \text{ arbitrary units}\). The 1\( \sigma \) variation of the injected charge observed is thus 45%. This low degree of stability is evident in the electron spectra, which varied between comprising single electron bunches, multiple bright bunches separated in energy, or an approximately constant charge density beam spreading over a wide energy range. Multiple electron bunches may be caused by injection in successive periods of the
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Figure 4.10: Experimental data from 50 shots at the same nominal initial conditions. Correlations of maximum electron beam energy with (a) plateau density, (b) peak density and (c) ramp position. (d)-(f) show correlations of the injected charge with the density parameters in (a)-(c). The labels denote the Pearson’s correlation coefficient.

wakefield [102], while a dark current likely comprises electron injection after the ramp, suggesting that the experimental conditions are close to the self-injection threshold. Laser evolution in the ∼ 20 mm long plasma can cause a decrease of the wakefield phase velocity, thereby relaxing the injection threshold in the acceleration region [99]. Moreover, small-scale density ripples with $\Delta n_e/\lambda_p > 0.4\%$ can stimulate self-injection [166], leading to many uncontrolled separate injection events in gas jet targets with random inhomogeneities [167]. Note that the charge is calculated as $\int_{300\text{MeV}}^{2.5\text{GeV}} N_e \, dE$, meaning that the low energy electrons are disregarded from the calculation and the charge is underestimated. Due to the varying structure of the electron spectra, instances of continuous injection are likely more underestimated than electron beams with peaked spectra. These differences may worsen the measured charge correlations.
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4.4 Simulations of LWFA stability

PIC simulations were performed to examine the effect of shot-to-shot fluctuations on LWFA, with a focus on density transition injection. These simulations are not meant to model the full experimental results, but to allow estimates of the fluctuations of charge and energy to be investigated. The 2D simulations were run in a window of size $64 \mu m \times 112 \mu m$ in the laser propagation and transverse directions, respectively, which moved along the laser direction at the linear group velocity as calculated for the plateau density when the laser reached $2/3$ of the window. The spatial resolution was 60 cells per wavelength in the longitudinal direction and 20 cells per wavelength in the transverse direction (following section 3.6.1) and 8 electrons per cell were used. The laser pulse was polarised out of the plane of the window. The laser pulse was modelled as a Gaussian with a duration of 50 fs, focused to a $46 \mu m$ diameter focal spot and a peak intensity $I_0 = 1.97 \times 10^{19}$ W cm$^{-2}$.

Figure 4.11 shows the plasma density profile used to simulate density transition injection. The target comprised a pre-ionised plasma with a $360 \mu m$ rising edge from vacuum up to a peak density $N$. This was followed by a tanh $((z - z_r)/r)$ down-ramp with characteristic length $r = 20 \mu m$ onto a plateau region at density $n$ up to a total propagation distance of 1.2 mm. The functional form of the ramp was chosen arbitrarily as a smooth transition between two densities. $r$ corresponds to a density transition length $\approx 80 \mu m$, which is in the gentle regime for the plasma wavelength $\lambda_p \approx 25 \mu m$. The simulations are limited to 1.2 mm propagation compared to $>15$ mm in the experiment in order to limit computational costs while still capturing the important injection dynamics. The time evolution of the electrons suggests that these short simulations sufficiently capture the effect of density fluctuations on the acceleration before approaching the dephasing limit.

A baseline simulation (denoted by subscript 0) comprised the basis for comparison of the effect of laser and density fluctuations. The baseline peak density is $N_0 = 2.82 \times 10^{18}$ cm$^{-3}$, the baseline plateau density is $n_0 = 1.2 \times 10^{18}$ cm$^{-3}$ ($N_0/n_0 = k_0 = 2.35$) and the vacuum laser focus is set to the middle of the down-ramp, $z_l = z_{r0} = 400 \mu m$. $n_0$ represents the average plateau density used in the experiment. Simulations performed with no down-ramp at plateau densities $n_0$ and $N_0$ show that a non-linear wakefield is produced but no self-injection occurs in the first wakefield period.

Three sets of simulations were run, based on the experimentally measured trends of density characteristics with target inputs, each of which isolated one kind of density fluctuation. Simulation set I varied the peak density only, $n = n_0$; simulation set II varied the plateau and peak densities at a constant ratio, $N/n = k_0$; simulation set III...
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varied the laser focus $z_l$ relative to the position of the ramp. Based on the findings of section 4.2.3, simulation set II represent fluctuations of the backing pressure, while simulation sets I and III represent independent effects of blade position fluctuations. Within each set, four simulations were run at $\pm 1\sigma$ and $\pm 2\sigma$ away from the baseline relevant density parameter, where $2\sigma$ represent the experimental shot-to-shot fluctuations measured in section 4.2.4. In addition, a set of simulations was run to study the effect of laser energy fluctuations for reference. The deviations of injected charge from the baseline, $\Delta Q$, and the deviations of maximum electron energy from the baseline, $\Delta (E_{\text{max}})$, are calculated at the end of the simulation (4 ps) and given as a percentage of the baseline quantity. Only the electrons in the first wakefield period are considered. The electron energy is calculated from the relativistic longitudinal momentum of the electrons only, neglecting transverse motion. The energy spectra depict a sharp cut-off in a log-scale at both high and low energies. The high-energy cut-off $E_{\text{max}}$ was identified by fitting the distribution function in energy to a tanh $\left( (E - E_{\text{max}})/w_E \right)$ function, with the length scale of the step $w_E$ taken as the measurement uncertainty. The simulations show that injection occurs only at the ramp.

Supplementary simulations were also run without the density down-ramp, to compare the shot-to-shot fluctuations that would arise when relying on self-injection. For these, the plasma density profile comprised a similar rising edge from vacuum to a constant density $n_p$ up to a total simulation length of 1.2 mm. The baseline density was $n_p = 4 \times 10^{18} \text{ cm}^{-3}$, and this was varied consistently with simulation set II. $n_p$ is significantly higher than the densities used in the experiment, which were comparable for both plateau and tailored targets. This is because the simulation only takes into account the first two periods of the wakefield, while injection becomes more likely at further periods due to the increased wavefront curvature. In addition, the longer interaction lengths in the experiment allow for sufficient laser evolution to drive injection [99]. Thus, the higher density in the plateau simulation is used in order to observe injection within a short propagation distance, while maintaining the same intensity as for the simulations with a tailored density profile for comparison. The results are presented throughout but discussed in section 4.4.5.

4.4.1 Baseline simulation

The density profile used for the baseline simulation is shown in figure 4.11, along with the evolution of the energy distribution of the injected electrons. The laser drives a non-linear wakefield and the bubble elongates from 24 $\mu$m at the peak density to 37 $\mu$m at the bottom of the ramp. The phase velocity decrease associated with this elongation causes
electrons to inject in the region where $v_e > v_p$. At the time of injection, the electrons that inject are located at the back of the bubble, at a position $\zeta = -\lambda_p(z)$ behind the laser, where the plasma wavelength $\lambda_p \sim n_e^{-1/2}$ varies in $z$ in the density ramp. Therefore, electrons injected earlier in time are positioned closer to the laser pulse, while those injected later are located farther behind. This results in an electron bunch spanning approximately 15 $\mu$m in the wakefield, which corresponds to a bunch duration of around 50 fs. The spatial extent of the electron beam can be seen in figure 4.12, which shows the electron $z - p_z$ distribution as a colour map. No injection is observed in the first wakefield period after the density down-ramp. The injected electrons are accelerated to energies between 23 MeV and 68 MeV after 1.2 mm of laser propagation. The energy spread of the bunch increases over time due to the quick acceleration of the leading electrons.

Figure 4.12 also shows the longitudinal electric field of the wakefield in the final timestep of the simulation, compared to the unloaded field depicted by the dashed line, which was obtained from a simulation with no density down-ramp at the same plateau density. The strengthening of the wakefield amplitude (evident around 1.185 mm) compared to the unloaded case can be attributed to the stronger laser evolution in the high density region at the beginning of the target. The presence of electrons between 1.14 $\mu$m and 1.17 $\mu$m disturbs the wakefield structure, due to the beam loading caused by the space charge of the injected bunch and the wake the bunch generates out of phase with.
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Figure 4.12: Accelerating field after 4 ps. The dashed line shows the unloaded wakefield, obtained from a simulation at $n_0$ without a density down-ramp. The electron distribution in $z - p_z$ space is overlaid in the colour map.

the laser-driven field. This causes a 6 µm elongation of the bubble, with the rear fields significantly suppressed compared to the unloaded case.

Figure 4.13 depicts the evolution of the laser intensity, $a_0$, pulse spot size and average wavevector. The latter was measured by averaging the FFT of the laser electric field, while the former were determined by removing the rapid oscillations from the electric field and measuring the peak and FWHM in the transverse direction. Self-focusing causes the laser width to decrease beyond the expected spot size at the vacuum focus of 400 µm, reaching 23 µm at the end of the simulation. This self-focusing is associated with an increase in laser intensity of up to $3.1 \times 10^{19}$ W cm$^{-2}$ at the end of the simulation, which is 1.55 times larger than the vacuum result. The evolution of the laser wavevector shows a steady redshift of the laser, which indicates energy being transferred to the wakefield. The laser evolution within the ramp is found to be slow relative to the effect of the density gradient, meaning that the effect of pulse evolution on the wakefield phase velocity can be neglected in the ramp.

A simulation using neutral helium as the target was run to simulate the effect of ionisation. This simulation resulted in identical wakefield generation, injection and acceleration dynamics. The maximum electron energies agreed within the uncertainties with those in the simulation using a pre-ionised plasma; the injected charge differed by under 0.8%. This justifies the use of a pre-ionised plasma for the sensitivity study.
4.4.2 Sensitivity to laser fluctuations

A series of simulations were run with the laser energy varying by ±5% and 10% relative to the baseline simulation with $E_L = 8.3$ J. These variations are comparable to the experimental laser fluctuations ±7.5%. The pulse duration and vacuum spot size were kept constant, such that these variations correspond to a vacuum intensity range between $I = 1.8 \times 10^{18}$ W cm$^{-2}$ and $2.2 \times 10^{18}$ W cm$^{-2}$. The measured laser intensities throughout the simulations with a density ramp are shown in figure 4.14; the evolution of the pulse width and average wavevector remained identical in all simulations. The evolution of the intensity remains similar up to approximately 0.8 mm into the plasma, after which the different rates of pulse conditioning drive deviations larger than the input 5% and 10% as seen in figure 4.14(b). The resulting electron beam deviations are shown as the orange triangles in figure 4.15.

Figure 4.15(a) shows that increasing the laser energy results in an increased injected charge. As the density profile of the target remains constant, the reduction of the phase velocity due to bubble expansion in the ramp is the same for all simulations; a 10% intensity variation causes a $<1$ µm change in the non-linear plasma wavelength, which is neglected. However, the varying $a_0$ represents a change in the maximum velocity reached by the electrons during their wakefield oscillations. This means that more electrons satisfy the injection condition, $v_e > v_p$, at higher laser intensities, leading to the observed increase in injected charge. This is investigated further in section 4.6.4. Within the density down-ramp, the baseline laser intensity reaches $2.08 \times 10^{18}$ W cm$^{-2}$
and varies by $-9.93\%$, $-4.96\%$, $4.96\%$ and $9.90\%$ for increasing laser energy. These represent $a_0$ of 2.94, 3.02, 3.10, 3.17, and 3.25. Previous numerical studies of laser energy effects on density transition injection reported the bunch charge to increase from 10 pC to 60 pC to 130 pC when $a_0$ increased from 2.16 to 2.50 to 2.79 in a 50 µm ramp with $N/n = 1.7$ [156]. The improved stability presented here may be attributed to the lower plasma density, smoother density profile and larger spot size which combine to yield a slower laser evolution.

The injected electrons are accelerated to higher energies by higher-energy lasers, as shown in figure 4.15(b). In the bubble regime, the accelerating field of a laser-driven
wakefield varies with laser intensity as $E_z \sim \sqrt{a_0}$. The evolution of the laser wavevector is indistinguishable, so the variation of $a_0$ is dominated by the intensity variations. This trend would correspond to variations in the accelerating fields of $\pm 3\%$ and $\pm 2\%$. However, the laser energy fluctuations of $5\%$ and $10\%$ result in very small variations of the maximum electron energy of $< 1\%$ after $1.2\text{mm}$. This is likely due to beam-loading by a higher injected charge with higher laser energies. Previous studies reported a negative trend of mean electron beam energy with laser energy [156] due to the beam-loading effect. As the injected charge deviations are smaller here, beam-loading does not fully compensate for the increase in the strength of the laser-driven wakefield, so a weak positive trend remains.

Summary

- The effect of laser energy fluctuations on electron beam energy and charge provides a reference to which the effect of density fluctuations can be compared.
- $2\sigma$ laser energy fluctuations produce fractional charge deviations of similar level.
- The effect on maximum energy is sub-$1\%$.

4.4.3 Sensitivity to absolute density fluctuations

Two types of absolute density fluctuations of the tailored density profile are investigated: independent variations of the peak density at a constant plateau density and coupled variations of peak and plateau densities.

Peak density fluctuations

The density profiles used for simulation set I are shown in figure 4.16(a). The peak density variations correspond to peak:plateau ratios of 2.07, 2.21, 2.35, 2.49 and 2.63. The injection dynamics in these simulations can be understood through the relaxation of the phase velocity of the wakefield. Thus the evolution of $v_p$ at the back of the bubble, $\zeta = -\lambda_p$, is plotted in figure 4.16(b) for the simulated density ramps, based on the analytic expression (2.100). The effect of the laser evolution on $v_p$ is neglected as mentioned in section 4.4.1. The charge and maximum energy deviations from the baseline caused by these density fluctuations are summarised in figure 4.17 as the blue circles.

In figure 4.17(a), the injected charge is observed to increase with an increase in peak density, indicating that the number of electrons available in the injection region affects
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Figure 4.16: Simulations with peak density varying at a constant plateau density. (a) Simulated density profiles in the vicinity of the down-ramp. (b) Analytic evolution of the wakefield phase velocity at the back of the bubble.

The injected charge. This is in line with previous studies [155–157]. An additional effect drives further differences in the injection dynamics in these simulations. The electron velocities are similar, as the laser intensities and wavevectors are constant to within < 1% in the ramp. However, the wakefield phase velocity varies as shown in figure 4.16(b), because steeper ramps necessitate a faster rate of phase velocity decrease to accommodate a larger change in plasma wavelength over the same distance. This means that the injection region, where \( v_p < v_e \), is larger for steeper ramps. This compounds with the lower minimum \( v_p \) reached for higher peak densities to drive the observed charge fluctuations. The combination of these effects results in the non-linear trend of injected charge with peak density: the deviations are measured to be +6% when increasing the peak density but 2σ but −8% when decreasing it by the same factor.

The maximum electron beam energy is observed to decrease with increasing peak density in figure 4.17(b). While the accelerating fields should be constant at constant plateau density, beam-loading may partially explain the variation. However, the phase at which electrons are injected also plays a significant role. Due to the extended injection region at higher peak densities, injection begins earlier, leading to electrons located at an advanced phase \( \psi \) in the wake, but also terminates later, resulting in a more elongated bunch in the longitudinal direction, as evidenced in the beam-loaded fields in figure 4.18.

Figure 4.18(a) depicts the accelerating fields after 4 ps. The local maximum \(-E_z\) in the inset coincides with the position of the leading high energy electrons, denoted by the triangles. This shows their separation in \( \zeta \propto \psi \) as a result of the varying injection dynamics with peak density. The accelerating fields behind this point are suppressed
Figure 4.17: Results from the simulations of absolute density fluctuations in a tailored plasma target after 4 ps. Deviations of (a) injected charge and (b) maximum electron energy. The blue circles correspond to variations of the peak density at a constant plateau density, while the red triangles correspond to coupled variations of the peak and plateau densities at a constant ratio.

by beam-loading. The leading electrons from higher density simulations witness lower accelerating fields than those from lower density simulations. This is because of the advanced phase of electrons injected from higher peak density targets, which is associated with a lower accelerating field from the laser-driven wakefield. This is illustrated schematically in figure 4.19. After 4 ps, the leading electrons are located at phase positions $\psi = -3.87$ rad, $-3.74$ rad, $-3.60$ rad, $-3.51$ rad and $-3.40$ rad for increasing peak densities, where the plasma wavelength $\lambda_p = 37 \mu$m at $n = 1.2 \times 10^{18} \text{cm}^{-3}$. This positional effect compounds with beam-loading, which is more significant for the higher charge injected with higher peak densities. Beam-loading modifies the electric field at the back of the electron bunch, causing the effective plasma wavelength to appear longer for higher densities. This is due to the trailing electrons being advanced in $\zeta$ at lower densities, as a result of the shorter injection at lower $N$.

The electron energies at a given propagation distance $z$ are determined by the work done per unit charge, $W_e = e \int_{z_{inj}}^{z} -E_z \ dt'$, where $z_{inj}$ is the injection location. The deviation of this quantity from the baseline is plotted in figure 4.18(b) for the $\zeta$ of the leading electrons, neglecting differences in $z_{inj}$. Quantitative agreement is found between the deviations of $W_e$ and $\Delta(E_{\text{max}})$ after 4 ps, which reach 15% for $2\sigma$ density fluctuations. The results are consistent with previous studies [155] which report a 14% decrease in mean electron beam energy when the transition height is increased by 15%. The variations in the mean energy of the electron beam have been reported to become
Figure 4.18: (a) Accelerating fields for simulations varying only the peak density after 4 ps. The inset shows the vicinity of the leading high energy electrons, whose position is shown by the triangles. (b) Deviations in the spatially integrated accelerating fields witnessed by the leading electrons.

Figure 4.19: Schematic diagram showing the different injection position of electrons in a density ramp with higher (black) and lower (grey) peak densities. (a) Electron density distribution at different densities. (b) Unloaded electric field (blue) in the plateau region.

non-linear with larger changes in peak density [157].

**Coupled plateau and peak density fluctuations**

The density profiles used for simulation set II are shown in figure 4.20 along with the resulting wakefield phase velocity at $\zeta = \lambda_p$. The plateau density was varied according to $\sigma_n$, with the peak density following $N/n = 2.35$. These correspond to smaller peak density fluctuations than for simulation set I, $\Delta N = 0.82\sigma_N$. The electron beam deviations caused by these density fluctuations are summarised as the red triangles in figure 4.17.

Figure 4.17(a) shows an increase in injected charge at higher densities, though the
deviations from the baseline are two times smaller than those obtained when varying the peak density only. In contrast to the case with constant plateau density, these ramps have a constant $n_e^{-1}dn_e/dz$, which results in an identical $v_{ph}(z)$ at $\zeta = -\lambda_p$ as depicted in figure 4.20(b). Thus, the injection region is constant, and variations in injected charge are solely caused by the increased availability of particles at higher density.

Figure 4.21(a) shows the accelerating fields in these simulations after 4ps. The leading high energy electrons, shown by the triangles, have a density-dependent $\zeta$. This is because, while injection occurs at a constant $z_{inj}$ in all density profiles, it takes place at the the back of the bubble, $\zeta = -\lambda_p$, and the plasma wavelength is density dependent. This means the injection time is different. In these density profiles, the similar evolution of the wake phase in the ramp ensures a constant duration electron bunch. This causes the $\zeta$ of the trailing electrons to have a similar spacing to those of the leading electrons for the different simulations, leading to the effective plasma wavelength being shorter at higher densities.

Coupled variations of peak and plateau densities result in an increasing trend of maximum electron beam energy with density, with $2\sigma$ density fluctuations causing $< 5\%$ deviations in $E_{max}$. As the plateau density is changed in proportion to the peak density, the acceleration dynamics also vary in these simulations. The variations in plateau density after injection are associated with changes to both the accelerating field strengths and the plasma wavelength in the acceleration region. The positive correlation of energy with density is consistent with the increased electric fields, $E_z \propto \sqrt{n_e}$, of the laser-driven wakefield. However, figure 4.21(a) presents consistent accelerating fields for the leading electrons. This is because of the different spatial position and phase of these electrons,
which compensates for the change in wakefield amplitude. The result is more stable electron energies than obtained from peak density fluctuations independent of the plateau. Figure 4.21(b) presents the deviation of $W_e$ throughout the simulation. The deviations of this quantity agree with the measured fluctuations of maximum electron energy after 4 ps, which reach 4% and $-3\%$ for $-2\sigma$ and $2\sigma$ density variations, respectively.

The results show that the electron charge and maximum energy are very sensitive to variations in $n_e^{-1}dn_e/dz$, which cause changes in the injection dynamics. These variations are found to occur when the peak and plateau densities are changed independently, as would be caused by fluctuations of the blade position in the gas target. In contrast, fluctuations of the target backing pressure have a smaller impact on the electron fluctuations, as they keep the down-ramp, and therefore the injection dynamics, consistent.

Summary

- The injected charge is determined by the availability of electrons in the injection region; i.e. it depends on peak density.

- The injected charge also depends on the ratio of ramp steepness to local density, which is constant for coupled fluctuations of peak and plateau density. Therefore, the charge deviations are larger for fluctuations of peak density only.

- When only the peak density varies, the maximum electron beam energy is negatively correlated with peak density. This is because the injection position varies,
meaning that electrons end up in different phases of the wakefield, thereby wit-
tnessing different accelerating fields.

- When both the peak and plateau densities vary, the difference in electron injec-
tion position is compensated by a variation in plasma wavelength and wakefield
amplitude in the plateau region. As a result, the accelerating fields are similar in
all targets and the energy fluctuations are reduced.

- This suggests that fluctuations of the peak density independent of the plateau
dominate the electron beam energy and charge fluctuations.

4.4.4 Sensitivity to longitudinal target fluctuations

Variations of the down-ramp position were simulated by moving the vacuum laser focus
relative to the middle of the ramp as depicted in figure 4.22(a) for simulation set III.
This enabled a study of the injection dynamics independent of the acceleration dynam-
ics which would be dominated by the change in acceleration length. These variations
are an order of magnitude smaller than the focusing geometry of the laser (Rayleigh
range $z_r > 4.44$ mm) but represent different laser diameters at the beginning of the sim-
ulation. The laser widths at $z = 0$ are $32.6 \mu$m, $32.8 \mu$m, $33.1 \mu$m, $33.5 \mu$m and $34.1 \mu$m
which correspond to $-1.5\%$, $-0.9\%$, $1.2\%$ and $3.0\%$ variations from the baseline. The
resulting injected charge and maximum electron beam energy deviations from the base-
line simulation are shown in figure 4.23. $\Delta z_l = -\Delta z_r$ is defined here, such that motion
of the ramp farther along the gas is equivalent to the laser focusing earlier.

Figure 4.22: (a) Density profiles used for simulations III; the dashed lines show the
position of vacuum laser focus. (b) Evolution of the laser intensity; the insets show the
results within the density down-ramp.
Figure 4.23: Results from the simulations of longitudinal target fluctuations in a tailored plasma target. Deviations of (a) injected charge and (b) maximum electron beam energy. The pink squares correspond to variations of the vacuum laser focus after 4 ps, while the green diamonds correspond to acceleration length variations at the end of the simulation.

The injected charge is observed to decrease when the ramp is positioned before the vacuum laser focus. The evolution of the laser wavelength throughout the interaction is indistinguishable for simulations with different laser focus positions (deviations < 0.002% throughout). This implies that the laser energy loss to the wakefield is comparable. However, the evolution of laser intensity does vary more significantly, as a result of the different rates of self-focusing and self-compression for different initial laser spot sizes. This is depicted in figure 4.22(b), which shows that the intensity in the ramp deviates by −4% and −2% from the baseline when the laser is set to focus 260 µm and 130 µm after the ramp, respectively. In contrast, setting the laser to focus before the ramp causes a 1% deviation in laser intensity, which is very weakly dependent on the magnitude of the translation between 130 µm and 260 µm. The laser intensity determines the electron velocities reached during oscillation in the wakefield, thereby influencing the number of particles with $v_e > v_p$ that can inject. The observed charge deviations directly match the measured intensity variations in the ramp, suggesting a linear dependence of injected charge to local laser intensity despite the complex dynamics involved.

Variations of the ramp position relative to the vacuum laser focus result in fluctuations of the maximum electron beam energy of $\lesssim 2\%$. The energy is observed to increase as the vacuum laser focus is moved before the ramp. This suggests that the increased laser-plasma coupling early in the interaction taking place for $\Delta z_l < 0$ dominates the initial acceleration dynamics simulated. However, the reversal of the laser
intensity towards the end of the simulation indicates that the dynamics may complicate with longer propagation lengths. The accelerating fields at the end of the simulations are similar and show no identifiable trends with $z_l$.

The effect of laser focus position on density transition injection has been studied using a gas jet injector coupled to a capillary-discharge waveguide accelerator [146]. While this study suggests that precise matching of laser evolution to down-ramp position is important in order to optimise the electron beams obtained, the energy was reported to vary by 14% for 2 mm changes in the focus position. This is consistent with the simulation results, assuming a linear trend of $\Delta(E_{\text{max}})$ to $\Delta z$.

The results suggest that focusing the laser before the density transition is beneficial in terms of shot-to-shot charge stability, since the nonlinear dynamics will compensate an initial difference in intensity. Focusing on the other side does not have a similar compensating effect due to the decreased laser-plasma coupling.

Summary

- The variations in injected charge are correlated with deviations in laser intensity at the ramp position.
- The injected charge presents sub-percent deviations when the vacuum focus is set up to 520 $\mu$m before the down-ramp.
- The electron beam energy deviations reach 2% for 2\(\sigma\) longitudinal fluctuations.

4.4.5 Simulations without a ramp

The baseline plateau simulation used a higher plasma density $n_p = 4 \times 10^{18}$ cm$^{-3}$. Injection occurs in the second period of the wakefield 0.8 mm into the plasma. The injection is observed to be transverse with the electrons undergoing substantial betatron oscillations. The total injected charge is approximately 1.3 times larger than in simulations with a tailored density profile, despite the 3.3 times higher densities. This demonstrates the lower injection efficiency when relying on self-injection. The electrons reach a maximum energy $\sim 75$ MeV. The electron energy spectrum is smooth, which represents a gradual injection process. This causes large uncertainties in the measurements of maximum electron beam energy. In contrast, the sharp cut-off in the electron spectra obtained with the density ramp is indicative of a threshold process. Self-injection in this type of target is expected to depend on the length of the plasma channel due to the cumulative laser evolution during propagation. Thus, the results presented here, after 1.2 mm, represent a lower bound to the deviation of injected charge in a longer target.
Laser energy fluctuations

Variations of the laser energy from the baseline cause the deviations in electron beam parameters shown in black in figure 4.15. An increase in laser energy is associated with an increase in the injected charge, similarly to the case with the density ramp. However, the laser energy variations result in three times larger (fractional) charge fluctuations when self-injection is employed. In these simulations, the laser intensity at the injection point $z_{\text{inj}} = 0.8 \text{ mm}$ varies by $-9.54\%$, $-4.73\%$, $4.69\%$ and $9.31\%$ from the baseline of $3.65 \times 10^{18} \text{ W cm}^{-2}$. These intensity variations are comparable to those in the tailored density profile at lower densities, but drive much larger fluctuations. This demonstrates the increased sensitivity of self-injection to laser fluctuations.

The increasing trend of maximum electron beam energy with laser energy is consistent with the increased pulse conditioning which drives stronger wakefields when the laser intensity is higher. While the fluctuations in electron beam energy are five times larger than those measured in simulations with a tailored target, this may be attributed to the higher densities required here, which result in higher acceleration gradients. Thus, these results may not be applicable to the longer targets used in the experiment, in which self-injection is observed at lower densities.

Plateau density fluctuations

The density was varied from the baseline $4 \times 10^{18} \text{ cm}^{-3}$ according to $\sigma_n = 0.06 \times 10^{18} \text{ cm}^{-3}$. These fluctuations represent a 3.3 times smaller fraction of the baseline than in the simulations with a tailored target. The resulting effects on the injected charge and maximum electron beam energy are shown as the black crosses in figure 4.17.

The injected charge is observed to increase with density due to the increased availability of particles. The charge deviations from the baseline are found to be larger than those obtained using a tailored density profile for density variations of the same magnitude. This evidences the sensitivity of self-injection to target conditions.

The maximum electron beam energy is observed to vary erratically with plasma density. $2\sigma$ fluctuations lead to energy deviations from the baseline that are of the same sign as the density change, which is consistent with the higher accelerating fields achieved at higher densities. However, $1\sigma$ fluctuations lead to energy deviations of opposite sign to the density change, which may be attributed to beam-loading or the positional effect discussed in section 4.4.3. These inconsistent results may arise from the random seed that initialises the particles in EPOCH simulations. The sensitivity of the results to this initialisation is further evidence for the lack of stability obtained without plasma density tailoring.
4.5 Discussion

Table 4.1 presents a summary of the fluctuations of electron beam parameters in a target with a tailored density profile as found in the simulations. Note that the values are measured at the same position, not at the dephasing length for each simulation. This was done in order to replicate the effect of the density fluctuations: these would not change the interaction length, which would be set in the experiment for optimum performance at the nominal conditions.

<table>
<thead>
<tr>
<th>Fluctuating parameter</th>
<th>$\Delta Q$ (%)</th>
<th>$\Delta(E_{\text{max}})$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$-2\sigma$</td>
<td>$+2\sigma$</td>
</tr>
<tr>
<td>Laser energy</td>
<td>−11.7</td>
<td>+10.3</td>
</tr>
<tr>
<td>Peak density</td>
<td>−8.7</td>
<td>+6.2</td>
</tr>
<tr>
<td>Plateau and peak densities</td>
<td>−4.2</td>
<td>+2.4</td>
</tr>
<tr>
<td>Down-ramp position</td>
<td>−3.4</td>
<td>+0.6</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of electron beam fluctuations after 4 ps driven by laser and target fluctuations in a tailored density target.

Fluctuations of laser energy cause the largest differences in the injected charge, while having the lowest impact on the maximum electron beam energy.

Out of the target fluctuations, changes in the peak density independent of the plateau density dominate the variations of both the injected charge and maximum electron beam energy. The dependence of electron beam charge to density found in the simulations agrees with the experimental results of section 4.3, which reveal a strong correlation with peak density and weak correlation with plateau density. The experimental result that the charge is primarily set by the peak density is consistent with the findings that the injection dynamics are very sensitive to the profile of the density down-ramp. Note that while the simulations use a gentle density ramp, the dependence of charge on peak density is also expected for a sharp density transition. In this regime, the injected electrons originate in the high density region [104,105] and the sudden increase in plasma wavelength means injection is approximated as occurring at a single point. Thus the charge is expected to be linear with peak density. This means that the effect of ramp length fluctuations in the experiment may be hidden in the correlation with peak density. This is explored further in section 4.6.

The experimental results show no correlation of maximum electron beam energy with plateau density, while the increasing trend with peak density contradicts the findings of the simulations. Due to the short propagation length in the simulations, which mainly captured the injection dynamics, the acceleration dynamics beyond 1.2 mm (reaching >
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15 mm in the experiment) are not properly reproduced, and therefore disagreement with the experimental electron beam energy measurements is unsurprising. These dynamics are sensitive to the non-linear laser evolution in the plasma channel, as well as the non-uniformities observed in the plasma density profile after the ramp.

Maier et al. tested the quality of their data by performing a first-order parametrisation of the electron energy [30]. Their method is followed here to compare the measured and simulated fluctuations. Assuming that the electron beam energy and charge are described by the laser energy, peak density, plateau density and focus shift, the fluctuations in electron beam parameters can be approximated as

\[ \Delta Q \approx \frac{\partial Q}{\partial n} \Delta n + \frac{\partial Q}{\partial N} \Delta N + \frac{\partial Q}{\partial z_l} \Delta z_l + \frac{\partial Q}{\partial E_l} \Delta E_l, \]  

(4.5)

\[ \Delta E_{\text{max}} \approx \frac{\partial E}{\partial n} \Delta n + \frac{\partial E}{\partial N} \Delta N + \frac{\partial E}{\partial z_l} \Delta z_l + \frac{\partial E_{\text{max}}}{\partial E_l} \Delta E_l. \]  

(4.6)

By estimating the partial derivatives from linear fits to the simulation results, this gives \( \Delta Q = 24\% \) (13\% without \( E_l \) contribution) and \( \Delta E_{\text{max}} = 8\% \) for 1\( \sigma \) input fluctuations. These calculations assume the density fluctuations to be consistent (i.e. \( \Delta N > 0 \) and \( \delta n > 0 \)), while the remaining input variations compound.

The variation of the injected charge observed in the experiment is \( > 40\% \) at 1\( \sigma \), while that of maximum energy is 18\%. These fluctuations are significantly larger than those predicted by the simulations.

The simulations used the shot-to-shot fluctuations of density parameters calculated in section 4.2.4, which considered the spread of values for different shots from the mean of the sample. This assumes that the value is known for every shot; however, there is an uncertainty in this value that is disregarded in calculations of the standard deviations. Figure 4.4 depicts the uncertainty on the density profile for a single shot. The uncertainty on \( n_e \) is determined by a combination of the noise in the interferometry data, \( \sim 6\% \), and the \( z \)-dependent error on the Abel inversion (section 3.3.3). Averaging over \( z \), these give a total uncertainty \( \epsilon_i \sim 10\% \) for a single shot \( i \). As the measurement uncertainties are similar to the spread of the values, the standard deviations calculated in section 4.2.4 may be underestimated. This can be quantified by assuming that a measurement is given by \( X_i + Y_i \), where \( Y_i \) is a random variable from a distribution with standard deviation \( \sigma_y = \epsilon_i \). Then, the standard deviation of the sample is \( \sigma = \sqrt{\sigma_x^2 + \sigma_y^2} \), where \( \sigma_x \) is the standard deviation of the mean of the sample as calculated in section 4.2.4. Assuming \( \sigma_x = \sigma_y \) on average, this results in \( \sigma = \sqrt{2}\sigma_x \); i.e. the fluctuations are underestimated by around 40\%. The simulations of \( \pm 2\sigma \) should suffice.
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to account for this underestimation.

The difference between the measured and predicted fluctuations suggests that the charge and maximum energy of the electron beam depend on additional parameters. Maier et al. found that the laser direction caused a significant fraction of the electron energy jitter when using ionisation injection [30]. With density transition injection, the laser pointing relative to the angle of the shock has been shown to be important in determining electron beam parameters due to refraction of the laser in a tilted shock [150]. In addition, a change in ramp length of order 10 µm, which is likely correlated with the peak density [153], is known to strongly affect the injected charge [154, 155]. Sensitivity studies of density transition injection to ramp length and angle variations would provide insights to further improve the stability of accelerated electrons. These would require the use of a high magnification interferometry diagnostic in experiment to obtain accurate measurements of the down-ramp.

4.6 Density transition lengths

While the gentle $L \gg \lambda_p$ and sharp $L \lesssim \lambda_p$ density transitions are fundamentally different regimes, as discussed in section 2.6.2, the lack of spatial resolution of the on-shot measured density profiles of centimetre-scale LWFA targets makes it difficult to identify the applicable regime. The thickness of a bow shock is of the order of the molecular mean free path, which is 1.7 µm for helium at $1 \times 10^{18}$ cm$^{-3}$ [101]. This is extended depending on the Mach number of the flow [168], to around 3.6 µm for the nozzle used in the experiment [159]. In contrast, FLASH simulations and high magnification shadowgraphy measurements of a blade-produced shock similar to that used in the experiment provide estimates of the ramp scale length of 50 µm to 60 µm [159]. This suggests the development of an intercepting shock instead [153]. The broad scans of blade position may even span the two regimes.

Further 2D simulations were performed to gain insights into the injection dynamics in ramps with different lengths. The target comprised a pre-ionised plasma peaking at a density $N_0 = 2.82 \times 10^{18}$ cm$^{-3}$ at $z = 0.36$ mm followed by a tanh ($z/r$) down-ramp onto a plateau region at density $n_0 = 1.2 \times 10^{18}$ cm$^{-3}$, similar to the baseline simulation in section 4.4.1. The length scale of the down-ramp was varied so that $r = 0.2$ µm, 1 µm, 4 µm, 10 µm, 20 µm, 40 µm and 80 µm, ranging from the sharp to the gentle transition regime, as shown in figure 4.24. Note that $r$ represents around 1/4 of the total effective length scale from $N$ to $n$. All other simulation parameters were the same as in section 4.4. The vacuum laser focus was set to the middle of the down-ramp, which was different
for every ramp. An additional set of simulations with the vacuum laser focus set to the position of peak density, \( f = 0.36 \text{ mm} \), was performed and compared to those with changing focus. The results were almost indistinguishable for \( r \leq 20 \mu \text{m} \) and presented < 4% differences for \( r > 20 \mu \text{m} \), revealing that the injection and acceleration dynamics are dominated by the density structure and not by variations in laser evolution. The analysis was restricted to the first period of the wakefield, and injection in this region was observed for all ramp lengths studied.

Figure 4.24: (a) Density profiles used for the simulations to study ramp length variations. (b) Analytic evolution of the wakefield phase velocity at the back of the bubble; the superluminal velocities reached in the rising edge are not shown.

The injected charge and maximum electron beam energies for the different simulations are presented in figure 4.25. The simulated plasma conditions form a wakefield with \( \lambda_p = 30 \mu \text{m} \). Therefore, ramps with \( r = 0.2 \mu \text{m}, 1 \mu \text{m}, 4 \mu \text{m} \), and \( 10 \mu \text{m} \) correspond to the sharp regime. This regime change is evident in figure 4.25(a), where results for \( r \leq 10 \mu \text{m} \) follow different trends, suggesting that the injection mechanisms are fundamentally different in gentle and sharp density ramps. This contradicts 3D simulations by Samant et al., which found that electron beam parameters, including charge and energy, vary monotonically with ramp length scale regardless of the regime [154].

### 4.6.1 Long density ramps

For \( r \geq 20 \mu \text{m} \), the injected charge decreases linearly with ramp length, while the maximum energy increases. The reduction in injected charge can be attributed to the phase velocity decrease of the wakefield in the ramp, shown in figure 4.24(b). In a gentle density ramp, \( v_p \) depends on \( \zeta/n_e \times dn_e/dz_0 \) as per (2.100). A longer ramp corresponds to a smaller density gradient, leading to a more gentle decrease of \( v_p \) and a higher
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minimum \(v_p\). Therefore, fewer electrons satisfy the injection condition \(v_e > v_p\). This is consistent with previous numerical studies [154–157].

The maximum energy of the electron beam increases with ramp length for both \(r \lesssim \lambda_p\) and \(r > \lambda_p\), as observed previously [154,155]. Injection occurs later for longer ramps, in line with the slower decrease of the wakefield phase velocity shown in figure 4.24(b). Acceleration in the remainder of the ramp occurs with higher fields due to the higher densities. However, this only partially compensates for the decrease in acceleration length, as the energies reached at the end of the ramp are still lower than for electrons injected with \(r = 20\,\mu m\) at the same propagation distance. The different rates of energy gain in the plateau imply that the accelerating fields are stronger in targets with longer down-ramps, despite the constant plateau density. This suggests that the accelerating fields are diminished more strongly for targets with shorter ramps due to beam loading by the higher injected charge. The electron beam energies diverge as the propagation distance is extended (prior to dephasing).

4.6.2 Sharp density transitions

In contrast to long-scale density ramps, the injected charge is found to increase with ramp length in sharp density transitions in figure 4.25(a). This trend was also observed in supplementary 2D simulations with a constant high density and in 1D simulations. In the very sharp limit, \(r \to 0\), the injected charge is expected to be determined solely by the availability of electrons in the high density region, as this determines the electron density peak that develops at \(\zeta = -\lambda_{p1}\) (section 2.6.2). Such a constant trapped charge
for density transitions with lengths between 0 and $1/k_{p1}$ was found in numerical studies of particle-driven wakefields at densities $\sim 10^{13}$ cm$^{-3}$ [104]. However, simulations of laser-driven wakefield acceleration have presented different results. Brantov et al. observed a factor of two decrease in the injected charge between a density step and a ramp with length $0.6\lambda_p$ [102]; this took into account multiple periods of the wakefield. Samant et al. observed a monotonically decreasing injected charge for ramp lengths between 1 µm and 100 µm, with an 8% decrease in charge from a ramp length of $0.04\lambda_p$ to $0.4\lambda_p$ [154]; this was restricted to the first wakefield period.

The present simulations model density transitions that occur over lengths that are not infinitesimally small. Figure 4.26 shows the $z - p_z$ electron spectrum for the $r = 1$ µm and 10 µm simulation around 300 fs after injection. The spectra depict a localised bunch with large energy spread at the front (red), followed by low energy electrons in an extended region (blue). This extended injection region is observed to be similar for $r = 1$ µm and 10 µm, suggesting its length is independent of the density transition length.

![Figure 4.26: Longitudinal electron beam energy and position distribution during injection in (a) $r = 1$ µm ramp and (b) $r = 10$ µm ramp. Two electron distributions are identified as the leading (red) and trailing (blue) particles.](image)

Particle tracking was performed in supplementary simulations with a constant high density and transitions centred at $z_r = 200$ µm for $r = 1$ µm and 10 µm. Two sets of particles were tracked. The results are shown in figure 4.27; the colours are consistent with figure 4.26. As the wakefield is non-linear, the oscillations are not coherent and electrons oscillate at a range of frequencies around $\omega_p$. This means that electrons originating in a range of positions can end up in the same $\zeta = -\lambda_{p1}$ at a given time. The electrons that inject in the $r = 10$ µm transition originate at earlier $z$ than those which inject in the $r = 1$ µm transition. This is because the longer transition begins earlier, meaning that electrons must have reached $\zeta = -\lambda_{p1}$ at an earlier time. Similarly, the
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Figure 4.27: Electron density distribution showing the wakefield (greyscale) and two sets of 100 tracked pseudoparticles (red and blue) for the \( r = 1 \) \( \mu \)m simulation (left) and \( r = 10 \) \( \mu \)m simulation (right). Time progresses downwards and the frames are 30 fs apart.
injection process continues for a longer time for $r = 10 \mu m$. This can be observed in the bottom row of figure 4.27, where the electrons in the right panel have not been fully focused and accelerated as in the left panel.

The electrons that inject are those which reach $\zeta = -\lambda_p l$ within the density transition, as shown in the third row of figure 4.27. The first row indicates that the longitudinal region in space in which the electrons that inject originate is larger for the $r = 10 \mu m$ compared to the $r = 1 \mu m$ target. This indicates that the initial conditions in six-dimensional phase space for electrons to inject are increasingly restrictive as $r \to 0$, causing a decrease in injected charge for shorter transitions. Moreover, the leading and trailing electrons appear to come from two distinct distributions in the $r = 1 \mu m$ case. Because the position of the density transition is less well defined when $r = 10 \mu m$, the injection is more complicated and electrons originating in very similar positions can end up in very different regions of phase space after injection. However, the two distributions are very clearly defined in the bottom right panel.

In both cases, the electrons that originate farthest from the laser axis and later in the plasma end up in the trailing bunch. This suggests that transverse effects are an important contribution to the injection dynamics.

**Summary**

- The particle tracking evidences differences in the injection dynamics even within the regime of sharp density transitions.

- Transverse injection is more significant in sharp ramps with longer length scales.

### 4.6.3 Electron beam energy spread

The electron $z - p_z$ distribution and accelerating fields for three representative simulations are shown in figure 4.28 after 4 ps. In all scenarios, the injected electron beam begins with a negative chirp. The energy spreads of the electron beams decrease with propagation distance due to phase space rotation as the rear electrons experience higher accelerating fields than the front. This effect has previously been relied on to obtain low energy spread electron beams from density ramp injection [28, 169], though using further density tailoring instead of the beam-loading occurring here.

The energy spread is largest when $4r \sim \lambda_p$ and decreases for shorter and longer ramps. This indicates a correlation of energy spread with injected charge, as previously highlighted [154]. While this suggests that longer ramps are preferred in terms of beam quality, two limitations can be noted. First, the decrease in charge may not be suitable
for some applications, and there must be a limit for the density gradient which allows injection. This limit warrants further investigation. Secondly, the present study is restricted to the first wakefield period, but injection in subsequent periods is expected in gentle ramps \[102\]. This should result in more complex electron energy spectra, which may reverse any increase in spectral quality achieved through a gentler ramp.

### 4.6.4 Laser intensity effect

The vacuum laser intensity was reduced to $1 \times 10^{19} \text{ W cm}^{-2}$ ($a_0 = 2.15$) and $5 \times 10^{18} \text{ W cm}^{-2}$ ($a_0 = 1.52$) to study its effect on the injection dynamics. Three representative simulations were run with $r = 1 \mu\text{m}$, $10 \mu\text{m}$ and $60 \mu\text{m}$. Due to the decreased non-linear plasma wavelength at these lower $a_0$, the second wakefield period was observed in the simulations, despite keeping the window size constant.

At the lowest intensity, injection is observed only in the second wakefield period for $r = 10 \mu\text{m}$ and in neither the first or second periods for $r = 60 \mu\text{m}$. Injection is also not observed in the $r = 60 \mu\text{m}$ ramp at $1 \times 10^{19} \text{ W cm}^{-2}$. In gentle density inhomogeneities, $v_p$ decreases with time at a given $z$, meaning that injection becomes easier at farther periods behind the wakefield. Injection in subsequent wakefield buckets is an important consideration for experiments with low $a_0$. This will have physical limitations that need to be studied in further simulations.

### Sharp density transitions

Figure 4.29 shows the longitudinal electron energy spectra and accelerating fields for the three laser intensities in the simulation with $r = 1 \mu\text{m}$. The injected charge increases with increasing laser intensity. This can be attributed to the stronger, more non-linear
density spike at \( \zeta = -\lambda_p \) that develops at higher \( a_0 \). The laser-driven wakefield is also stronger at higher intensities.

Figure 4.29: Accelerating fields (solid lines) and electron distributions in \( z - p_z \) space (colour maps) for simulations with \( r = 1 \mu m \) ramp and varying laser intensity after 4 ps. The colours represent the laser intensity.

The energy spread of the electron beam decreases with increasing intensity, which can be attributed to the acceleration dynamics as depicted by the accelerating fields. These are affected by the changes in injected charge and wakefield strength, which cause differences in the beam-loading. At the lowest intensity (violet), the accelerating fields are higher for the leading electrons but decelerating at the rear of the beam. Such a structure is unsuitable for obtaining high quality electron beams as it worsens the negative chirp of the electron beam. At \( 1 \times 10^{19} \text{ W cm}^{-2} \) (pink), the accelerating fields are similar for the entire electron beam, suggesting that the energy spread would remain similar throughout the interaction. The wakefield driven by the highest intensity laser (yellow) provides the most significant phase space rotation due to the high accelerating fields for the trailing electrons. This type of wakefield structure effectively reduces the energy spread of the electron beam for short propagation distances, but there is a limit to this as the electrons at the back will later reach higher energies than those at the front. This was also observed in 3D simulations in ref. [154].

The results suggest that driving a weakly non-linear wake in a target with a sharp density transition may not be desirable, as the beam-loading caused by the very sudden injection dominates over the laser-driven wakefield and counteracts the benefits of having highly localised injection.
Gentle density ramps

By changing the laser intensity, the strength of the non-linear wakefield can be controlled, which determines the velocity that can be reached by the electrons. Since injection occurs when the electron velocity exceeds the phase velocity of the wake, increasing the laser intensity causes a reduction in how much the wake needs to slow down in the ramp for injection to occur.

Figure 4.30(a) depicts the variation of the wakefield phase velocity at the back of the first period, \( \tilde{\zeta} = -\lambda_p \) caused by density down-ramps with lengths \( r > 10\, \mu m \), as calculated from (2.100). The minimum \( v_p \) increases logarithmically with \( r \), while the position of minimum \( v_p \) relative to \( z_r \) increases linearly with \( r \) with a slope of 0.21. This change is small compared to the length scale of the ramp. For a given laser intensity, the maximum electron oscillation velocity is a function of the laser strength parameter \( v_e = v_e(a_0) \). The injection threshold, \( v_e > v_p \), can be represented by a given contour of figure 4.30(a), and the injection region corresponds to the distance in \( z \) enclosed by the contour at the relevant \( r \). It can be seen that the injection region for a given laser intensity is not a monotonic function of \( r \). Both shorter and longer ramps enable a narrower injection region; however, shorter ramps allow higher injected charge due to the lower minimum \( v_p \) reached.

![Figure 4.30](image)

Figure 4.30: (a) Variation of the wakefield phase velocity in a \( \tanh(z - z_r)/r \) density down-ramp for different ramp lengths. The contours (solid lines) correspond to the \( v_e \) measured in simulations. (b) Longitudinal electron velocity distribution at the position of peak density in simulations for three different laser intensities represented by the colour.

Figure 4.30(b) depicts the longitudinal electron momentum distribution at the position of peak density, \( z = 0.36 \, mm \), for the three simulated laser intensities. The dis-
tributions are characterised by velocities \( v_c = 0.53c, 0.73c \) and \( 0.86c \) (99th percentile) for increasing intensity, respectively. These are displayed as contours in 4.30(a). The contours suggest that \( v_p \) reaches \( 0.86c \) only for \( r \lesssim 30 \mu m \) and no injection in the first wakefield period should occur for longer ramps. In contrast, injection in the first period is observed in simulations up to \( r = 80 \mu m \).

The depicted variation of the wakefield \( v_p \) in figure 4.30(a) considers only the density inhomogeneity effect; however, laser evolution causes additional decreases in the phase velocity, as discussed in section 2.6.1. For \( a_0 > 1 \), the contribution of the laser evolution the wakefield phase velocity is given by (2.97). Then, taking the non-linear plasma wavelength \( \lambda_{Np} = \frac{2\pi c}{\sqrt{\gamma/\omega_p}} \), the phase velocity decrease at the back of the first period, \( \zeta_p = -\lambda_{Np} \), can be approximated as

\[
\delta \beta_p \approx \frac{-2\pi}{\omega_p} \left( 1 + \frac{a_0^2}{2} \right)^{-\frac{1}{2}} \frac{\partial a_0}{\partial t}. \quad (4.7)
\]

Taking \( a_0 \) and \( \partial a_0 / \partial t \) from the simulations, the resulting deviations in wakefield phase velocity are shown in figure 4.31 for \( r \geq 20 \mu m \). The laser evolution is observed to cause small reductions in \( v_p \), which are not sufficient to satisfy the injection condition for long density ramps.

![Figure 4.31: Variation of the wakefield phase velocity due to laser evolution effects, calculated from (4.7) using the simulation results, between the beginning of the simulation and the end of the density ramp.](image)

The observed injection cannot be fully explained by the density ramp injection or
by laser evolution effects, both of which arise from one dimensional theory. A 1D simulation with \( r = 60 \mu m \) was run to assess whether two dimensional effects may be driving injection. The simulations show that a negligible charge of the order of \( fC \mu m^{-2} \) was accelerated to 90 MeV. The results suggest that two dimensional effects, which are not captured by density transition injection theory, have a significant effect in the simulated non-linear regime. This transverse injection will require further investigation.

**Summary**

- In sharp density transitions, decreasing the laser intensity reduces the wakefield amplitude, while the injected charge remains high.
- This means that beam-loading is more significant at lower laser intensities, which worsens the phase space distribution of the accelerated electrons.
- The 1D model of injection in gentle density ramps is inconsistent with the simulation results, as it predicts injection only in ramp lengths shorter than \( r = 30 \mu m \). In contrast, the simulations show injection in ramps with \( r \) up to 80 \( \mu m \).
- This inconsistency cannot be resolved by accounting for laser evolution, which suggests that transverse effects are significant for density ramp injection.
- The transverse injection taking place in both sharp and long scale regimes indicates variations in the electron beam emittance, which may be controlled and optimised for applications. This requires further investigation.

### 4.7 Conclusions

The results show that the electron charge and maximum energy are very sensitive to variations in \( n_e^{-1}dn_e/dz \), which cause changes in the injection dynamics. These variations are found to occur when the peak and plateau densities are changed independently, as would be caused by fluctuations of the blade position in the gas target. Fluctuations in the ramp steepness would exacerbate this effect. In contrast, fluctuations of the target backing pressure have a smaller impact on the electron fluctuations, as they keep the down-ramp, and therefore the injection dynamics, consistent.

This strongly indicates that the fluctuations observed in the experimental data are more likely a result of a fluctuating blade rather than a variation in gas pressure. In addition to a more rigid obstruction to generate the down-ramp, the simulations suggest that focusing the laser before the density structure will likely reduce the fluctuations.
observed in the electron beams generated. The results presented will enable future experimental campaigns to be designed to improve the stability of the accelerated electrons through target design and laser focal position. This should allow the effect of other variations (e.g. due to transverse effects) to be more clearly observed. The observation of transverse injection in simulations suggests that these > 1D effects are very influential. Such a systematic approach to improved stability of LWFA electron beams presents a path to the stable electron beams required for future applications in particle physics, medicine and XFEL applications.
Chapter 5

Evolution of a wakefield acceleration laser driver

Determining the evolution of the laser is of vital importance to understand LWFA. The high intensity laser pulse is the driving force of the accelerated electrons, and the energy between them is coupled through the electron plasma wave. While the laser pulse affects the properties of the medium as it propagates, the laser itself is also modified during its interaction with the plasma wave. By characterising the laser pulse driving the acceleration, information about the acceleration dynamics can be obtained without needing to disturb the high-energy electron bunch. This has the potential to act as a diagnostic tool for the ultra-fast dynamics of laser-plasma interactions.

Many thorough studies of laser evolution have taken place at experimental conditions below the self-injection threshold in gas jets [134,170,171] and capillary waveguides [172–174]. These provide insights into the energy transfer of the laser to the plasma, which gives indirect information about the strength of the wakefields driven. However, the energy gain of electrons will depend on their injection position and phase, as illustrated in chapter 4. Therefore, it is important to investigate the laser evolution while driving electron injection and acceleration. More recent studies with ionisation injection have looked at the efficiency of laser energy transfer to electron acceleration through spectral measurements at different densities and acceleration lengths [175]. Spectral modifications of the laser driver have demonstrated redshifts up to the mid-IR [176], but the optimal conditions for electron acceleration and for laser spectrum extension have been found to differ [177]. Spectrum extension occurs along with pulse compression to few femtosecond durations [178,179] and a positive chirp for short propagation distances at low density [134].

In addition to temporal and spectral modifications, which result from the longitu-
dinal structure of the interaction, the laser pulse can evolve transversely in the plasma. Guiding of short pulses by the wakefield bubble [87] occurs over a length consistent with pump depletion [88]. The effect of self-focusing on ionisation injection has been studied extensively as a means of enhancing electron beam quality by preventing continuous injection. By relying on non-linear effects to reach high laser intensities, ionisation can become localised and peaked beams can be obtained [116, 180]. Alternatively, the use of highly evolving laser pulses can suppress injection due to the non-linear evolution of the wakefield bubble, leading to low energy spread beams through self-truncated ionisation injection [117–119]. In tailored density profiles [111, 115], longitudinal laser variations have been highlighted as having a large effect on electron beam parameters [181, 182]. This is attributed to variations in the initial conditions leading to changes of the peak laser $a_0$, but detailed investigations into the effect of laser evolution throughout the interaction are still needed.

This chapter presents a detailed study of the transmitted optical spectra of a laser that drives wakefield acceleration in a tailored target using ionisation injection. Experimental measurements reveal correlations of post-interaction laser parameters with plasma conditions and electron beam characteristics. These are supported by extensive particle-in-cell simulations of the longitudinal and transverse laser evolution, which give insight into the observed electron beam parameters.

5.1 Experimental setup

An experiment was conducted at the Lund Laser Centre to study laser-plasma coupling in a laser-plasma injector as targeted by the EuPRAXIA project. The experimental setup is shown in figure 5.1. The laser delivered on average 740 mJ to the target in a 42 fs FWHM pulse duration with a central wavelength of 800 nm. An $f/20$ off-axis parabolic mirror focused the beam to a 12 pm (FWHM) focal spot in a custom-built gas cell target, achieving a peak intensity of $9.8 \times 10^{18} \text{W cm}^{-2}$ ($a_0 = 2.15$). The target consisted of the electron injector for compact staged high energy accelerator (ELISA), which produced a tailored plasma density [183]. By varying the aperture and length of the entrance and exit cell facings, the plasma profile could be further modified. A density plateau is obtained in the inner part of the cell, surrounded by sharp gradients at the entrance and exit holes. At either side of these, smooth gradients inside the entrance and exit plates complete the transition to vacuum. The density profile used for the data in this thesis is shown in figure 5.1(b). The influence of changing the plates to vary the density tailoring on the accelerated electrons is discussed in ref. [182]. The
gas cell was filled with a gas mixture of 99.75% hydrogen doped with 0.25% nitrogen, following optimisation of the dopant concentration among 1%, 0.5% and 0.25% during the experimental campaign. The entrance and exit plates were replaced weekly after sustaining ~ 500 shots; there was evidence of laser ablation as the size of the holes increased. The requirements for EuPRAXIA mean that the targets should be able to sustain hundreds of thousands of shots at the nominal 20 Hz to 100 Hz repetition rate [49]. Therefore, further development of these gas cells is needed for their utility in practical machines.

Figure 5.1: (a) Schematic diagram of the experimental setup. (b) Normalised density profile in the ELISA gas cell [182].

The accelerated electrons were measured using an electron spectrometer, which consisted of a dipole magnet of 0.83 T extending over 20 cm and a Lanex screen imaged by a 16 bit camera. The images were calibrated to give values of charge and detected electrons with energies between 11.3 MeV and 300 MeV. The analysis of the electron spectrometer images were performed by L. Dickson and are described in ref. [182,184].

5.2 Post-interaction laser spectrum

The laser transmitted through the target was collected by a $f = 500$ mm lens and focused onto a spectrometer to analyse the post-interaction laser spectrum. The spectrometer (ORIEL MS257) used a grating with 300 lines per mm and a blaze of 475 nm to measure light between 650 nm and 900 nm and was calibrated using interference filters and a HgAr lamp. The data collection and calibration was performed by the team in ref. [182]. The laser transmission through vacuum is shown in grey in figure 5.2. The median laser wavelength is 800 nm and 96% of the energy is found between $\lambda_0^{\text{min}} = 777$ nm and $\lambda_0^{\text{max}} = 831$ nm.
5.2.1 Pressure scan

The target density was modified by varying the pressure in the gas cell between 150 mbar and 210 mbar. This caused the density profile shown in figure 5.1(b) to be rescaled. While an online density diagnostic was unavailable for this experiment, the electron density in the ELISA gas cell was measured to vary linearly with pressure [185] in the follow-up experiment (section 5.5). Based on the offline measurement for this experiment of \( n_{e0} \approx 7 \times 10^{18} \text{ cm}^{-3} \) at 182 mbar [182] and the linear trend from the pressure scan [185], \( n_{e0} \) varied from \( 5.7 \times 10^{18} \text{ cm}^{-3} \) to \( 8.2 \times 10^{18} \text{ cm}^{-3} \). This corresponds to plasma wavelengths between 15 µm and 19 µm, compared to the laser pulse length of 13 µm FWHM.

\[
\begin{align*}
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Figure 5.2: Post-interaction laser spectra; the colour bar represents the pressure in the gas cell. The spectra through vacuum is overlaid in grey; the line represents 10 shots.

**Transmitted laser energy**

Figure 5.2 shows the post-interaction laser spectra through the target under different cell pressures. While the overall shape of the spectra remains similar, the amplitude of the spectra decreases with increasing target density. In line with this, the laser energy transmitted through the plasma, which is given by the integrated spectra over the observed wavelength range, decreases with increasing target density as shown in figure 5.2(b). This indicates that the laser pulse is depleted more strongly at higher densities, in line with previous measurements [179]. Pump depletion at the front of the laser occurs at rate given by the pulse front etching velocity [76] \( v_{\text{etch}} = c \omega_p^2/\omega_0^2 \propto n_e \),
indicating that the laser energy from the front of the laser is absorbed into the plasma more quickly at higher densities, in line with observations.

As the energy from the etched region of the laser is transferred to the plasma, the laser energy loss can be calculated from $v_{\text{etch}}$. The extension of the etched region for the entire interaction can be estimated as $L_{\text{etch}} \approx v_{\text{etch}} t_{\text{int}} \approx v_{\text{etch}} z_{\text{int}} / c$, where $t_{\text{int}}$ and $z_{\text{int}}$ are the interaction time and length, respectively. From the target profile in figure 5.1(b), $z_{\text{int}} \approx 4 \text{ mm}$ is taken. Then, taking the average density over the interaction length as $0.45 n_{\text{e0}}$, it is found that $L_{\text{etch}}$ ranges between $0.25 L_{\text{FWHM}}$ and $0.37 L_{\text{FWHM}}$, depending on $n$. This suggests that around $1/3$ of the laser energy is absorbed into the plasma.

**Spectral shifts**

The spectra depict a reduced signal in the vacuum range, between $\lambda_{\text{min}}^0$ and $\lambda_{\text{max}}^0$, with evidence of blueshifting. The spectra show $< 10\%$ of the laser energy above $\lambda_{\text{max}}^0$, which comprises very minimal, albeit non-negligible redshifting. However, a LWFA driver must lose energy to the plasma in driving a wakefield, which occurs via photon deceleration (section 2.5.1). The generation of a wakefield in these shots can be confirmed by the occurrence of electron beams with energies reaching 100 MeV to 200 MeV. This suggests that the strongly redshifted light that must be present was not collected by the spectrometer. Previous measurements of laser redshift have mainly been restricted to small shifts under 50 nm [134,171,172,174,179] for propagation lengths in the few millimetre scale. While stronger redshifts extending to the mid-infrared have also been measured, these used spectrometers sensitive to light above 1 $\mu$m [176] or 4 $\mu$m [177]. Streeter et al. measured transmitted laser spectra in the ranges 350 nm to 840 nm and 900 nm to 1700 nm and interpolated very weak signals between 840 nm and 900 nm, similar to the data in figure 5.2(a). Therefore, the weak redshift present in this data is not inconsistent with previous measurements. Instead, the expected strong redshifts likely lie outside the detector range, $\lambda > 900$ nm. This is corroborated in the simulations of section 5.3, and encourages the use of spectrometers sensitive to these longer wavelengths in future experiments.

While the energy loss of the front of the laser pulse manifests itself as a strong redshifted signal, some of this energy can be re-gained by a laser component $\lambda_p$ behind the driver [80] due to the opposite density gradient in this region. Due to the density dependence of the plasma wavelength, the fraction of the laser pulse in the region that causes photon acceleration increases at higher densities. At the same time, the stronger wakefield generated at higher densities causes stronger frequency shifts. Blueshift measurements like this have been extensively documented [170,186–188], even with effective
electron acceleration [171] as in this experiment.

The blueshifted side of the spectrum appears to reach lower wavelengths at higher densities, albeit at lower intensities. This is consistent with previous results [170]. In addition, the main features in the spectra appear to shift to shorter wavelengths at increasing densities. The peak at around 770 nm stands out as it has a strong linear amplitude and position dependence on the cell pressure, as shown in figure 5.3.

![Figure 5.3: (a) Wavelength and (b) amplitude of one of the peaks in the transmitted spectrum as a function of gas cell pressure. Each point corresponds to the average of three to five shots at the same pressure and the error bars denote their range.](image)

Peaks in the spectra are often attributed to stimulated Raman scattering in the literature [170]. This would mean that the peaks are separated by $\omega_p$. Assuming that this is the source of the pressure-dependent wavelength of the peak shown in figure 5.3, the wavelength spacing of this peak relative to that at 800 nm should provide an estimate of the plasma density as

$$n_e = \frac{(\Delta \omega)^2 \gamma m_e e^2}{e^2}. \quad (5.1)$$

The results are shown in figure 5.4.

A linear trend of density with cell pressure is recovered, in line with interferometry [185] and wavefront sensor [184] measurements from the follow-up experiment. These measurements were made and analysed by F. Filippi and L. Dickson, respectively. The results obtained from the analysis of the transmitted spectra are lower than the interferometry measurements. However, the setup of the probe beam meant that the interferometry measured the high density plateau region only. As the laser propagates through the entire density profile, the density values obtained from the spectrum pro-
Figure 5.4: Plasma density as a function of cell pressure as calculated from the peaks in the laser spectrum (black circles). The results from interferometry measurements [185] are shown for comparison (grey squares).

provide a measure of the effective plasma density throughout the interaction. The plateau that is observed between 180 mbar and 185 mbar requires further investigation. This shows that post-interaction laser spectral data can provide information about the target, which may be used as an easy and non-invasive density stability diagnostic in future experiments.

5.2.2 Focus scan

The vacuum focus position of the laser was varied to investigate laser-plasma coupling. This has been highlighted as a very important parameter in experiments of ionisation injection with a tailored gas cell [182,183]. The zero position is defined at the beginning of the high density plateau region, as shown in figure 5.1(b). This was measured relative to the gas cell. The gas cell had an entrance hole of diameter 400 µm, meaning that the laser could pass through without significant interruption even when focused at \( z = 1 \) mm.

The post-interaction laser spectra for a focus scan is shown in figure 5.5(a). The results shown were taken at a gas cell pressure of 182 mbar, which corresponds to a plasma density with peak \( n_{e0} \approx 7 \times 10^{18} \text{ cm}^{-3} \), measured offline using Mach-Zehnder interferometry. The results at different plasma densities and initial laser temporal and spectral shapes follow similar trends. The shape of the spectrum changes significantly when the laser focus is moved, showing the difference in laser-plasma coupling. The
component of the spectra within the vacuum wavelength range, $\lambda_0^{\text{min}}$ to $\lambda_0^{\text{max}}$, represents
the part of the laser that is unaffected by the plasma wave, meaning that it is not guided
and therefore does not experience the longitudinal refractive index gradients that cause
frequency shifts [141, 189]. Therefore, the coupling of laser energy to the plasma can
be characterised by the fraction of laser energy frequency shifted outside of $\lambda_0^{\text{min}}$ to $\lambda_0^{\text{max}}$. For this data, this comprises mainly the blueshifted light while the redshifted
compartment is not fully captured. Since $cT \lesssim \lambda_p$ in the high density plateau, spectral
modulations are caused by the first wakefield period: the front of the laser undergoes
photon deceleration while the back of the laser undergoes photon acceleration. Farther in
the plasma, $\lambda_p$ increases so that less of the laser is blueshifted. Any blueshifts necessitate
redshifts to drive wakefields in the first place. Therefore, the fraction of laser energy
blueshifted, as measured from the spectral data, is still a useful measurement of the
spectral modifications and therefore laser-plasma coupling, albeit underestimated.

![Figure 5.5](image.png)

Figure 5.5: Post-interaction laser spectra; the colour bar represents the vacuum laser
focus relative to the gas cell entrance. The gas pressure was 182 mbar.

Figure 5.5(b) shows the transmitted laser energy for the focus scan. The total counts
on the spectrometer decrease as the laser focus is moved from $-0.4 \text{ mm}$ to $0.6 \text{ mm}$; the
patterns invert outside this range. This intermediate focus range corresponds to highly
symmetric transverse laser distributions with most of the energy in the central spot [182],
as the Rayleigh range is $z_R \simeq 400 \mu \text{m}$. Figure 5.5(a) shows that the decreasing trend here
represents an approximately constant spectrum in the vacuum wavelength range, while
the amount of blueshift increases with earlier focus. This implies that a similar fraction
of the laser is guided for this range of focus positions, which is consistent with the focal
spot measurements [182]. The high transmission when focusing far into the plasma, which coincides with low spectral modifications, suggests that a significant fraction of the laser is not guided and the laser is ineffective in driving a strong wakefield in this regime. A low efficiency of electron acceleration is expected from this.

As depicted in figure 5.5(c), the fraction of laser energy shifted away from the vacuum range decreases with \( f > 0.2 \text{ mm} \), but remains approximately constant and high for earlier focusing. Increased blueshifting of light is observed when the laser is focused in the rising edge of the density profile. This is consistent with a small focal spot and high \( a_0 \) reached early in the interaction, which allows laser energy from the entire focal spot to be coupled into the plasma from the beginning of the target. In contrast, focusing 1 mm into the plateau region causes a significant fraction of the laser energy to remain between \( \lambda_0^{\text{min}} \) and \( \lambda_0^{\text{max}} \). A late focus means that at the beginning of the target, the interaction takes place between the plasma and the laser in the mid-field. The laser energy distribution is not a pure Gaussian, but contains higher-order modes [182]. Thus, the transverse laser energy distribution away from the focal plane is more complex and asymmetric, with a modest fraction of energy contained outside a central spot. The features that appear away from the propagation axis are not captured by the self-focusing and do not drive strong wakefields [87,141,189]. As a result, a strong component of the laser remains in the initial wavelength range, and this is more significant at foci farther in due to the messier transverse distribution early in the interaction. These higher order modes can cause changes to the energy partition between longitudinal and transverse fields [174], causing a large effect on the transverse electron distribution as discussed in ref. [182].

Different regimes are found for \( f < 0.6 \text{ mm} \) and \( f > 0.6 \text{ mm} \). In the former, higher transmission correlates with significant frequency blueshifts. This suggests that the energy that the laser couples into the plasma by driving a wakefield is reabsorbed by the laser via photon acceleration. In the latter, the frequency blueshifts are negatively correlated with laser transmission.

**Electron beam charge**

Figure 5.6 shows the total electron beam charge measurements plotted against measured parameters of the post-interaction laser spectra. Each point corresponds to a single shot with the laser focus denoted by the colour and the different markers represent two separate runs at the same backing pressure but different laser pulse shape. The experiment used ionisation injection in a tailored density profile, so that the injected charge is determined by the region in which the laser pulse remains at high enough
intensity to further ionise the N$^{5+}$ ions [181,182]. By introducing a density down-ramp, the self-focusing of the laser should weaken sufficiently to decrease the laser intensity and halt ionisation injection, generating electron beams with peaked energy spectra.

![Figure 5.6](image)

**Figure 5.6**: Total electron beam charge as a function of parameters of the post-interaction laser spectrum for a focus scan: (a) transmitted laser energy, (b) percentage of laser energy shifted away from the range $\lambda_0^{\text{min}}$ to $\lambda_0^{\text{max}}$. The circles and squares represent two runs with different initial laser temporal profile.

Figure 5.6(b) shows a clear dependence of total charge on the fraction of laser energy shifted away from the vacuum range. For $f > 0.4$ mm (green to red), the injected charge increases with increased laser modifications. This suggests that the increased laser-plasma coupling enables the laser intensity to remain above the ionisation threshold over a larger volume, thereby driving more effective ionisation injection.

The injected charge is maximised for $f = 0.25$ mm, where around 70% of the measured laser spectrum is shifted away from the vacuum range. When the laser is focused earlier than this, the spectral modifications to the pulse remain high at $\approx 70\%$, but the injected charge decreases rapidly with decreasing $f$. This indicates that, while the laser transfers significant energy to the plasma, leading to strong spectral modifications, this is not correlated with a high laser intensity over an extended region where injection can occur. The strong wake driven in the rising edge of the target likely depletes the laser energy and restricts the intensities that can be reached later, where injection is allowed. Therefore, ionisation of N$^{5+}$ in the plateau region is less likely. In summary, optimising charge relies on strong non-linear laser evolution but is ultimately limited by the density profile, as injection is forbidden in the rising edge.
Electron beam energy

The maximum energy of the electron beam is shown in figure 5.7 as a function of measured parameters of the transmitted laser spectra. In contrast to figure 5.6, where there was good agreement between the two runs displayed, the trends with maximum energy differ between the two runs for focal planes 1 mm into the plasma (red). There is good agreement for other focus positions. As the runs only differ by the laser spectral phase, this suggests that the different initial phase of the laser pulse has a more significant impact on the acceleration dynamics than on the injection dynamics. This is because ionisation of the electrons that inject is driven by the instantaneous laser field, which means that any changes to the laser may result in a difference in the phase of the injected electrons. Temporal pulse shape has been observed to change charge significantly for self-injection [190], but those results used more significant changes than the ones presented here. The sensitivity of laser energy transfer efficiency to temporal pulse shape has been observed in capillary waveguides though [174]. The observation of disagreement between the two runs only for focal planes deep into the plasma highlights the high sensitivity of this regime to initial conditions. This suggests that such a late focus is detrimental to the stability of the interaction.

Figure 5.7: Maximum electron beam energy as a function of parameters of the post-interaction laser spectrum for two focus scans denoted by different markers: (a) transmitted laser energy, (b) percentage of laser energy shifted away from the range $\lambda_0^{\text{min}}$ to $\lambda_0^{\text{max}}$. The circles and squares represent two runs with different initial laser temporal profile.

The maximum electron beam energy is optimised around $f = 0.8$ mm, well into the high density plateau. This corresponds to beams with low charge. However, electron beams obtained with a later vacuum focal plane (higher $f$) contain both a lower charge
and a lower energy, suggesting that beam-loading is not the dominant effect. Instead, it is likely about a balance of the laser energy transferred to the plasma and that which is reabsorbed by the rear of the pulse. Figure 5.5(a) shows that the optimum (orange) corresponds to the transmitted spectra with the lowest amount of blueshift among the pulses with low transmission in the vacuum wavelength range. This translates to low overall transmitted energy as depicted in figure 5.7(a), which indicates a strong wakefield. Low transmission in the vacuum wavelength range indicates that most of the laser is guided, while low transmission below $\lambda_0^\text{min}$ implies that the pulse does not gain significant energy back from the wakefield via photon acceleration. Instead, most of the energy that is transferred to the wakefield can be absorbed by the electrons, which leads to the high energies observed.

The maximum electron beam energy decreases with increasing laser transmission, as shown in figure 5.7(a). This is consistent with conservation of energy of the laser and electron beam together. The anomalous lower energies reached in shots with late focusing, $f \geq 1$ (red), can be explained by 5.7(b). The high transmission in the vacuum range represents less energy coupling to the plasma at late foci due to the messier transverse distribution. Therefore, there is less energy in the wakefield available to electrons. Figure 5.7(b) also shows that the maximum energy decreases with increasing laser energy shifted for $f \leq 0.6\,\text{mm}$. This represents significant reabsorption of energy from the plasma, and the laser likely experiences phase space rotation. As the front of the laser redshifts, the low frequency photons move back due to the negative dispersion in a plasma, while photons at the back of the pulse blueshift and move forward. This means that the laser and wakefield propagate together without a significant net transfer of energy.

While the maximum electron beam energy is an insightful measure, a perhaps more useful metric is the total energy in the bunch. In the experiment, this was found to have a broad optimum in the range $0\,\text{mm} < f \leq 0.6\,\text{mm}$, with trends similar to figure 5.6. This shows that the vacuum focus position has varying effects in the acceleration and ionisation injection dynamics in a tailored density profile. The total electron bunch energy reached $2.8\,\text{mJ}$ for this dataset. In comparison, the laser had an average pulse energy of $736\,\text{mJ}$. This suggests that $0.4\%$ of the laser energy was transferred to the electrons. This is lower than other measurements of LWFA efficiency in the literature which reach $10\%$ [26,27]. It is also very low compared to the $1/3$ laser energy absorption estimated in section 5.2.1. This suggests that the wakefield is not efficiently accelerating the electrons.
5.3 Simulations of pulse modifications

2D simulations were performed using the particle-in-cell code EPOCH. The simulations were run in a window of size $64 \times 112 \, \mu m$ in the laser propagation and transverse directions, respectively, which moved along the laser direction at the linear group velocity as calculated for the plateau density. The spatial resolution was 30 cells per wavelength in the longitudinal direction and 10 cells per wavelength in the transverse direction and 8 electrons per cell were used (see appendix A.2 for details of convergence). The laser pulse was polarised out of the plane of the window.

The laser pulse was modelled as a Gaussian with a FWHM duration of 42 fs, focused to a 12 $\mu m$ FWHM focal spot and a peak intensity $I_0 = 9.8 \times 10^{18} \, W \, cm^{-2}$. The target comprised a pre-ionised plasma with the density profile shown in figure 5.1(b) with maximum electron density $n_e^0 = 7 \times 10^{18} \, cm^{-3}$ and a population of N$^{5+}$ ions such that $n_{N^{5+}}/n_e = 0.0025$. This setup corresponds to the almost instantaneous ionisation of 99.75% hydrogen and 0.25% nitrogen (up to N$^{5+}$) by the leading edge of the laser, and significantly reduces computational costs compared to running the simulation with complete neutral populations. Given the temporal profile of the laser pulse and the intensity thresholds for barrier suppression ionisation (section 2.3), ionisation to N$^{5+}$ should occur 64 fs (20 $\mu m$) before the peak of the laser pulse, while ionisation to H$^+$ should occur 84 fs (25 $\mu m$) earlier. The simulation window only views 20 $\mu m$ in front of the peak of the laser pulse, so the assumption of a pre-ionised plasma is valid. Further ionisation of nitrogen was simulated by BSI and tunnelling ionisation using the ADK theory. These parameters are comparable to the experimental conditions. The vacuum laser focus $f_{\text{vac}}$ was varied from $-0.6 \, mm$ to $1.0 \, mm$ relative to the beginning of the high density plateau to investigate the effect of laser-plasma coupling and the influence of small longitudinal variations on ionisation injection and subsequent electron acceleration.

5.3.1 Wakefield formation

A preliminary simulation was run in a fully pre-ionised plasma with no nitrogen and the laser focused at $f_{\text{vac}} = 0 \, mm$. No evidence of injection is observed at these densities and intensities, which implies that electron trapping in the simulations with mixed gas can be attributed to ionisation injection. The simulations with and without nitrogen ions produced almost identical laser evolution, with negligible differences in peak vector potential and transverse width and under 1% deviations in average wavevector. This suggests that the concentration of nitrogen is sufficiently low that the ionisation of
N\textsuperscript{5+} causes a negligible effect on the laser pulse. In contrast, a measurable difference in blueshift was observed for a 10\% nitrogen mix compared to pure helium in ref. [108]. Similarly, the injected charge is low enough (∼1 pC) that beam-loading does not significantly modify the wakefield structure; the differences in the plasma wavelength with and without injection are negligible and the peak accelerating fields vary by less than 5\%.

**Laser focusing**

As the laser pulse was polarised out of the plane of the 2D simulation, its properties were easy to extract independently of the fields from the wakefield. Performing a FFT on the laser electric field enabled measurement of the laser spectrum with respect to wavevector $k$. The fast oscillations in the electric field were removed by computing the analytic function using the Hilbert transform, which allowed measurements of the peak intensity and transverse size. Figure 5.8 shows the evolution of the average laser wavevector $\langle k \rangle$, transverse width $w$ and peak vector potential $a_0$ throughout the simulations with different vacuum laser focus. In the following, $w$ is used to represent the FWHM, not the $1/e^2$ width.

In the bubble regime, the laser undergoes guiding by the bubble at the matched spot size $w_m = r_b \approx 2\sqrt{a_0}/k_p$. This quantity is depicted by the dashed line in figure 5.8(b), where $k_p = k_p(n_e)$ was calculated for the density profile in figure 5.1(b) and the peak vacuum result $a_0 = 2.1$ was assumed as a first order approximation. For all simulations, the laser pulse width reaches a minimum within the high density plateau, between $z = 0$ mm and $z = 0.5$ mm. The minimum width $w_{\text{min}}$ and its longitudinal position $z(w_{\text{min}})$ are shown in figure 5.9. For early focusing, $f_{\text{vac}} \leq 0$, the minimum laser spot size is reached after $f_{\text{vac}}$, while for late focusing, $f_{\text{vac}} \geq 0.2$ it is reached before. Moreover, the minimum spot size appears to transition between 6.5 \(\mu\)m and 4.5 \(\mu\)m depending on $f_{\text{vac}}$. This can be understood through the balance of the laser’s focusing geometry and guiding by the plasma. Consider the focusing geometry providing a focal plane farther into the plasma; e.g. $f_{\text{vac}} = 1$ mm (red in figure 5.8(b)). Guiding of the laser pulse becomes effective around $z \approx 0$ mm. As the laser spot size is larger than $w_m$ here, the plasma guiding causes self-focusing, enhancing the focusing effect from the setup geometry. Conversely, consider the geometry which focuses the laser in the rising edge of the plasma; e.g. $f_{\text{vac}} = -0.6$ mm (blue in figure 5.8(b)). In this case, the blowout guiding only becomes effective after the vacuum focal plane, where the geometry causes diffraction of the laser. The geometric diffraction counteracts the blowout guiding, leading to a larger $w_{\text{min}}$. Furthermore, earlier $f_{\text{vac}}$ means the geometrical diffraction is
Figure 5.8: Simulated laser parameters a function of propagation distance for different vacuum focus. (a) Average wavevector. (b) FWHM pulse width; the dashed line represents the matched spot size $w_m = r_b$. (c) Peak vector potential; the density profile (dashed black) is displayed on the right axis.
stronger when blowout focusing becomes effective. Therefore, the evolution of the laser width is slower, and $w_{\text{min}}$, representing the effective focus position, is reached later.
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Figure 5.9: (a) Longitudinal position and (b) value of minimum transverse laser spot size for different vacuum focal planes.

In the simulations, $w_{\text{min}}$ is not maintained, but increases again after $z(w_{\text{min}})$. This suggests that the matched spot size is larger than $w_{\text{min}}$, as the pulse width is known to oscillate around the matched value when the laser pulse is not perfectly matched to $w_m$ [87]. Figure 5.8(b) shows this to be the case. In the falling edge of the plasma density, the simulations are consistent and closely follow the matched spot size, which is much closer to the laser’s $w_0 = 12 \mu m$. The measurements deviate from $w_m$ at the end of the plasma target, where the driven wakefields weaken and guiding is no longer effective.

The peak laser $a_0$ throughout the simulation is shown in figure 5.8(c). As $a_0 \sim \lambda \sqrt{I} \sim (wk)^{-1}$, both the focusing and frequency shifts have comparable effects on the laser strength parameter. The variations of the peak laser $a_0$ closely follow the trends of the laser spot size up to $z \approx 1 \text{ mm}$. The maximum $a_0$ reached in the simulations occur at the same $z$ as $w_{\text{min}}$, indicating that they are determined mainly by the laser focusing dynamics and the balance described earlier. Simulations in a similar target profile also report a decreasing maximum $a_0$ when focusing later in the plasma, $f_{\text{vac}} > 0.15 \mu m$ [181]. Although this is not explained, the interpretation presented here can also be applied to their results.

In the falling edge of the targets, the laser widths are similar. As a result, the laser spectrum evolution dominates the changes in laser strength parameter in this region. This is evidenced by the consistency between the differences in $a_0$ and the variations in average wavevector shown in figure 5.8(a).
Laser-plasma coupling

Energy from the laser is coupled into the plasma through photon deceleration, which can be measured from the laser spectrum. Figure 5.8(a) shows increased redshifting with earlier vacuum focus. This implies increased coupling of laser energy to the plasma at lower $f_{\text{vac}}$, and thus a stronger wakefield. The laser energy transfer to the plasma can be characterised by the strength of the driven wakefields, shown in figure 5.10. The measurements confirm that lasers with early foci excite strong wakefields in the rising edge of the plasma. They also confirm that the wakefields driven in the falling edge of the target weaken as $f_{\text{vac}}$ is moved farther into the target. This is consistent with the lower redshifting observed when focusing deep into the target.

Figure 5.10: Evolution of the accelerating field strengths of the wakefield throughout the simulations. The colour bar represents the vacuum focus position of the laser.

In the bubble regime, the longitudinal field $E_z \sim \sqrt{a_0}$ so it is expected that the wakefield amplitudes vary in line with the $a_0$ variations depicted in figure 5.8(c). However, the wakefields driven in the high density plateau, $0 \text{ mm} < z < 1 \text{ mm}$, do not follow these trends. While the maximum $a_0$ are found to increase with foci farther into the plasma, the accelerating fields are weakest for an intermediate $f_{\text{vac}} = 0.2 \text{ mm}$ and increase for earlier and later focusing. Moreover, the early (blue) and late (red) focusing result in comparable peak accelerating fields despite the 20\% variations in their maximum laser $a_0$. This is because the relationship of the accelerating fields with laser strength parameter (section 2.4.3) assume a nonevolving laser driver. In reality, the laser with an early focus starts driving a wakefield earlier in the interaction. The density gradient associated with this wakefield causes the laser to undergo photon acceleration. This
means that more energy is transferred to the plasma so the wakefield strength increases. This cyclical reinforcement allows the peak wakefield amplitude to be high despite the lower peak $a_0$ reached. In contrast, the strong self-focusing of the laser with a late vacuum focus means that the wakefield has less time to grow before reaching its peak. The result is an approximately constant maximum wakefield amplitude. This suggests that it is not only the instantaneous $a_0$, but also its evolution, which determines the strength of the wakefield, thereby highlighting the importance of the laser evolution in the acceleration dynamics.

Figure 5.11 presents the Wigner transform of the laser electric field at four different timesteps for three representative simulations, labelled I, II and III, with $f_{\text{vac}} = -0.6\,\text{mm}$, $0.2\,\text{mm}$ and $1.0\,\text{mm}$, respectively. The Wigner transform is defined as

$$ W(t, \omega) = \int_{-\infty}^{\infty} E(t - \tau/2) E(t + \tau/2) e^{-i\omega \tau} d\tau, \quad (5.2) $$

and is a representation of the laser pulse distribution in the time-frequency domain. The Wigner transform benefits from providing the best possible resolution in both $t$ and $\omega$ and its marginals correspond to the spectrum and intensity profile: $S(\omega) = \int W(t, \omega) dt$ and $I(t) = \int W(t, \omega) d\omega$. However, it is a non-linear transform and therefore exhibits additional artefacts from interference when the signal comprises more than one frequency component. These cross terms introduce negative values to the distribution which are not physically meaningful. In the simulations, $z$ and $k$ are considered in place of $t$ and $\omega$.

The evolution of the laser pulse shown in figure 5.11 can be explained by the electron density distribution with which the pulse interacts, which is depicted by the black lines. Simulations I and II, with laser foci at $-0.6\,\text{mm}$ and $0.2\,\text{mm}$, are qualitatively similar while simulation III, focused at $1\,\text{mm}$, depicts clear differences. All lasers undergo photon acceleration at $\zeta < 0$ in the rising edge of the target (top row) due to the decreasing plasma density gradient associated with the back of the wakefield period. However, the slope of the positive chirp developed by the second timestep is largest for $f_{\text{vac}} = 1\,\mu\text{m}$. This is consistent with the electron density shown in the first timestep. As simulations I and II drive a non-linear wake early in the interaction, the back of the laser pulse interacts with a constant density which limits frequency shifts. In contrast, simulation III drives a lower amplitude wave for a longer time, which has a decreasing density gradient at the rear of the pulse. Moreover, while the lasers with earlier focusing develop a monotonic positive chirp at the back, the laser focused at $1\,\text{mm}$ develops more structure in the blueshift. This is evident in the second timestep around $\zeta = -10\,\mu\text{m}$.  
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Figure 5.11: Time evolution of the Wigner transform of the laser with $f_{\text{vac}} = -0.6\,\text{mm}$ (simulation I, left column), $f_{\text{vac}} = 0.2\,\text{mm}$ (simulation II, middle column) and $f_{\text{vac}} = 1.0\,\text{mm}$ (simulation III, right column). Time progresses downwards and the frames are 3\,\text{ps} apart. The density profile of the wakefield is overlaid in black.
This feature can also be attributed to the weaker wakefield driven. As the wakefield develops an electron density peak farther forward, the back of the laser interacts with both positive and negative density gradients. This results in both photon acceleration and deceleration.

Photon acceleration appears to stop after the third timestep. This is consistent with the growing plasma wavelength in the trailing edge of the plasma target, which causes the pulse to interact primarily with the increasing density gradient at the front of the wakefield. This causes the laser to undergo an overall redshift in the third and fourth timesteps. This occurs along with an increase of the laser chirp due to photon deceleration occurring preferentially around $\zeta = 0$, but more weakly at the back of the pulse. The last row of figure 5.11 shows that simulation III undergoes the least redshift in the latter half of the interaction despite developing the strongest chirp. This indicates strong photon acceleration and therefore lower net energy transfer to the plasma.

Summary

- The effective focal plane of the laser, i.e. the position where it reaches its minimum width, varies non-monotonically with vacuum position.

- This is because the self-focusing in the plasma can either enhance (for early $f_{\text{vac}}$) or counteract (for late $f_{\text{vac}}$) the geometric focusing.

- The strength of the wakefield at a given time is determined by the time evolution of the laser $a_0$ and not the instantaneous $a_0$. Therefore, the laser redshift is a better indicator of the accelerating fields than the peak laser $a_0$ as determined by the focusing dynamics.

5.3.2 Electron acceleration

Electron injection

The rate of electron injection as a function of propagation distance is shown in figure 5.12 for three representative simulations, along with the evolution of the peak laser intensity. The BSI intensity thresholds $I_{\text{th}}$ for $\text{N}^{6+}$ and $\text{N}^{7+}$ are denoted by the horizontal dashed lines. Injection is prevented in the rising edge of the target, $z < 0$, due to bubble compression [111, 114], as seen in figure 5.12(a). Only lasers with $f_{\text{vac}} < 0$ caused ionisation in this region, which implies that an early vacuum focusing is less efficient in driving injection.
Figure 5.12: Injected charge as a function of propagation distance for vacuum laser focus at (a) $-0.6$ mm (b) $0.2$ mm and (c) $1.0$ mm. The dashed line (right axis) shows the evolution of the peak laser intensity and the horizontal grey lines denote the BSI threshold intensities for $\text{N}^6+$ and $\text{N}^7+$.

For all simulations, all of the electrons ionised from $\text{N}^5+$ in $z > 0$ are injected into the wakefield, implying that the injection condition $\Delta \phi > 1$ (section 2.6.3) is automatically satisfied here. This is consistent with the requirement $a_0 \gtrsim 1.6$ [108] being always fulfilled for the ionisation thresholds of $\text{N}^6+$ and $\text{N}^7+$. However, previous studies of ionisation injection driven by highly evolving laser pulses indicate that the non-linear bubble evolution at higher $a_0$ can halt the injection condition while ionisation continues [117–119]. This self-truncated ionisation injection (STII) regime is characterised by injection suppression at high $a_0$, whereas figure 5.12 depicts an increase in injected charge consistent with increases in $I_{\text{max}}$ reaching $I_{\text{th}}$. This indicates that the interaction presented here is not in the STII regime.

The slower laser evolution for $f_{\text{vac}} < 0$ results in a longer injection region than the aggressive increase in $I_{\text{max}}$ for $f_{\text{vac}} > 0$ that occurs due to the enhanced focusing. However, the presence of multiple peaks in $I_{\text{max}}$ above $I_{\text{th}}$ for all simulations causes the rate of injection to vary, as seen most clearly in figure 5.12(c) around $z = 1$ mm. As the intensities follow the evolution of $a_0$ shown in figure 5.8(c), this is consistent with previous findings that the focal plane changes the maximum value of $a_0$ [174], which affects the longitudinal injection position [183] and the injected volume in phase space [115]. However, the results show that it is not only the peak $a_0$, but also its evolution through the plasma, which determines the injected charge, as previously observed in simulations with different laser intensities [116]. This demonstrates the sensitivity of ionisation injection to variations in laser focusing, especially when relying on laser evolution to control the injection region. The results are consistent with stability studies which found correlations of electron beam parameters with laser fluctuations [30].
Simulations of ionisation injection in the tailored target resulted in peaked electron energy spectra, with energy spreads ranging from 60 MeV to 100 MeV (FWHM). The total charge of the electron beam is plotted in figure 5.13 as a function of two parameters of the laser $a_0$ evolution shown in 5.8(c): the maximum value reached and its position. The charge is optimised for $f_{\text{vac}} = 0.2$ mm and decreases linearly away from this value, in line with previous observations [181]. This corresponds to the simulation where the laser reaches its peak $a_0$ and minimum pulse width the earliest, and not that which reaches the highest $a_0$. While the maximum $a_0$ is reached for $f_{\text{vac}} = 0.6$ mm at $z = 0.24$ mm, for $f_{\text{vac}} = 0.2$ mm it is reached at $z = 0.1$ mm, at the beginning of the plateau. By reaching its peak $a_0$ earlier in the plasma, the laser is able to ionise electrons in a longer region within the high density plateau, $0 \geq z \geq 1$ mm, leading to a higher injected charge.

![Figure 5.13: Total charge of the accelerated electron beam as a function of (a) peak laser $a_0$ reached in the simulations and (b) longitudinal position at which the peak $a_0$ is reached.](image)

**Electron acceleration**

The maximum energy of the accelerated electron beams was calculated as the 99th percentile of their energy distribution. The value at the end of the simulation is shown in figure 5.14, as a function of laser parameters: $\int a_0 \, dz$ and average wavevector. The maximum electron beam energy is optimised for $f_{\text{vac}} = -0.2$ mm and found to decrease with earlier and later foci. As discussed in section 5.3.1, the instantaneous laser $a_0$ is not the best indicator of the strength of the driven wakefields; however, 5.14(a) shows that the integrated $a_0$ is a good measure of the electron energies, as it takes into account the build up of the wakefield throughout the interaction. Figure 5.14(b) depicts...
a decrease of the transmitted laser wavevector when the electron energies are higher. This is consistent with increased energy transfer to the wakefield. The integrated $a_0$ is found to be directly correlated with the maximum laser wavelength. The results imply that the transmitted wavevector is well correlated with the integrated $a_0$, meaning that the spectral modifications can provide a good indication of the energies reached by the accelerated electrons.

Figure 5.14: Maximum electron beam energy as a function of (a) integrated laser $a_0$ with respect to propagation distance and (b) average transmitted wavevector at the end of the simulations. The wavevectors were calculated from a parabolic fit to the simulation results to reduce noise.

Simulations with lasers set to focus earlier than $-0.2$ mm reach lower energies, but only 3 % below the optimum. This suggests that the acceleration dynamics are more stable when focusing early in the target. These simulations with very early focus do not follow the trends with integrated $a_0$ or average wavevector because the electrons are unaffected by the wakefield dynamics in the leading edge of the target, which are captured by these laser parameters.

As the transfer of laser energy to the plasma can be characterised by the redshifting of the laser, combining measurements of the laser spectrum with the energy gain of the injected electrons enables the efficiency of the wakefield accelerator to be calculated. Streeter et al. determine that the instantaneous energy extraction efficiency can be found as [175]

$$\tilde{\eta}_e = -\frac{N_e m_e c^2 \omega_0}{W_{L0}} \left( \frac{d\langle \gamma \rangle}{dz} \right) \left( \frac{d\langle \omega \rangle}{dz} \right)^{-1}$$  \hspace{1cm} (5.3)

where $N_e$ is the number of accelerated electrons, $\omega_0$ and $W_{L0}$ are the initial laser frequency and energy, respectively, $\langle \omega \rangle$ is the average angular frequency of the laser and
\(\langle \gamma \rangle\) is the average Lorentz factor of the beam. The latter is a measure of the electron beam energy and can be characterised from the electron energy spectrum \(S(\gamma)\) as
\[ \langle \gamma \rangle = \int S(\gamma) \, d\gamma / N_e. \]

As the simulation outputs the laser wavevector \(k = \omega/c\), this was used for the efficiency calculations. The presence of turning points in \(\langle k \rangle\) shown in figure 5.8(a) is problematic for the calculation of the efficiency using (5.3). While the increase in average wavevector that occurs around \(z = 0.3\) mm is likely physical, as there is significant photon acceleration in this region, subsequent oscillations may be noise. As the analysis was performed on a single lineout of the laser electric field along the laser axis rather than on the entire pulse, \(\langle k \rangle\) may be more sensitive to the varying focusing and defocusing of different frequency components. Therefore, a quadratic fit was used on the simulation results as a smooth approximation to the average laser wavevector between \(z = -1\) mm and \(2.5\) mm, which resulted in a constant \(d\langle k \rangle/dz\). The energy gradients, \(d\langle \gamma \rangle/dz\) and \(d\langle k \rangle/dz\), were then calculated from the simulation results. The calculated efficiency is depicted in figure 5.15, along with an average efficiency value for each simulation. The average efficiency was calculated using the values at the end of the simulation as \(\eta_e = -W_e / \Delta W_L\), where \(W_e\) is the total electron beam energy and \(\Delta W_L = N_{ph} \hbar \Delta k / c\) is the total laser energy loss. For this, the number of photons \(N_{ph} = W_{L0} / \hbar \omega_0\) was assumed to be conserved throughout the interaction [79].

![Figure 5.15](image-url)

(a) Instantaneous extraction efficiency as a function of propagation distance for three representative simulations. (b) Average efficiency calculated at the end of the simulations for different vacuum laser focus.

The extraction efficiency varies throughout the interaction as a result of dephasing, drive laser evolution, injection and loss of electrons [175]. Figure 5.15(a) shows that, early in the interaction, the instantaneous efficiency rises along with the injected charge.
depicted in figure 5.12. This is because the instantaneous efficiency is only meaningful after injection. As a result, the region in which $\tilde{\eta}_e > 0$ depends on the position where injection begins, and is therefore influenced by the focusing dynamics.

After $z = 1$ mm, the number of electrons in the beam is constant so the trends in the efficiency are dominated by the acceleration dynamics. The rate of electron energy gain decreases with propagation distance as a result of dephasing and depletion, as previously observed [175]. The peak instantaneous efficiency is lowest (among all $f_{\text{vac}}$, not just those shown) for the early $f_{\text{vac}} = -0.6$ mm focus, despite the higher average and maximum energies reached in this simulation. In contrast, the peak instantaneous efficiency is higher when the vacuum focus is in the high density plateau. This corresponds to the electron beams with the highest charge, suggesting that $N_e$ is the dominant contribution to $\tilde{\eta}_e$. The negative efficiencies reached by the $f_{\text{vac}} = 0.2$ mm and 1 mm in the falling edge of the target are due to decreases in the average electron energy. There is evidence of the electrons driving their own wakefield at this point. These trends are captured effectively by the average efficiency shown in figure 5.15(b). The most efficient accelerators are those which accelerate the most charge. While an early focus is the least efficient, it may be convenient for reaching higher electron beam energies at the expense of a lower charge.

**Summary**

- The injected charge is not only determined by the peak laser $a_0$, but also its evolution through the plasma.
- The injected charge is highest when the laser reaches its peak $a_0$ earlier in the plasma, due to the longer region of N$^{3+}$ and N$^{6+}$ ionisation.
- This shows that ionisation injection is highly sensitive to variations in laser focusing, especially when relying on laser evolution to control the injection region.
- The electron energies are correlated with the integrated laser $a_0$ and the laser redshift, so spectral modifications provide a good indication of acceleration dynamics.
- The maximum electron energies are more consistent when the laser focus is set early in the target.
Chapter 5. Evolution of a wakefield acceleration laser driver

5.4 Discussion

The experimental measurements of the post-interaction spectra have some limitations. Figure 5.16 shows the laser spectra at the end of the simulations, where the inset shows the spectral range that could be measured in the experiment, corrected for the spectrometer response [191]. While the simulations show that redshifted light dominates the spectrum and provides information about the efficiency of wakefield excitation, the main redshifted component was not captured by the detector in the experiment. The blueshifted light shares similarities with the experiment, where the signal between 700 nm to 750 nm is stronger for $f_{\text{vac}} < 1$ than for late focusing. However, the most clear trends are found outside the sensitivity range of the spectrometer. This suggests that the most useful redshifts require measuring the transmitted laser spectra above 900 nm, which should inform future experimental design.

![Figure 5.16: Laser spectra at the end of the simulation. The colour bar represents the vacuum focus position of the laser. The insets display the spectrum in the range captured by the spectrometer used in the experiment.](image)

Nevertheless, the transmitted spectra was found to provide useful information about the laser-plasma interaction. The development of secondary peaks can work as a secondary density diagnostic, while the captured transmitted energy in the low wavelength range gives information about the energy remaining in the laser pulse, and therefore the laser-plasma coupling. The spectra revealed that a very late laser focus resulted in a significant fraction of the laser which remained unguided and this was correlated with low electron beam energies. However, lasers with early to intermediate focus reabsorbed
some energy from the wakefield, which also led to less electron acceleration. In addition, linear trends were found between the laser energy shifted away from the vacuum range and the injected charge, and between the transmission and maximum electron beam energy, within certain ranges of vacuum laser focus. These reveal that a very late focus, > 1 mm after the beginning of the density plateau, is detrimental to the stability of the acceleration dynamics.

Figure 5.17 compares the experimental and simulation results for the injected charge and maximum electron beam energy. The simulations generated 15 times lower charge than measured in the experiment. This may be a dimensionality problem; the 2D simulations capture the transverse evolution of the pulse at a slower rate [96, 192], which may lead to lower intensities and therefore less injection than in experiment. It is unfeasible to run a 3D simulation to verify this due to the prohibitively expensive computational costs required. However, an increase in injected charge is observed in the 2D simulations compared to a 1D simulation which does not capture the self-focusing dynamics. Extrapolating this suggests an even higher charge in 3D. Despite these issues, the trends observed are still insightful and aid in the interpretation of the experimental results. The low simulated charge resulted in an underestimated beam-loading, which may partly explain the higher energies reached compared to the experiment.

![Figure 5.17: Comparison of the simulated and experimentally measured (a) total electron beam charge and (b) maximum electron beam energy for different vacuum laser focus. The experimental results are an average of two shots with the same focus, with the error bars delimiting their range.](image)

The simulations and experiment present similar trends of injected charge with vacuum laser focus, as depicted in figure 5.17(a). In both cases the optimum charge is found at $f_{\text{vac}} = 0.2 \text{ mm}$, which the simulations reveal corresponds to the earliest effective fo-
Focus. This suggests that trends in the self-focusing dynamics are well represented despite the use of 2D simulations. While stronger self-focusing is expected in the experiment, the position of minimum width will still be determined by the balance of this and the geometric diffraction.

The vacuum laser focus which optimises the maximum electron beam energy is very different in simulations and experiment. However, the trends with $f_{\text{vac}}$ away from this optimum are similar, with a steeper decrease when focusing farther into the target and a more gentle decrease when focusing earlier. In the experiment, the electron energy is lower at late focus because a significant portion of the laser is not guided and therefore does not couple to the plasma. The laser-plasma coupling is similar for earlier foci, but the laser reabsorbs some of the energy from the wakefield, meaning that it is unavailable to the electrons. The highest electron energies are obtained where these two effects are balanced. In the simulations, the electron energy is lower at early focus because of pump depletion in the rising edge of the target. At later foci, the spectral modifications show a gradual decrease in laser energy coupling to the plasma. These explanations suggest that the differences between simulation and experiment arise from varying laser-plasma coupling. This may be explained by the transverse distribution of laser energy, which is presented in figure 5.18 for the experiment and simulation. Despite the emergence of broad halos away from focus in the experiment, the central laser spot does not vary significantly in size within 0.5 mm from the focus. Conversely, the profile of the simulated Gaussian laser is defined to vary smoothly over $z$. By maintaining a similar central spot over a range of $z$, lasers with a range of $f$ can drive similar wakefields, leading to more consistent levels of depletion. The effect of this would be that the negative slope obtained in the simulations in figure 5.17(b) would only start at $f_{\text{vac}}$ sufficiently large that a significant portion of the laser is not guided. The difference in simulated and experimental laser distributions has a lower impact on the injected charge because this is still determined by the balance of geometric diffraction and self-focusing. These are determined by the vacuum focus position and laser power, respectively, and are therefore weakly influenced by transverse laser variations.

More accurate modelling of the transverse laser profile could be achieved by simulating a laser pulse comprised of multiple Gaussian modes. This should result in lower overall laser energy coupling to the plasma, which would reduce the simulated electron beam energies to be more consistent with the experimental results.

The study was limited to the maximum energy and total charge of the electron beam. However, EnPRAXIA also has strict requirements on the energy spread, which must be < 5%. Analysis of the energy spread done in refs. [182, 184] found a clear optimum in
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5.5 Transmitted pulse shape measurements

A follow-up experiment was conducted at the Lund Laser Centre to further develop the laser-plasma injector for the EuPRAXIA project. The experimental setup was similar to that described in section 5.1. Upgrades to the laser system changed the pulse duration to 38 fs (FWHM) and the focal spot to 16 µm; the pulse energy increased from 0.7 J to 1 J. This resulted in an $a_0 = 2.02$. Moreover, an online Mach-Zehnder interferometer was added and changes were made to the post-interaction laser diagnostics. Two wedges were placed in front of a $f = 700$ mm lens to collect the laser after the interaction. A pick-off mirror transported the centre of the collimated beam onto a Swamp Optics Grenouille, which measured the FROG trace in a single shot to obtain the full temporal and spectral information of the laser. The FROG comprises a progression from the spectrometer used in the previous campaign, as it is expected to reveal the spectral modifications undergone by different regions of the laser pulse. This was found to be informative in simulations.
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The Grenouille data was captured by a low dynamic range 8 bit camera. This resulted in noisy data. As the FROG trace has $N^2$ data points that are used to calculate $2N$ phase points of $E(t)$, there is an over-determination of the pulse shape and phase. This, in conjunction with the fact that the noise does not follow the mathematical constraint of the SHG FROG (section 3.5.2), enables the retrieval algorithm to reproduce a pulse that is more accurate than the original noisy trace. As a result, the retrieved intensity and phase can achieve 1% RMS errors [132]. However, many shots presented low laser transmission, which was exacerbated in the FROG measurements by the SHG crystal. The very low signal to noise ratio in the FROG trace for these shots meant that the measurements were unsuitable for further analysis.

5.5.1 FROG trace processing

A systematic artefact was identified in the FROG measurements, as shown in figure 5.19(a). The artefact appeared in the same region of the image independent of the laser transmission, the initial pulse shape and spectral modifications; however, its structure did vary from shot to shot. As the Grenouille was fully enclosed, this artefact was attributed to stray reflection inside the diagnostic. Its high signal even when the FROG trace was very faint suggests that it was light at the fundamental frequency.

![Figure 5.19: Image processing of a FROG trace. (a) Raw measurement, showing a bright artefact. (b) The pixels in the region of the artefact are replaced by those at the equivalent negative delays. (c) A low pass filter is employed to delete hot pixels and reduce noise.](image)

Processing of the measured FROG traces was done to disregard the unphysical artefact so that the pulse retrieval could be performed. The region affected by the artefact was identified from high pressure shots whose FROG traces otherwise had very little signal. As the structure within the artefact varied between shots and days, it could not always be successfully removed by background subtraction. Instead, a mirroring of
the FROG trace was performed only within the region affected by the artefact. The result of this is shown in figure 5.19(b). This required an accurate identification of the symmetry axis. While the Grenouille is aligned so that the FROG trace is centred on the camera, this was not always the case for the data, meaning that the laser had some pulse front tilt.

Further image processing techniques could be used to improve the signal to noise ratio, and therefore the quality of the retrieved pulse. A background subtraction was performed, where the background value was taken to be the average of pixels at large delay. This removed contributions of incoherently scattered light. Then, a 2D low pass filter was implemented. This suppressed the high spatial frequencies, thereby smoothing the data. The low pass filter presents an advantage over the median filter of not broadening the FROG signal, which would produce unphysical traces. Though not necessary for every trace, as the retrieval algorithm can deal with noise, the low pass filter was useful for low signal shots. An example of its effect is shown in figure 5.19(c).

### 5.5.2 Vacuum results

A few FROG measurements were taken with the laser propagating through vacuum. These enabled characterisation of the laser pulse before the interaction, as a dedicated pre-interaction FROG diagnostic was not available. The FROG traces in vacuum were saturated by the high transmission. The saturation was compensated by performing two Gaussian fits to the horizontal and vertical lineouts of the FROG trace at $\tau = 0$ and $\Delta \omega = 0$ and substituting the pixel values $> 95\%$ of the maximum by the results from the fits. The resulting processed image is shown in figure 5.20(a), with the FROG reconstruction in (b) and retrieved laser pulse in (c).

![Figure 5.20: FROG measurement (a) reconstruction (b) with < 1.5% error and retrieved laser intensity and phase (c) from a vacuum shot.](image)

The reconstruction algorithm successfully converged within 200 iterations. The re-
retrieved pulse is measured to have a FWHM duration of 50 fs and a quadratic phase. As the transmitted laser pulse travels through a lens and the chamber window on its way to the Grenouille, it suffers from group delay dispersion (GDD), which is characterised by a second order spectral phase (section 2.2.1). Assuming that the input laser had optimal compression, $\tau_{\text{FWHM}} = 38 \text{ fs}$ with a flat spectral phase, the retrieval can be used to determine the the effect of the optics on the pulse.

Consider adding a GDD, $\varphi(\omega) = \beta \omega^2$, to a laser pulse defined in the frequency domain (2.35),

$$\tilde{E}(\omega) = E_0 \sqrt{\frac{\pi}{a}} \exp \left( -\frac{\omega^2}{4a} + i\beta \omega^2 \right),$$  \hspace{1cm} (5.4)

where $a = \tau_{1/e}^{-2}$ with $\tau_{1/e}$ the $1/e^2$ pulse duration at optimal compression. Then the time representation can be computed through the inverse Fourier transform of (5.4), giving a pulse with amplitude

$$E(t) = E_0 \sqrt{\frac{\pi}{a}} \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left( -\frac{\omega^2}{4a} + \beta \omega^2 + i\omega t \right) d\omega$$

$$|E(t)| \propto \exp \left( -\frac{at^2}{1 + 16a^2 \beta^2} \right).$$  \hspace{1cm} (5.5)

This means that the pulse duration is extended to

$$\tau'_{1/e} = \tau_{1/e} \sqrt{1 + \left( \frac{4\beta}{\tau_{1/e}^2} \right)^2}.$$  \hspace{1cm} (5.6)

Rearranging (5.6) for $\beta$ and using the pulse duration at optimal compression as $\tau$ and the measured pulse duration as $\tau'$ gives a GDD of $\beta \approx 450 \text{ fs}^2$. This figure is consistent with laser transmission through the 8 mm thick N-BK7 lens and the 3 mm thick fused silica window, which give a combined GDD of 468 fs$^2$ [193]. Using this, the GDD imparted by the post-interaction optics could be undone multiplying the retrieved pulse electric field in the frequency domain by $\exp (-i\beta \omega^2)$.

### 5.5.3 Density scan

Figure 5.21 shows the measured FROG traces for the pulse after interacting with plasma at different densities. At the lowest density, the FROG trace comprises a narrow bandwidth signal centred approximately at the second harmonic frequency of the input laser. No electrons were measured for this shot which suggests that self-focusing has not taken place to enable the laser intensity to exceed the ionisation threshold for $N^{5+}$. This is consistent with the $n_e^{-2}$ dependence of the critical power for relativistic self focusing. Sig-
nals at higher frequencies emerge at $1.9 \times 10^{18}$ cm$^{-2}$ and $2.8 \times 10^{19}$ cm$^{-2}$, which suggests that photon acceleration is taking place. This indicates that a wakefield is driven with a plasma wavelength $\lesssim c\tau$. Accelerated electrons are measured from $2.8 \times 10^{18}$ cm$^{-2}$. By $3.9 \times 10^{18}$ cm$^{-2}$, the redshifts are significant enough that the FROG signal approaches the long wavelength limit of the diagnostic, implying significant laser energy transfer to the plasma. Stronger pump depletion at higher densities meant that the full pulse was not captured by the diagnostic. As a result, the FROG retrieval could not be accurately performed for shots at high densities.

![FROG measurements](image)

Figure 5.21: Normalised FROG measurements after image processing for five shots under different plasma densities.

In an attempt to retrieve information from the FROG measurements even when the reconstructions failed due to an incomplete pulse, the total counts on the FROG and a measure of the spectral width were obtained from the processed FROG traces. The results for a pressure scan are plotted in figure 5.22 against the measured electron beam charge and energy for every shot. The spectral width was calculated as the 5$^{th}$ to 95$^{th}$ percentile of the FROG delay marginal and is a measure of laser modifications. Analysis of the electron spectrometer data was performed by L. Dickson and described in ref. [184]. Here the maximum energy is defined as the energy at which the spectra $dQ/dE$ decreased to 10% of its peak value.

Stronger spectral modulations are correlated with increased electron charge as shown in figure 5.22(a). However, this relationship is not necessarily causal. The higher injected charge is obtained at higher densities, which is likely a combination of the increased electron availability and the increased rates of self-focusing. At the same time, pump depletion is stronger at higher densities due to the increased density gradients leading to significant redshifting, while the decreasing plasma wavelength allows for increased photon acceleration as the back of the laser reaches a decreasing plasma density gradient. A similar positive trend is retrieved between the maximum energy and spectral...
width in figure 5.22(c), though with many outliers. There is a maximum to the spectral width that can be measured, which is \( \approx 120 \text{ nm} \). Therefore, lasers which undergo more photon acceleration will be incorrectly characterised by this metric, as observed at high densities (magenta). The trends of electron beam parameters with counts on the FROG shown in figure 5.22(b) and (d) also show strong dependences. Similarly to the results from the previous experiment presented in section 5.2, low transmission is correlated with higher maximum energies. Here there is also a minimum transmission value. In contrast to the spectral data for the focus scan, the charge presents a clear linear trend with transmission, excluding the highest density data. The results suggest that the observed transmission and spectral modifications are likely dominated by the increased depletion at higher densities. While not very informative about the differences in the dynamics at every shot, this is further evidence for the use of transmitted laser data as a measure of density.

Figure 5.22: Correlations of post-interaction laser measurements obtained from the FROG trace with electron beam charge (top) and maximum electron beam energy (bottom).
5.5.4 Discussion

The data presented here comprises a small selection of FROG measurements that could reveal some information about the interaction in the experiment. In general, the FROG measurements were found to have severe limitations. The low dynamic range of the camera resulted in noisy images with little detail when the laser transmission was low. As low transmission in the wavelength range captured is found to be a sign of efficient acceleration, this meant that the data for shots with the most interesting dynamics were unavailable.

As seen in the pressure scan, the FROG measurement was clipped by the diagnostic at densities $\gtrsim 4 \times 10^{18} \text{cm}^{-2}$. The FROG captured a wavelength range equivalent to 735 nm to 865 nm in the fundamental harmonic. This is smaller than the range of the spectrometer used in the previous experiment. In comparison, the simulations of section 5.3 show that the laser undergoes redshifts up to 900 nm on average, with the longest wavelength components of the spectrum reaching wavelengths beyond 1 µm. This meant that the wavelength range spanned by the Grenouille was too small to capture the frequency shifts achieved in the experiment. In contrast, successful FROG measurements of the post-interaction laser in a wakefield accelerator have measured frequency shifts up to 880 µm in low plasma densities $\lesssim 1 \times 10^{18} \text{cm}^{-3}$ [134,179], where no electrons were accelerated. The narrow wavelength range of the Grenouille is likely a result of the strict phase-matching requirements of the SHG crystal [132]. The large bandwidth of the transmitted laser evidenced in simulations is unlikely to fulfil this condition, which means that FROG may not be the most appropriate diagnostic for strongly modified laser pulses.

The implementation of a post-interaction laser spectrometer in addition to the FROG would be beneficial. By comparing the calculated frequency marginal of the retrieved pulse to its known functional form for SHG FROG (section 3.5.1), the spectrum can help uncover systematic errors. In addition, the spectrum enables these systematic errors to be corrected in the post-processing of the measured traces [132]. This is crucial for SHG FROG, as, unlike other FROG geometries, convergence of the retrieval algorithm does not necessarily indicate a correct pulse measurement. This is because of the time ambiguity and symmetry. The study would also benefit from a pre-interaction FROG diagnostic for reference so that the pulse modifications occurring during the interaction can be isolated from deliberate changes to the incoming laser pulse.

In summary, using FROG to diagnose a laser driving wakefield acceleration can provide some useful information about the depletion of the laser and the strength of the driven wakefields, which are found to be correlated with electron beam parameters.
However, practical use of the diagnostic presents many difficulties which prevented its full exploitation in retrieving the complete laser profile. In particular, it appears to be unsuitable for pulses with large bandwidth. As a result, the FROG measurements provided similar information as the transmitted spectra measurements discussed in section 5.2. This suggests that a simpler laser spectrometer may be sufficient to characterise the modifications to a wakefield accelerator laser driver, as it was not possible to take advantage of the benefits provided by FROG. Further consideration and testing of the experimental setup may be needed for successful use of FROG. Demonstrating the power of this optical diagnostic would likely require a dedicated experiment.
Chapter 6

Conclusions

Laser wakefield acceleration is a complex process that is highly sensitive to the plasma target conditions and the evolution of the laser driver. The work presented in this thesis adds to the understanding of electron injection and acceleration dynamics under conditions that are relevant for applications in particle physics, medicine and XFELs. This is achieved by examining the effect of target fluctuations and studying the evolution of a laser as it drives a plasma wakefield. These studies are necessary to accelerate the development of these novel sources and present a path towards the stable electron beams required for future applications.

6.1 Stability of density transition injected electron beams

Controlling injection enables improved shot-to-shot stability of the electron beams generated through laser wakefield acceleration. However, large shot to shot fluctuations of electron beam parameters were observed in an experiment using density transition injection. This suggested that further study into the stability of these dynamics was necessary.

The experiment used a razor blade positioned in a supersonic gas jet to produce a tailored target with a decreasing density gradient. Interferometry measurements of the target density revealed that correlated peak and plateau densities are indicative of a change in gas backing pressure, while a lack of correlation between the densities implies motion of the blade in the gas. The target fluctuations were characterised for the plateau density, peak density and ramp position. While the experiment was not designed as a stability study, the data provides accurate estimates of the shot-to-shot
target fluctuations that are relevant to a wide range of target profiles used in LWFA. Therefore, this type of analysis could be repeated for any LWFA experiment to improve understanding of target stability.

A sensitivity study to the experimentally measured shot-to-shot target fluctuations using PIC simulations revealed that the electron charge and maximum energy are very sensitive to variations in $n^{-1}dn_e/dz$, which cause changes in the injection dynamics. As a result, changes in the peak density independent of the plateau density dominate the variations of both the injected charge and maximum electron beam energy. These variations would be caused by fluctuations of the blade position in the gas target. Variations in the ramp steepness exacerbate this effect.

In contrast, correlated changes of the peak and plateau densities result in equal reduction of the wakefield phase velocity, meaning that the injection dynamics are consistent. The simultaneous increased wakefield amplitude and decreased plasma wavelength occurring at higher plateau densities offset the injection occurring farther forward due to higher peak densities. This results in the electrons witnessing very similar accelerating fields despite the density fluctuations. As this type of target variation occurs due to fluctuations in the target backing pressure, this strongly indicates that the fluctuations observed in the experimental data are more likely a result of a fluctuating blade rather than a variation in gas pressure. Therefore, the use of a more rigid obstruction to generate the down-ramp would be beneficial for the stability of the accelerator.

Variations in the length of the density down-ramp cause different effects on the injected charge depending on the regime involved. The decrease in injected charge with increasing length for long-scale ramps is described by the 1D evolution of the wakefield phase velocity in the ramp. However, this theoretical variation prevents injection in ramps where injection is observed in simulation. While the laser evolution causes further reduction of the phase velocity, it is insufficient to account for the injection observed. The results suggest that two dimensional effects such as transverse injection have a significant effect in the simulated non-linear regime. This will require further investigation.

In contrast to long-scale density ramps, the injected charge is found to increase with ramp length in sharp density transitions. This is because the initial conditions for electrons to inject are increasingly restrictive as the transition length $\rightarrow 0$. In addition, the injection dynamics are more complicated in sharp transitions with a longer length scale. As the position of the density transition is less well defined, electrons originating in very similar regions of phase space can end up in a highly organised distribution over an extended region after injection. This new evidence of the behaviour and acceleration of
electrons injected in very short ramp suggests potential for further tunability of electron beam energy and emittance through precise control of the target profile.

The strong beam-loading caused by the sudden injection in sharp transitions counteracts the benefits of having highly localised injection. This is exacerbated for lower laser intensities, where beam-loading dominates over the laser-driven wakefield. Therefore, driving a weakly non-linear wake in a target with a sharp density transition may not be desirable. Instead, long-scale density ramps are preferred in terms of beam spectral quality. However, the analysis neglects injection in further periods of the wakefield, which may be undesirable.

### 6.2 Evolution of a wakefield acceleration laser driver

The post-interaction laser spectrum was found to provide useful information about the laser-plasma interaction, which could indicate trends in the injected charge and electron beam energy. An empirical relation between the wavelength and amplitude of secondary peaks with density enables the transmitted spectra to work as a secondary density diagnostic. This could be particularly useful for stability measurements. Moreover, the laser transmission at low wavelengths gives an indication of the laser energy that is not coupled to the plasma due to a lack of guiding, as well as the energy that the laser takes back from the wakefield via photon acceleration. The transmitted laser energy below 900 nm is negatively correlated with maximum electron beam energy in a focus scan and with injected charge in a cell pressure scan.

The experiments show that obtaining the electron beams with the highest energies requires a balance between coupling laser energy into the plasma and taking energy back from the plasma via photon acceleration. These effects can be measured through diagnosis of the transmitted laser pulse. When part of the laser is not guided, the post-interaction spectrum shows a large component in the wavelength range that matches the pre-interaction laser. This corresponds to energy that is not transferred to the plasma, and is observed when focusing too far into the target. However, when driving a strong wakefield with \( c\tau \sim \lambda_p \), photon acceleration can occur which manifests itself as a strong blueshifted signal. While the unshifted and blueshifted components proved to be informative, the simulations revealed that the strongly redshifted light is the best indicator of the acceleration dynamics. Measuring this in experiment requires the use of spectrometers sensitive to wavelengths above 900 nm.

The simulations provide insights into the relation between laser parameters and electron beam parameters. The self-focusing of the laser was shown to be crucial in
determining the ionisation injection dynamics in a tailored target at moderate intensities. While relying on laser evolution to control the injection region allows peaked electron spectra to be obtained, the dynamics are very sensitive to laser focusing. The geometric diffraction determined by the vacuum focus position must be balanced by the self-focusing determined by the laser power. The dynamics which cause the laser to reach its peak $a_0$ and minimum width the earliest result in the highest injected charge, even if a different setup reaches a higher peak $a_0$.

Similarly, the peak $a_0$ is not the best indicator of the strength of the driven wakefields, as it does not take into account the buildup of the wakefield strength throughout the interaction. Instead, the electrons with the highest energies were obtained where the laser $a_0$ remained high over the longest region after injection, demonstrating that it is the laser evolution, and not any instantaneous value, which determines the acceleration dynamics. This was influenced by wakefield guiding of the laser, which closely followed the matched spot size in the latter half of the interaction.

### 6.3 Influence of laser focusing

The two results chapters present different aspects of LWFA. While chapter 4 studies the fluctuations of a gas jet and blade target driving density transition injection, chapter 5 examines the laser evolution driving ionisation injection in a tailored gas cell. However, the studies have in common the complex interplay between the laser dynamics and the tailored density profile. This has been shown to be critical to the injection and acceleration dynamics in both studies.

Both longitudinal and transverse motion of the blade in the gas jet cause variations in the longitudinal position of the density ramp, which is equivalent to changes in the vacuum laser focus position. Simulations of these variations reveal an asymmetry to the deviations of injected charge when the laser is focused before and after the density transition. These charge variations are comparable to the intensity deviations at the ramp, which indicates that they are caused by differences in the laser evolution. The fluctuations are reduced when the laser is focused before the density ramp because differences in the initial intensity are compensated by self-focusing.

These findings are consistent with the measurements of the transmitted laser in the study of ionisation injection. When the laser is set to focus too far into the target, the plasma guiding adds to the geometric focusing to over-focus the laser, which leads to severe variations in the pulse width and $a_0$ over the interaction region. An earlier vacuum focus allows more gradual effective focusing which results in a more stable $a_0$.
as the pulse gets close to the matching condition. This means that the laser reaches similar \( a_0 \) with the \( \nu_{\text{vac}} \leq 0 \), but the results are more variable for the different \( \nu_{\text{vac}} \) with late focusing, thereby explaining the results from the target sensitivity study.

The lack of stability when focusing later in the target was also observed, as the electron beam energies obtained in two runs with different laser spectral phase disagreed only for these foci. However, experimental results with the laser set to focus very early in the target presented significant shot-to-shot fluctuations of the maximum electron beam energy. This suggests that there is a limit to the improved stability achieved at early foci that was found in the density sensitivity study. Due to the difference in target profile and injection mechanism for the two studies, further work is required to identify this limit for the target produced by a blade in a gas jet.

### 6.4 Laser wakefield acceleration performance

Present laser wakefield accelerators can generate nanocoulomb-level electron beams with multi-giga electronvolt energies and sub-percent energy spread. These parameters are becoming comparable to state-of-the art RF accelerators, which has driven the interest in user facilities for compact plasma-based radiation sources and the potential for linear particle colliders. However, these applications are hindered by the difficulty in achieving all of the optimal parameters simultaneously with LWFA. This indicates that stability remains an outstanding challenge.

The work in this thesis contributes to the performance requirements of LWFA by performing dedicated studies of stability and the sources of fluctuation. These types of sensitivity studies are lacking, despite being crucial to define the required level of control and acceptable tolerances for a reliable accelerator. Therefore, this work addresses the need for improved understanding of fluctuations, which enables the identification of the dominant sources of instability and of regimes of improved stability.

For the density ramp injection setup considered in chapter 4, the sources of experimental density fluctuations were identified as the variable gas jet pressure and the variations of blade position from shot to shot. The magnitude of these density fluctuations were measured as \( \sim 10\% \) from a dataset with few repeats for the first time. This characterisation was used in a systematic stability study of the effect of plasma density on electron beam parameters. The injected charge and maximum electron beam energy were found to vary by up to 9\% and 15\%, respectively. The current performance is sufficient for betatron x-ray and radiobiology applications but will require improved stability for free electron lasers.
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The study revealed that a more robust method of producing the density ramp could improve the charge stability by a factor of 2 and the energy stability by a factor of 3. For density stability limited by gas pressure variations, obtaining sub-percent level fluctuations in the electron beam parameters would require improvements of fluctuations in the gas system to be below 2%. The stability of various gas systems needs to be measured to determine if these performance requirements are met. These considerations will help define the parameters of operation of future facilities.

The studies also show that density ramp injection successfully decouples laser energy fluctuations from electron beam energy, but these need to be < 1% to obtain sub-percent charge stability. Such laser energy stability is expected for the EuPRAXIA facility owing to ongoing laser development [49]; currently < 2% laser energy fluctuations have been reported at multiple facilities [30,194].

6.5 Future work

The injection and acceleration dynamics of electrons injected through density transition injection have been shown to be very sensitive to the precise density profile of the target. The low magnification interferometry used in the experiment was unable to provide an accurate representation of the density ramp. Using a higher magnification diagnostic on shot would provide a better idea of the density ramp regime that is used and improve sensitivity at low densities. This could be combined with offline tomographic reconstruction of the density ramp to provide a complete 3D description of the target. Tomography would reveal additional target parameters such as ramp length and angle, whose fluctuations could then be characterised and used in further PIC simulations for additional target sensitivity studies. The use of tomography would present benefits over fluid simulations, which have limitations when the gas is expanding into vacuum.

In addition, the setup used to produce the density transition needs to be optimised. Offline characterisation of blade motion and damage using the present setup should inform future designs so as to be more robust. Alternatively, a setup with no moving parts could be conceived, as oblique shocks can be produced in supersonic nozzles by introducing sharp features and breaking the cylindrical symmetry [195]. A density profile suitable for density transition injection has been demonstrated using a shocked nozzle with a 300 µm opening [54], but a millimetre-scale design has not been proposed. Improved gas nozzle design, in conjunction with a robust density tailoring setup, should produce measurable improvements in the stability of the density profiles and therefore
in the reproducibility of the accelerated electron beams.

Transverse injection in decreasing density ramps requires further study, as the current 1D theory cannot fully describe the observations from simulations. The conditions for enhanced transverse injection need to be identified for both sharp and long-scale transitions. This may enable control over the electron beam emittance and the ability to optimise betatron emission, which would be of interest for future applications.

The measurements of laser pulse modifications while driving wakefield acceleration have been shown to provide useful information about laser-plasma coupling and comprise a good indicator for the electron beam parameters. However, the use of FROG to learn about the pulse shape and chirp was unsuccessful. This can be attributed to the strict phase-matching conditions in the SHG crystal, which limit the bandwidth that can be diagnosed. Instead, the transmitted spectra is found to be a more effective diagnostic. However, the spectral range of the spectrometer needs to be extended to enable a more direct measurement of laser-plasma coupling. This would allow the features of the laser that contribute most to pump depletion and those which take energy back from the wakefield to be identified.

Further consideration and testing of the experimental setup is needed for successful use of FROG, for example by using multiple devices across the transmitted laser bandwidth. A camera with higher dynamic range should enable more accurate retrieval even for shots with low transmission. This would reveal the laser modifications associated with the most useful electron beams. Moreover, the implementation of a post-interaction laser spectrometer in addition to the FROG would allow for systematic errors to be identified and corrected. The study would also benefit from a pre-interaction FROG diagnostic. This would provide a reference so that the pulse modifications that take place during the interaction can be isolated from deliberate changes to the incoming laser pulse, which are known to subtly affect the interaction dynamics. This all indicates that demonstrating the power of optical diagnostics would likely require a dedicated experiment.
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Appendices

A.1 Gaussian beam focusing

The following derivation of Gaussian optics follows the standard approach as given in [196].

The wave equation can be obtained from Maxwell’s equations by computing $\nabla \times \nabla \times \vec{E}$ to obtain

$$\nabla^2 \vec{E} - \frac{n^2}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = 0,$$

where $n$ is the refractive index of the medium and $c$ is the speed of light. Assuming a wave propagating in the $z$ direction of the form

$$E(x, y, z, t) = E_0 \Psi(x, y, z) \exp \left(i(\omega t - k z)\right)$$

yields the Helmholtz wave equation,

$$\nabla^2_T \Psi - \frac{2ik}{c} \frac{\partial \Psi}{\partial z} + \frac{\partial^2 \Psi}{\partial z^2} = 0,$$

where $\nabla^2_T$ is the transverse Laplacian operator. In the paraxial approximation, the smallest term $\frac{\partial^2 \Psi}{\partial z^2}$ is neglected to obtain

$$\frac{1}{r} \frac{\partial}{\partial r} \left(r \frac{\partial \Psi}{\partial r}\right) - 2ik \frac{\partial \Psi}{\partial z} = 0$$

in cylindrical coordinates.
The Gaussian solutions to (A.4) take the form:

\[ \Psi = \exp \left( -i \left( P(z) + \frac{kr^2}{2q(z)} \right) \right), \]  

(A.5)

where \( q(z) \) is allowed to be a complex variable to account for both the Gaussian envelope and the curvature of the wavefronts, and \( P(z) \) is an additional longitudinal phase.

Substituting the solution (A.5) into the wave equation (A.4) gives an equation for \( P(z) \) and \( q(z) \),

\[ \left[ \left( \frac{k^2}{q^2(z)} (q'(z) - 1) \right) r^2 - 2k \left( P'(z) + \frac{i}{q(z)} \right) \right] \Psi = 0, \]  

(A.6)

where both terms in brackets must be solved independently for the equation to hold for all \( r \). Solving the first term gives

\[ q(z) = z + iz_R, \]  

(A.7)

such that the \( z = 0 \) solution has the required Gaussian form \( \exp(-kr^2/2z_R) \). Through the \( z = 0 \) solution, \( z_R \) can be related to the physical parameter \( w_0 \), which is the spot size of the laser beam, via

\[ z_R = \frac{n\pi w_0^2}{\lambda}. \]  

(A.8)

\( z_R \) is known as the Rayleigh range, which is the distance from the focus over which the laser’s electric field amplitude decreases to a factor of \( 1/e \) of the peak. Equivalently, it is the distance over which the area of the beam doubles compared to the waist at \( z = 0 \).

By considering the inverse of \( q(z) \),

\[ \frac{1}{q(z)} = \frac{z}{z_0^2 + z^2} - \frac{i}{z_0^2 + z^2}. \]  

(A.9)

\( \Psi \) can be retrieved as

\[ \Psi(r,z) = \exp \left( - \frac{kr^2 z_R}{2(z^2 + z_R^2)} \right) \exp \left( -i \frac{kr^2 z}{2(z^2 + z_R^2)} \right) \exp(-iP(z)). \]  

(A.10)

The first term in (A.10) is a Gaussian in \( r \) with a \( 1/e \) half-width \( w(z) \) given by

\[ w^2(z) = \frac{2(z^2 + z_R^2)}{kz_R}, \]  

\[ = w_0^2 \left[ 1 + \left( \frac{z}{z_R} \right)^2 \right]. \]  

(A.11)
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The second term in (A.10) constitutes an additional phase (recall that the plane wave phase $kz$ appears in the full solution of $E$ in (A.2)). It corresponds to the wave picking up more phase further off axis, which results in the wavefronts being curved parabolically. Thus, a radius of curvature $R(z)$ can be defined as

$$R(z) = z\left[1 + \left(\frac{zR}{z}\right)^2\right].$$  \hspace{1cm} (A.12)

At $z = 0$, which corresponds to the focus, $R(z = 0) = \infty$ and a plane wave is retrieved. At very large $z$, again $R \to \infty$, as the beam expands and the wavefronts appear locally planar.

The expression for $R(z)$ can be used to rewrite $q(z)$ as

$$\frac{1}{q(z)} = \frac{1}{R(z)} - \frac{i}{n\pi w^2(z)} \lambda,$$ \hspace{1cm} (A.13)

which can be used to obtain local information about the laser at any $z$, while $q$ can provide information about the laser’s focus.

Now that $q(z)$ is known, solving for $P(z)$ in (A.6) gives

$$P(z) = \ln \left(1 - i \frac{z}{z_0}\right),$$

$$= \ln \sqrt{1 + \left(\frac{z}{z_0}\right)^2} - i \arctan \left(\frac{z}{z_0}\right),$$ \hspace{1cm} (A.14)

and

$$\exp (-iP(z)) = \frac{w(z)}{w_0} \exp \left(- i \arctan \left(\frac{z}{z_0}\right)\right).$$ \hspace{1cm} (A.15)

The resulting amplitude term describes how the electric field decreases as the beam spreads, consistent with the definition of the Rayleigh range as the $1/e$ beam half-width in $z$. The exponential term corresponds to a longitudinal phase known as the Gouy phase. It describes a real wave picking up $\pi$ more phase than a plane wave as it passes through focus due to its finite radial extent.
The full expression for the electric field of a Gaussian mode is then:

\[
E(r, z, t) = E_0 \frac{w_0}{w(z)} \exp \left( -\frac{r^2}{w^2(z)} \right) \\
\times \exp \left( -i \frac{k r^2}{2 R(z)} \right) \\
\times \exp \left( -i \left[ k z + \arctan \left( \frac{z}{z_R} \right) \right] \right) \\
\times \exp (i \omega t),
\]

(A.16)

where each line corresponds to the amplitude, radial phase, longitudinal phase and temporal phase, respectively.

### A.2 Convergence testing

The ratio of longitudinal to transverse spectral resolutions determines dispersion in PIC codes, as discussed in section 3.6.1. However, running 4 mm simulations at 60 \times 20 cells per wavelength is unfeasible. Thus, multiple 2D EPOCH simulations were performed in order to determine the resolution requirements to sufficiently capture the laser propagation and electron acceleration dynamics. Simulations were run with \(\lambda_0/\Delta x \times \lambda_0/\Delta y\) of 30 \times 10, 40 \times 10 and 60 \times 20, all of which have \(|v_g/c - 1| < 2 \times 10^{-3}\). The CLF condition is satisfied with \(\Delta x = 0.95 \Delta t\), which is the standard for EPOCH.

The simulations were run with a \(I_0 = 9.8 \times 10^{18} \text{ W cm}^{-2}\), 12\(\mu\)m and 42 fs laser propagating through a \(n_e = 7 \times 10^{18} \text{ cm}^{-3}\) plasma, as in section 5.3. Figures A.1 and A.2 show the laser profile and spectrum, respectively, as a function of propagation distance. The evolution of the maximum laser intensity and laser width are also shown, as well as the laser spectra after exiting the plasma. Both the laser focusing and the structure of the spectra are well represented for all simulations. The lowest resolution simulation, 30 \times 10, deviates from the highest resolution simulation, 60 \times 20, by \(-2\%\) in \(w\) and \(-11\%\) in \(I_{max}\) by \(z = 2.5 \text{ mm}\). The intensity deviations are only evident in the latter half of the simulation, where they are not expected to influence the injection dynamics. While the details of the spectra vary, the 30 \times 10 resolution appears to be sufficient to obtain qualitative insights.

The electron distribution in longitudinal position - longitudinal momentum space is shown in figure A.3, along with their spatially-integrated energy spectra after exiting the plasma. While the shape of the electron distribution is similar, lower average energies are reached in the higher resolution simulations. The lowest resolution deviates from the
Figure A.1: Spatial laser distribution (normalised) as a function of propagation distance throughout the simulations. The right panel shows the maximum laser intensity and laser width throughout the simulation.

Figure A.2: Laser spectrum (normalised) as a function of propagation distance throughout the simulations. The right panel shows the laser spectra at the end of the simulation.

highest resolution simulation by 3% in maximum energy and −4% in injected charge. This shows that the 11% intensity deviation in the lowest resolution simulation does not significantly affect the acceleration dynamics. Therefore, the $30 \times 10$ simulation is suitable to study the interaction.
Figure A.3: Electron longitudinal position-energy distribution at the end of the simulations. The right panel shows the spatially-integrated energy spectra.
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