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Simulating the climate is more important than it has ever been if we want to foresee the disruptions of global climate change. Climate simulations are, however, limited by our lack of understanding of the tipping points of the climate systems. Such tipping points have been crossed the last deglaciation, between 19 and 11.7 thousand years before present, whose chain of events recalls the demise of the modern ice sheets. Deglacial abrupt climate changes are linked to complete reorganisations of Atlantic Meridional Overturning Circulation (AMOC) by the effect of the freshwater released by the melting ice sheets. The AMOC can shift between several modes, but the precise drivers and consequences of these shifts are still to be established.

To investigate this problem, I produced a new set of simulations from a general circulation model displaying millennial-scale variability that resembles the abrupt climate change sequence of the last glacial period and the last deglaciation. Under the right balance of magnitude and location of the freshwater forcing field derived from the ice sheet melting history, the North Atlantic climate experiences a pseudo-oscillating behaviour with a periodicity of around 1500 years and Greenland temperature changes of about 10°C. I proposed a mechanism to explain the millennial-scale variability in these simulations based on a slow global salt oscillator and abrupt North Atlantic convection component coupled by modifications in the AMOC regime. This mechanism is key to understanding what combination of boundary conditions and forcings can lead to millennial-scale variability in glacial simulations, and this theory was applied to new last glacial maximum simulations forced with deglacial meltwater history using two different ice sheet reconstructions.

The choice of the ice sheet reconstruction can modify the processes at stake in North Atlantic abrupt climate shifts. In particular, this mechanism relies on an abrupt recovery of deep water formation in the Nordic Sea that is obtained only when Eurasian ice sheet katabatic winds are strong enough. The uncertainties around the ice sheet reconstructions and their associated meltwater discharge are still preventing the exact reproduction of the chain of events of the last deglaciation, but this study provides a new way to understand the window of parameters where millennial-scale variability in a more systematic way to trigger them in climate simulations.
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Chapter 1

Introduction and Literature review
1.1 Literature review

1.1.1 Climate variability, abrupt climate changes and tipping points

Climate is the long-term average of the chaotic and short-term meteorological events. **Climate variability** is observed when the climate system observes a deviation from its long-term mean at time-scales shorter than geological processes. A review of climate change and variability through Earth’s history was written by [Ruddiman (2001)](#). Over the last 60 million years, different types of climate variability were based on reconstructions of temperature and $CO_2$ concentrations changes plotted in Figure 1.1. During the Eocene ($\sim55$ to $\sim34$ million years before present), the climate was generally warmer because of higher greenhouse gas concentrations. $CO_2$ levels may have reached 2000 parts per million (ppm) ([Beerling and Royer, 2011](#)) resulting in global mean surface temperatures up to $16^\circ$C higher than the preindustrial period (1850 - 1900 [Inglis et al., 2020](#)). The increase in $CO_2$ was linked to changes in geo-chemical properties of the ocean and the atmosphere, and volcanic activity ([Svensen et al., 2004](#)). During the past ten million years, the global temperature gradually cooled down under the influence of tectonic changes affecting the atmospheric $CO_2$ draw-down through weathering fluxes and the ocean circulation ([Ruddiman, 2001](#)). Ice sheets formed at the poles as the Earth entered its most recent ice age 2.6 million years before present. The Earth’s orbit follows three cycles: changes in eccentricity, describing the shape of the orbit, have a periodicity of $\sim100,000$ years; changes in obliquity, related to the angle between the rotation axis and the orbit plane, have a periodicity of $\sim41,000$ years; changes in precession, influencing the contrast between seasons, have a periodicity of $\sim26,000$ years. Glacial-Interglacial cycles emerged during the Pliocene ($\sim5.4$ to $\sim2.6$ million years before present), and were greatly amplified during the mid-Pliocene Transition around 3 million years ago and through the Quaternary ($\sim2.5$ million years before present). The glacial periods were triggered by the changes in eccentricity and a combination of changes in the obliquity and the precession determines the intensity of the glacial and interglacial periods ([Jouzel et al., 2007](#)).

Within the last glacial period, dated between 115 and 11.7 thousand years before present (ka BP), **millennial-scale variability** dominated the climate records. This mode of variability was observed in ice cores ([Jouzel et al., 2007](#); [Wolff et al., 2010](#)), marine sediments ([Lisiecki and Raymo, 2005](#); see Section 1.2.2), and speleothems ([Cheng et al., 2016](#)). At this time scale, the complex interplay of the ocean, ice sheets and atmosphere led to some of the most dramatic climate changes observed in climate records: these are called **abrupt climate changes**. A view of climate variability during the last glacial period is given in Figure 1.2. The two main forms of millennial-scale variability are the **Dansgaard-Oeschger events** and the **Heinrich events**.

**Dansgaard-Oeschger (D-O) events** ([Dansgaard et al., 1993](#)) are cyclical transitions between cold *stadial* climates and warm *interstadial* climates that happened during the last
Figure 1.1: **Climate variability of the last 60 million years.** As observed in records of global surface temperature and $CO_2$ concentrations, and future climate projections. Figure TS.1 in [IPCC](2023b).
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glacial period. They were particularly frequent during Marine Isotope Stage 3 (MIS3), between \( \sim 57 \) ka BP to \( \sim 26 \) ka BP. First observed in Greenland ice cores, (Bond et al., 1993), D-O events had an extensive impact on the North Atlantic climate (Shackleton et al., 2000; Pedro et al., 2022). Their influence can be felt on many climate components at different locations, such as Southern Hemisphere temperatures (Blunier and Brook, 2001; Jouzel et al. 2007), ocean circulation (Burckel et al., 2015; Henry et al., 2016), Northern Hemisphere sea ice extent (Dokken et al., 2013) or East Asian monsoon (Cheng et al., 2016). Early studies argued that D-O cycles occurred with a periodicity of around 1500 years (Schulz, 2002; Rahmstorf, 2003). It is now believed that D-O cycles are more irregular and can last between 400 and 2,600 years (Wolff et al., 2010). A typical D-O cycle is composed of a cold and relatively stable stadial phase, followed by an abrupt warming to a warm insterstadial phase, returning to stadial conditions in first a slow and then an abrupt cooling phase (Thomas et al., 2009). Nonetheless, there are significant variations amongst D-O cycles and the stadial and interstadial states can have very different durations from one cycle to another (Lohmann and Ditlevsen, 2019). D-O transitions can increase the Greenland temperatures by up to 16.5°C (Kindler et al., 2014; Buizert et al. 2014; Martin et al., 2023), with warming rates of about 1°C per decade for about a hundred years (Lohmann and Ditlevsen, 2019). The end of the warming phase can be marked by an overshoot phase in the North Atlantic (Dokken et al., 2013) when the subsurface heat accumulated under the perennial sea ice is released abruptly (Rasmussen and Thomsen, 2004; Marcott et al., 2011). The existence of the slow cooling phase implies that the magnitude of the abrupt cooling phases is generally smaller than the warming phases, but the abrupt cooling rates can reach similar values to the abrupt warming rates.

There is an antiphasing of the Greenland and Antarctica temperatures (i.e. the Antarctica temperatures are at a maximum when Greenland temperatures are at a minimum and vice versa) – called the bipolar see-saw phenomenon and described in Stocker (1998) and Stocker and Johnsen (2003). The existence of this bipolar see-saw is evidence of the key role played by changes in the Atlantic Meridional Overturning Circulation (AMOC), as hypothesised by Rahmstorf (2002) and Clark et al. (2002).

With the increased ice volume stored in ice sheets in glacial conditions, periods of intense iceberg calving have regularly been recorded by Ice-Rafted Debris (IRD) in the Southern, Pacific and North Atlantic oceans during the last glacial period (Ehrmann et al., 1991; Wolf and Thiede, 1991; Rea et al., 1995). The peaks in the IRD records are called Heinrich Events (Heinrich, 1988). During Heinrich events, the geochemical signature of IRD indicates that their main provenance was the Laurentide ice sheet (Hemming, 2004). After calving, the icebergs were transported by surface currents into the North Atlantic where they melted, depositing most of their sediments between 40° N and 55° N in the Ruddiman belt (Ruddiman, 1977). Iceberg melting in the North Atlantic accounts for around 0.04 Sv (1Sv equals \( 10^6 \) m³/s) freshwater discharge over 500 years (Roberts et al., 2014a).
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However, some cores also recorded significant activity coming from the Eurasian (Grousset et al., 1993; Gwiazda et al., 1996) and the British-Irish ice sheets (Scourse et al., 2009). Heinrich events are observed during (and not prior to) stadials called Heinrich stadials (Barker et al., 2015). The classical theory states that orbital precession (Heinrich, 1988) triggered Heinrich events, and they have been linked since to different feedback between atmosphere and ice sheet mass balance (Wunsch, 2006; Alvarez-Solas et al., 2019), ocean circulation (Wang and Mysak, 2006), ice shelves (Hulbe et al., 2004; Alvarez-Solas et al., 2013), and sea ice (MacAyeal, 1993; González and Dupont, 2009; Bassis et al., 2017).

Since the Holocene (11.700 ka BP to year 1850), millennial-scale variability is not as dominant in climate records and measurements (Khider et al., 2014; Hébert et al., 2022). Centennial scale events have also been observed, but their effect remains moderate compared to the millennial-scale variability of the last glacial period. The Little Ice Age spanned between the 14th and the 19th centuries, when global temperature dropped by up to 0.5°C in response to solar and volcanic activity and a weakening of the subpolar gyre (Eddy, 1976; Miller et al., 2012; Moreno-Chamarro et al., 2017). Following the Little Ice Age, Thornalley et al. (2018) observed a weakening of the AMOC over the past 150 years. Generally, the most recent climate observations are dominated by decadal and sub-decadal variability such as the El Niño Southern Oscillation, the Atlantic Multi-decadal Variability and the North Atlantic Oscillations – reviews are provided by IPCC (2023a) and Hernández et al. (2020).

Since the year 1900, the global mean temperature have increased by ~ 1°C and the CO₂ concentrations by ~ 130 ppm (IPCC, 2023b). If no action is taken, temperature increase could reach up to 5.7°C and CO₂ concentrations could exceed 1000 ppm by the end of the century (IPCC, 2023b). The rates of climate change observed in the past hundred years do not have any equivalent in the known climate history. Nonetheless, studying past climate changes can improve our confidence in projecting future climate changes (Tierney et al., 2020a). For instance, the mid-Pliocene (~3.3 to 3 million years ago) provides an analogy to the current levels of CO₂ (Haywood et al., 2016), and the early Eocene (~55 to 50 million years ago) a view of the climate response to extreme CO₂ increase (Lunt et al., 2012). The mechanisms behind the last glacial period’s millennial-scale variability could be crucial in relation to the concept of tipping points, one of the most uncertain and potentially dramatic consequences of climate change. A tipping point is crossed when the forcing reaches a certain threshold that triggers abrupt and irreversible climate changes (Lenton et al., 2008; Armstrong McKay et al., 2022). Such tipping points have been crossed during the last glacial period. At this period, ice sheet retreat was hypothesised to reach up to hundreds of meters per day (Batchelor et al., 2023) during abrupt climate warmings, almost ten times higher than the modern rates calculated from satellite observations (Milillo et al., 2022).

The collapse of the AMOC has been identified as one of the tipping points that would have
the most dramatic impact on the climate (Lenton et al., 2019). Such collapse would result in local temperature changes of 4 to 10°C in the North Atlantic in about 50 years (Vellinga and Wood, 2002; Armstrong McKay et al., 2022). Recent studies have argued that early warnings for a tipping point (Lenton, 2011) were identified by performing statistical analysis on fingerprints of the AMOC – in this case, changes of Sea Surface Temperature (SST) by Ditlevsen and Ditlevsen (2023), Boers (2021) and Caesar et al. (2018), and Atlantic multi-decadal variability by Michel et al. (2022). The validity of this protocol remains contested (Alexander-Turner et al., 2018; Kilbourne et al., 2022), and similar conclusions are still to be reached with other methods. In measurements of North Atlantic circulation (Frajka-Williams et al., 2019; Danabasoglu et al., 2021), the initial hypothesis of a decline of the AMOC since 2004 presented by Smeed et al. (2014) has been attributed to interannual variability (Jackson et al., 2022; Latif et al., 2022), and the measurements of the overturning circulation strength were deemed too short to derive any statistically significant conclusion (Lobelle et al., 2020). In climate models, the response of the AMOC to future climate change is more contrasted. Climate models of the Coupled Model Intercomparison Project (CMIP) Phase 6, or CMIP6, tend to simulate more AMOC shift before 2100 than CMIP5 models (Gong et al., 2022), but the spread of model responses is still consequent (Bellomo et al., 2021). Nonetheless, these conclusions might be biased, as it has been suggested that AMOC is too stable in climate models (Liu et al., 2017), and that most of the simulations do not include meltwater discharge (Lohmann and Ditlevsen, 2021).

1.1.2 The Atlantic Meridional Overturning Circulation

The previous section stresses the central role of the AMOC in past and future climate changes. The AMOC is the Atlantic branch of a global network of ocean currents called the global overturning circulation (Broecker, 1997; Kuhlbrodt et al., 2007). In modern days, the global overturning circulation is composed of three meridional circulations: the AMOC, the Pacific meridional overturning circulation, and the Indian Ocean deep meridional overturning circulation, connected by the Antarctica circumpolar current (Vallis, 2016). The meridional overturning circulation is defined as the integral of meridional velocities along the section of a basin following equation 1.1 (e.g. Frajka-Williams et al., 2019).

\[
\Psi(y, z) = \int_0^z \int_{x_{east}}^{x_{west}} v(x, y, z') \, dx \, dz'
\]  

(1.1)

With \(x_{east}\) and \(x_{west}\) the zonal boundaries of the basin at the latitude \(y\) and \(v(x, y, z)\) the meridional ocean velocity. This definition indicates that the overturning circulation represents the average northwards motion of the water at a certain latitude. It does not imply that every water parcel at this latitude will follow the same direction, a confusion that has become frequent following the introduction of the conveyor belt concept by Broecker.
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Bower et al. (2009) designed an experiment where they released 55 sounds in the Labrador Sea, and only four of them followed the expected path of the AMOC. This motivated the community to move away from the over-simplified conveyor belt theory to consider overturning circulations in their entire complexity (Wunsch 2010; Lozier et al. 2019).

The AMOC is driven by buoyancy fluxes and surface winds (Jackson et al. 2022). Both the density and wind components are necessary to observe an overturning circulation and thermohaline circulation (Jeffreys 1925) is now considered an obsolete term (Munk and Wunsch 1998; Kuhlbrodt et al. 2007). The buoyancy fluxes are responsible for the Gulf Stream and the North Atlantic Current where light surface waters are transported from the Tropics into the North Atlantic (Xu et al. 2018). As they reach high latitudes, they lose heat to the atmosphere and become denser. This increase in upper density is even more substantial when light freshwater is present at the surface. When the water column stratification passes a threshold, deep convection can be activated along continental slopes and marine ridges (Sayol et al. 2019). The winds influence ocean circulation through Ekman transport, where surface and subsurface waters move perpendicularly to the winds, and geostrophic currents, where waters follow the pressure gradients (Jackson et al. 2022). Winds create surface currents that are responsible for the upwelling and sinking regions in the ocean (Toggweiler and Samuels 1998). The regions where the upper cell of the AMOC sinks in the North Atlantic to create the North Atlantic Deep Waters (NADW) are called the deep water formation sites (Schmittner et al. 2007). When the water sinks, the conservation of mass imposes a return flow that creates a deep southwards current to the Southern Ocean. There, the water is mixed with other deep water sources and is upwelled to the surface. It can then either be recirculated at the surface of the different basins, or, if it is mixed with brine rejection, sink to create the dense AntArctic Bottom Waters (AABW) that spread over the ocean floor of the Atlantic Ocean (Orsi et al. 1999; Talley 2013). The turnover time of this system is typically estimated between 500 and 1500 years (Broecker and Peng 1982; Tachikawa et al. 2003). A schematic of the AMOC is given in Figure 1.3.

Direct observations of the AMOC have been made since the start of the 21st century (Frajka-Williams et al. 2019) by mooring arrays to measure water velocity across the entire water column. The RAPID array located at 26.5° N estimated the strength of the AMOC to be around 17 Sv, accounting for a northwards heat transport of around 1.25 PW into the North Atlantic (McCarthy et al. 2015). This transport was confirmed by atmospheric observations and is about four times smaller than the energy transported by the atmospheric circulation (Seager et al. 2002; Trenberth et al. 2019). This transport of heat has a strong local effect on the climate of the North-East Atlantic, and can drive temperature changes by up to 8°C in the Nordic Seas (Vellinga and Wood 2002; Ferreira et al. 2018). The ONSAP array, located across the Labrador Sea and the Greenland-
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Figure 1.3: Schematic of the Atlantic Meridional Overturning Circulation. The surface currents are indicated in black, and the return deep currents are indicated in grey. In the surface panel, sinking is plotted in red and upwelling is indicated in blue. The right-hand panel shows the zonally integrated meridional circulation. Red colours indicate a clockwise motion, and blue colours an anti-clockwise motion. Taken from Jackson et al. (2022).

Iceland-Scotland (GIS) ridge, has been used to observe deep water formation in the North Atlantic (Lozier et al., 2019). In modern oceans, the deep water formation sites are observed mainly in the Iceland and Irminger Seas (Lherminier et al., 2010; Petit et al., 2020), but also exist in the Nordic Seas (Isachsen et al., 2007) and the Labrador Sea (Yashayaev, 2007), where the densest waters are formed (Ferreira et al., 2018; Jackson et al., 2022). There is an ongoing question on whether the Labrador Sea deep water formation actively contributes to the variability of the AMOC (Lozier et al., 2019). Overall, the deep water formation site observations are broadly consistent with model simulations (Jackson and Petit, 2022).

The overturning circulation has changed throughout Earth’s history and has influenced the climates of the past (Ferreira et al., 2018). The AMOC is believed to have been a persistent feature during the Quaternary (Raymo et al., 2004). However, the shape of the AMOC in the last glacial period was very likely different from the modern one, and more frequent and dramatic variability of the AMOC was recorded during the last glacial period (Lynch-Stieglitz, 2017). To obtain information about the ocean circulation of the Quaternary, the community relies on several tracers (Frank, 2002; Lynch-Stieglitz, 2003). A quick review is given in Section 1.2.2. The interpretation of these tracers can be a topic of debate, and even time slices with abundant data, such as the Last Glacial Maximum, 21,000 years ago, are still disputed. For example, the reconstruction of the
AMOC during Heinrich Stadial 1, between 17.8 ka BP and 14.6 ka BP, can be interpreted as an overturning circulation collapsed (McManus et al., 2004), weakened (Bradtmiller et al., 2014) or still active (Repschläger et al., 2021) depending on the proxy used and the location of the cores. Combining multiple sources of proxy reconstructions and climate simulations is a good way to constrain the AMOC reconstructions. Such studies have been used, for example, to determine that during the last glacial maximum (~21 ka BP), the upper cell of the AMOC was probably shallower and weaker but not completely collapsed (Muglia and Schmittner, 2021; Pöppelmeier et al., 2023).

The ocean circulation proxy reconstructions demonstrate that the AMOC can remain in specific states for a prolonged time, and mathematical studies concluded that the AMOC should exist in more than one stable mode, leading to the multi-modal AMOC regime theory. This concept has been demonstrated in theoretical models (Stommel, 1961; Weijer et al., 2019), observations (Broecker et al., 1985; Böhm et al., 2015) and climate models (Manabe and Stouffer, 1988). The modes were defined in Böhm et al. (2015) and reproduced in Figure 1.4. The warm AMOC mode is the mode observed in present conditions, where the upper cell of the AMOC is fast flowing and reaches the Nordic Seas, and NADW can sink down to 5000 meters in the North Atlantic. The cold AMOC mode is observed when the deep water formation region shifts southwards and the upper cell of the AMOC becomes weaker and shallower, leading to an expansion of the AABW. The off AMOC mode is obtained when the AMOC has collapsed and no longer reaches the North Atlantic, cooling the temperatures across the region. The multi-modality of the AMOC has been linked to abrupt climate changes during the last glacial period (Clark et al., 2002). Yet, it is still misunderstood, and the mechanism behind switches between different AMOC modes is still largely unknown, resulting in discrepancies between the models (Stouffer et al., 2006) and the reconstructions (Muglia and Schmittner, 2015). Finally, the multi-modal AMOC regime theory was formulated from mathematical models that may underestimate the complexity of the real world, and there is a growing scepticism that the AMOC has ever been completely off during the last glacial period (Oppo et al., 2015; Repschläger et al., 2015, 2021).

1.1.3 The last glacial period and the last deglaciation

In Section 1.1.1 it was discussed that the millennial-scale variability was dominant during the last glacial period, and the switches between AMOC modes introduced in Section 1.1.2 are key to understanding the chain of events of this period. The last glacial period is the most recent glacial cycle of the last ice age. Both hemispheres were subject to cold temperatures, (N.G.R.I.P 2004; Jouzel et al., 2007; Veres et al., 2013), with cooling relative to the pre-industrial temperatures as low as 20°C in Greenland and over 10°C in Antarctica (Buizert et al., 2021; Martin et al., 2023). Large ice sheets stretched over Greenland, North America (the Laurentide and Cordilleran ice sheets), Scandinavia (the
Figure 1.4: The multi-modal AMOC regime theory. Taken from Böhm et al. (2015). The water mass, circulation, depth, the sea ice and the iceberg discharges indicates the typical observations for a mode and do not fit a particular cycle. $Pa/Th$ and $\varepsilon_{Nd}$ are ocean tracers described in Section 1.2.2. ODP 1063 indicates the location of the site analysed in Böhm et al. (2015).
Fennoscandian ice sheet), the British Isles (the British-Irish ice sheet) and Antarctica (Hughes et al., 2016; Batchelor et al., 2019; Gowan et al., 2021). The last Glacial period can be split into four stages corresponding to coherent levels of $\delta^{18}O$ in benthic sediment cores (see Section 1.2.2) – these periods are called the Marine Isotopic Stages (MIS) (Lisiecki and Raymo, 2005; Lisiecki and Stern, 2016). MIS3, stretching from $\sim 57$ ka BP to $\sim 26$ ka BP (Andel, 2002; Huber et al., 2006; Van Meerbeeck et al., 2009), was a relatively mild glacial stage where the most frequent occurrence of Dansgaard-Oeschger variability was observed (Wolff et al., 2010). MIS2, between $\sim 26$ ka BP and $\sim 11.7$ ka BP corresponds to the colder last glacial maximum followed by the terminations of the glacial period called the last deglaciation. The last deglaciation is remarkable for the variety of climate disruptions witnessed in a short amount of geological time, and its proximity to our age makes it one of the best-studied times in climate history.

The last deglaciation sets off from the Last Glacial Maximum (LGM), around 21 ka BP. The last glacial maximum is defined by a minimum in sea level records and stable cold climate in the North Atlantic (Peltier and Fairbanks, 2006; Clark et al., 2009; Lambeck et al., 2014), corresponding to a maximum extent of the Northern Hemisphere ice sheet (Peltier et al., 2015; Abe-Ouchi et al., 2015; Hughes et al., 2016; Batchelor et al., 2019; Gowan et al., 2021). At the last glacial maximum, evidence suggests that the sea level was around 115 meters lower than the present levels (Simms et al., 2019). The sea level records indicate discrepancies in the times when the Northern Hemisphere ice sheets reached their maximum extent, a period of consistently low global sea levels can be identified between 26.5 ka BP and 19 ka BP, and the date of 21 ka BP is commonly used as the most representative date for the Last Glacial Maximum (Clark et al., 2009). Lower greenhouse gas concentrations (Loulergue et al., 2008; Schilt et al., 2010; Bereiter et al., 2015) and higher dust concentrations (Lambert et al., 2015) provided a negative radiative forcing that resulted in colder temperatures than pre-industrial values. The global mean surface air temperature was colder than modern conditions by 4$^\circ$C to 6$^\circ$C (Annan and Hargreaves, 2013; Tierney et al., 2020b) with temperature decreases of as much as 17$^\circ$C in Greenland (Buizert et al., 2018). The global mean sea surface temperature was colder than modern conditions by 1.7$^\circ$C to 3.2$^\circ$C. In the North Atlantic, the average cooling was around 3$^\circ$C, reaching as low as 10$^\circ$C at high latitude, and the Southern Ocean was colder by $\sim 1.5^\circ$C (Waelbroeck et al., 2009; Tierney et al., 2020b; Paul et al., 2021). The AMOC was probably weak and shallow but not completely collapsed (Repschlager et al., 2021; Poppelmeier et al., 2023). At this time, the deep water formation sites were similar to what they are in modern oceanography (Lynch-Stieglitz et al., 2007; Howe et al., 2016; Ferreira et al., 2018), including convection in the Nordic Seas (Larkin et al., 2022).

The transition from the last glacial maximum to the last deglaciation was triggered by an increase in summer insolation (Hays et al., 1976). The last deglaciation (19 ka BP to 11.7 ka BP) (Clark et al., 2012), corresponds to the period when the Earth gradually
warmed towards the Holocene (Jouzel et al., 2007; Buizert et al., 2014). Following the increase of summer insolation (Berger and Loutre, 1991) and greenhouse gas concentrations (Loulergue et al., 2008; Schilt et al., 2010; Bereiter et al., 2015), the summer temperatures increased (Abe-Ouchi et al., 2013; Gregoire et al., 2015) and melted the large ice sheets of the last glacial maximum, first in the Northern Hemisphere (Clark et al., 2012; Tarasov et al., 2012; Lambeck et al., 2014) and then in the Southern Hemisphere (Briggs et al., 2014; Argus et al., 2014). This resulted in a loss of around 130 meters of sea level equivalent of ice in less than ten thousand years (Peltier and Fairbanks, 2006; Lambeck et al., 2014; Nakada et al., 2016) and produced additional feedback on global mean temperature through a reduction in surface albedo. Overlying the long-term warming trend of the deglaciation, the last deglaciation also exhibited more abrupt events that can be attributed to millennial-scale variability. A summary of the background conditions and climate changes of the last deglaciation is given in Figure 1.5.

Heinrich Stadial 1 (HS1), between 17.8 ka BP and 14.6 ka BP (Rasmussen et al., 2014; Martin et al., 2023), started after the end of the last glacial maximum and constituted a series of contradictory events both from a spatial and temporal point of view (Denton et al., 2006; Roche et al., 2011). The temperatures were expected to increase globally following the orbital forcing, but only the Southern Hemisphere followed this trend (Parrenin et al., 2007). Instead, surface atmosphere and sea temperatures remained cold (Bard et al., 2000; Buizert et al., 2014; Pedro et al., 2022). Meltwater discharge from the melting ice sheet probably led to a slowed down AMOC during Heinrich stadial 1 (McManus et al., 2004; Bradtmiller et al., 2014; Ng et al., 2018), although active deep water formation sites in the North Atlantic rule out a complete shut down (Repschläger et al., 2021). As a result, the freshwater release is believed to have been the main driver of change in the early Heinrich Stadial 1 (Zaragosi et al., 2001; Toucanne et al., 2015; Peck et al., 2006) especially since meltwater could be directly routed to deep water formation sites (Condron and Winsor, 2012). At the end of this stage, a peak in ice-rafted debris was recorded during Heinrich event 1 around 16.8 ka BP (Hemming, 2004). It is unlikely that Heinrich event 1 contributed to the meltwater discharge that drove Heinrich stadial 1 as it is consistently dated at the end of the period (Hall et al., 2006; Stanford et al., 2011; Stern and Lisiecki, 2013; Hodell et al., 2017). It may, however, have provided positive feedback to prolong the weakening of the AMOC (Alvarez-Solas et al., 2010; Barker et al., 2015). The iceberg discharged during Heinrich event 1 comes predominantly from the Laurentide ice sheet (Hemming, 2004), but signals from both the Laurentide and Eurasian ice sheets were also recorded (Scourse et al., 2009; Bigg et al., 2012).

After Heinrich event 1, an abrupt transition into a warm interstadial state (Liu et al., 2009) was triggered. This transition, labelled Bolling–Allerød Warming (abbreviated Bolling Warming), started at 14.7 ka BP (Severinghaus and Brook, 1999). In Greenland ice cores, the temperature changes reached 14°C in 200 years (Steffensen et al., 2008; Buizert
Figure 1.5: **The last deglaciation: forcings and events.** Taken from Ivanovic et al. (2016). a. Phases of the PMIP protocol core experiments. b. Climate events and periods. c. June insolation at 60° N (red line) and December insolation at 60° S (blue line) from Berger (1978). d. Atmospheric carbon dioxide concentration in Antarctica from Bereiter et al. (2015). e. Atmospheric methane concentration in Antarctica from Loulergue et al. (2008). f. Atmospheric nitrous oxide concentration in Antarctica from Schilt et al. (2010). Dashed lines show pre-industrial levels in panels c,d,e. g. Volume of the ice sheets according to ICE6G-C ice sheet reconstruction (solid lines, Argus et al. (2014); Peltier et al. (2015)) and GLAC-1D ice sheet reconstruction (dashed lines, Tarasov and Peltier (2002); Tarasov et al. (2012); Briggs et al. (2014)). h. Greenland temperature reconstruction from Buizert et al. (2014). i. Antarctica δD from Jouzel et al. (2007).
et al., 2014; Martin et al., 2023) and triggered significant ice volume loss in the following millennia. An abrupt sea level rise caused by the melting of ice sheets was observed during this period and called Meltwater Pulse 1a (MWP1a), between 14.7 ka BP to 14.3 ka BP (Deschamps et al., 2012). The primary source of this meltwater discharge is believed to have been the saddle collapse of the Laurentide and the Cordilleran ice sheets (Gregoire et al., 2012), with additional contributions from Antarctica (Peltier, 2005; Argus et al., 2014; Briggs et al., 2014) and the other Northern Hemisphere ice sheets (Tarasov et al., 2012). The warming triggered a phase of Antarctic temperature decrease, the Antarctic cold reversal (∼ 14.5 ka BP to ∼ 12.8 ka BP Jouzel et al., 2007) in a mechanism that recalls the bipolar see-saw (Stocker, 1998; Menviel et al., 2011). After the warm phase that followed the Bølling Warming, an abrupt cooling phase was recorded in the Greenland and Antarctica ice cores and called the Younger Dryas (12.9 ka BP – 11.7 ka BP Murton et al., 2010; Liu et al., 2012). The climate changes of the Younger Dryas were mostly constrained to the Northern hemisphere (Shakun et al., 2012), and even in the North Atlantic it is difficult to see a geographically consistent signal in temperatures (Clark et al., 2012; Shakun et al., 2012) and ocean circulation (Ng et al., 2018) records. A drop in methane concentrations (Loulergue et al., 2008) and, to a lower extent, nitrous oxide concentration (Schilt et al., 2010) was observed, but the carbon dioxide continued to increase during this period (Bereiter et al., 2015). A change in the source of moisture was also hypothesised to have contributed to δ18O records fluctuations (Liu et al., 2012).

This event was the final major climate change of the last deglaciation that continued its warming towards Holocene temperatures as the radiative forcing reached a maximum from 11.7 ka BP (Severinghaus et al., 1998; Clark et al., 2012). This warming was only briefly interrupted by another meltwater discharge event called the 8.2ka event where freshwater discharged in the Labrador Sea weakened the AMOC (Born and Levermann, 2010; You et al., 2023) and led to a 3°C cooling in Greenland for 160 years (Morrill et al., 2013; Matero et al., 2017).

The relative timing the last deglaciation chain of events is now reaching a consensus (Clark et al., 2012). On the other hand, the mechanisms behind the deglacial climate changes are still a highly debated topic. Transient simulations of the last deglaciation in climate models have been used as a tool for exploring these processes for decades (Liu et al., 2009; Roche et al., 2011; Menviel et al., 2011). A Paleoclimate Modelling Intercomparison Project (PMIP) international working group was created to coordinate the efforts by providing a protocol for simulating climate changes of the last deglaciation written by Ivanovic et al. (2016). The simulations covering the early part of the last deglaciation were analysed by Snoll et al. (2023) where the “meltwater paradox” is highlighted. The “meltwater paradox” is that simulations of the last deglaciation that reproduces the most accurate abrupt climate changes of the last deglaciation are driven by meltwater fluxes that are not compatible with reconstructed changes in ice sheets, but simulations that
use realistic data-constrained freshwater flux produces changes incompatible with climate proxy records. For instance, Kapsch et al. (2022) and Snoll et al. (2023) have computed the meltwater discharge from changes in ice volume but they have not been able to produce the abrupt climate changes at the expected timing. Liu et al. (2009) and He et al. (2021), on the other hand, adjusted the meltwater discharge to produce simulations of the last deglaciation that are a good fit to the records in terms of timing and amplitude of change. The resulting meltwater fluxes do not match the patterns derived from ice sheet reconstructions and require a shutdown of the discharge during HS1, which is difficult to explain from records. Obase and Abe-Ouchi (2019) also simulated the right timing for the Bolling-Allerod Warming with relatively weak freshwater discharge and meltwater discharge during Heinrich Stadial 1. They managed this by starting from a cold AMOC mode at the LGM but, therefore, did not capture the AMOC slowdown of Heinrich stadial 1 and used freshwater fluxes that were effectively weaker than the ice sheet-derived meltwater flux.

Geological data of past ice sheet evolution has well documented the patterns and timing of ice sheet retreat (e.g. Hughes et al., 2016; Batchelor et al., 2019; Gowan et al., 2021). The ice thickness, however, remains hard to figure and is only constrained via relative sea level records via the highly uncertain modelling of the Glacial Isostatic Adjustment of the solid earth (Pollard et al., 2023). The meltwater flux is a derivative of ice thickness changes and, thus, even more difficult to constrain. Very few studies have attempted to reconstruct meltwater flux through geochemical tracers (Toucanne et al., 2015; Wickert, 2016), and suffer from large uncertainties and insufficient coverage in the data. The uncertainty around the volume of the ice sheets during the last delgaciation is also reflected in the last deglaciation “missing ice” problem (Clark and Tarasov, 2014; Gowan et al., 2021): there is a mismatch between the sea level equivalent of the LGM (∼130 m higher than present day) and the sea level increase observed at the last deglaciation (∼115 m) (Gebbie et al., 2019). The presence of a Siberian ice sheet has been one of the hypotheses to explain this inconsistency (Clark and Tarasov, 2014). The PMIP4 last deglaciation protocol provides the option of using three ice sheet reconstructions: PMIP3 (Abe-Ouchi et al., 2015), ICE6G-C (shortened ICE6G, Argus et al., 2014; Peltier et al., 2015) and GLAC-1D (Tarasov and Peltier, 2002; Tarasov et al., 2012; Briggs et al., 2014; Ivanovic et al., 2016). Only ICE6G and GLAC-1D will be used in this thesis and a comparison of the two ice sheets during the deglaciation made by Ivanovic et al. (2016) is given in Figure 1.6. ICE6G was designed so that the total ice volume and the local ice thickness fit the sea level records and global isostatic rebound measurements as accurately as possible. GLAC-1D is formed by the assemblage of different ice sheet reconstructions combining glaciological models and multi-ensemble runs constrained by the reconstructed ice sheet extents. GLAC-1D has a 100-year temporal resolution, and ICE6G has a 500-year time resolution over the last deglaciation period. Finally, the two ice sheets reconstructions use
Figure 1.6: **Comparison of the ice sheet reconstructions over the last deglaciation.** Taken from Ivanovic et al. (2016). Northern Hemisphere ice sheet elevation at 21, 18, 15, 12 and 9 ka BP for a. the ICE-6G reconstruction and b. the GLAC-1D reconstruction and c. the ICE6G - GLAC-1D anomalies. The ice sheet elevation was plotted where the ice fraction was over 0.5.
the ice extent same constraints for the North American ice sheet (Dyke, 2004), but not for the Eurasian ice sheet where ICE6G uses the DATED database (Gyllencreutz et al., 2007) whereas GLAC-1D relies on the updated DATED-1 database (Hughes et al., 2016). The ice sheet reconstruction used in the climate models can yield significantly different simulations of the last deglaciation (Kapsch et al., 2022; Bouttes et al., 2023). For instance, Bouttes et al. (2023) obtained the Antarctic Cold Reversal only with ICE6G ice sheets and Kapsch et al. (2022) the Younger Dryas only with GLAC-1D ice sheets. These differences are due to the fact that the ice sheet can modify the albedo and radiative balance (Roberts and Valdes, 2017), winds and gyres (Montoya et al., 2011; Roberts et al., 2014b; Madonna et al., 2017), the atmospheric circulation (Izumi et al., 2023) and the sea level pressure (Pausata et al., 2011) around them. The main impact of the choice of the ice sheet reconstruction comes from the meltwater discharge, although this is one of the least well-constrained (Bethke et al., 2012). Ivanovic et al. (2018a) showed that the right input of freshwater can trigger climate changes that match paleo records but that the role of the Eurasian ice sheet melt is often overlooked and results in the use of unrealistically large fluxes from the North American ice sheet.

1.1.4 Modelling millennial-scale variability

The multi-modality of the AMOC has been at the centre of the hypotheses to explain millennial-scale variability mechanisms (Broecker et al., 1990; Clark et al., 2002). The two-box ocean model imagined by Stommel (1961) provides the basis of most of these hypotheses. In his paper, Stommel (1961) shows in a simple representation of the Atlantic basin that convection in two interconnected reservoirs can exist in two stable regimes of overturning circulation. In his influential salt oscillator theory, Broecker et al. (1990) offered an explanation for the shifts between the different AMOC modes: when the AMOC is weak, salt is accumulated in the Atlantic by evaporation and increases the surface density, leading to the reactivation of the North Atlantic vertical convection; when the AMOC is strong, the salt is exported out of the Atlantic by the overturning circulation and the surface density decreases, leading to the deactivation of the North Atlantic deep water formation sites. This mechanism is sometimes referred to as the salt advection feedback (Drijfhout et al., 2011). Various studies (Rahmstorf, 1996; Huisman et al., 2010; Drijfhout et al., 2011) have argued that this mechanism depends on the sign of the salt export by the meridional overturning circulation out of the Atlantic. The role of the ice sheets, introduced by Broecker et al. (1990), is also a topic of discussion as ice sheets can either amplify the oscillations (e.g. Boers et al., 2018) or prevent them (e.g. Gregory et al., 2003).

The question of the excitation of the oscillator is also highly debated. It was initially believed that a strong freshwater discharge was necessary to trigger a shift between different modes of the AMOC (Paillard and Labeyrie, 1994; Vidal et al., 1997). In order to repro-
duce this perturbation, ‘hosing experiments’ were performed with complex Atmosphere-Ocean General Circulation Models (AOGCMs) [Kageyama et al., 2010, 2013b]. In its most classical form, a ‘hosing experiment’ consists of a uniform freshwater flux between 0.1 Sv and 0.4 Sv released between latitudes 40° N - 50° N, or in some cases 60° N - 80° N, in the North Atlantic (e.g. Manabe and Stouffer, 1997; Ganopolski and Rahmstorf, 2001; Stouffer et al., 2006; Renold et al., 2010; Cheng et al., 2011; Menviel et al., 2014; Brown and Galbraith, 2016). This method has proven successful to induce AMOC mode shifts in General Circulation Models (GCMs). However, it requires unrealistic freshwater fluxes that largely overestimate the expected values attained during the last glacial period (Roberts et al., 2014a, Bradtmiller et al., 2014). The AMOC is very sensitive to the location of the freshwater release (Roche et al., 2010), but even focusing the discharge in more accurate regions is not sufficient to trigger abrupt climate change with realistic freshwater fluxes (Snoll et al., 2023). Freshwater hosing simulations have also been used as a periodic forcing in the context of the stochastic resonance theory (Alley et al., 2001; Ganopolski and Rahmstorf, 2002; Cimatoribus et al., 2013). In this case, the salt oscillator acts as a relaxation oscillator and internal ocean variability amplifies the initial periodic freshwater forcing at its resonance frequency. The freshwater discharge of Heinrich events can reach 0.08 Sv (Roberts et al., 2014a) and could be a way to trigger such stochastic resonance (Schulz et al., 2002; Timmermann et al., 2003). Finally, freshwater hosing experiments have been used to explore the hysteresis cycle of the response of the AMOC to external forcing (Rahmstorf, 1996; Hofmann and Rahmstorf, 2009). The mode switches are indeed highly dependent on the AMOC history, and there is an asymmetry in the amount of freshwater needed to trigger stadial-to-interstadial and interstadial-to-stadial transitions.

Freshwater forcing is not always required to trigger millennial-scale variability. Welander (1982) showed with a simple mixed layer model that spontaneous oscillations can occur in the water column at deep water formation sites, and Cessi (1996) linked the mixed layer oscillator to surface freshwater fluxes. This model does not take into account the advective processes of the overturning circulation, and Colin de Verdière (2007) proposed a framework to couple Stommel (1961)’s box oscillations to Welander (1982)’s convective oscillations. At last, Winton (1993) introduced a new idea for vertical instability called deep-decoupling oscillations, where the presence or not of a strong halocline at North Atlantic deep water formation sites deactivates or reactivates the overturning circulation. In the past decade, general circulation models have managed to overcome the belief that they were too stable (Hofmann and Rahmstorf, 2009; Valdes, 2011) and were lacking key physical processes (Clement and Peterson, 2008) to simulate spontaneous millennial-scale variability. Abrupt climate changes with amplitude and duration matching the Greenland ice cores records were obtained spontaneously or using climate forcings with a wide range of models and experimental designs (e.g. Peltier and Vettoretti, 2014; Brown and Galbraith, 2016; Klockmann et al., 2018; Kuniyoshi et al., 2022; Armstrong et al., 2022). An example
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Figure 1.7: **Millennial-scale variability in a GCM.** Maximum overturning circulation at 30° N in the Atlantic ocean for simulations described in Klockmann et al. (2018). PXXX indicates the CO$_2$ concentration of XXX ppm. a. Non-oscillating simulations obtained with pre-industrial ice sheets. b. Oscillating simulations obtained with pre-industrial ice sheets. c. Non-oscillating simulations obtained with LGM ice sheets, in this case the PMIP3 LGM ice sheets (Abe-Ouchi et al. 2015).

The mechanisms observed in state-of-the-art General Circulation Models that display spontaneous oscillations in glacial conditions are varied but compatible with the theoretical studies. Vettoretti and Peltier (2018) explained the periodical climate changes in CESM1 of Peltier and Vettoretti (2014) by a salt oscillator driven by instabilities in North Atlantic sea ice and convection. The salt oscillator is also at the centre of Armstrong et al. (2022)’s theory, only this time it is winds and meridional density gradients that destabilise the North Atlantic convection. The role of the Subpolar Gyre (SPG) is the cornerstone of Li and Born (2019)’s theory and its influence was also observed in Klockmann et al. (2018). Klockmann et al. (2020) argue that in MPI-ESM wind-driven feedback, similar to the Kleppin et al. (2015) theory, or density-driven feedback, similar to the Montoya et al. (2011) theory, between the AMOC and the SPG can result in positive and negative cou-
The research community has attempted to answer the question of the uniqueness of the physical mechanism behind abrupt climate changes (Malmierca-Vallet et al., 2022), but such a unique mechanism, if it exists, remains unclear. This question extends to the millennial-scale variability outside of the last glacial period and centennial-scale variability (Dijkstra and Ghil, 2005) observed at different time periods (Kessler et al., 2020) and with different periodicity (Jiang et al., 2021; Mehling et al., 2022). Comprehensive reviews of the millennial-scale physical processes at play during the last glacial period are given in Li and Born (2019) and Menviel et al. (2020). These reviews, however, tend to focus on the North Atlantic. The Southern and Indian Oceans have been identified as key regions to understand the salt and heat import into the North Atlantic (Knorr and Lohmann, 2003; Banderas et al., 2015; Buizert and Schmittner, 2015; Thompson et al., 2019; Oka et al., 2021; Nuber et al., 2023), and therefore need to be included in the processes considered. Finally, it feels counter-intuitive that in some studies, pre-industrial conditions were more favourable to the existence of millennial-scale variability than glacial conditions (e.g. Brown and Galbraith, 2016; Klockmann et al., 2018). Following Barker and Knorr (2021)’s definition, the window of opportunity is the ensemble of boundary conditions and forcing where abrupt climate transitions can occur. In this thesis, I will sometimes refer to the inputs of the climate models (i.e. boundary conditions and climate forcing) as the parameters, and the ensemble of configuration as the parameter space. They are not to be confounded with the model parametrisation that was not considered in this study. Climate model studies have demonstrated that the location of the window of opportunity is very sensitive to changes in ice sheet extent and geometry (Zhang et al., 2014; Brown and Galbraith, 2016; Klockmann et al., 2018), CO₂ concentrations (Brown and Galbraith, 2016; Zhang et al., 2017; Klockmann et al., 2018; Vettoretti et al., 2022) and solar insolation (Zhang et al., 2021; Kuniyoshi et al., 2022).

1.2 Tools and techniques

1.2.1 General circulation models - HadCM3

Climate records inform scientists about the Earth’s past conditions and help to shape theories about its evolution. In order to validate these theories and to explore the physical processes in detail, climate models need to be used. There are many different types of climate models, from simple physical models used to replicate a specific physical process to complex geochemical models tracking the evolution of chemical tracers. When looking
at the general evolution of past climate, the use of general circulation models, and in particular coupled atmosphere-ocean GCMs, is favoured. AOGCMs are the result of the coupling of an atmosphere model and an ocean model, independently resolving the dynamical primitive equations at each grid cell in response to boundary conditions and climate forcings. Sub-grid scale processes, such as turbulent diffusion, precipitation, cloud dynamics or heat exchange, are parameterised. The coupling between the Atmosphere and the Ocean models is done by synchronising the surface temperatures and fluxes at regular time steps. Additional models can be coupled to an AOGCM in order to account for different components of the climate system.

The simulations run for this thesis all use the Hadley Centre Climate Model 3 (HadCM3) general circulation model. More specifically, they are using the BRIDGE Bristol Research Initiative for the Dynamic Global Environment (BRIDGE) version of the model atmosphere-ocean general circulation model described by Valdes et al. (2017). The Atmosphere model has a horizontal resolution of 2.5° × 3.75° and 19 vertical levels, and therefore a 96 x 73 x 19 atmosphere grid, described by Pope et al. (2000). The Ocean model has a horizontal resolution of 1.25° × 1.25° over 20 depth levels, and therefore a 288 x 144 ocean grid, described by Gordon et al. (2000). The ocean model is a rigid-lid model, which means that the land-sea mask and the ocean volume are not modified by the model, and the exchange of waters between the different components is modelled by changes in the salinity and temperature fields of the different water masses. The atmosphere model is run every 30 minutes and the Ocean model every hour, and the two components are coupled to each other every simulation day. The sea ice component uses a simple thermodynamical model in HadCM3 and sea ice cover is calculated by assuming a freezing point of −1.8°C and constant ice salinity (Cattle et al., 1997). There are no ocean points in the Gibraltar Strait and heat and salt exchanges between the Atlantic and Mediterranean Sea are parametrised by a diffusive pipe (Ivanovic et al., 2014). Ice sheets are prescribed by modifying the orography and the albedo of land points. Atmosphere-land water and energy fluxes are calculated using the Met Office Surface Exchange Scheme 2 (MOSES2) land surface model (Cox et al., 1999) fully coupled to the Top-down Representation of Interactive Foliage and Flora including Dynamics (TRIFFID) vegetation model (Cox, 2001).

HadCM3 has been used for more than 20 years in various contexts. It was first intended to study historical climate change (Stott et al., 2000) and has been part of the CMIP3 multimodel ensemble used for the third and fourth Intergovernmental Panel on Climate Change (IPCC) Assessment (Reichler and Kim, 2008). Because of its good performance, it was still used in the CMIP5 ensemble almost 15 years after its creation (Taylor et al., 2012), before being superseded by HadGEM2. Today, HadCM3 continues to be used to simulate palaeo-climates because it is a robust General Circulation Model that has been successfully applied to simulate a range of past cold and warm climates, with an optimum balance of
resolution and speed to perform multi-millennial simulations (Valdes et al., 2017). On the University of Leeds Advanced Research Computing ARC4 supercomputer, it can produce up to 60 model days per day on 20 or 24 cores. It is part of the PMIP4 models and has been used in simulations of the Eocene (Lunt et al., 2012), and the Pliocene (Haywood et al., 2016). Armstrong et al. (2019) produced a set of HadCM3 simulations covering the last glacial period, and HadCM3 has been regularly used to simulate the abrupt climate changes of the Early Holocene, 8200 years ago (Matero et al., 2017) the last deglaciation (Snoll et al., 2022) and the last glacial period (Armstrong et al., 2022). Most recently, HadCM3 was used to perform LGM simulations (Kageyama et al., 2021) using the latest PMIP4 protocol (Kageyama et al., 2017) and with both the ICE6G and the GLAC-1D ice sheet reconstructions (e.g. Izumi et al., 2023).

1.2.2 Proxy reconstructions in Palaeoclimatology

The evidence of past glacial changes is contained in Earth’s geological archives. Direct measurements of the past climate are rare and do not extend much further than a few centuries (e.g. Hassan, 1981). When no direct measurements are available, the scientific community has to rely on indirect measurements of the climatic conditions called proxy records. There exist many different proxies for different variables, geological times and geographical location (Ruddiman, 2001; Cronin, 2010). This section provides a quick review of the proxy records relevant to this thesis.

Stable isotopes in ice cores

Ice cores from Greenland and Antarctica provide some of the most valuable information about the Northern and Southern Hemisphere climate over the past 110,000 and 800,000 years, respectively. They are collected in large international ice coring campaigns where long and continuous cores are drilled from the surface to the bottom of the ice sheet. This thesis will mostly use the records from two specific programs, the NGRIP (N.G.R.I.P 2004) site in Greenland and the EPICA (Jouzel et al., 2007) program in Antarctica, but many more projects exist. Ice cores have been used for direct measurements of greenhouse gases from fossil air bubbles trapped in ice cores (Loulergue et al., 2008; Schilt et al., 2010; Bereiter et al., 2015), and for indirect measurements of past temperatures.

Temperature reconstruction can be obtained by analysing the chemical composition of the ice cores with stable isotope ratios (Jouzel, 1999). This method lies in the fact that changes in climatic conditions can modify the abundance ratio of different stable isotopes of the same element. The oxygen isotope ratio $\delta^{18}O$ has widely been used as a proxy for temperatures. The most common oxygen isotope is the $^{16}O$, representing 99.8% of the total amount on the planet, while the other 0.2% is mostly formed of the $^{18}O$ isotope. The different components of the climate system have different ways of storing and exchanging these two isotopes, and the exchange rates depend on the background climate,
especially temperature. The climate changes will, therefore, modify the ratio between the two isotopes, which can be calculated as $\delta^{18}O$ following equation (1.2).

$$\delta^{18}O = \frac{^{18}O/^{16}O - (^{18}O/^{16}O)_{\text{standard}}}{(^{18}O/^{16}O)_{\text{standard}}} \times 1000$$

(1.2)

With $^{18}O/^{16}O)_{\text{standard}} = 8\%$. The snow that precipitates over ice sheets tends to have a lighter $\delta^{18}O$ if the temperature over the ice sheet and/or from the source of the precipitation is cooler, and a heavier $\delta^{18}O$ if the temperature over the ice sheet and/or from the source of the precipitation is warmer. The temperature influence on $\delta^{18}O$ is robust in Greenland and Antarctica (Dansgaard et al., 1993; Grootes, 1993). In Antarctica, because of its clearer signal than in the Greenland ice cores, scientists prefer to rely on the deuterium ratio $\delta D$ that measures the abundance of $^{2}H$ compared to $^{1}H$ (Jouzel et al., 2007). More precisely, the deuterium excess is used to account for both the $\delta^{18}O$ and the $\delta D$ following the equation (1.3).

$$d = \delta D - 8 \times \delta^{18}O$$

(1.3)

These two isotopes can track the past local air temperature over the ice cores but are also impacted by the sea surface temperatures and moisture in the source regions of the precipitation, as well as the winds and precipitation patterns of the ice sheets. More recent reconstructions, like Buizert et al. (2014), combined multiple sources of $\delta^{18}O$ data to other proxy records and climate simulations to reduce the uncertainty in the temperature reconstructions. Ice cores can only be used to estimate the atmosphere temperatures at the poles, and regional atmospheric temperatures need to be reconstructed differently. The land temperatures can be calculated from inland precipitation through changes in the stable oxygen ratio in speleotherms (e.g. Cheng et al., 2016) and in lakes sediments (Cronin, 2010), or using pollen records (e.g. Waelbroeck et al., 2009).

**Proxies for ocean temperatures**

Stable isotope ratios can also be used in ocean sediment records. Foraminiferas use oxygen to form their calcite shell, or test, and the oxygen isotopic ratio of the shell deposited in the depth of the ocean mirrors the isotopic composition of the environment where it was formed. Benthic foraminifera $\delta^{18}O$ have been used, for instance, to create the marine stacks of Lisiecki and Raymo (2005) used to define the marine isotope stages. To get more accurate measurements of the temperature, however, this method is not the preferred option as changes in oceanic $\delta^{18}O$ are mainly controlled by the ice volume of continental ice sheets (Shackleton, 1967). The ice volume influence dominates the temperature effect in glacial periods when a lot of $^{18}O$ depleted waters are stored on land, and the global oceans are saturated in $^{16}O$. 


Planktic and benthic foraminifera can be used in other ways to estimate the surface and deep ocean temperatures, respectively. The most common way is the use of the $Mg/Ca$ ratio. This ratio measures the occurrence of the substitution of the calcium atom in the foraminifer’s $CaCO_3$ test by an atom of magnesium. Water temperatures mainly drive the substitution process and can, therefore, be used as an ocean temperature proxy (Nürnberg et al., 1996). Both the $Mg/Ca$ and the $\delta^{18}O$ are nonetheless limited by strong measurement bias. First, these measurements are influenced by local salinity, which is a difficult variable to derive from proxy records. Second, the deposition process can be affected by ocean currents and disruptions of the ocean floor. Finally, the seasonality - different species bloom at different times of the year - and the depth - different species live at different depths - of the foraminifera used for the measurements have to be considered.

In order to prevent the misinterpretation of the temperature measurements obtained from these two techniques, additional proxies can be used. $U^{13}C_{37}$ is a biomarker of the alkenones saturation in algae due to a process dependent on temperatures (Prahl and Wakeham, 1987). $TEX_{86}$ links variation in membrane lipids of marine micro-organisms to changes in the sea surface temperatures (Schouten et al., 2002). Finally, foraminifera assemblage counts the relative abundance of different species to indicate the water conditions at the time when they were deposited (Kucera et al., 2005). This technique is also one of the only ways to observe the movement of sea ice, as the distribution of foraminifera changes in Arctic conditions (Carstens et al., 1997), which is very difficult to reconstruct from any other proxy records. In the end, the use of one or another of these metrics depends on what data is available in the sediment cores, and the most accurate temperature estimations are obtained when different methods are cross-checked.

**Reconstructing the ocean circulation**

The complex dynamics of the ocean and the heterogeneity of the different water masses means that no proxy records exist that can give direct information on the strength of the overturning circulation. Instead, geochemical tracers transported through the global ocean have been used to infer changes in ocean circulation (Lynch-Stieglitz, 2017). The oceanic productivity is estimated by the $\delta^{13}C$, the ratio between the two carbon isotopes $^{13}C$ and $^{12}C$. The ventilation can be derived from the radiocarbon age $\Delta^{14}C$, derived from measuring the radioactive isotope of Carbon fixed by planktons at the surface and used to estimate the time since the last contact of a water mass with the surface (Dentith et al., 2019a). Different geochemical proxies, such as Cd/Ca, can map the nutrient availability of nutrients in a water mass. $\varepsilon_{Nd}$ in the North Atlantic records the signature of water masses and can be interpreted to infer changes in AMOC (Jeandel et al., 2007; Robinson et al., 2021).

The most commonly used tracer for circulation change is the protactinium/thorium ratio $^{231}Pa/^{230}Th$ (Robinson et al., 2019). Both Protactinium and Thorium are radioactive
elements issued from the decay of Uranium in the water column. These two elements are transported by the water before being buried in sediments. $^{230}\text{Th}$ is lighter and easier to transport than $^{231}\text{Pa}$. In the case of a weak circulation in the basin, only $^{230}\text{Th}$ is evacuated and $^{231}\text{Pa}/^{230}\text{Th}$ becomes high. In the case of a strong circulation, both components are transported out of the basin efficiently, and the $^{231}\text{Pa}/^{230}\text{Th}$ gets closer to its production ratio of about 0.093. However, the scavenging of these two elements is in-homogeneous in different basins and requires precise information about the water mass composition and history. This led to significant discrepancies in its estimation within the same basins (Burckel et al., 2016), and motivated the use of multiple sources of $^{231}\text{Pa}/^{230}\text{Th}$ (Ng et al., 2018).

**Chronological dating of proxy records**

A significant source of uncertainty in proxy reconstructions is the dating of climate records. Some proxy records, like tree rings, speleothems and coral reefs, can provide direct evidence of the age of measurements through annual layer counting (Cronin, 2010). Up to $\sim 41$ ka BP, annual layer counting is also possible in ice cores (Svensson et al., 2008), which makes them one of the best-constrained climate records with a temporal resolution of $\sim 100$ years over MIS3 (Barbante et al., 2006; Veres et al., 2013). In case sediments accumulate rapidly on the ocean floor, precise dating of sediments cores up to a temporal resolution of a decade is possible, as is the case in the Cariaco Basin off Venezuela (Peterson and Haug, 2006). In most cases, however, the precise dates of the records cannot be directly estimated, and the age model, linking the data points to an estimated age, should be estimated indirectly. The rate of decay of radioactive elements, such as $^{14}\text{C}$, over the last 12,000 years, and $^{234}\text{U}/^{230}\text{Th}$, between 120 ka BP and 12 ka BP, are regularly used to constrain the age of the records. Remarkable layers in the cores can also be matched to well-identified events, such as volcanic eruptions and tephra layers (Larsen and Eiriksson, 2008). Otherwise, the records should be correlated with well-dated ice cores (N.G.R.I.P, 2004), marine $\delta^{18}\text{O}$ stacks (Lisiecki and Raymo, 2005) or speleothems (Cheng et al., 2016) reconstructions.
1.3 Thesis objective and research questions

This thesis aims to address the following objective:

*To investigate the mechanism that caused millennial-scale variability during the last deglaciation using a general circulation model forced with different ice sheet reconstructions.*

To answer this question, this thesis presents new glacial HadCM3 simulations that display millennial-scale variability when forced with specific combinations of boundary conditions, in this case the ice sheet extent and elevation, and climate forcings, in this case the ice sheet meltwater discharge. These simulations were run with a comprehensive set of outputs to enable a thorough analysis of the processes at stake during abrupt climate changes. Two ice-sheet reconstructions, ICE6G and GLAC-1D, were used to assess the sensitivity of the model to changes in forcings and background conditions. The main objective can be broken down into the three following questions:

- **RQ1** - What are the mechanisms behind millennial-scale variability during glacial periods?
- **RQ2** - What is the influence of the ice sheet geometry and the meltwater discharge history on the occurrence and characteristics of millennial-scale variability?
- **RQ3** - How did the transient evolution of ice sheet meltwater discharge influence the occurrence of millennial-scale variability during the last deglaciation and the last glacial period?

**RQ1 - What are the mechanisms behind millennial-scale variability during glacial periods?**

Millennial-scale variability mechanisms have been explored in theoretical models (e.g. Broecker et al., 1990), general circulation models (e.g. Vettoretti et al., 2022) and from proxy reconstruction (e.g. Pedro et al., 2022), but no mechanisms have so far gained general acceptance. The variety of conditions in which such variability has been observed questions the uniqueness of such a mechanism. There are nonetheless consistent features commonly associated with millennial-scale variability across all events: abrupt temperature changes in Greenland by \( \sim 10^\circ C \) (Kindler et al., 2014), an anti-phased and weaker signal in Antarctica temperatures (Stocker, 1998), cycle duration between 500 and 4,500 years (Thomas et al., 2009), shifts in AMOC modes (Clark et al., 2002) and global reorganisation of the atmospheric circulation (Peterson and Haug, 2006).

To get a deeper understanding of millennial-scale variability, it needs to be reproduced and studied from climate simulations. Simple box models have managed to produce abrupt climate shifts following Broecker et al. (1990)’s salt oscillator theory based on Stommel.
Figure 1.8: A mechanism for millennial-scale variability. Taken from (Vettoretti et al., 2022).

(1961)’s multi-stable Atlantic model. The first occurrence of such variability in a complex climate model was obtained by Ganopolski and Rahmstorf (2001) through the stochastic resonance theory. It took more than a decade before Peltier and Vettoretti (2014) managed to simulate spontaneous oscillations in general circulation models. Since then, multiple groups have reported such behaviour and proposed mechanisms (Malmierca-Vallet et al., 2023), such as Vettoretti et al. (2022)’s reproduced in Figure 1.8.

Armstrong et al. (2022) have recently succeeded in simulating millennial-scale variability with the HadCM3 climate model from a single time slice during MIS3 in a series of snapshot simulations of the last glacial period. The mechanism they identified relies on Broecker et al. (1990)’s salt oscillator modulated by meridional density gradients and wind forcing in the North Atlantic. This offers a unique opportunity to compare two mechanisms for abrupt climate change for two different configurations of the same model. Particular attention will be paid to understanding the role of the salt oscillator as a driver or a response to North Atlantic climate changes, using a comprehensive set of salinity fluxes diagnostics. The analysis of the mechanism will be expanded by comparing the new oscillating simulations not only to the simulations that did not manage to obtain millennial-scale variability in this thesis, but also to the existing mechanism theories published in the literature.
RQ2 - What is the influence of the ice sheet geometry and the meltwater discharge history on the occurrence and characteristics of millennial-scale variability

The concept of the window of opportunity is key to understanding the sensitivity of millennial-scale variability in climate models to modifications in boundary conditions and forcings. Barker and Knorr (2021) defines the window of opportunity as the region of the parameter space (including climate forcing) which gives rise to more frequent and larger amplitude millennial-scale climate variability – see Figure 1.9. The parameters refer to all the components that can be modified in climate simulations, and the parameter space is the ensemble of the parameter configurations. The parameters that are the most likely to affect the millennial-scale variability are the orbital parameters, the greenhouse gas concentrations, the ice sheet layout for the boundary conditions and the freshwater discharge for the climate forcings. Within the last glacial period, the orbital parameters variations are relatively well constrained in their timings and magnitudes (Berger, 1978), and the greenhouse gas records still hold uncertainty in terms of timing, but are well constrained in terms of magnitude (Berger, 1978; Loulergue et al., 2008; Schilt et al., 2010; Bereiter et al., 2015). Their effect on millennial-scale variability have been thoroughly investigated and sweet spots were identified in several studies with different GCMs (e.g. Brown and Galbraith, 2016; Klockmann et al., 2018; Vettoretti et al., 2022).

On the other hand, the past ice-sheet extent and elevation constraints are still lagging, and its impact on climate simulations is still to be understood. The ice sheet extent and topography can modify the radiative balance (Roberts and Valdes, 2017), the winds (Montoya et al., 2011; Roberts et al., 2014b; Madonna et al., 2017) and the atmospheric circulation (Izumi et al., 2023) around them. During the last glacial period, this modified the climate background and moved the location of the window of opportunity (i.e. the necessary forcing to trigger abrupt climate change). For instance, Brown and Galbraith (2016) and Klockmann et al. (2018) only managed to simulate abrupt climate changes using pre-industrial ice sheets, because glacial ice sheets tended to stabilise the North Atlantic deep water formation in their simulations. Ice sheet geometries during the last glacial period have been reconstructed with different methods producing significantly different evolutions (Tarasov et al., 2012; Peltier et al., 2015; Gowan et al., 2021), and their consequences on climate simulations need to be assessed.

The effect of the freshwater released from the melting of ice sheets has been clearly identified as the main driver behind AMOC mode shifts, but its understanding is still in its early days (Bethke et al., 2012). The constraints of the meltwater discharged during the last glacial period are lacking and the location and magnitude of the forcing have varied significantly between modelling studies (Stouffer et al., 2006; Kageyama et al., 2010, 2013b; Snoll et al., 2023). To tackle this gap, Ivanovic et al. (2017) created a protocol to derive meltwater discharge from changes in ice sheet elevation. This protocol was used
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Figure 1.9: The window of opportunity. The window of opportunity concept and associated vocabulary, defined by [Barker and Knorr] [2021].
in HadCM3 simulations (Matero et al., 2017; Ivanovic et al., 2018a) and showed promising results in that it managed to trigger abrupt climate changes with realistic meltwater fluxes. Kapsch et al. (2022) and Bouttes et al. (2023) used a similar method in deglacial simulations testing two different ice sheet reconstructions. However, to my knowledge, no study has isolated the effect of the ice sheet topography and meltwater discharge during the last deglaciation. The HadCM3 simulations created for this thesis allow a detailed analysis of the effect of various meltwater discharge patterns in two different boundary conditions corresponding to two ice sheet reconstructions.

RQ3 - How did the transient evolution of ice sheet meltwater discharge influence the occurrence of millennial-scale variability during the last deglaciation and the last glacial period?

Despite the quality and the number of proxy reconstructions for the last deglaciation (Clark et al., 2002), no climate simulation of the period have succeeded in replicating the chain of events of this period (Snoll et al., 2023). The main challenge in last deglaciation simulations is to get the timing and the magnitude of the Bølling Warming and Younger Dryas transitions right. Obase and Abe-Ouchi (2019) were arguably the closest as they triggered the Bølling Warming with the correct timing and relatively little meltwater fluxes. They managed to do so by starting from a prolonged cold AMOC state. This finding revives the debate on the interpretation of overturning circulation tracers during the last deglaciation (Repschl¨ ager et al., 2021). Because they have a direct impact on the AMOC, the ice sheet layout and the meltwater discharge are here again a primary source of uncertainty when running simulations of the period (Kapsch et al., 2022; Bouttes et al., 2023) – see Figure 1.10.

Last deglaciation climate change events have been commonly associated with last glacial period millennial-scale variability, and the Bølling Warming is sometimes referred to as the most recent D-O event (Wolff et al., 2010). However, there is no evidence that D-O events and deglacial transitions are two occurrences of the same phenomenon, and other hypotheses have been put forward to explain the variations in δ18O records during the last deglaciation (Liu et al., 2012). The simulations of this thesis are perfectly fitted to answer this question by conducting a process-based analysis of the chain of events of the last deglaciation as well as the last glacial period D-O sequence.

Finally, the interest in palaeo abrupt climate changes was reinforced by the debate about future tipping points. So far, modern-day climate simulations have struggled to produce consistent conclusions in the AMOC response to future climate changes (Bellomo et al., 2021). Understanding the last glacial period millennial-scale variability can inform the interpretation of early climate warnings for AMOC collapse (Ditlevsen and Ditlevsen, 2023).
Figure 1.10: Transient simulations of the last deglaciation. Transient model response to different ice-sheet boundary conditions and implementations of meltwater release for the simulations presented in [Kapsch et al., 2022]. PX indicates different configurations of the model. Vertical shadings mark approximate timings of the Bølling-Allerød (left) and Younger Dryas (right).
CHAPTER 1. INTRODUCTION AND LITERATURE REVIEW

Research approach and thesis workflow

The objectives identified in the three research questions can be achieved following the six research objectives presented in Table 1.1.

The research questions and objectives are addressed in the results chapters 2, 3 and 4 and the discussion chapter 5. The results chapters have either been published (Romé et al., 2022) or are about to be submitted (Chapter 3 and Chapter 4) to peer-reviewed journals. They have been written in the style of academic publication, including individual abstracts, introductions, methods and supplementary information for every publication. Chapter 5 reviews how the three results chapters tackled the research objectives and provide answers to the research questions.

Chapter 2, *Millennial-Scale Climate Oscillations Triggered by Deglacial Meltwater Discharge in Last Glacial Maximum Simulations*, primarily addresses RQ2, and provides the tools to answer RQ1 and parts of the answer to RQ3. This Chapter presents a new set of last glacial maximum simulations displaying millennial-scale variability (RO1) when forced with the right combined magnitude and distribution of freshwater discharge obtained from the ice sheet reconstruction melting history during the early last deglaciation (RO2). The content of this Chapter was published in Romé et al. (2022), and was replicated with only editorial modifications to the text and the figures to fit the formatting of the thesis. It includes contributions from Ruza F. Ivanovic, Lauren J. Gregoire, Sam Sherriff-Tadano and Paul J. Valdes.

Chapter 3, *Simulated glacial millennial-scale variability driven by a coupled inter-basin salt oscillator*, primarily addresses RQ1 by investigating the mechanism of the millennial-scale variability simulated in Chapter 2 (RO2). Additionally, it tackles RQ2 by explaining mechanistically why some of the simulations described in Chapter 2 do not oscillate. The mechanism is reviewed on the non-oscillating simulations and other mechanisms in the existing literature to highlight its applications and limitations (RO3). This Chapter was designed to be submitted to Climate Dynamics and includes contributions from Ruza F. Ivanovic, Lauren J. Gregoire, Didier Swingedouw, Sam Sherriff-Tadano and Reyk Börner.

Chapter 4, *Last deglaciation simulations sensitivity to the choice of ice sheets reconstructions and meltwater discharge pattern*, addresses RQ2 and RQ3 by exploring the effect of time-evolving meltwater discharge patterns with two different ice sheet topography (RO4) to simulate the abrupt climate changes of the last deglaciation (RO5). It analyses the results using the mechanisms identified in Chapter 3 (RO3) and evaluates their relevance to the D-O sequence of the last glacial period (RO6). This Chapter was designed to be submitted to Climate of the Past. It includes contributions from Ruza F. Ivanovic, Lauren J. Gregoire, Brooke Snoll, Oliver G. Pollard and Jacob Perez.

The Discussion Chapter 5 concludes on the different research questions of Section 1.3 by...
### Table 1.1: Research objectives

Research objectives and their corresponding research questions and thesis chapter.

<table>
<thead>
<tr>
<th>Research objective</th>
<th>Research questions</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>RO1 - Simulate millennial-scale variability in HadCM3</td>
<td>RQ1, RQ2, RQ3</td>
<td>2</td>
</tr>
<tr>
<td>RO2 - Identify the mechanism behind millennial-scale variability in HadCM3</td>
<td>RQ1</td>
<td>3</td>
</tr>
<tr>
<td>RO3 - Define the conditions for the validity of the millennial-scale variability mechanism</td>
<td>RQ1, RQ3</td>
<td>3, 4</td>
</tr>
<tr>
<td>RO4 - Explore the sensitivity of millennial-scale variability occurrence to ice sheets layout and meltwater discharge</td>
<td>RQ2</td>
<td>2, 4</td>
</tr>
<tr>
<td>RO5 - Simulate abrupt climate changes that resemble the last deglaciation chain of events with time-evolving meltwater simulations</td>
<td>RQ3</td>
<td>4</td>
</tr>
<tr>
<td>RO6 - Compare the simulated millennial-scale variability to past and future abrupt climate changes</td>
<td>RQ3</td>
<td>4, 5</td>
</tr>
</tbody>
</table>
recalling the gaps identified in Chapter 1 and using the material produced in Chapter 2, 3, and 4. It also presents the limitations of this thesis, its relevance in future climate predictions (RO6) and the potential avenues for future work.
Chapter 2

Millennial-scale climate oscillations triggered by deglacial meltwater discharge in last glacial maximum simulations
Our limited understanding of millennial-scale variability in the context of the last glacial period can be explained by the lack of a reliable modelling framework to study abrupt climate changes under realistic glacial backgrounds. In this article, we describe a new set of long-run last glacial maximum experiments where such climate shifts were triggered by different snapshots of ice-sheet meltwater derived from the early stages of the last deglaciation. Depending on the location and the magnitude of the forcing, we observe three distinct dynamical regimes and highlight a subtle window of opportunity where the climate can sustain oscillations between cold and warm modes. We identify the Eurasian Arctic and Nordic Seas regions as being most sensitive to meltwater discharge in the context of switching to a cold mode, compared to freshwater fluxes from the Laurentide ice sheets. These cold climates follow a consistent pattern in temperature, sea ice and convection, and are largely independent from freshwater release as a result of effective AMOC collapse. Warm modes, on the other hand, show more complexity in their response to the regional pattern of the meltwater input, and within them, we observe significant differences linked to the reorganisation of deep water formation sites and the subpolar gyre. Broadly, the main characteristics of the oscillations, obtained under full-glacial conditions with ice-sheet reconstruction derived meltwater patterns, share similar characteristics with $\delta^{18}O$ records of the last glacial period, although our experiment design prevents detailed conclusions from being drawn on whether these represent actual Dansgaard-Oeschger events.
### 2.1 Introduction

The last glacial period was characterised by strong millennial-scale variability (e.g. Bigg and Wadley, 2001; Wolff et al., 2010; Fletcher et al., 2010), observed through the occurrence of sharp and dramatic shifts in climate state. The best example of such abrupt changes are Dansgaard-Oeschger events (D-O events; Dansgaard et al., 1993). They consist of transitions between cold stadial and warm interstadial climate conditions that occur in cycles as long as six hundred to a few thousand years. Dansgaard-Oeschger events were first identified in $\delta^{18}O$ records of Greenland ice cores (Bond et al., 1993) before also being observed in Antarctica (Blunier and Brook, 2001; Voelker, 2002). Since their discovery, they have been identified in a wide range of different parts of the Earth system, both marine (e.g. Shackleton et al., 2000; Wolff et al., 2010; Dokken et al., 2013; Henry et al., 2016) and terrestrial (e.g. Sánchez Goñi et al., 2000; Wang et al., 2001, 2007; Margari et al., 2009; Stockhecke et al., 2016), and can be linked to meridional shifts of the Intertropical Convergence Zone (ITCZ) (Peterson and Haug, 2006).

During decades of study, numerous hypotheses have been put forward to understand the underlying mechanisms behind D-O events (a comprehensive list can be found in Li and Born, 2019), and, more generally, millennial scale variability. Despite this effort, a consistent and comprehensive theory is yet to be firmly established. Nonetheless, at the crossroads of all theories lies the crucial role of the Atlantic Meridional Overturning Circulation (AMOC; Rahmstorf, 2002; Burckel et al., 2015; Henry et al., 2016). A modification of the thermohaline circulation affects heat and salt redistribution between the tropics and the poles, and consequently has a global-scale impact on the climate (Clark et al., 2002; Rahmstorf, 2002). There is substantial evidence that the AMOC has existed in other configurations (or ‘modes’) than the one we observe at present times (e.g. Böhm et al., 2015), and that AMOC may thus have the capacity to exist in multiple stable states, as predicted theoretically (Stommel, 1961) and supported by early observations (Broecker et al., 1985) and climate models (Manabe and Stouffer, 1988). We believe that uncovering the causes of AMOC modes switches would result in greatly improving our understanding of abrupt climate changes.

The AMOC can be disrupted by freshwater release events in the North Atlantic-Arctic region. They have the power to target vital points of the thermohaline circulation by affecting the ocean density profile at North Atlantic Deep Water (NADW) formation sites (Broecker et al., 1985; Paillard and Labeyrie, 1994; Vidal et al., 1997). In models, freshwater hosing experiments have been widely used to force abrupt climate transitions (e.g. Manabe and Stouffer, 1997; Ganopolski and Rahmstorf, 2001; Kageyama et al., 2010) and observe hysteresis cycles (e.g. Schmittner et al., 2002). They also highlighted the large sensitivity of the climate to the strength and the location of the release, especially in the Greenland-Iceland-Nordic (GIN) Seas (Smith and Gregory, 2009; Roche et al., 2010).
Consequently, it is valuable to explore the different sources of freshwater that had the potential to lead to millennial-scale variability.

Iceberg surges during Heinrich (H) events recorded by Ice-Rafted Debris (IRD) in the North Atlantic, were first candidates to be held responsible for initiating stadial climates. It is now widely accepted that H events are not at the origin of D-O events, they are triggered within stadial states and are not recorded at every D-O occurrence. Instead, we can conceive of them as a likely response to the earlier climate-ocean perturbation or even a positive feedback mechanism for perpetuating/amplifying stadial climates.

Meltwater released from the long term decline of ice sheets was another significant source of freshwater during the last glacial period, although only a few studies have investigated the influence of such ‘background’ melt, probably because it requires precise constraints on the ice sheet geometry and history of melt/growth. Holding the most complete records of ice sheet evolution, both in terms of spatial and temporal resolution, offers the perfect setting to assess the ability of the early phase of continental deglaciation (i.e. the long-term background melt from disintegrating ice sheets) to generate millennial-scale variability in glacial conditions.

The last deglaciation initiated from the Last Glacial Maximum (LGM; ~ 21 ka BP), which is the time when the Northern Hemisphere ice sheets shaped during the preceding glacial period reached their maximum extent. The upper cell of the AMOC was likely shallower, but it is not known whether it was stronger or weaker than present day. A steady increase in Northern Hemisphere summer insolation triggered the long-term demise of the Laurentide and Eurasian ice sheets, with rising concentrations of atmospheric CO$_2$ positively reinforcing the deglaciation. However, while Southern Hemisphere temperatures gradually rose, the climate in the North remained cold for several thousand years; a period known as Heinrich Stadial 1 (~18–15 ka BP). The most recent of Heinrich events, H1, began some two thousand years after the onset of Heinrich Stadial 1. In the years of deglaciation that followed the LGM, several millennial scale events were observed. Two episodes are particularly relevant to our study: the sudden Bolling Warming (~ 14.5–13 ka BP) concurrent with an intensification of the AMOC, and the ensuing Younger Dryas, when Northern Hemisphere climate abruptly returned to a stadial state with glacial re-advance (~ 13–12 ka; Liu et al. 2010).
et al., 2012). While not formally identified as D-O events, similarities in climate and ocean evolution between these last deglaciation events and D-O oscillations have prompted others to at least draw analogies between them, and to speculate on whether they have a common cause (e.g. Obase and Abe-Ouchi, 2019).

Simulating climate oscillations in glacial conditions has proven to be very challenging, and even more so during the LGM. This is because of the strong feedback between the large ice sheets and wind stress, deep water formation and energy balance (Oka et al., 2012; Ullman et al., 2014; Beghin et al., 2015; Roberts and Valdes, 2017), which act to intensify, or at least stabilise, the AMOC (Oka et al., 2012; Klockmann et al., 2016; Sherring-Tadano et al., 2018). Most models from both the Paleoclimate Modelling Intercomparison Project Phase 3 (PMIP3; Muglia and Schmittner, 2015) and Phase 4 (PMIP4; Kageyama et al., 2021) tend to simulate a deeper and stronger NADW than inferred from palaeo records, which could explain why few modelling studies have observed millennial scale variability in glacial background (e.g. Klockmann et al., 2018). In order to trigger abrupt climate transitions, freshwater hosing experiments have historically needed to overestimate fluxes as reviewed by Kageyama et al. (2010) (e.g. Liu et al., 2009; Menviel et al., 2011), and have not succeeded in simulating abrupt changes when using ‘realistic’ fluxes (Bethke et al., 2012; Gregoire et al., 2012; Snoll et al., 2022). Obase and Abe-Ouchi (2019) have arguably come the closest to overcoming this meltwater ‘paradox’ by simulating the Bølling Warming even with some deglacial meltwater forcing. However, even they require a significantly lower than likely freshwater discharge from the deglaciating ice sheets (e.g. Peltier et al., 2015).

The dispute over what could feasibly cause abrupt climate changes not directly driven by freshwater fluxes led the community to start actively searching for oscillating behaviours in their models. At the same time, the criticism that simulations integrated for only a few hundred or a thousand years should not be considered to have a steady-state or ‘spun-up’ ocean circulation began to gain traction (Marzocchi and Jansen, 2017; Dentith et al., 2019b), prompting modellers to run long simulations with higher-order climate models — made possible by the increase of computational power — in order to examine long-term drifts. It is therefore not a coincidence that more and more coupled Atmosphere-Ocean General Circulation Models (AOGCMs) have reported observing AMOC mode oscillations in recent years (e.g. Peltier and Vettoretti, 2014; Brown and Galbraith, 2016; Klockmann et al., 2018; Sherring-Tadano and Abe-Ouchi, 2020). They have been achieved under a range of different freshwater hosing scenarios (e.g. Cheng et al., 2011), atmospheric CO$_2$ concentrations (e.g. Zhang et al., 2017) and ice sheet geometries (e.g. Klockmann et al., 2018), although, to our knowledge, only Peltier and Vettoretti (2014) and Kuniyoshi et al., 2022 managed to obtain AMOC oscillations under glacial conditions.

To sum-up the combined results from these studies, there seems to exist a window of opportunity (Barker and Knorr, 2021; Vettoretti et al., 2022) in each model’s inputs (parameter...
values, boundary conditions and forcings) and background climates where oscillations can establish and sustain (e.g. [Peltier and Vettoretti 2014] [Brown and Galbraith 2016] [Klockmann et al. 2018]). The ice sheets’ layout in particular has a strong influence on the local and global climate, including on the atmospheric circulation ([Löfverström et al. 2014] [Roberts et al. 2014b] [Sherriff-Tadano et al. 2021]), the gyres ([Gregoire et al. 2018]), the energy balance ([Roberts and Valdes 2017]) and freshwater fluxes ([Matero et al. 2017]). As a result, the new generation of better constrained and more detailed ice sheet reconstructions such as ICE-6G_C ([Peltier et al. 2015] [Argus et al. 2014] and GLAC-1D ([Tarasov and Peltier 2002] [Tarasov et al. 2012] [Briggs et al. 2014] [Ivanovic et al. 2016]) may prove to be decisive in whether or not the ‘right’ conditions for triggering abrupt climate changes are obtained.

In this chapter, we present our contribution to this initiative in the form of a new set of LGM simulations forced with deglacial meltwater. Inspired by an initial experiment that showed millennial-scale variability under a transient meltwater forcing, we designed our simulations with fixed meltwater inputs in order to be able to describe the oscillations in detail and evaluate the sensitivity of the oscillatory behaviour to meltwater patterns. These inputs were derived from snapshots of the early deglaciation meltwater history (specifically, between 21.5 and 17.8 ka BP) calculated from GLAC-1D ice sheet reconstruction.

Depending on the freshwater pattern, we observe three different dynamical regimes, including regular and self-sustained climate oscillations. The oscillations are characterised by switches between strong, shallow glacial AMOC and near- or completely- collapsed AMOC modes, a Greenland surface cooling/warming of $\sim 10^\circ$C, and a periodicity of about 1.5 thousand years (ka). The cold/warm modes resemble, but should not be considered too strictly to be stadial/interstadial states, due to the use of a quasi-ideal experimental set-up. The oscillating regime can be sustained for about 10,000 years (the maximum length of the experiments). These are, to our knowledge, the first general circulation model simulations to use ice sheet reconstruction-derived distributions of meltwater to produce strong AMOC oscillations under glacial maximum climate conditions, and to investigate the sensitivity of the oscillations to patterns of meltwater discharged to the ocean.

The non-oscillating regimes inform us of the pre-requisite conditions for passing through the oscillating window. Here, we describe the various simulations in detail, their oscillatory or non-oscillatory climate/ocean states, and the different Earth system components involved in the abrupt events. We conclude with a discussion on the relevance of our simulations in the context of known past abrupt climate changes. The design introduced in this study allows us to undertake a relatively systematic set of sensitivity tests of the impact of realistic freshwater distributions (albeit for unrealistic lengths of time) on ocean circulation, with the multi-millennial integrations enabling us to explore the long-term effect of each pattern.
CHAPTER 2. MILLENNIAL-SCALE CLIMATE OSCILLATIONS TRIGGERED BY DEGLACIAL MELTWATER DISCHARGE IN LAST GLACIAL MAXIMUM SIMULATIONS

2.2 Methods

2.2.1 The model

The simulations introduced in this article were completed using the BRIDGE (Bristol Research Initiative for the Dynamic Global Environment group) version of the HadCM3 atmosphere-ocean general circulation model (GCM Valdes et al., 2017). This GCM consists of a 19 layers × 2.5° × 3.75° atmosphere model more completely described by Pope et al. (2000), coupled every simulation day with a 20 layers (up to 5,500m deep) × 1.25° × 1.25° ocean model, described by Gordon et al. (2000) (Bryan and Cox 1972 Fofonoff and Millard Jr 1983 Fofonoff 1985). This version of HadCM3 includes the MOSES 2.1 land model (Cox et al. 1999), and the TRIFFID dynamic vegetation model (Cox 2001). HadCM3 has been tested in many different scenarios (IPCC, 2014; Reichler and Kim, 2008), and was optimised for running multi-millennial simulations (Valdes et al., 2017).

2.2.2 Experimental design

The LGM simulation that makes up the base climate state for all simulations presented here was created following the PMIP4 protocol for 21 ka BP (Kageyama et al., 2017) using the GLAC-1D ice sheet reconstruction (Tarasov and Peltier 2002 Tarasov et al. 2012 Briggs et al. 2014 Ivanovic et al. 2016); see Section 2.9 and Figure 2.9 (Bereiter et al. 2015 Loulergue et al. 2008 Schilt et al. 2010). This new HadCM3 LGM simulation was initialised from a chain of existing multi-millennial HadCM3 PMIP3 LGM simulations, which were started from multi-millennial continuations of earlier HadCM3 LGM simulations (Davies-Barnard et al. 2017), giving a pre-PMIP4 LGM spin-up of several thousand years. The new PMIP4 GLAC-1D set-up was integrated for 3,500 years, and the end of this final spin-up phase provides the initial condition for all simulations presented here. We continued the LGM simulation for a further 4,000 years in parallel with our other experiments to provide a reference climate state (CTRL) for comparison to the other simulations. There are small, steady drifts in the ocean over the run (Figure 2.10), but the signal of the trends are dwarfed in comparison to the changes of interest described below, and little is gained for this study by extending CTRL further. The starting year of CTRL is defined as year 0.

GLAC-1D has rarely been used for LGM simulations compared to the other ice sheet reconstructions (Kageyama et al. 2021) such as ICE-6Gc (Peltier et al. 2015) and the PMIP3 ice sheet (Abe-Ouchi et al. 2015). It was preferred for this study because compared to the alternative reconstructions, it includes more recent constraints on the Eurasian ice sheets provided by the DATED-1 project (Hughes et al. 2016), a region that could be crucial for accurately capturing the early deglacial climate history (Ivanovic et al. 2018a). A transient meltwater history was derived from GLAC-1D’s representation of the deglaciation (Section 2.10). We decided against using the transient meltwater flux, because the added
complexity introduced by the temporal variability and possible ocean ‘memory’ of the preceding [uncertain] meltwater history would have convoluted the physical interpretation of our results. Instead, we examined the triggering of abrupt climate changes using a simpler approach; by selecting six different, fixed-forcing scenarios (our ‘snapshots’), that allow us to investigate the sensitivity of the glacial ocean and surface climate to early deglacial freshwater inputs (Figure 2.1a).

The snapshots were identified for their ability to collectively capture a broad range of possible situations that may have led to changes in ocean circulation and surface climate. The six scenarios correspond to different modes of discharge and are named after the period they were extracted from (see Figure 2.1a); see Figure 2.1c for the spatial distribution of the fluxes. The 21.5k, 21k and 20.7k snapshots were chosen for being close to the LGM, sharing a similar distribution, but with different rates of meltwater discharge. The 19.4k snapshot hosts a strong Labrador Sea/North Eastern American coast/Gulf of Mexico discharge (shortened to ‘North American’ discharge hereafter), but has a relatively small meltwater flux to the Arctic. Conversely, 18.2k and 17.8k have high Arctic and low North Atlantic discharge, with 18.2k having the most freshwater entering the Arctic. These six snapshots of the deglacial meltwater history were used as forcing for six new equilibrium-type (i.e. constant-forcing) simulations, started from year 0. The meltwater was discharged into the surface layer of the ocean and kept constant throughout the runs. A justification is given in Section 2.10 [Quadfasel et al., 1990; Roche et al., 2007].

Table 2.1 presents a summary of all experiments. The difference between any of them is the prescribed ice sheet meltwater (or absence of it, in CTRL).

The idea of having a continuous fixed meltwater discharge for thousands of years is unrealistic by nature. However, in the most extreme scenario (18.2k), the total forcing corresponds to a sea level rise of 102 m in 10,000 years, which, for context, is still less than what has been reconstructed for the whole of the last deglaciation [Lambeck et al., 2014].
Figure 2.1: Meltwater discharge protocol. a. Meltwater discharge history over the early deglaciation and its distribution over the main regions defined in panel b. This plot incorporates the 200-years smoothing described in Section 2.10. Vertical bars represent the time steps chosen for calculating each constant meltwater-forcing snapshot (see Section 2.2.2, and Table 2.1). Regions of low discharge are plotted in dotted lines. b. Map of ice meltwater collection and spreading areas. Each individual box corresponds to a freshwater collection area, redistributed to the corresponding spreading areas (within the same box) indicated by the bold contours. Six main regions were defined for the presented analysis, as labelled on the right (colours). Note that these regions do not correspond to individual regions but rather to clusters of spreading areas. The colour coding matches panel a. c. Ice sheet meltwater discharge snapshot used for each perturbed meltwater simulation. The names and colours of the simulations correspond to the snapshot time on panel b. The colour coding of each simulation matches figures in the following figures. Please note the logarithmic scale.
The fixed global flux, between 0.039 and 0.109 Sv, is of the same order of magnitude as the mean global discharge in Ivanovic et al. (2018a) \(\sim 0.05 \text{Sv}\), derived from ICE-6G ice sheet reconstruction (Peltier et al., 2015). It is also lower than the mean estimations of previous Heinrich Stadial 1 transient simulations (e.g. Liu et al., 2009; Menviel et al., 2011). It therefore remains appropriate to consider our results in light of glacial and deglacial variability in order to understand the effect of the forcing, though we are careful to highlight that they are not transient simulations of deglacial meltwater neither do they correspond to any specific meltwater discharge event. To avoid long-term drifts in mean ocean salinity caused by the long freshwater forcing, we impose a constant global mean salinity target (following the \textit{VFLUX} method of Dentith et al. (2019b)) commensurate with the starting condition for each ‘snapshot’ (Table 2.1). The salinity target conserves water in relation to terrestrial ice volume (applied as relative to the present day) and thus, in the context of these simulations, counteracts global freshening by removing the excess water as a very small proportion of freshwater from every ocean grid cell at every ocean model timestep (one hour). This approach is in keeping with the snapshot/equilibrium experimental design whilst still allowing the ocean to ‘feel’ the surface forcing. See Section 2.11 for details.

Most simulations were run for 10,000 years; long enough to characterise their climate behaviours. However, like CTRL, two simulations (21.5k and 20.7k), were terminated after 4,000 years. At this point, little was changing in those simulations, and since no further time series were required for the analysis, we opted to conserve the computing resource.

Some simulations experienced numerical instability after a few thousand years observed through a stream function runaway off the coast of the Philippines. This quirk was resolved by smoothing the bathymetry in the region of the instability and restarting the run a few years before the instability arose. More information, including the detail of the smoothing algorithm and its very minor impact on the climate response, is given in Section 2.12.

2.2.3 Characterising oscillations and defining warm/cold-mode composites

All experiments apart from CTRL show some kind of alternation between weaker and stronger AMOC phases, or ‘modes’. Changes in the AMOC are correlated to increases and decreases in NGRIP temperatures (North Greenland Ice Core Project, 42.32° W, 75.01° N) and so we will also refer to these phases as ‘cold’ and ‘warm’ modes, respectively. We do not use the terms stadial and interstadial to describe the cold and warm states because of the complicated connotations associated with these terms, but they may be thought of in such a light.

In order to characterise oscillations in the simulations, we applied a filtering algorithm
and Fourier analysis to derive the spectrum of the temperature time series at the location of NGRIP, see Section 2.13 for details. If there is a peak in the spectrum, then oscillations can be defined and described, and we apply a Butterworth low-pass filter to screen-out the frequencies lower than the millennial-scale variability of interest.

We also found it useful, in our analysis, to examine characteristics common to all warm and cold modes in the suite of simulations. Thus, to build a composite of the two modes from the time series of results, we defined quantitative boundaries bespoke to each simulation (it proved ineffective to adopt a consistent definition for all simulations because of their differences). Points below the weak limits (in AMOC strength/NGRIP temperature) were added to the composite cold mode and points above the strong limits were added to the warm modes. This approach is described in Section 2.14, where we demonstrate that the choice of how to define the composite modes does not significantly impact the results, and that to manually set up the weak and strong limits was an easy and robust method to build the composite states.

2.3 A new weak, shallow AMOC LGM simulation

The CTRL run replicates and continues the HadCM3-GLAC-1D LGM simulation presented in Kageyama et al. (2021). The global mean surface temperature is 6.6°C colder than Pre-Industrial (PI). Compared to other PMIP4 simulations, this simulation is in the coolest range, almost 2°C below the average mean temperature, and is colder than any PMIP3 simulations analysed by Kageyama et al. (2021), yet close to the current estimate from global temperature reconstructions (~6.1°C ± 0.4°C cooler than PI in Tierney et al. (2020b), ~7.0 ± 1.0°C cooler than PI in Osman et al. (2021). The global mean ocean surface temperature was cooler by 3.4°C, which is significantly cooler than the ~1.7 ± 0.1°C cooler than PI inferred by Paul et al. (2021), but again is a good match to the reconstruction by Tierney et al. (2020b) (~3.1 ± 0.3°C cooler than PI). Contrary to most PMIP4 models, HadCM3 produces an AMOC that is both shallower and weaker in a full-glacial background compared to its pre-industrial state, although AMOC is still vigorous with a maximum strength of 20 Sv at 30° N. We also note that the simulation gets slightly cooler when using GLAC-1D compared to ICE-6G_C (Ivanovic et al., 2018a), despite similar values for the maximum overturning circulation.

A summary of the CTRL equilibrium North Atlantic climate is shown by Figure 2.2. The thermohaline circulation is fuelled by intense convection in the northeast Atlantic, with deep water formation sites, indicated by the Mixed Layer Depth (MLD), located primarily south of Iceland and west of the British Isles (Figure 2.2b). This creates a corridor in the eastern part of the Atlantic where warm waters can transit to high latitudes, while the western part of the ocean gets covered by winter sea ice and observes a much cooler climate (Figure 2.2c). The winter sea ice layer extends towards the East of the North Atlantic.
Figure 2.2: **Control climate state.** Mean annual conditions between simulation years 3900 and 4000 for CTRL over the North Atlantic. 

a. Surface air temperature.  
b. Mixed layer depth.  
c. Sea surface temperature.  
d. Meridional overturning stream function in the Atlantic basin. Dashed/solid lines indicate the September/March 50% sea-ice extent.
basin, creating a strong North-South gradient in atmospheric temperature in this region (Figure 2.2a). This is slightly more extensive than what is predicted in Tierney et al. (2020b) but matches the general layout, including a sea-ice free Iceland Basin. The Arctic Ocean is covered in sea ice all year long. Dense waters sink in the Labrador Sea when the sea ice is less extensive in this region in late autumn. For information, Figure 2.2 was reproduced for the Southern Ocean in Figure 2.11.

### 2.4 Climate response to the meltwater perturbations

We observe significant differences in the climate response of the six meltwater experiments (Figure 2.3), best encapsulated by the evolution of the AMOC index. For this study, we define the AMOC index as the maximal value of the overturning circulation in the Atlantic ocean at 26.5° N. This index corresponds to the modern RAPID-array AMOC measurement grid (Smeed et al., 2014; Frajka-Williams et al. 2019) and has been regularly used in palaeo-studies (e.g. Guo et al., 2019). For context, the interannual variability is in a range of ±25 Sv, which fits what has been estimated by measurements between April 2004–February 2017 (Frajka-Williams et al., 2019), although the relatively short period of measurements makes it hard to give a robust conclusion.

The meltwater simulations can be assigned to three different regimes, according to the AMOC index (Figure 2.3b). In the first regime, simulations 21.5k and 21k returned to the reference state after a short cooling event during the initial years of the forcing, when the ocean adjusts to the introduction of the weak meltwater fluxes. This AMOC decline lasted for approximately 500 years, with the index weakening by as much as 5 Sv for 21k and 1.5 Sv for 21.5k approximately halfway through this initial cooling. While 21.5k hardly recorded a change of polar temperatures (Figure 2.3c), the drop in 21k AMOC strength drives up to 5°C cooling over Greenland. Neither simulation shows a strong response over Antarctica (Figure 2.3d). Accordingly, 21.5k and 21k will be referred to as *warm simulations* (note that with an LGM baseline climate, this term is relative).

In a second regime of its own, the AMOC in 18.2k almost entirely collapsed as soon as meltwater was discharged, causing Northern Hemisphere cooling and a significant shift southward of the ITCZ (Figure 2.3e). Short recovery episodes occur at irregular intervals through the 10,000 years of the simulation, but they cannot be sustained for longer than a few hundred years. This simulation will be labelled a *cold simulation*.

Finally, through Fourier analysis (Figure 2.4c; Section 2.2.3) we identify three *oscillating simulations* (20.7k, 19.4k and 17.8k). They switch to a cold state at the onset of the run and continue in a quasi-oscillating regime between cold (near collapsed AMOC, similar to 18.2k) and warm modes (equivalent or stronger AMOC with respect to CTRL). The three *oscillating simulations* behave in a similar way and will be described in more detail in the following sections.
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Figure 2.3: **Snapshot simulations evolution.** *a.* Snapshot experiments’ total meltwater discharge and distributions, summarised (the three main regions are defined in Figure 2.1b. *b.* AMOC index (max Atlantic overturning circulation at 26.5° N). *c.* Greenland Surface Air Temperatures at NGRIP (42.32° W, 75.01° N). *d.* Antarctica Surface Air Temperatures at EPICA Dome C (Concordia Station of the European Project for Ice Coring in Antarctica, 123.21° E, 75.06° S). *e.* Intertropical Conversion Zone index (corresponding to the simulated mean Northern extent of the equatorial rain belt, defined in Section 2.15 inspired by [Braconnot et al.] (2007) and [Singarayer et al.] (2017)). Solid lines represent the 30-years running mean and transparent envelopes represent inter-annual variability, except for panel e, where the solid line is the 50-year running mean for ease of readability. Arrows indicate the date of the application of localised bathymetric-smoothing (see Section 2.12) for 21k, 21.5k, CTRL, 19.4k and 20.7k (left to right).
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Figure 2.4: Spectral analysis of the oscillating and cold simulations. Spectral analysis of simulated surface air temperature through time above NGRIP (42.32° W, 75.01° N). a. Unfiltered signal for oscillating and cold simulations. b. Filtered response, using first class low-pass Butterworth filter. c. Power Spectral density (PSD, left hand scale) of the unfiltered signal. Dotted lines indicate the dominant frequency/period for each simulation. Grey line in panel c shows the bode diagram of the low-pass filter. Simulations 21.5k and 21k are not shown as their Fourier analysis was not conclusive. A zoom over the millennial-scale variability frequency band is provided in Figure 2.12.
Figure 2.5: **Zonal means on composite modes.** Composite cold and warm modes’ mean zonal anomalies between the meltwater simulations and the reference state in the Atlantic (70° W – 10° E). For cold modes (top), panels show the zonally averaged a. surface air temperature, b. sea surface temperature, c. mixed layer depth, d. winter sea ice concentration, e. summer sea ice and f. maximum overturning circulation flow over the water column. For warm modes (bottom), panels show the zonally averaged h. surface air temperature, i. sea surface temperature, j. mixed layer depth, k. winter sea ice concentration, l. summer sea ice and m. maximum overturning circulation flow over the water column. For orientation, an AMOC time series highlighting the periods contributing to the composite cold and warm modes is shown by panels g and n, respectively. The warm and cold modes of 21.5k and the warm mode of 21k were excluded.
The oscillating and warm simulations show a clear distinction between an initial transient state and a steady state. The transient states correspond to the adjustment of the model to the sudden introduction of meltwater. In the warm simulations, the transient state is seen in the initial drop, lasting \( \sim 500 \) years. In the oscillating simulations, the transient state is manifested by an irregular first oscillation, lasting \( \sim 1500 \) years. We cannot determine such distinction in the cold simulation.

During the cold modes (Figure 2.5, top), we observe strong consistency between the oscillating simulations and the cold simulation, to the point where it becomes almost impossible to distinguish between them. These experiments show a maximum in atmospheric and oceanic cooling around \( 60^\circ \text{N} \) (Figure 2.5\(a\),b), where sea ice cover is now present both in winter and summer after the deep water formation sites vanished (Figure 2.5\(c\)–\(e\)). A second peak of winter sea ice is noticeable around \( 40^\circ \text{N} \), but is not as clear in summer sea ice nor mixed layer depth. This second peak corresponds to the closing of the warm water corridor off the western coast of Europe and the spread of winter sea ice in this region. It is around these latitudes that we observe a maximal reduction of the AMOC by up to \( 14 \text{ Sv} \) (Figure 2.5\(f\)). Because of the loss of convection at high latitudes, the upper cell of the AMOC largely dwindles north and south of \( 20^\circ \text{N} \). \( 21k \) follows a similar pattern during the transient state. The soft decline of the AMOC is consistent with a shift southward of the convection sites, most likely resulting from a slightly cooler North Atlantic climate (Figure 2.5\(k\)–\(f\)). We observe a clear reduction of sea surface temperature by as much as \( 2^\circ \text{C} \) and of surface air temperature by up to \( 7.5^\circ \text{C} \) at high latitudes (Figure 2.5\(m\),b,f). It is remarkable that \( 21k \)’s winter sea ice expansion and mixed layer depth shallowing are comparable to the oscillating and cold simulations, demonstrating an increased seasonality compared to the reference CTRL state (Figure 2.5\(c\)–\(d\)). \( 21.5k \) is omitted from this analysis (see Section 2.14).

We do not observe such consistency between simulations during their warm modes (Figure 2.5, bottom). They all show a significant recovery from the cold modes, but it is impossible to underline a single common behaviour. For example, despite a couple of periodic recovery phases of the AMOC in \( 18.2k \) (around 3,500, 7,000 and 9,000 years into the run; Figure 2.3\(b\)), the warm modes remain in a relatively cold-climate state (Figure 2.5\(h\)–\(i\)). At \( 60^\circ \text{N} \), sea surface temperatures are down by \( 2^\circ \text{C} \) and surface air temperatures drop by \( 6.5^\circ \text{C} \) compared to CTRL. Shallower mixed layer depths around the same latitude indicate that Iceland/Irminger Basin and Labrador Sea convection sites are still greatly disrupted (Figure 2.5\(k\)). This keeps the sea ice edge far south in both summer and winter (Figure 2.5\(k\)–\(l\)). Amongst the oscillating simulations, the AMOC index is stronger than in CTRL (Figure 2.5\(m\)), increasing by as much as \( 25 \text{ Sv} \) in the subpolar region. However, for the most part, these simulations also show disparities in key climate descriptors, at least in terms of amplitude of the anomalies. Surface temperatures and sea ice extent in \( 18.2k \) and \( 17.8k \) bear the closest resemblance across this subset of simulations, whereas
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temperatures and sea ice extent in 20.7k and 19.4k indicate a slightly warmer climate (Figure 2.5, i, j, l) despite there being stronger ocean convection in 17.8k (Figure 2.5j). The oscillating simulations all show an increase in winter sea ice around 40° N compared to CTRL, corresponding to the narrowing of the warm water corridor along the coast of western Europe (Figure 2.5k). In summary, none of the simulations exactly returned to the CTRL reference climate during their respective warm modes, indicating significant regional legacy induced by the imposed meltwater patterns. We did not include the warm modes of the warm simulations as they would be indistinguishable from CTRL with this method.

2.5 Influence of the meltwater discharge

Abrupt climate changes are triggered by constant meltwater discharge in our simulations. Yet, we observe a strong non-linearity between the climate response and the location and the influx of freshwater (Figure 2.3). For instance, despite a similar total influx of about 0.1Sv, 19.4k is tipped into an oscillating regime while 18.2k ends up in a cold regime. On the other hand, 20.7k and 19.4k display similar oscillating dynamics even though the total flux is around 20% weaker in 20.7k than 19.4k. All of this hints at the importance of differences in the meltwater discharge pattern. Whilst the spatial distribution of freshwater forcing is comparable between 21k and 20.7k, only 20.7k manages to generate oscillations. It demonstrates that not only the spatial distribution of the freshwater flux is an important control on the oceanic response, but that there is also a sweet spot in the perturbation conditions where the forcing needs to be strong enough to trigger a switch to stadial states, but not so strong that it (semi-)permanently suppresses a recovery as in 18.2k.

A threshold is reached in the cold climate modes, when the climate cools so far that it becomes insensitive to further meltwater discharge (Figure 2.5). Independent of the forcing, all simulations produce a similar spatial pattern in temperature, sea ice and deep water formation layout during the weak phases, but only when the surface atmosphere cools by as much as 15°C does the climate cross a tipping point where the cold phases can be sustained for a few hundred years. This corresponds to the vanishing of all oceanic convection north of 40° N (Figure 2.5c), resulting in an almost collapsed AMOC (up to 12Sv weaker) in the North Atlantic (Figure 2.5f). When all the deep water formation sites have vanished, the response becomes decoupled from the forcing and only smaller regional effects can be induced. This phenomenon resonates with the conclusion of Smith and Gregory (2009).

The effect of regional patterns of discharge on the climate response can be tracked by creating a composite of warm modes mixed layer depth and sea surface salinity (Figure 2.13). It shows clearly distinct results between the simulations with prevalent North American meltwater inputs (20.7k, 19.4k) and the simulations dominated by Arctic discharge (18.2k,
17.8k). The warm simulations (21.5k, 21k) show almost no signal.

The effect of Arctic/GIN Seas discharge is decisive for triggering the shift from warm to cold AMOC states and leads to the strongest modification of the warm modes (Figure 2.5). This could be the result of two factors. First, meltwater released from the Northern Eurasian ice-sheet leads to large salinity modifications by up to 8 PSU in the Arctic (Figure 2.13 k–l), which can massively disrupt the meridional salinity gradient. Second, meltwater is released relatively close to the main deep water formation sites in the GIN seas and in the Irminger/Iceland Basins, which it can reach by following the Greenland currents without having been significantly mixed with saltier warmer and saltier waters (Born and Levermann 2010). Meltwater entering the GIN Seas should play a similar role, but the relatively low discharge in this area in our simulations makes it hard to conclude with certainty.

On the other hand, meltwater released off the northeast coast of North America has a weaker impact. Simulation 19.4k has greater discharge in the region and similar fluxes to the Arctic and GIN Seas compared to 20.7k. However, this increase in North Atlantic meltwater does not drive any significant ocean or climate response. From Figure 2.13 i–j, we infer that North American meltwater discharge is quickly dispersed. It has a direct effect on closing the Labrador Sea deep water formation site, but because this site is easily shut down in our simulations this does not impact significantly the AMOC. Because the water has to transit all around the subpolar gyre to target the more crucial sites in the eastern North Atlantic, the water will be mixed with tropical waters, weakening the forcing. The increased sensitivity to Arctic discharge compared to North American discharge in our simulations ties in with the conclusions of Roche et al. (2010) and Condron and Winsor (2012).

The existence of a sweet spot in the rate and location of meltwater discharge to the ocean for triggering climate transitions also depends on the background climate. Understanding the conditions leading to the creation of such a window of opportunity (Barker and Knorr, 2021) where abrupt climate changes can arise has been widely discussed (e.g. Brown and Galbraith, 2016; Zhang et al., 2017; Klockmann et al., 2018). Among the parameters likely to influence it, the choice of ice sheet reconstruction seems key, even more so in our simulations, as we rely on it both for the background climate state and for the meltwater forcing scenarios. In previous HadCM3-family deglaciation studies (e.g. Ivanovic et al., 2018a; Gregoire et al., 2012), different ice sheets reconstructions did not yield as significant climate transitions, in spite of having a comparable baseline climate state (Kageyama et al., 2021) and magnitude of forcing. Other variables are also considered. Klockmann et al. (2018) and Zhang et al. (2017) only observed abrupt climate transitions under certain CO2 concentrations. Model parameterisation is also crucial, as for instance Peltier and Vettoretti (2014) managed to obtain oscillations by changing the vertical mixing coefficient. Precisely what about this particular reference state provides such a compliant framework.
2.6 Bimodal warm states linked to reorganisation of deep water formation and subpolar gyre layout

Intriguingly, the oscillating simulations frequently undergo a double warm peak during times of strong AMOC (Figure 2.4b). This is particularly clear in the late cycles of 17.8k (i.e. after 3,000 years), where the first peak in each warm phase is slightly cooler than the second. It indicates two distinct climate states separated by a cooling and then warming transition that is lower in amplitude than the cold-AMOC to warm-AMOC mode shift and which do not resemble the classical two-stage recovery hypothesis described by Renold et al. (2010) and Cheng et al. (2011). Changes in sites of deep water formation and the SubPolar Gyre (SPG) have been at the centre of recent studies of abrupt climate and ocean circulation changes (Li and Born, 2019; Klockmann et al., 2020) and could shed some light on this warm-mode transition stage. Hence, we next examine the relationship between the AMOC index, the longitude of the Centre Of Mass (COM) of the Mixed Layer Depth (MLD) and different physical indicators. The centre of mass does not indicate the actual location of the deep-water formation sites but should be seen as a tool to visualise the changes in the convection layout.

There is a linear relationship of roughly $1^\circ C.Sv^{-1}$ between the AMOC index and the temperature at NGRIP (Figure 2.6a), demonstrating once again that AMOC index and NGRIP temperatures are interchangeable when it comes to identifying climate modes in our simulations. The intensity of the convection sites follow a similar trend (Figure 2.6b), with roughly a 10 metre increase of the maximum mixed layer depth in the North Atlantic for each degree of warming over Greenland. Both these relationships remain consistent irrespective of the specific warm modes that the oscillating simulations are in. However, for equivalent maximum AMOC strengths, the location of the deep water formation sites and the geometry of the subpolar gyre are clearly distinct between the two different warm modes. This is manifested in the ESPG index and latitude of the SPG COM, which split into two branches for high AMOC indices (Figure 2.6c–d). To further describe this phenomenon, we examine the different convection layouts in Figure 2.7. Two warm modes can be distinguished, each showing different deep water formation activity in the GIN and the Irminger seas. We use the peaks in their respective time series (Figure 2.7b–c) to build a composite mean of the MLD over the three modes (Figure 2.7d–f). The analysis was performed on 17.8k as it shows the clearest distinction between the two warm modes.

We follow the dynamics of the warm mode shifts by tracking the arrows in Figure 2.6, omitting in this analysis the initial spin-up period corresponding to values falling outside of the cycles (for example, the first 300 years in 20.7k). Starting from a cold mode, the recovery of the AMOC is first fuelled by convection in the GIN Seas, with very little signal
Figure 2.6: **Phase space of the oscillating simulations.** Phase plot of the three oscillating simulations showing the relationship between the maximal value of the overturning circulation in the Atlantic ocean at 26.5° N (AMOC index) and a. surface air temperature at NGRIP (42.32° W, 75.01° N), b. the maximum mixed layer depth in the Northern Hemisphere Atlantic (MLD index), c. the mean barotropic stream function in Eastern North Atlantic (ESPG index - see Klockmann et al. (2020) and Figure 2.14 for zones definition), d. the latitude of the centre of mass of the mixed layer depth (MLD COM latitude); and between the longitude of the centre of mass of the mixed layer depth (MLD COM longitude) and e. the temperature at NGRIP, f. the MLD index, g. the ESPG index, h. the MLD COM latitude, i. the latitude of the centre of mass of the barotropic stream function in the subpolar region (SPG COM latitude) and j. the longitude of the centre of mass of the barotropic stream function in the subpolar region (SPG COM longitude). The calculation of the centre of mass is detailed in Section 2.16. Colour shading indicates the location of the main areas of activity of the centre of mass of the mixed layer depth during the different modes, as plotted on panel k. Arrows indicate the direction of flow (through time) over the phase space; from green (cold) to blue (warm-meridional) to red (warm-zonal) modes. All time series were filtered following the algorithm presented in Section 2.13 and a 30-year running mean line is shown here, for readability. The black stars indicate the mean annual values calculated from the last 100-years of CTRL.
Figure 2.7: **Deep water formation sites in the 17.8k simulation.** 

- *a.* maximum Atlantic overturning circulation at 26° N. 
- *b.* Mixed Layer Depth in the GIN seas (see Figure 2.14). 
- *c.* Mixed Layer Depth in the Irminger Sea (see Figure 2.14). The meridional, zonal and cold modes were identified from the time series (pink, blue and green vertical bands, respectively, in panels a–c). 

Winter Composite mean of the Mixed layer depth is plotted for the meridional mode (panel d), the zonal mode (panel e) and the cold mode (panel f). Solid lines indicate the contour for 50% winter sea-ice concentration.
in the Irminger basin, which is covered in sea ice in Winter (Figure 2.7f). This results in a shift eastwards and northwards of the centre of mass of the convection sites, as indicated by a deeper mixed layer (Figure 2.6h). Although situated in an area of intense sea ice formation, the Labrador Sea deep water formation site is not always reactivated during this mode. As a result, the subpolar gyre, which is initially weak and contracted during the cold phase, gets slightly stronger and extends eastwards (Figure 2.6g, i, j), entering the warm-meridional mode (so labelled for the disposition of the deep water formation sites during this phase). After sustaining a warm-meridional state for a few hundred years, the deep water formation layout is disrupted again to return to a state that resembles CTRL (comparing Figure 2.2 to Figure 2.7d), with convection occurring primarily in the Iceland/Irminger basin and the resumption of Labrador Sea deep water formation (Figure 2.7e). The convection is distributed over a larger region and consequently the MLD index slightly dwindles. Conversely, the subpolar gyre intensifies, and moves southward and westward (Figure 2.6i–j). We call this state the warm-zonal phase.

Interestingly, we also observe short episodes of AMOC overshoot occurring immediately after the transition from cold to warm-meridional modes. The overshoots only exist at the onset of warm-meridional modes and are associated with stronger convection in the GIN Seas (Figure 2.7b).

Overall, these two warm states of strong AMOC are different from the two modes described by Cheng et al. (2011), where there is a transfer of deep water formation across the Atlantic from the the Labrador Sea to the GIN Seas, the latter associated with an AMOC overshoot. In all three of oscillating simulations, a relatively strong convection is maintained throughout both warm phases of the cycle, with permanent activity in the Iceland Basin and a transfer of deep water formation sites from the GIN seas to the Irminger Sea.

### 2.7 A good example of Dansgaard-Oeschger events?

At first glance, the oscillating simulations resemble some recorded D-O events. From a purely descriptive point of view, presented in Table 2.2, we observe a periodicity (defined as the inverse of the dominant frequency in Figure 2.4) of between 1,540 and 1,930 years (the 18.2k simulation has a periodicity of 1,290 years, but strictly we do not define this as an oscillating simulation). In terms of the duration of D-O cycles, this simulated periodicity is close to the range approximated from palaeo records (about 1,500 years) during times of regular occurrence (Thomas et al., 2009; Lohmann and Ditlevsen, 2019). As an example, we compared our simulated cycles with D-O 9-11, which occurred between 44 ka BP and 40 ka BP (Figure 2.8) and look the most like our oscillating simulations. In Table 2.2 we also compiled the main characteristics of oscillating simulations from three other models (Peltier and Vettoretti, 2014; Klockmann et al., 2020; Kuniyoshi et al., 2022).
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The information were extracted from the text and/or estimated from the plots when it was possible. Note that biases in the comparison may arise from the different resolution of the models (e.g. both CESM1 and MPI-ESM have higher spatial atmospheric resolution over Greenland compared to HadCM3) as well as from the definition of NGRIP temperatures (e.g. whether a smaller or larger area is used) and the filtering methods. The duration of the oscillations is also very similar to the simulated events of Klockmann et al. (2020) and Kuniyoshi et al. (2022), but two to three times longer than Peltier and Vettoretti (2014). As already discussed, 18.2k does not qualify as an oscillating simulation due to its cold characteristics (Section 2.4). Yet, in Figure 2.4 we observe two smaller peaks identified by the frequency analysis algorithm, one at \( \sim 1,300 \) years and one at \( \sim 3,500 \) years, which also correspond to typical D-O values (e.g. Kindler et al., 2014).

The temperature ranges between warm and cold climate/AMOC modes are similar, with changes of about 10\(^\circ\)C recorded (Huber et al., 2006; Kindler et al., 2014) and simulated (this study) at NGRIP. From the other model studies cited in this study, only Peltier and Vettoretti (2014) obtained a similar amplitude of Greenland temperature change. Both Klockmann et al. (2020) and Kuniyoshi et al. (2022) observed smaller transitions similar more to the 6\(^\circ\)C amplitude of 18.2k oscillations, but still within the lower range of reconstructed D-O events. The sea ice extent extends down to the Iberian margin in winter, which is what is consistent with what is observed during some Heinrich stadials (Voelker and de Abreu, 2011).

Notwithstanding some similarities with recorded D-O events, because all simulations were realised in a maximum glacial background (specifically, the LGM), the analogy between these simulations and D-O events is not straightforward. The comparison between our simulation and other occurrences of D-O events than D-O 9-11 is often inconclusive. This is all the more true as we can also identify significant discrepancies between the model results and observations. For example, the simulated cycles do not match exactly the typical shapes of D-O events (Lohmann and Ditlevsen, 2019); an abrupt warming followed by a slow cooling over a few hundred to a few thousand years within the warm phase followed by a sharper cooling to finish off the cycle. Our simulations displayed a gradual transition between the cold modes to the warm modes, and the strong-AMOC phases were maintained rather steadily for \( \sim 500 \) years before undergoing a slow cooling into the weak-AMOC phase of the cycle (Table 2.2). The warming and cooling rates are less sharp than palaeo-records suggest, with a typical rate of 3\(^\circ\)C temperature change per 100 years, about 10 times slower than indicated in Lohmann and Ditlevsen (2019). It has to be noted that despite a potential damping of the warming and cooling rates due to the filtering, the duration of filtered signals matched the unfiltered ones well, indicating that our conclusion on the shape of the simulated cycles are not an artefact of the analytical method. Kuniyoshi et al. (2022) similarly produced an oscillating ocean/climate with warming rates not exceeding 6\(^\circ\)C.100\(\text{yrs}^{-1}\), in contrast to the ten times faster warming
Table 2.2: Oscillating simulations metrics. Typical oscillation descriptors for the oscillating and cold simulations defined from the filtered NGRIP temperature time series (Figure 2.4) and compared to simulations from Peltier and Vettoretti (2014), Klockmann et al. (2020) and Kuniyoshi et al. (2022). Periodicity was identified using the analysis presented in Figure 2.4. Amplitude was defined as the difference between the warmest and coldest point of the filtered NGRIP temperature time series Figure 2.4. Warming and cooling rates were defined as the maximum and minimum of the derivative of the filtered NGRIP temperatures time series, respectively. Descriptors of the simulations performed by Peltier and Vettoretti (2014) were estimated from Figure 1 by Vettoretti and Peltier (2018). Descriptors of the simulations performed by Klockmann et al. (2020) were taken from their main text. Descriptors of the simulations performed by Kuniyoshi et al. (2022) were taken from experiment P270 and estimated from Figure 3 by Kuniyoshi et al. (2022).

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Periodicity (ka)</th>
<th>Amplitude (°C)</th>
<th>Warming rate (°C.100yrs⁻¹)</th>
<th>Cooling rate (°C.100yrs⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.7k</td>
<td>1.54</td>
<td>10.9</td>
<td>4.94</td>
<td>-3.98</td>
</tr>
<tr>
<td>19.4k</td>
<td>1.93</td>
<td>8.92</td>
<td>5.19</td>
<td>-3.72</td>
</tr>
<tr>
<td>18.2k</td>
<td>1.29</td>
<td>5.90</td>
<td>2.84</td>
<td>-3.57</td>
</tr>
<tr>
<td>17.8k</td>
<td>1.67</td>
<td>7.65</td>
<td>4.17</td>
<td>-5.28</td>
</tr>
<tr>
<td>Peltier and Vettoretti (2014)</td>
<td>~ 0.8</td>
<td>~ 10</td>
<td>~ 50</td>
<td>~ -5</td>
</tr>
<tr>
<td>Klockmann et al. (2020)</td>
<td>1.5 to 2.0</td>
<td>5 to 6</td>
<td>25 to 50</td>
<td>-5 to -35</td>
</tr>
<tr>
<td>Kuniyoshi et al. (2022)</td>
<td>~ 1.5</td>
<td>~ 6</td>
<td>~ 6</td>
<td>~ -6</td>
</tr>
</tbody>
</table>
rates simulated by Peltier and Vettoretti (2014) and Klockmann et al. (2020) (their cooling rates overlap with ours).

We observe an asynchronicity between the North Atlantic and Antarctica signal. This asynchronicity recalls the bipolar see-saw phenomenon described in Stocker (1998; Stocker and Johnsen, 2003). The Antarctica temperatures seem to lead the Greenland temperatures by 200-500 years in both the warming and cooling phases in Figure 2.8a–b, although it is difficult to identify a clear pattern. This does not fit the classical estimation (Antarctica lags the Greenland signal by $\sim 150$ years in Svensson et al. (2020)) and challenges once again the resemblance of our oscillations to D-O events. At last, it is possible that the periodicity observed is an artefact of the model when forced with constant sustained freshwater. By using a dynamical freshwater release pattern, we would be able to conclude on the comparability of these oscillations to actual palaeo-records.

Presently, we cannot categorically conclude whether or not our oscillations relate to D-O events. Differences in the shape of real and simulated D-O cycles may be explained by the quasi-idealised nature of our experiment design, specifically, the glacial maximum and fixed nature of our climate model boundary conditions/forcings (set to 21 ka, PMIP4 LGM protocol with GLAC-1D ice sheet plus the respective meltwater scenarios from the early deglaciation in GLAC-1D). The framework for our simulations was designed to simplify the identification of different behaviours in response to early deglacial meltwater forcing, mainly inspired by the hypotheses formed in conclusion to earlier work by Ivanovic et al. (2018a). It provides a solid and systematic foundation for further work to study the mechanisms at play in the climate simulations presented here. However, this framework may interfere with or block some of the complex dynamics of D-O events and damp the abrupt climate changes. We indeed observe the sharpest cooling events at the onset of each simulation, indicating that the initial reorganisation of deep water formation sites in response to a change in freshwater forcing may lead to the strongest and fastest climate disruption. Also, our setup does not include feedbacks between ice sheet melt and temperature changes, which could influence the periodicity of amplitude of changes (Gregoire et al., 2016; Ivanovic et al., 2017). We therefore speculate that implementing a transient meltwater pattern consistent with what is known about past ice sheets during times of abrupt climate change could be a good way to better account for the dynamical interactions and abrupt reorganisations of the earth system, but ultimately, transient coupled climate-ice sheet simulations are needed to fully unlock the challenge of understanding D-O cycles and abrupt deglacial climate change. Finally, the discrepancies between observed D-O cycles and our simulations may also be related to weaknesses in the climate model itself. This version of HadCM3 seems to be unable to capture the fast physics component that has been observed in Vettoretti and Peltier (2018), and this may be related to the representation of ocean vertical diffusion (Peltier and Vettoretti, 2014).

Furthermore, and specifically to address D-O cycles, we also need to be able to reproduce
Figure 2.8: Comparison to ice core records and bipolar see-saw. Temporally filtered signals of simulated surface air temperature over a. Greenland (NGRIP; 42.32° W, 75.01° N) and b. Antarctica (EPICA Dome C; 123.21° E, 75.06° S) for simulation years 3,000 to 7,000. c. NGRIP and d. EDML (Dronning Maud Land; 0.04° E, 75.00° S) δ¹⁸O records between years 40,000 and 44,000 before present showing D-O events 11, 10 and 9, from N.G.R.I.P (2004) and Barbante et al. (2006), respectively.
the phenomenon of oscillating weak-strong AMOC modes outside of a glacial maximum background. Marine Isotope Stage 3 (MIS3, 29–57 ka BP [Lisiecki and Raymo, 2005], as depicted in Figure 2.8 for comparison to our results, has been often considered an appropriate candidate for such studies. Stadial conditions then were warmer than at the LGM, and it contains the most regular occurrences of D-O events recorded. Currently, one major challenge for setting off such a suite of simulations is that our oscillations are triggered by meltwater discharge, with a strong dependency on nuanced differences in the rate and location of freshwater inputs to the ocean. Thus, robust and detailed constraints on ice sheet extent are necessary to design an appropriate model experiment.

Apart from Heinrich stadials, MIS3 was not a time when ice sheet melting is thought to have been particularly strong, and there is likely to have been a lower meltwater flux than in our oscillating simulations [Hughes et al., 2016; Batchelor et al., 2019]. However, D-O 15-17 are believed to have been associated with changes of ice sheet extent [Lambeck, 2004], and because their shape remarkably resembles the observed oscillatory cycles of our simulations [Barbante et al., 2006; Rasmussen et al., 2016; Erhardt et al., 2019], they could be good candidates for being triggered by relatively low-levels of Northern Hemisphere ice sheet melt; it is possible that a weaker glacial climate state had a more sensitive ocean to smaller meltwater fluxes than our LGM-based simulations. However, the further back in time we go, the less constrained ice sheet extent (and geometry more broadly) and our model boundary conditions become, which again poses a practical limitation for how well such a climate model experiment could be designed to explore the detail of real past events. We think, therefore, that it is essential to obtain a deeper understanding of the physical mechanisms at stake during the climate oscillation before investigating further the relationship between our simulations and observed D-O cycles.

2.8 Conclusion

Using snapshots of the meltwater discharge derived from the GLAC-1D ice sheet history of the early last deglaciation, we produced a set of oscillating simulations in the HadCM3 climate model under glacial maximum (PMIP4 LGM) conditions. Switching regularly between cold and warm modes, this behaviour can only be attained in a narrow range of circumstances: if the freshwater forcing is too strong and/or applied in a particularly sensitive part of the ocean, the climate cannot fully recover to a warm mode and stays cold for the majority of the simulation. On the other hand, if the forcing is too weak, the transition to a cold mode is incomplete and the system rebounds to stay permanently in a warm state.

Understanding what can be defined as a ‘weak’ or ‘strong’ freshwater flux is not straightforward, as the response to the forcing is non-linear. All simulations are in the range of plausible magnitudes for meltwater discharge over the last deglaciation — although
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The scenarios are made quasi-idealised by sustaining a constant meltwater discharge over thousands of years rather than following the transient history — but differ significantly in terms of total amplitude, and the geographical distribution of the freshwater fluxes. We observe that meltwater released in regions close to the main convection sites, namely the Nordic Seas and the Irminger/Iceland Basins, is the most effective at disrupting the AMOC. One possible inference from this finding is that in spite of being smaller in size compared to the North American ice sheet, Eurasian ice sheet demise punches above its weight in having the potential to trigger abrupt climate changes over the last deglaciation. Conversely, Laurentide ice sheet meltwater is required to be much more substantial to produce similar disruptions to Atlantic Ocean circulation and climate. The impact of the initial climate and ocean state on our results must also be considered. The cold interstadial state obtained with GLAC-1D ice sheets, with a relatively weak AMOC, convection concentrated around Iceland and extensive sea ice in the Western North Atlantic, creates a background that may favour the triggering of abrupt climate changes from Eurasian ice sheet melting.

When reaching a cold mode in our simulations, the ocean and climate response to meltwater forcing becomes decoupled from the direct influence of freshwater input at high latitudes. Because the AMOC is collapsed in these states, and the susceptible North Atlantic deep water formation sites vanished, meltwater perturbations will not propagate any longer, producing only smaller, regional perturbations. Cold modes correspond to an extreme cooling of the North Atlantic, and especially over former convection regions, with winter sea ice stretching down to Spain. We note a strong consistency in the climate change pattern of all simulations irrespective of whether they belong to the oscillating, cold, or, to a lesser extent, warm regimes. This is not true for the warm modes, where the response is very dependent on the meltwater forcing scenario. We observe a range of different AMOC responses, from overshooting to damping, and the resulting climate is very different for each of the simulations. In particular, the simulations dominated by Arctic discharge never manage to completely return to the reference (CTRL) state. We also observe a two-phase, bi-modal warm condition in the oscillating simulations, with shifts between deep water-formation sites from a more meridional distribution (with primary convection situated in the Nordic Seas) to a more zonal configuration comparable to CTRL. Resumption of Labrador Sea convection is inconsistent, sometimes being short lived and intense and sometimes being wholly absent, and in these glacial simulations, its connection to the upper cell of the overturning circulation is tenuous.

In summary, while we cannot conclusively determine that the oscillations we simulate are comparable to D-O events, there are resemblances that make such a comparison inviting. D-O events were rarely observed in full-glacial climates and are not believed to be directly forced by changes in ice sheet meltwater discharge. Still, the oscillating simulations presented here offer a valuable framework to analyse further the mechanisms behind
the millennial-scale variability in glacial backgrounds. Intriguingly, they provide a set of insightful simulations that are so far unique in that relatively small influxes of freshwater trigger self-sustaining AMOC and Greenland temperature oscillations from glacial maximum conditions with a very large LGM North American ice sheet. Finally, the presented simulations pave the way for further study of ice sheet meltwater as a trigger, but not a direct driver, of abrupt climate changes within the last deglaciation.
Chapter 2 - Supplementary Information

The supplementary information includes

1. Sections 2.9 to 2.16
2. Figures 2.9 to 2.20
3. Equations S1 to S4
2.9 Supplementary Information - Simulating the Last Glacial Maximum

For atmospheric trace gases, we adopted Last Glacial maximum (LGM) values of 190 ppm for CO$_2$ (Bereiter et al., 2015), 375 parts per billion (ppb) for CH$_4$ (Loulergue et al., 2008), and a slightly lower concentration of 193 ppb for N$_2$O (compared to 200 ppb in the protocol) (Schilt et al., 2010), which corresponds to the 21 ka BP point in the interpolation between transient records of ice cores (Ivanovic et al., 2016). For the ice sheets, and associated fields, ice sheet extent, surface elevation and the resulting land-sea mask and ocean bathymetry were all derived from the GLAC-1D ice sheet reconstruction (Tarasov and Peltier, 2002; Tarasov et al., 2012; Briggs et al., 2014; Ivanovic et al., 2016) at year 21 ka BP. The ice sheet geometries (Figure 2.9) and associated palaeogeographical fields were not modified at any time of any simulations. The GLAC-1D reconstruction contains patches of ice over central Siberia and southern sectors of the Rocky Mountains (e.g. Tarasov et al., 2012) that can reach up to 100 m thick. Because they correspond to regions where the fractional ice mask is less than 0.5 (Ivanovic et al., 2016), these were not considered nor discussed further in this study.

The remaining parameters were set to the values indicated in Kageyama et al. (2017), including radiative forcing from insolation and dust.
2.10 Supplementary Information - Meltwater discharge protocol

The algorithm used to create the meltwater discharge input was adapted from Ivanovic et al. (2017). We started by creating the meltwater discharge history. At each 100-years time step and for each spatial grid cell where ice is present, ice elevation changes were converted into a freshwater-equivalent flux. To avoid generating strong peaks during the transformation of discrete snapshots of ice sheet geometry into a continuous time series, the flux was smoothed by taking the average of two consecutive time steps. Because we do not have a physically robust way to displace freshwater from the ocean back to the ice sheet, only ice losses were taken into account, ice accumulation being subsequently turned to zero. These steps can be summarised by equation \( S1 \), where \( \text{flux} \) (\( \text{kg m}^{-2} \text{s}^{-1} \)) is the mass flux at a grid cell, \( \text{hice} \) (m) the ice elevation at the same grid cell, \( \rho = 1000 \text{kg m}^{-3} \) water density, \( n \) represents the time step and \( \Delta t = 100 \text{ yrs} \) the interval between two time steps.

\[
\text{flux}_n = \max(0, \rho \frac{\text{hice}_{n+1} - \text{hice}_n}{\Delta t})
\]  

\( S1 \)

Next, the 100-years time-step series was linearly interpolated into an annual series. The fluxes were then routed to an ocean cell following a global drainage network map consistent with GLAC-1D topography, using the routing coordinates provided with the PMIP4
To be consistent with our model, this scattered discharge pattern was remapped to the coarser HadCM3 ocean grid, ensuring that the meltwater reaches the ocean by redistributing any routing points overlapping the land mask to their closest ocean cell.

Because the ocean model is a rigid-lid model (Gordon et al., 2000), oceanic freshwater forcing (including runoff, ice melting, precipitation/evaporation) is prescribed as virtual salinity fluxes. One possible consequence of this parameterisation is that large fluxes can lead to some grid cells being capped at 0 PSU (minimum salinity) in the case of large freshwater inputs. This can be problematic, since we would approach the limits of the equation of state (Bryan and Cox, 1972; Fofonoff and Millard Jr, 1983; Fofonoff, 1985), and would prevent the full freshwater forcing from being applied to the ocean during episodes of rapid, voluminous meltwater discharge. Instead of trying to estimate when the salinity saturation may be reached, we adopt a cautious approach by reproducing and updating the spreading algorithm employed by Ivanovic et al. (2018a) and Ivanovic et al. (2018b). This algorithm collects all the freshwater from its grid-cell point of entry to the ocean, and spreads it uniformly at the surface of neighbouring discharge regions of at least 500 m depth. The new version of the algorithm used here only modifies the definition of some spreading regions and collection boxes in accordance with the new inputs (i.e. the old algorithm would have missed some of the new meltwater fluxes as a new ice sheet and palaeogeography is being applied in accordance with GLAC-1D; the previous studies follow ICE-6G_C). These areas are plotted in Figure 2.1b. It is possible, although rare, that some discharge grid cells may not be caught by the spreading protocol. We checked at each time step that the residual’s signal did not exceed 0.1% of the initial flux, a value we consider small enough to be thought of as noise.

Tests for a previous study (Ivanovic et al. 2018a) showed that there was a negligible difference between the results simulated using point-source or more distributed meltwater patterns during the Heinrich Stadial period, and although these freshwater fluxes are different (the previous study used the ICE-6G_C ice sheet history), they are of sufficiently similar rate/amplitude that we are confident that a similar inference applies to the new simulations presented here, whilst also ensuring that we avoid hitting the 0 PSU lower cap (see above). The freshwater is only discharged in the top layer of the spreading regions. We don’t consider that case of hyperpycnal flow that can arise when the water is flooded with sediments (Quadfasel et al., 1990) because (i) this would require major modifications of the model and the algorithm to be possible and (ii) we do not think that this would result in a more realistic spreading region, but would very likely impact the effect on the deep water convection sites (Roche et al., 2007).

The resulting fluxes, including the signal in key regions, are plotted in Figure 2.1b. Note the difference in this figure panel between smaller collection boxes (bold contours offshore), larger spreading regions (constituent coloured boxes), and key regions (colours) considered
for plotting the fluxes (e.g. as time series in Figure 2.1a). We did not use the transient history as such for the meltwater input files, but instead took six snapshots at specific time steps that we used as constant forcing. Snapshots in time of the meltwater distribution are shown by Figure 2.1c.

Once the meltwater input file was created, we added the contribution of the river and iceberg run-off that was calculated to close the hydrological cycle during the Pre-Industrial. Note that meteoric runoff routing follows the configuration calculated when producing the HadCM3 PMIP4 LGM palaeogeography.
Figure 2.10: **Control climate drifts.**  

- **a.** AMOC index,  
- **b.** global mean surface air temperature,  
- **c.** sea surface temperature and  
- **d.** sea surface salinity trends in the CTRL simulation. Light/dark colours correspond to before/after the application of the smoothing algorithm, respectively. The last thousand years of spin-up are shown at the start of the run, for context. The drifts (purple) are calculated from linear regression of the time series before (darker purple) and after (lighter purple) the restart of the run and during the last thousand years of spin-up (medium purple). Red and blue shading highlights the pre and post smoothing phases used in Figure 2.17, respectively.
Figure 2.11: **Control climate state - Southern Ocean.** Mean annual conditions between simulation years 3900 and 4000 for **CTRL** in the Southern Ocean. 

- **a.** Surface air temperature.
- **b.** Mixed layer depth.
- **c.** Sea surface temperature.
- **d.** Meridional overturning stream function in the Atlantic basin. Dashed/solid lines indicate the September/-March 50% sea-ice extent.
Figure 2.12: **Spectral analysis logarithmic.**  

- **a.** Power Spectral density (PSD, left hand scale) of the unfiltered signal. Dotted lines indicate the dominant frequency/period for each simulation.  
- **b.** Same as **a** but showing the logarithm of the PSD.
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Figure 2.13: MLD anomalies between composite modes. Mean annual Mixed Layer Depth (MLD) anomalies between the meltwater simulations and CTRL over the composite warm modes a–f. Mean annual Sea Surface Salinity (SSS) anomalies between the meltwater simulations and CTRL over the composite warm modes g–l.
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2.11 Supplementary Information - Global mean salinity target

In multi-millennial simulations on the scale presented here, long-term drifts in global mean salinity can arise under equilibrium climate forcings due to internal imbalances in snowfall/melt and iceberg calving (which is prescribed and therefore cannot vary dynamically), and evaporation/precipitation over inland seas, which are not hydrologically connected to the ocean. To conserve water in the model and avoid these long-term drifts, we apply a method for keeping global mean salinity constant that distributes any required correction across the whole volume of the ocean. This approach was preferred to a surface correction, because the latter has a greater propensity for inducing surface salinity drifts that impact large scale ocean circulation, as concluded by Dentith et al. (2019b). The method applied for this study is the VFLUX method described fully by Dentith et al. (2019b). At each ocean model time step, global mean salinity is corrected so that the global mean salinity hits the prescribed target in accordance with the terrestrial ice volume and global ocean volume at that timestep with respect to the pre-industrial. The target is calculated following equation S2 where \( sal_{\text{target}} \) (g kg\(^{-1}\)) is the global salinity target of the experiment, \( sal_{\text{ref}} = 34.83 \text{ g kg}^{-1} \) is the reference HadCM3 salinity at 0 ka, \( V_{\text{ocean}} \) (m\(^3\)) is the ocean volume at 0 ka BP and \( \Delta V_{\text{ice}} \) (m\(^3\)) is the difference in ice volume between 0 ka BP and

\[
\text{sal}_{\text{target}}(\text{g kg}^{-1}) = \text{sal}_{\text{ref}} + \frac{V_{\text{ice}}}{V_{\text{ocean}}} \times 2.008 \times 10^{-4} \times \left( \frac{sal_{\text{ref}}}{34.83} - 1 \right)
\]

Figure 2.14: Zone definitions. Definition of North Atlantic zones used for the analysis summarised by Figure 2.6.
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Figure 2.15: Southern Ocean streamfunction change. a. Barotropic stream function in the Southern Ocean in CTRL. b. Ice sheet meltwater discharge snapshot anomaly in the Southern Ocean between 21.5k and 21k. c. Barotropic stream function anomaly in the Southern Ocean between 21.5k and 21k.

the current timestep of the simulation. Thus, even though the LGM ice sheet layout (i.e. as prescribed to the atmosphere model) stays constant in our experiments, the effects of changes in terrestrial ice volume on global mean ocean salinity are taken into account through the global salinity target. Thus, each simulation has a global mean salinity target that corresponds exactly with the ice sheet configuration at the time of the meltwater snapshot (Table 2.1), with the CTRL target set to 35.8334 g kg$^{-1}$.

$$sal_{target} = sal_{ref} \times \frac{V_{ocn}}{V_{ocn} + \Delta V_{ice}}$$  \hspace{1cm} (S2)

Introducing a global salinity correction in response to local freshwater perturbations can have large implications. In particular, the buoyancy-driven Southern Ocean can be impacted. We verified that this was not the case in Figure 2.15 where we compared the two warm simulations in their warm modes. 21k has greater meltwater discharge, therefore a smaller salinity target, but comparable discharge in the Southern Ocean. In Figure 2.15c, we observe a small slowdown of the clockwise circulation and a small acceleration of the anti-clockwise circulation, but no major reorganisation of the circulation. In some grid cells, this effect becomes significant (off the Patagonian coast for instance), but we assume that this is due to the changes in the meltwater discharge pattern. To conclude on whether the effect we observe is due to the difference in meltwater discharge pattern, to the different global salinity target or to the algorithm itself, we would need to run dedicated sensitivity experiments. In any cases, the effect is small and does not impact the main findings.
2.12 Supplementary Information - Smoothing bathymetry algorithm

After a few thousand years of integration, five out of the seven simulations (CTRL, 21.5k, 21k, 19.4k, 18.2k) presented in this article crashed because of a stream function instability in the Philippines Sea. This instability takes the form of a dipole where two grid cells reach unsustainable high/low barotropic stream function values; for example, as shown for CTRL in Figure 2.16. A week (model time) before the crash, the instability is undetectable. When the pattern appears, it gets out of control in less than a simulated day. The precise cause of this crash is not known, but it always occurs at the same location and it appears to be related to the complex bathymetry of the region.

In order to tackle this issue, we restarted the runs having smoothed the bathymetry of the Philippines and South China Seas (Figure 2.17). Because we cannot exactly determine the inception of the instability, we restarted the simulations a few model years/decades before the crashes: CTRL at year 2,800, 21.5k at year 3,060, 21k at year 2,650, 19.4k at year 8,610 and 17.8k at year 8,900. The same smoothing was applied to all simulations and all the other boundary conditions remain unchanged. After this one intervention, all experiments successfully ran to completion.

Small disruptions of the climate are induced by the smoothing and restart process. For example, there is a slight increase of long-term drifts in CTRL (Figure 2.10), probably caused by a slight perturbation to the equilibrium state from introducing a small amount of noise at the restart alongside the smoothing of South China Sea and Indonesian bathymetry; the model is adjusting to the minor modifications. However, the trends are of the same order of magnitude as in the previous two and a half thousand years of simulation, and significantly smaller than during the last one thousand years of spin-up, implying that climate
remains close to its equilibrium state. Similar changes in the long term drifts are seen in 21.5k and 21k (not shown), but are impossible to assess for 19.4k and 17.8k because of their oscillatory variability. Nonetheless, any impact of the smoothing and restart on the oscillations is imperceptible if it exists at all. After the introduction of the smoothing algorithm (arrows in Figure 2.3b), there is no significant change of behaviour in any of the time series. We cannot determine conclusively whether the smoothing influences the periodicity of the oscillations. However, the climate and ocean behaviours at the end of the restarted simulations are consistent with the variability observed before the smoothing.

Here, we show the spatial response induced by the change of bathymetry for CTRL only (Figure 2.17), but all the other simulations were analysed and returned comparable results. The resulting smoothed bathymetry has the greatest impact on the surface air temperatures, sea surface temperatures and sea surface salinity in the Philippines Sea and the Sea of Japan, with changes of up to 7°C, 8°C and 5 g kg⁻¹ respectively, but only in grid cells very local to the bathymetric modifications. Outside of these cells, the effect is either very small or statistically insignificant. In particular, we do not see any significant response from the climate system in the North Atlantic, which is the primary domain of interest for this study. In conclusion, we infer that the modifications induced by smoothing South China Sea and Indonesian bathymetry mid-run are minor and do not impact the main findings of the study.
2.13 Supplementary Information - Spectral analysis of the oscillating simulations

Averaging model outputs over time, whether it is by using running means or taking snapshots, is a useful tool for assessing the main trends of a simulation. The downside is that we lose information on the dynamics and variability that are shorter/faster or of comparable duration to the length of the averaging period. Because our aim is to focus on millennial-scale variability only, we here propose a method based on spectral analysis.

Fourier theory, implemented in the Scilab Python project, allows for calculating the harmonics and the Power Spectral Density (PSD) of a time series. By applying that method to the simulated time series of Greenland temperatures at the NGRIP site, we derive a spectrum for each oscillating and cold simulations in 2.4. Note that the mean value of the signals were subtracted before calculating the PSD to compensate the offset from the fixed component (at 0 Hz). The amplitude of the harmonics corresponds to the most significant frequencies in the time series’ signals. The frequencies of millennial-scale variability peak around $10^{-3}$ yrs$^{-1}$ (corresponding to a period of 1000 yrs), while the frequencies associated with inter-annual variability are higher around 1 yrs$^{-1}$. In oscillating simulations, we do indeed observe a clear dominant periodicity of about a thousand years, which corresponds to frequencies previously estimated from Figure 2.3. On the other hand, 18.2k does not display such a significant peak in the Fourier space and cannot, therefore, be considered as quasi-oscillating. In order to only conserve millennial-scale events and filter inter-annual signal, we decided to apply a first-order low pass filter calibrated with a cut-off frequency of $2 \times 10^{-3}$ yrs$^{-1}$ (corresponding to a period of 5000 yrs). This is slightly higher than the dominant frequency of the oscillating simulations in order not to lose the information contained in the smaller secondary peaks, mainly observed in 17.8k. This cut-off frequency, and consequently the filters, are the same for every simulation. The resulting filtered signals are shown by Figure 2.4b.

Compared to the NGRIP temperatures running mean series of Figure 2.3c, Figure 2.4b provides a clearer view of the main features of our time series and neither the periodicity of the signals nor the range of temperatures are significantly altered. Nonetheless, we still note a smoothing during sharper climate changes, where some information contained in higher frequencies may have been obscured by the processing. For example, we do not observe the overshoots at the onset of some warm phases in the filtered signals, and the most extreme warming/cooling rates are also damped.

This spectral analysis is useful for quantitatively assessing oscillating simulations with dominant frequencies around a thousand years, but fall short of providing useful information for lower dominant frequencies. For instance, the algorithm does not capture the longer periodicity (of a few thousand years) of 18.2k. This is because Fourier transforms require a sufficient number of cycles to compute robustly. Hence, our algorithm does not
have enough material to establish either way whether the 18.2k simulation is slowly oscillating, or showing other behaviour such as a complex permanent recovery. Similarly, but more extreme, the absence of a periodic signal in the warm simulations prevents the Fourier analysis from being correctly handled, and their responses were therefore not included in this analysis.

For all the stated reasons, we emphasise that it is not appropriate to use the frequency analysis alone to understand our simulations. Instead, we utilise such an approach to complement the running-mean analysis, contributing an objective quantification of cyclical behaviour to identify oscillations, determine the main frequencies of the millennial-scale variability, and isolate the typical features within our experiments. It also helps to clarify the dynamics of the simulations, which is useful for understanding the behaviours depicted by Figure 2.6.

### 2.14 Supplementary Information - Definition of warm and cold composite modes

In order to accurately characterise the simulations in this study, it is useful to be able to analyse aggregate features of the cold and warm climate modes, e.g. as presented in Figures 2.5. The intricate climate response of the meltwater simulations makes it difficult to adopt an objective definition that is commonly applicable to all simulations of cold and warm modes. A simple approach could be to define a fixed period of time before, after or spanning either side of the coldest/warmest points of the time series. However, this relatively unintelligent algorithm would be heavily susceptible to biases. For example, the warm modes could be biased towards the overshoot during the recovery phase, and the cold modes by the initial transition to a weak AMOC stage. Trying to widen the time spans to avoid this would result in the inclusion of the transition times. A further consideration is that the results need to be consistent between the NGRIP temperatures and the AMOC index time series despite the small lag between the two.

In light of these remarks, six different methods were tested to design the optimal algorithm for identifying the composite data for the cold and warm modes in our simulations, as depicted in Figures 2.18 and 2.19. **Method 1** defines the warm and cold modes as the highest and lowest thirds of the 30-year running mean AMOC index time series. **Method 1b** is similar, only it defines the warm and cold modes on the filtered time series of the AMOC index. **Method 2** defines the warm and cold modes as the highest and lowest thirds of the 30-year running mean NGRIP temperature time series. **Method 3** defines the warm and cold modes as the highest and lowest quarters of the 30-year running mean AMOC index time series, excluding the first 1000 years for all experiments except 21.5k and 21k to define the quarters; 20.7k, 19.4k, 18.2k and 17.8k generally show better consistency after the first 1000 years, excluding their adjustment to the initial meltwater perturbation,
Figure 2.18: **Definition of composite modes on AMOC index.** Depiction of the constituent data (here, showing the AMOC index; max Atlantic overturning circulation at 26.5° N) for the warm and cold climate phases arising from the different methods for creating the composite warm and cold modes analysed in the main article (introduced in section 2.4). Panels a, c, d and e used 30-year running-mean of the AMOC index time series. Panels b and f used the filtered AMOC index time series as described in section 2.13. See Section 2.14 text for the detail of the different methods.
which has a strong early impact in these simulations. In Method 4, we manually defined the warm and cold limits for each simulation to visually fit what looks like a warm or cold period from the 30-year running mean AMOC index time series. Method 5 defines the warm modes as the 150 year period centred around the maximum of the filtered AMOC time series and the cold modes as the 150 year period centred around the minimum of the AMOC time series. The maximum and minimum have to be spaced 500 years apart and in the highest/lowest thirds and concave/convex for warm/cold modes.

Comparing the effects of each algorithm on the zonal mean anomalies in Figure 2.20, we observe consistent behaviours during cold modes and slightly more variability in warm modes despite showing similar zonal mean patterns. Method 3 returns a stronger AMOC in both cold and warm modes of the oscillating and slow-recovery simulations, with the lowest sea ice cover in warm modes. Method 2 also tends to simulate warmer weak modes of the oscillating and warm experiments. Method 1 and Method 5’s definition of warm modes is too broad in the warm simulations, leading to 1°C cooling of the warm modes. A significant amount of the transition times in cold modes are included in Method 1 and Method 3. Finally, we do not recommend using the filtered time series for non-oscillating simulations as they create artefacts in the NGRIP time series that affect the modes-selection algorithm, which rules out methods Method 1b and Method 5 from being useful.

Method 4 is the only approach not to present any strong irregularities in the composite warm/cold modes. Although it relies on a visual identification, which could induce bias, the results always rank within the mean behaviour in zonal mean anomalies. The method is simple, but provides the required information needed for the analysis. It is the algorithm that best filters-out the transition periods between the cold and warm phases, and it has the advantage of being easily adaptable and applied to all six simulations. It is, therefore, the algorithm we adopted for this study.

We note that when the amplitude range is small compared to the running mean variability, some time slices may end up being assigned to the wrong mode by the chosen categorisation method (Method 4). This is the case for 21.5k in both warm and cold modes and for 21k in the warm mode. We decided to exclude them from the analysis presented in Figure 2.5.
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Figure 2.19: Definition of composite modes on Greenland surface air temperature. Depiction of the constituent data (here, showing the NGRIP surface air temperature, 42.32° W, 75.01° N) for the warm and cold climate phases arising from the different methods for creating the composite warm and cold modes analysed in the main article (introduced in section 2.4). Panels a, c, d and e show the 30-year running-mean of the NGRIP temperature time series. Panels b and f show the filtered NGRIP temperature time series as described in section 2.13. See 2.14 text for the detail of the different methods.
Figure 2.20: **Zonal means depending on composite mode method.** Composite warm and cold modes mean zonal anomalies between the meltwater simulations and the reference state in the Atlantic (70° W – 10° E). Solid lines are cold modes and dashed lines are warm modes, which have been compiled using the five methods described in the text (section 2.14). Panels show the zonally averaged surface air temperature, sea surface temperature, mixed layer depth, winter sea ice concentration, summer sea ice and maximum overturning circulation flow over the water column for the different methods and applied to three simulations corresponding to the three different clusters identified in section 2.4. Figures 2.18 and 2.19 highlight the constituent data for the warm and cold modes identified by each method.
2.15 Supplementary Information - Intertropical Convergence Zone (ITCZ) index

The Intertropical Convergence Zone (ITCZ) index (Figure 2.3) was inspired by the work of Braconnot et al. (2007) and Singarayer et al. (2017) and corresponds to the mean northern limit of the ITCZ. It was calculated following equation S3, where \( \text{lat}(pr_{\text{max}}) \) is the latitude of the maximum zonally averaged precipitation, \( pr \ (kg \ m^{-2} \ s^{-1}) \). Compared to Singarayer et al. (2017), we computed the mean latitude instead of the maximum latitude of the rainbelt to gain a better view of the global displacement of the ITCZ.

\[
\text{ITCZ}_{\text{index}} = \text{mean}\left(\frac{\sum_{y=\text{lat}(pr_{\text{max}})}^{35^\circ \text{N}} pr(\text{lon}, y)\text{lat}(y)}{\sum_{y=\text{lat}(pr_{\text{max}})}^{35^\circ \text{N}} \text{lat}(y)}\right) \quad (\text{S3})
\]

2.16 Supplementary Information - Locating the centre of mass

The longitude and latitude of the centre of mass of a value \( V(\text{lon}, \text{lat}) \) (used in section 2.6 and Figure 2.6) is defined in equation S4. For the sake of simplicity, the volume of each grid cell was not considered in this definition.

\[
[\text{lon}_{\text{COM}}, \text{lat}_{\text{COM}}]_V = \frac{\sum_{i,j} V(i, j)[\text{lon}(i), \text{lat}(j)]}{\sum_{i,j} V(i, j)} \quad (\text{S4})
\]
Chapter 3

Simulated glacial millennial-scale variability driven by a coupled inter-basin salt oscillator
Abstract

The climate of the last glacial period (~115 to 12 thousand years before present) recorded a strong millennial-scale variability including Dansgaard-Oeschger (D-O) events. D-O events are recurring transitions between cold and warm climates where North Atlantic temperatures can change by up to 16° in a few decades. Switches in regimes of the Atlantic Overturning Meridional Circulation (AMOC) are believed to play a crucial role, but the exact mechanisms behind AMOC mode switches are still poorly understood.

This Chapter introduces a new mechanism to explain the millennial-scale variability observed in HadCM3 general circulation model simulations forced with snapshots of deglacial meltwater history. The oscillator is composed of two components: a fast North Atlantic component driven by changes of stratification in deep water formation sites and a slow global component where a salt anomaly is transported between the Atlantic and the Pacific basins. The AMOC plays the coupling agent between the two components.

The right background conditions and freshwater input combination are necessary to kick-start both oscillator components. If one of the components is not activated, the climate system will stabilise in one of the warm or cold modes. This mechanism shares similarities with the existing literature and provides a general framework to understand abrupt climate changes in general circulation models.
CHAPTER 3. SIMULATED GLACIAL MILLENNIAL-SCALE VARIABILITY
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3.1 Introduction

North Atlantic climate records of the last glacial period are dominated by millennial-scale variability (Wolff et al., 2010) such as Dansgaard-Oeschger (D-O) events (Dansgaard et al., 1993; Bond et al., 1993). D-O events consist of irregular pseudo-oscillations between cold stadial states and warm interstadial states with recorded temperature changes in the Greenland ice cores of up to 16°C (Huber et al., 2006; Kindler et al., 2014; Buizert et al., 2014) in only a few decades (Rasmussen et al., 2014). Abrupt climate changes have been widely associated with changes in the Atlantic Meridional Overturning Circulation (AMOC Rahmstorf, 2002; Clark et al., 2002), primarily because the AMOC can exist in more than one stable mode: a warm mode where a vigorous AMOC reaches high latitudes and the North Atlantic Deep Waters (NADW) can go as deep as 5000 meters, a cold mode where a shallower AMOC does not extend past the Greenland-Iceland-Scotland (GIS) ridge, and an off mode where the AMOC has collapsed (Böhm et al., 2015). Modern days measurements along the RAPID array at 26.5°N (Frajka-Williams et al., 2019) estimated that a strength of the AMOC of ~17Sv with a northwards meridional heat transport of 1.25PW (McCarthy et al., 2015). The AMOC is believed to have shifted between its different modes during the last glacial period (Broecker et al., 1985; Weijer et al., 2019), and such shifts to have disrupted the flux of heat and salt into the North Atlantic. These shifts may have modified the climate in this region, but the extent of their impact is nonetheless disputed. This is because both the wind-driven subpolar gyre, reaching up to 50Sv in the North Atlantic (Jungclaus et al., 2013), and atmosphere circulation, transporting ~5PW into the North Atlantic (Seager et al., 2002; Wunsch, 2006), are the primary source of North Atlantic energy.

Because of our lack of understanding of its dynamics, a future collapse of the AMOC in response to climate change remains highly uncertain, but its impact would be dramatic (Armstrong McKay et al., 2022). CMIP6 models tend to simulate a weakening of the AMOC in 2100 compared to present day, but the projections range between a 2Sv drop to a complete collapse of the AMOC (Bellomo et al., 2021). Modern measurements of the North Atlantic overturning circulation (Frajka-Williams et al., 2019; Danabasoglu et al., 2021) are still too short to draw any statistically significant conclusion on potential shifts in the AMOC regime (Jackson et al., 2022; Lobelle et al., 2020). On the other hand, fingerprints of AMOC changes observed in ocean variables such as sea surface and subsurface temperatures and density gradients, warn about the possible approach of a tipping point for the AMOC (Thornalley et al., 2018; Boers, 2021; Michel et al., 2022).

Climate simulations in glacial conditions, and in particular around the last glacial maximum – about 21 ka BP (thousand years ago) – and marine isotope stage 3 – about 60 ka BP to 30 ka BP – have proven to be an essential tool to study AMOC stability, a review can be found in Weijer et al. (2019). General Circulation Models (GCMs) tend to be
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more biased towards more stable climates (Valdes, 2011; Mecking et al., 2017; Liu et al.,
2017), contrary to Earth systems Model of Intermediate Complexity (EMICs) (Kageyama
et al., 2010). In the past decade, the palaeo-modelling community addressed this issue by
further exploring the parameter space. As a result, GCMs have become more numerous
to show millennial-scale variability in the past decade (e.g. Peltier and Vettoretti, 2014;
Brown and Galbraith, 2016; Klockmann et al., 2018; Zhang et al., 2021; Armstrong et al.,
2022; Kuniyoshi et al., 2022), and these oscillations were obtained with a wide range of
background conditions, forcing and model parametrisation (Malmierca-Vallet et al., 2023).

Following the definition of Barker and Knorr (2021), we call the window of opportunity
the region in the parameter space where millennial-scale variability can occur. The pa-
rameters influencing the window of opportunity can be evaluated from climate models.
The extensive ice sheets covering North America and northern Europe during the last
glacial maximum (Hughes et al., 2016; Batchelor et al., 2019) can affect the location of
the window of opportunity and it is generally easier to trigger transitions with smaller ice
sheets (Zhang et al., 2014; Brown and Galbraith, 2016; Klockmann et al., 2018). A more
extensive ice sheet cover increases the North Atlantic winds and forces a more southern,
less variable jet stream (Merz et al., 2015; Li and Born, 2019). Such changes in the atmo-
spheric circulation can, in turn, have consequences on the AMOC (Czaja, 2009) and the
salt and heat transported by the subpolar gyre (Montoya et al., 2011; Li and Born, 2019).
The topography and the albedo of the ice sheets also modify the energy balance at the sur-
face and the inter-hemispheric heat fluxes (Roberts and Valdes, 2017). On the other hand,
larger ice sheets tend to release more meltwater that can isolate the subsurface waters and
reduce the mixing, eventually weakening the AMOC when the water is targeted at criti-
cal deep water formation sites such as the Nordic Seas (Smith and Gregory, 2009; Roche
et al., 2010). The extent of this effect is still discussed (Birchfield et al., 1994; Bethke
et al., 2012). Lastly, atmospheric CO₂ concentrations (Brown and Galbraith, 2016; Zhang
et al., 2017; Klockmann et al., 2018; Vettoretti et al., 2022) and insolation (Zhang et al.,
2021; Kuniyoshi et al., 2022) have very likely played a primary role in creating suitable
conditions for abrupt climate change by changing subsurface North Atlantic stratification.

The mechanisms behind millennial-scale variability remain an open question. There is
a consensus on the role of multi-modality of the AMOC since Stommel (1961)'s early
box-model. The processes leading to switches between the different modes, however, are
evasive. Broecker et al. (1990) introduced the salt oscillator theory, stating that feedback
between salt advection, evaporation and convection in the Atlantic could produce regular
transitions. This mechanism depends on the sign of the net salt export out of the Atlantic
(Drijfhout et al., 2011) and requires an initial perturbation to start the oscillator. In GCM
simulations, it is still unclear whether the model’s salt oscillator behaviour is a driver of or
a response to millennial-scale variability (Peltier and Vettoretti, 2014; Klockmann et al.,
2020; Kuniyoshi et al., 2022). Spontaneous oscillations in a simple mixed-layer model
were demonstrated by Welander (1982), and Cessi (1996) argued that a freshwater input
could kick-start this oscillator. In climate models, freshwater hosing experiments have
historically been an effective way to trigger abrupt climate changes – reviews can be
proposed that both the salt-oscillator theory and the vertical oscillations can work in
concert to produce the glacial millennial-scale variability.

The mechanisms proposed by GCMs consist of a combination of the theoretical processes
presented above. Vettoretti and Peltier (2018) explained the periodic cycle of Peltier and
Vettoretti (2014) by a salt oscillator linked to the interplay between North Atlantic sea ice
and convection. The salt oscillator is also at the centre of Armstrong et al.’s (2022) theory,
only this time it is winds and meridional and density gradients that act on the North At-
lantic convection. The role of the SubPolar Gyre (SPG) is the cornerstone of Li and Born
(2019)’s theory and its influence is observed in Klockmann et al. (2018). In Klockmann
et al. (2020), they argue that wind-driven or density-driven feedback between the AMOC
and the SPG can result in positive and negative coupling, respectively. Kuniyoshi et al.
(2022) also observes the effect of the subpolar gyre, but in their case, the mechanism is
heat-driven rather than salinity-driven. Similar observations were made by Brown and
Galbraith (2016), and thermal control of millennial-scale variability was already widely

One common bias of these theories is that they focus on the Atlantic and, more precisely,
the North Atlantic processes. Weijer and Dijkstra (2003) argue that a salinity anomaly
propagates along the different ocean basins and sets the oscillations’ pace. The Southern
Ocean has been identified as a potential critical region to understand the coupling mech-
anism (Knorr and Lohmann 2003; Banderas et al. 2015; Buizert and Schmittner 2015;
Thompson et al. 2019; Oka et al. 2021) and the contribution from other ocean basins is
also considered (Nuber et al. 2023).

The Hadley Centre Climate Model 3, also known as HadCM3 (Valdes et al. 2017), is
one of the models that can simulate abrupt climate changes. Signs of AMOC modes
transition were reported in response to freshwater forcing (Matero et al. 2017; Ivanovic
et al. 2018a), but only recently did two independent experiments manage to observe
climate pseudo-oscillations: Chapter 2 triggered oscillations using deglacial meltwater
patterns in a last glacial maximum background and Armstrong et al. (2022) for a specific
snapshot in marine isotope stage 3 conditions. This Chapter describes the processes at
stake for the Chapter 2 simulations and explores how they connect to the other mechanisms
published. The first section presents the experimental design of the simulations. The
second section summarises the results and terminology introduced in Chapter 2. The third
section portrays the changes in stratification in the North Atlantic convection sites. The
fourth section describes the global salt motion. The fifth section introduces the mechanism
and the tendencies analysis. The sixth section analyses how this mechanism applies to the
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non-oscillating simulations. Lastly, the seventh section discusses the stability of AMOC in general circulation models.

3.2 Methods

3.2.1 HadCM3 general circulation model

All the simulations in this paper used the BRIDGE (Bristol Research Initiative for the Dynamic Global Environment group) version of the HadCM3 (HadCM3B) atmosphere-ocean general circulation model put together by Valdes et al. (2017). The atmosphere model, described by Pope et al. (2000), consists of a $2.5^\circ \times 3.75^\circ$ grid on 19 elevation levels. The ocean model, described by Gordon et al. (2000), is a $1.25^\circ \times 1.25^\circ$ grid on 20 depth layers. In order to verify the equation of state (Bryan and Cox, 1972; Fofonoff and Millard Jr. 1983; Fofonoff 1985), the ocean model uses a rigid surface lid (Gordon et al., 2000), meaning that the ocean volume stays constant throughout the simulations. On top of the ocean and atmosphere components are included the MOSES 2.1 land model (Cox et al., 1999), and the TRIFFID dynamic vegetation model (Cox, 2001). The land-sea mask matches the ice sheet reconstruction. The Gibraltar Strait is closed during the LGM, and Mediterranean salt and heat exchanges are parametrised by a diffusive pipe (Ivanovic et al., 2014). HadCM3B was optimised for multi-millennial palaeoclimate runs (Valdes et al., 2017) and has been used for meltwater forced simulations by Ivanovic et al. (2018a) and in Chapter 2.

3.2.2 Global salinity target

Because HadCM3 uses a rigid lid ocean model, the hydrological budget is not closed, and salinity drifts of the order of $0.25\text{PSU.kyr}^{-1}$ can occur (Dentith et al. 2019b). When freshwater is discharged in the model, it is implemented not as a physical input of water but as a change of the surface layer salinity. An input of meltwater can drive a significant decrease in salinity comparable to that observed during the last deglaciation, which is not the aim of this set of simulations. Global salinity increase can also be observed if the model is biased towards higher evaporation than precipitation, leading to salt accumulation in the tropical oceans. To tackle this issue, we keep the global mean salinity constant by applying a correction to the entire volume of the ocean, compensating for drifts in ocean salinity – this corresponds to the VFLUX method described by Dentith et al. (2019b). The salinity target is calculated to account for the change in ice volume in the ice sheet reconstruction between a given time step and the present, technically, 1950 CE (Common Era). This way, it prevents the continued freshening of the global ocean during the long integration. The salinity target is calculated to account for the change in ice volume only but is not directly linked to the freshwater input. It is implemented at the start of each simulation, and a spin-up phase where the model adjusts to the new salinity forcing can
be observed in the initial years.

### 3.2.3 Experimental design

The simulations in this paper, presented in Table 3.1, are branched from the CTRL (or control) simulation at year 0. The control simulation is a Last Glacial Maximum (LGM) run following the PMIP4 protocol for 21 ka BP for the boundary condition (greenhouse gas concentrations, orbital parameters and solar constant [Kageyama et al., 2017]). We used the GLAC-1D ([Tarasov and Peltier, 2002; Tarasov et al., 2012; Briggs et al., 2014; Ivanovic et al., 2016] ice sheet reconstruction and the corresponding land-sea mask, orography and bathymetry. It extends to the spin-up realised in previous HadCM3 last glacial maximum simulations ([Davies-Barnard et al., 2017]). Its start year will be the year 0 in our time series.

Table 3.1: Experiments summary. All experiments were designed with LGM boundary conditions, using the LGM GLAC-1D ice sheet extent and associated geographies. The meltwater entries indicate the meltwater snapshot used (see Section 3.2.3) and the total meltwater flux. The meltwater flux only corresponds to the freshwater from the ice sheet melting and does not include the other freshwater fluxes (e.g. precipitation, sea ice, etc.). The Salinity Target (PSU) entries are the global salinity target used for the salinity correction described in Section 3.2.2. Tendencies indicates if the salinity tendencies diagnostic described in 3.9 were included.

<table>
<thead>
<tr>
<th>Simulation name</th>
<th>Meltwater snapshot</th>
<th>Integration length (years)</th>
<th>Salinity Target (PSU)</th>
<th>Tendencies (included)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>None</td>
<td>4,000</td>
<td>35.8334</td>
<td>No</td>
</tr>
<tr>
<td>20.7k</td>
<td>20.7 ka BP (0.084)</td>
<td>10,000</td>
<td>35.8225</td>
<td>No</td>
</tr>
<tr>
<td>21k</td>
<td>21.0 ka BP (0.054)</td>
<td>4,000</td>
<td>35.8334</td>
<td>No</td>
</tr>
<tr>
<td>18.2k</td>
<td>18.2 ka BP (0.109)</td>
<td>10,000</td>
<td>35.7348</td>
<td>No</td>
</tr>
<tr>
<td>20.7_tdc</td>
<td>20.7 ka BP (0.084)</td>
<td>4,000</td>
<td>35.8225</td>
<td>Yes</td>
</tr>
<tr>
<td>20.7_no_gst</td>
<td>20.7 ka BP (0.084)</td>
<td>3,000</td>
<td>None</td>
<td>No</td>
</tr>
</tbody>
</table>

The main focus of this Chapter will be the 20.7k simulation described in Chapter 2. The 20.7k simulation differs from CTRL by the addition of a constant meltwater discharge derived from the 20.7 ka BP slice of GLAC-1D ice sheet history following the protocol introduced in Section 2.10 This protocol computes freshwater discharges from changes in the ice sheet elevations at each time step and, for each grid cell, routes them to an ocean grid cell using an offline drainage map of the last glacial maximum ([Wickert et al., 2013]) and spreads the meltwater across a wider (proximal ocean) region around the point source. The snapshot is then extracted for the year 20.7 ka BP of the resulting dataset and used as a constant forcing for 10,000 years. We also modify the global salinity target corresponding to the ice volume at the time of the snapshot, in this case, 35.8255PSU.

To get a more precise picture of the ocean dynamics in our simulations, we repeated the
20.7k simulation for 4,000 years, saving an extra set of salinity diagnostics, or salinity tendencies, in the model output. This simulation is called 20.7k_tdc. Armstrong et al. (2022) introduced the HadCM3 tendencies diagnosis and includes a comprehensive description of the implementation. We summarise the essential information in Section 3.3.

Additional simulations from Chapter 2 were also included for comparison. The 21k simulation used the meltwater snapshot corresponding to 21 ka BP, a global salinity target of 35.8334 PSU and was run for 4,000 years. The 18.2k simulation used the meltwater snapshot corresponding to 18.2 ka BP, a global salinity target of 35.7348 PSU and was run for 10,000 years. At last, we investigated the impact of the global salinity target by running a simulation with the salinity correction algorithm turned off. This simulation, called 20.7k_no_gst, used the same meltwater snapshot as 20.7k and was run for 3,000 years.

3.2.4 Anatomy of the simulations

In Chapter 2 the 20.7k simulation was characterised as an oscillating simulation due to the periodic alternation of ‘warm’ – vigorous AMOC with relatively warm North Atlantic temperatures – and ‘cold’ – weak AMOC with rather cold North Atlantic temperatures – modes observed in its AMOC index time series in Figure 3.1a. In this experiment, we do not aim to reproduce D-O events and will therefore avoid using the ‘stadial’/‘interstadial’ terminology (e.g. Thomas et al., 2009; Lohmann and Ditlevsen, 2019). Nonetheless, it can be helpful to think of warm and cold modes in the light of interstadials and stadial states.

To identify the different configurations of the system, we look at its path in the phase space formed by the Mixed Layer Depth (MLD) – an indicator of the mixing and convection – in the Greenland, Iceland, Nordic Seas (GIN Seas) and in the Irminger Sea as plotted in Figure 3.1b. A detail of the zones is given in Figure 3.14b. In this phase space, we manually define five distinct modes or phases. The cold mode, where convection at high latitudes is weak; the meridional warm mode (or simply meridional mode) with a main convection region in the GIN Seas and intermediate convection in the Irminger Sea; the zonal warm mode (or simply zonal mode) dominated by convection in the Irminger Sea and low convection in the GIN Seas, the warming phase, a transition from a cold mode to any warm mode and the cooling phase from any warm mode to a cold mode. Each mode was assigned a colour, and colour bars will be added to time series plots in this Chapter in the style of Figure 3.1a. The transition between the meridional and the zonal modes is not distinguishable enough in this paper’s simulations to be considered a separate phase.

The 20.7k simulation evolves along a well-defined cycle. After an initial drop to a cold mode, it starts by warming from the cold mode to the meridional mode, switching to the zonal mode before cooling back to the cold mode. The system always travels through this precise cycle in the same order with a periodicity of about 1,540 years (see Chapter 2).
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Figure 3.1: Anatomy of the simulations. a. Timeseries of AMOC index (maximum overturning circulation at 26.5° N) in the 20.7k simulation. The background colour bars indicate the phases with cold in dark blue, warming in pink, the meridional in red, zonal in orange and cooling in light blue. b. Phase space (i.e. scatterplot) of the annual mean mixed layer depth in the Greenland Iceland Nordic (GIN) seas against the mixed layer depth in the Irminger Sea (the zones are defined in Figure 3.14b). Each point is the yearly data from simulation 20.7k processed by a low-pass filtered time series with a cut-off frequency of $10^{-4}$yr$^{-1}$ – described in detail in Section 2.13. Shaded boxes define the phases shown in panel a. In the small globes, the composite means mixed layer depth are plotted for the cold and the two warm modes.
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Table 2).

We split the other simulations of Table 3.1 into similar phases. The definitions of the modes are identical across the simulations, but the spans in the phase space are slightly different from one to another. We reproduce Figure 3.1 for the 18.2k, 21k, 20.7k_no_gst and 20.7k_tdc in Figure 3.15. The CTRL simulation is at equilibrium in a zonal mode. 21k provides an example of a warm simulation – a brief multi-centennial cold mode drop followed by a recovery into a stable zonal mode – and 18.2k provides an example of a cold simulation – a base cold mode only interrupted by apparently erratic and short-lived recovery episodes into a meridional mode. 20.7k_no_gst follows one oscillatory cycle before stabilising in a zonal mode. Even though 20.7k and 20.7k_tdc are effectively the same experiment, the noise introduced during the initial reconfiguration results in slight differences in the periodicity and the shape of the oscillations. We consider the differences between 20.7k and 20.7k_tdc to be small enough for the analysis on one to be valid for the other.

3.3 Changes in oceanic conditions in the North Atlantic

We need to understand the dynamics of the deep water formation sites in the North Atlantic to explain the AMOC mode changes. This section details the evolution of the key convection regions in the 20.7k simulation plotted in Figure 3.2. Since the first cycles are adjusting to the initial perturbation, we focus our analysis on the last five thousand years of the simulation. For better readability, the complete time series, including temperature and salinity profiles, as well as the Labrador Sea and the Arctic deep water formation sites, were not included in Figure 3.2 and plotted in Figure 3.16. The behaviour of the GIN Seas is broadly the same as the Arctic, and the Irminger Sea the same as the Labrador Sea but with a ~200 years delay. In the rest of the analysis, we split the water column into three depth regions fitted on the model depth coordinates. The upper or subsurface depths designates the waters between 5 to 550 meters deep, the intermediate depths the waters between 550 and 1800 meters deep, and the lower or deep depths the waters between 1,800 to 5,500 meters deep.

During the cold modes, the North Atlantic subpolar gyre and deep water formation (diagnosed through mixed layer depth) are at their weakest (Figure 3.2d-f). Winter sea ice extends down to the Iceland Basin (this region includes the waters west of Ireland and France), and the Nordic seas are covered by ice all year long (Figure 3.2a-c). The upper density increases in the Irminger Sea and the Iceland Basin and remains constant in the GIN Seas (Figure 3.2k-l). This is because the increase of North Atlantic subsurface salinity (Figure 3.16p-t) is only fully compensated by subsurface warming in the GIN Seas (Figure 3.16k). In the deep GIN Seas, the density decreases following the warming and the freshening of the water mass (Figure 3.16k,p).
At the onset of the warming phase, sea ice retreats northwards in the North Atlantic (Figure 3.2a-c). The subpolar gyre intensifies (Figure 3.2d-i) and brings salty waters to the North Atlantic (Figure 3.1p-t). At the same time, the heat accumulated in the upper waters is released (Figure 3.16k-o) and the subsurface density increases in the three regions (Figure 3.2k-l).

At the end of the warming phase, deep water formation resumes in the GIN Seas and in the Iceland Basin (Figure 3.2d-f), marking the start of the meridional phase. This phase does not lead to a significant reactivation of the Irminger deep water formation site as the subpolar gyre remains weak (Figure 3.2e-h). The upper density stabilises around high values in the North Atlantic (Figure 3.2k-l). The deep waters density increases in the GIN Seas as the water column is homogenised (Figure 3.2j) and observe a slow decrease in the Irminger Sea and the Iceland Basin (Figure 3.2k,l).

A switch to the zonal mode happens when the subpolar gyre intensifies and starts to expand westward (Figure 3.2h,i). The convection halves in the GIN Seas and increases in the Irminger Sea, which now has open waters in winter (Figure 3.2h,c,e,f). In the Irminger Sea and the Iceland Basin, the upper density remains constant (Figure 3.2k,l) by the combined effect of a reduction in salinity and temperatures (Figure 3.16j,m,q,r). The subsurface heat being already evacuated in the GIN Seas, the upper density decreases (Figure 3.2j). The deep density tends to increase in the Irminger Sea and in the Iceland Basin (Figure 3.2k,l). A gradual decrease in mixed layer depth is also observed in these two regions (Figure 3.2k,f).

The slowdown in deep water formation accelerates during the cooling phase (Figure 3.2l-.
The subpolar gyre shrinks (Figure 3.2p-i), and the upper and intermediate density decrease in the North Atlantic (Figure 3.2j-l). This is due to salinity loss and warming at these depths (Figure 3.16k-t). In the lower waters, density continues to increase in the Irminger Sea and the Iceland Basin and starts to decrease in the GIN Seas (Figure 3.2j-l).

When the deep water formation is switched off in the North Atlantic, the system returns to the cold mode.

The deep water formation in the North Atlantic depends on the water column stratification at the deep water formation sites. Stratification changes are due to the dynamic evolution of water temperature and salinity. The thermal effect is primarily due to sea ice cover: heat is accumulated when the region is covered in sea ice and evacuated when it is ice-free. Vertical salinity exchanges are insufficient to explain the salinity changes at deep water formation sites. A deeper analysis of the salt exports in and out of the North Atlantic is necessary.

### 3.4 An inter-basin salt oscillator

Observing the global transportation of salt is necessary to understand the fluxes coming in and out of the North Atlantic. When investigating the density of the seawater, the mean salinity is the primary variable to consider. The most significant changes in mean salinity happen in the North Atlantic and Arctic basins (Figure 3.17). However, in order to track the pattern of global salt transport, salinity budgets are more suitable (Figure 3.18). The budget signal is muted in the North Atlantic and the Arctic oceans because of the relatively small size of the basins, and the largest salt exchanges are between the subtropical Atlantic, the Pacific, the Indian and the Southern oceans (the zones are defined in Figure 3.14).

Figure 3.3a,b summarises the global absolute and mean salinity exchanges. The detailed salinity budget in each basin’s upper, intermediate and deep waters reveals consistent behaviours across the different basins. These behaviours were summarised by grouping the different water masses in domains in Figure 3.3c-e. To understand the relationship between inter-basin salt transport and AMOC, cross-correlations between salt budgets at each depth region and the AMOC index from Figure 3.1a were calculated. Four domains can be identified, characterised by similar profiles in the cross-correlation figure (Figure 3.1c-e, Figure 3.19d,h).

The surface waters domain (Figure 3.3d) is in phase and very well correlated to the AMOC changes. It includes the upper and intermediate North Atlantic and the upper Arctic basins. The correlation peak is close to 1, indicating an excellent match between the AMOC index and the salinity budgets, and the anti-correlation (the correlation between the AMOC index and the inverse of the salinity budgets) is lower, highlighting the asymmetry of the signal. The intermediate North Atlantic signal is muted as it is also influenced by the deep North Atlantic.
Figure 3.3: **Inter-basin salinity oscillations.** *a,b.* Time-series of salinity budget (*a*) and mean salinity (*b*) differences between 20.7k and CTRL. The background shading indicates the phases as in Figure 3.1. *c-e.* Cross-correlation between the normalised salinity budgets anomalies and AMOC index (see Figure 3.1 *a*) in *d.* the Subsurface North Atlantic, *e.* the Subsurface Atlantic and *f* the Deep Ocean. The lag phase in the cross-correlations is calculated with the 1540-year periodicity derived in Chapter 2. For readability purposes, only the signals from the upper and deep Arctic, North Atlantic, subtropical Atlantic, Southern Ocean and Pacific were plotted in the foreground in Figure 3.3 with the other cross-correlations visible in the background.
The *subtropical* domain (Figure 3.3e) leads the AMOC by $\sim 500$ years, and its inverse signal lags the AMOC by $\sim 200$ years (i.e. the AMOC index peaks 500 years after the salinity budget, and 200 years before the inverse of the salinity budget). It includes the entire subtropical Atlantic, the deep North Atlantic and the upper Pacific, Indian and South Atlantic basins. The correlation and anti-correlation coefficients are around 0.8 and -0.8, respectively, because the transition phases are not as sharp as the AMOC changes. The deep North Atlantic and subtropical Atlantic variations are weak and poorly correlated to the upper subtropical Atlantic. Finally, a strong correlation is observed between the subtropical Atlantic and the upper South Atlantic and Indian and, to a lesser extent, the upper Pacific oceans.

The *deep waters domain* in Figure 3.3f is in phase inversion compared to the *subtropical Atlantic domain*. It consists of the deep Pacific, Southern, South Atlantic and Indian oceans. This domain lags the AMOC index by $\sim 500$ years, and its inverse signal leads the AMOC by $\sim 200$ years. The deep waters signals are smoother than the AMOC index series (Figure 3.19), and neither the correlation nor the anti-correlation coefficients are very high. Overall, this domain has consistent signals (Figure 3.19e,g).

A last domain can be identified, including the upper and intermediate Southern Ocean, the intermediate Pacific, Indian, and South Atlantic basins and the intermediate and deep Arctic basins. We call it the *intermediate domain* (Figure 3.19d,h). This domain corresponds to the transition regions influenced by the *upper*, *subtropical* and the *deep* domains. Overall, correlations are low in this domain 3.19d,h, and this group will not be discussed further in this study.

The global salt fluxes resemble a relaxation oscillator where salt moves from the Pacific to the Atlantic during the *cold* modes and from the Atlantic to the Pacific during the *warm* modes (Figure 3.3f). This oscillator shares the same periodicity as AMOC changes, indicating a coupling between the two phenomena.

### 3.5 The oscillator mechanism

**A short review of climate models’ millennial-scale variability mechanisms**

A variety of mechanisms have been put forward to explain millennial-scale variability. In Armstrong et al. (2022)’s HadCM3 simulations, the meridional salinity gradients between the North and the tropical Atlantic play a central role. During stadials, the gradient is high, and wind forcing can reactivate the convection in the Nordic Seas. During interstadials, the gradient weakens and leads to the deactivation of the deep water formation sites. This set of simulations differs from this Chapter’s as it is based on a 30 ka BP background climate where convection is still active in the Irminger Sea and off the European coast during the cold modes, and no additional freshwater is added.
Vettoretti and Peltier (2018) use LGM background conditions in CCSM4 and link the changes in the convection regime to the stratification of the North Atlantic. During interstadial phases, sea ice transported from high latitudes to the North Atlantic decreases the stratification. Large polynyas open in the North Atlantic during stadial phases driven by deep-decoupling processes (Vettoretti and Peltier 2016). Vettoretti et al. (2022) also discusses the role of the Antarctica Bottom Waters (AABW) in modifying the deep Atlantic density. This mechanism is analogous in many points to early theoretical Stommel box models (Stommel 1961).

Using MIROC4m, Kuniyoshi et al. (2022) observe more a thermal control rather than a salinity control in their model. A warming (cooling) event results from subsurface warming (cooling) that weakens (strengthens) the stratification in the North Atlantic. Deep decoupling is seen as a way to obtain sharper transitions by accelerating the motion of heat and salt across the water column. The importance of the thermal effect and subsurface warming was similarly discussed in Brown and Galbraith (2016).

Kuniyoshi et al. (2022) also stress the role of the subpolar gyre in this mechanism. The subpolar gyre transports more salt and heat from subtropical waters into the high latitudes than the upper cell of the AMOC (Jungclaus et al. 2013), and this flux is of particular importance in the deep water formation process. Li and Born (2019) suggests that during D-O events, the subpolar gyre was positively correlated to the AMOC if deep water formation occurs in the centre of the gyre, and a negative correlation is observed when deep water formation occurs on the edge (Montoya et al. 2011; Zhang et al. 2011). Klockmann et al. (2020) expanded on this idea by stating that the correlation is positive when the wind-driven feedback dominates and negative when the density-driven feedback dominates.

**A new proposed mechanism**

Armstrong et al. (2022) found that the salinity effect prevails in their abrupt climate change mechanism. The analysis of Section 3.3 showed that both the subsurface warming in the North Atlantic and the salinity fluxes entering and leaving the North Atlantic are to be considered to explain the buoyancy fluxes in 20.7k. The oscillator mechanism results from the combination of the fast changes of North Atlantic buoyancy coupled with the slow reorganisation of global salinity. This mechanism is drawn in Figure 3.4. Salinity tendency fluxes, described in Section 3.9, can be used to diagnose the changes in salinity in the different basins. They are plotted in Figure 3.5 along with deep water formation sites’ temperature, salinity and density profiles.

At the start of the simulation, the meltwater discharge creates a fresh surface layer in the North Atlantic, reducing the density of the subsurface layer at deep water formation sites. The deep North Atlantic does not have time to respond to the perturbation and
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Driven by a Coupled Inter-Basin Salt Oscillator
Figure 3.5: Salinity tendencies and deep water formation sites stratification. a-d. Normalised salinity changes and tendencies in the North Atlantic, subtropical Atlantic and Pacific. a. Salinity budget anomalies to CTRL centred around 0. b-d. 50-years running mean of salinity tendencies in the North Atlantic (b), the subtropical Atlantic (c) and the Pacific (d). The sum of all the tendencies is indicated in black. e-g. Vertical temperature (e), salinity (f) and density (g) profiles during the warming phase in the GIN Seas. e-g. Vertical temperature (h), salinity (i) and density (j) profiles during the cooling phase in the Irminger Sea.

The stratification increases at the deep water formation sites, triggering a deactivation of the convection. This initial perturbation drives a transition from the control zonal mode to a cold mode in the first hundred years of the oscillating simulations. Because the first cycles still lie in the transient state of the 20.7k_tdc simulation (as observed, for instance, in the deep density profiles in Figure 3.16), the rest of the analysis will focus on the last cycle of the simulation.

The transition from a cold to a meridional mode (or warming phase) is triggered by the decrease of GIN Seas stratification. This change in stratification results from a drop in the subsurface density and an increase in the deep density in the region (Figure 3.5g). The subsurface density decreases because the salt accumulated in the subtropical Atlantic (Figure 3.5d) is leaking into the North Atlantic by gyre advection and diffusion (Figure 3.5b, Figure 3.8d,e). The salt accumulation in the subtropical Atlantic is due to the intense evaporation no longer compensated by advection from the AMOC (Figure 3.5c, Figure 3.8b). Unlike in Armstrong et al. (2022), modifications of precipitation and evaporation patterns in the Atlantic are not dominating the salinity changes in our simulations. The
deep density increase is caused first by the shrinking of the AABW (Figure 3.22b), and then subsurface warming in the GIN Seas (Figure 3.5e). The subsurface warming during cold modes was described by Marcott et al. (2011). The deep waters drop in density is further intensified by the slow drop of salinity (Figure 3.5f) due to the deep-decoupling mechanism (Winton, 1993).

When the stratification in the GIN Seas becomes low enough, the convection restarts in the region. This triggers a feedback loop (Figure 3.4) that reactivates deep water formation sites. An increase of the convection drives an intensification of the AMOC, increasing the advection of salt in the North Atlantic, diminishing the stratification in the GIN Seas and leading to a further increase of convection. A similar feedback was described in Drijfhout et al. (2015).

The transition from a meridional to a zonal mode happens when the convection shifts from the GIN Seas to the Irminger Sea. When the AMOC overshoots (i.e. when the AMOC recovers in a stronger state than the control state), the accumulated subsurface heat in the GIN Seas is abruptly evacuated (Figure 3.20a, Figure 3.16k). As a result, the stratification increases in the GIN Seas and the convection decreases (Figure 3.2d,j). At the same time, the subpolar gyre shifts to the northeast Atlantic and intensifies (Figure 3.2h). It leads to an increase in the upper Irminger Sea salinity and an intensification of the convection in this region (Figure 3.2h).

The transition from a zonal to a cold mode is triggered by the increase in stratification in the Irminger Sea and Iceland Basin. The change in stratification is due to a decrease in the upper North Atlantic density and an increase in the lower North Atlantic density. The subsurface density increases in the North Atlantic occurs towards the end of the zonal phase (Figure 3.5c) when the advection of salt is not large enough to compensate for the diffusion out of the North Atlantic (Figure 3.5b). This is because the waters advected into the subtropical Atlantic gets fresher and the region becomes depleted in salt (Figure 3.5a,c). In analogy to Weijer and Dijkstra (2003), the global salinity transfer can be seen as a salinity anomaly that is being redistributed from the subtropical Atlantic to the Pacific and has not returned yet to the upper and intermediate subtropical Atlantic. The deep density increase is caused by the expansion of the AABW during the meridional phase (Figure 3.22b) and the evacuation of subsurface heat that was accumulated in the Irminger and Iceland basins during the cold phase (Figure 3.5h). Once the stratification in the Irminger Sea and Iceland Basin regions is high enough, the convection dwindles, and the system enters the cooling phase. A feedback loop opposite to the one observed in the warming phase leads to an abrupt decrease in the North Atlantic deep water formation (Figure 3.4).

The oscillator mechanism is composed of two components coupled by the AMOC. The slow global component is an oscillator where a salt anomaly is displaced between the
Atlantic and the Pacific depending on the regime of the AMOC. The fast North Atlantic component can be considered an on/off signal where the convection is deactivated or activated depending on whether the deep water formation sites stratification is high or low, respectively. The pace of the oscillations is set by the two limiting processes. In the cold mode, it is the time needed for the salt accumulated in the Subtropical Atlantic to leak into the North Atlantic, which takes about 500 years. In the warm modes, it is the time for the salt anomaly to return to the Subtropical Atlantic, which takes more than a thousand years.

3.6 Applications of the mechanism to other simulations

The mechanism presented in Section 3.5 was identified on the 20.7k simulation. In this section, we wonder if this theory can be adapted to explain the non-oscillating simulations introduced in Chapter 2 in Figure 3.6, and comment on its relevance to oscillating simulations from other studies.

The use of freshwater input as a way to take the system into the window of opportunity is one of the most common ways to trigger millennial-scale oscillations (e.g. Timmermann et al., 2003; Kageyama et al., 2010; Brown and Galbraith, 2016). The initial perturbation is weaker in the 21k simulation than in the 20.7k simulation. The salt anomaly in Figure 3.6f is easily absorbed by the Pacific, which means that the North Atlantic deep water formation never completely shuts down, and the AMOC remains relatively strong (Figure 3.6b). Consequently, the subtropical Atlantic salinity has enough time to return to control values before a threshold in North Atlantic stratification is crossed (Figure 3.6j). The 21k simulation finally stabilizes in a zonal mode and shows no sign of instability. In the 18.2k simulation, the initial perturbation is stronger than in the 20.7k simulation, and the AMOC collapses. The high North Atlantic stratification (Figure 3.6k) prevents any recovery of deep water formation before the climate system reaches a new global salinity equilibrium after more than a thousand years (Figure 3.6j).

Short-lived recoveries of the AMOC are nonetheless observed in the 18.2k simulation. These recoveries are the result of the strong subsurface heat accumulation visible in Figure 3.6p, that leads to apparently stochastic overshoots of the AMOC and brief meridional modes. In the 20.7k simulation, the overshoot phases correspond to the meridional modes, but these modes can also be sustained for longer such as in the 17.8k simulation in Chapter 2. During the overshoots, the AMOC remains too cold to trigger a significant inversion of the salinity anomaly and to reactivate the global oscillator. The meridional modes are not shorter than in the 20.7k simulation, but the intense freshwater surface layer prevents any convection in the Irminger Sea and, therefore, the transition into a zonal mode. As described in Section 3.5, the abrupt warming phase relies on subsurface warming in sea ice-covered regions. In this set of simulations, this implies that the meridional mode is
CHAPTER 3. SIMULATED GLACIAL MILLENNIAL-SCALE VARIABILITY
DRIVEN BY A COUPLED INTER-BASIN SALT OSCILLATOR

Figure 3.6: *Comparison to the non-oscillating simulations*. 30-years running means (solid lines) and annual mean (transparent lines) AMOC time series (a-d), salinity budgets in global ocean basins (e-h, see Figure 3.3a), N2 stratification index (Li et al., 2020) in the deep water formation sites (i-l), and trajectories in the state space defined by the mixed layer depth in the GIN Seas and the Irminger Sea (q-t, see Figure 3.1b) Low negative values of the N2 index indicate high stratification. The abrupt increase of Pacific salinity in panels j and k correspond to a change of the basin volume introduced by the bathymetry smoothing in the Philippines described in Chapter 2.
necessary to set off the oscillator mechanism. The location of the convection overshoot region depends on the model and the experiment design. Both Vettoretti and Peltier (2016) and Kuniyoshi et al. (2022) observe it in the sea-ice-covered Irminger Sea in the form of polynyas. On the other hand, the GIN Seas deep water formation site is consistently active in Klockmann et al. (2020) and Armstrong et al. (2022), where the subpolar gyre and the winds drive the abrupt warming mechanism. Finally, Cheng et al. (2011) observe a two-step warming phase where abrupt recovery is observed first in the Labrador Sea and then in the GIN Seas.

The 18.2$k$ simulation is a good example that an overshoot mode is only one of the two conditions to start the oscillatory mechanism: the presence of the salt anomaly is the second one. The salt anomaly is setting the pace of the oscillations. If the global oscillator is restricted to the Atlantic, as in Armstrong et al. (2022), the redistribution of the salt anomaly is shorter, and the periodicity becomes smaller. In the absence of salinity conservation, the salt anomaly cannot exist. This is the case of the 20.7$k$ simulation, described in Figure 3.6d,h,l,p. It follows the evolution of the 20.7$k$ simulation for the first 500 years. At the end of the cold phase, the salinity of the Pacific Ocean starts to increase at the same time as the Atlantic salinity (Figure 3.6l). Because the tropical Atlantic is never depleted, the North Atlantic subsurface density remains high and deep water formation remains active. The salt accumulation is due to the bias towards evaporation in the tropical Atlantic and Pacific discussed in Section 3.2.2.

20.7$k$ simulation highlights the importance of the salinity correction scheme in HadCM3 discussed by Dentith et al. (2019b). This salinity correction is not entirely unrealistic: in the absence of an online ice sheet model, it provides feedback that emulates the stabilising power of the ice sheets on the global salinity. Wickert et al. (2023) proposed a mechanism where the storage and release of freshwater in the Laurentide ice sheet during the stadials and interstadials, respectively, can provide a negative feedback that prevents the deglaciation of the ice sheet. There are certain times during the last glacial period, however, where the destabilisation of the ice sheets has acted as a driver for abrupt climate changes, such as Heinrich events (Menviel et al. 2020) or the saddle collapse (Gregoire et al. 2012). The two cases were observed by Alvarez-Solas et al. (2019), making the case for further coupled-climate ice sheet experiments.

### 3.7 A theoretical framework for AMOC stability in response to meltwater discharge

Giving a theoretical framing to climate changes induced by meltwater discharge problem is made difficult by the wide range of possible regimes obtainable in a relatively constrained parameter space and the strong non-linearity of the response. We restrict the meltwater forcing to a one-dimensional abstract variable, considering the effect of both the magnitude
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and the location of the discharge that we called the meltwater efficiency. Along this axis, the 21k simulation has low efficiency, indicating either insufficient meltwater or not in the right location to trigger a significant change compared to the control state. The 18.2k simulation has a strong efficiency as the system is taken the furthest from its control state due to the high sensitivity of this system to discharge in the Arctic. The 20.7k simulation’s magnitude and distribution of the discharge are relatively close to the 21k simulation, but the increase in efficiency is enough to cross a bifurcation point and change the climate regime. The concepts introduced in this section are based on the nonlinear systems theory (Strogatz, 2015).

At low efficiencies, we find that the warm simulations such as 21k behave like an overdamped oscillator. The initial discharge takes the system away from its steady zonal state into a short-lived cold mode. However, the perturbation is insufficient to reach another attractor and eventually returns to the zonal mode, acting as a fixed point in the parameter space. This is reflected in Figure 3.6f, where the salinity anomaly is not strong enough to cross a threshold and start the oscillatory cycle, and the internal variability is not sufficient to trigger a transition in the 4000 years of integration.

For high efficiencies, the cold simulations (18.2k in Chapter 2) are monostable with an excitable mode (short-lived deviation from a stable state into an unstable state). Only the cold mode acts as an attractor, and short excursions into an unstable meridional mode occur at what seems to be random intervals, although the probability of transition increases with the time between two warm modes. Stable and unstable modes become close enough for stochastic events, such as the apparition of polynyas or an extraordinary shift of the jets, to start a transition, and we do not observe any build-up of salt that could lead to recovery episodes. In Figure 3.6g, the response to such an event also looks like a damped oscillator, with the Pacific absorbing then returning the Atlantic salinity changes.

On the other hand, the oscillating simulations, obtained in a small window of opportunity between the warm and cold simulations, are highly deterministic. The solution is no longer a single fixed point but a periodic limit cycle (closed trajectory in phase space) going through the state space along the same path. Small changes in meltwater efficiency result in minor modifications of the shape and periodicity observed in Chapter 2’s simulations but do not change the underpinning mechanism. The stochastic component, visible in the inter-annual variability, only induces random fluctuation around the steady state. This oscillator with short/fast components resembles the relaxation oscillators of the FitzHugh–Nagumo model (FitzHugh, 1955; Nagumo et al., 1962).

We extrapolate that at least two further modes could be obtained with different forcing: (i) an excitable warm mode by slightly increasing the perturbation from a cold mode to trigger stochastic episodes of weak convection and (ii) a cold stable mode by increasing
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the discharge from the excitable warm experiment to prevent recoveries despite subsurface warming. More sensitivity simulations are needed to conclude the existence of these two modes.

3.8 Conclusion

This Chapter presents a new mechanism for millennial-scale variability observed in a last glacial maximum HadCM3 climate simulation forced with a snapshot of deglacial meltwater. The simulation displays a periodical evolution along a limit cycle from a cold mode – where the AMOC is weak and there is no deep water formation in the North Atlantic, a meridional warm mode – where the AMOC is strong and convection is primarily located in the Nordic seas, and a zonal warm mode – where the AMOC is strong and convection situated primarily in the Irminger Sea.

The oscillator mechanism is composed of a slow global component and a fast North Atlantic component, and the AMOC plays the coupling mediator. The slow global component transports a salt anomaly between the subtropical Atlantic and the deep oceans, specifically the deep Pacific basin. The fast North Atlantic component responds to thresholds in North Atlantic stratification driving the reactivation or deactivation of deep water formation. During cold modes, the salt excess in the subtropical Atlantic leaks into the North Atlantic and increases the upper waters density, and subsurface warming decreases the deep density of the ice-covered regions. This leads to decreased GIN Seas stratification until the convection abruptly reactivates in the regions. A switch between two warm modes is then observed, where the GIN Seas deep water formation site of the meridional mode gives way to the Irminger Sea deep water formation site of the zonal mode. During zonal modes, the Atlantic becomes depleted in salt because of the slow re-circulation of the salt anomaly, and the heat accumulated during cold modes is progressively being evacuated in the North Atlantic. This leads to an increase in the stratification of the Irminger Sea and Iceland Basin until the convection abruptly deactivates.

The system is initially taken out of its equilibrium by the introduction of freshwater perturbation. This perturbation has to be big enough to trigger deactivation of the deep water formation site before the salt anomaly is redistributed and small enough to allow for recovery of the deep water formation sites due to advective transfer of salt from the subtropical Atlantic. In the absence of salinity correction, the global salinity anomaly between the Pacific and the subtropical Atlantic is erased by the global salinity drift.

The simulations presented in the Chapter explore the concept of the window of opportunity associated with meltwater discharge. Depending on the forcing, we observe a stable warm simulation, where the system can sustain North Atlantic deep water formation despite the freshwater input, an oscillating limit cycle simulation, following the oscillator mechanism, and an excitable cold simulation, where the AMOC is collapsed apart from short-lived
recovery of North Atlantic convection. We suggest that stable cold and excitable warm modes also exist. More sensitivity experiments involving a more comprehensive range of parameters (i.e. atmospheric greenhouse gas concentrations, the orbital parameters, the ice sheet geometry, the salinity conservation scheme and the physical parameters) are needed to constrain the region of existence of these different behaviours.

The conclusions of this study are model-dependent, and even within the same model, different background conditions and forcing can lead to disparate processes. Nonetheless, common patterns between the different mechanisms start to emerge, and the fast-slow component framework presented in this study can be applied to a broader range of glacial simulations. The salinity conservation is necessary to obtain millennial-scale oscillations in HadCM3 simulations in the absence of the ice sheet feedback, and the introduction of such feedback would represent a significant step towards the simulations of realistic millennial-scale variability.
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3.9 Supplementary Information - Salinity tendencies diagnostic

The salinity diagnostics were introduced in HadCM3 by Armstrong et al. (2022) as a tool to map the salinity fluxes between the grid cells of the ocean model. At each time step and for each ocean grid cell, each process adding or removing salt is saved independently as well as the total salinity changes. They are clustered in 10 categories. The horizontal and vertical advection are linked to the water motion coming in and out of the cell. The diffusion is calculated at a sub-grid scale, and the Gent and McWilliams diffusion (Gent and McWilliams, 1990), which represents the isopycnal advection by eddies, is saved separately. The convection is represented as a one-dimensional field. The surface processes include the precipitation, evaporation and river run-off. The sea ice processes include brine rejection and sea ice melting. The mixed layer field includes all the processes that relate to mixing. Finally, the Mediterranean field captures the salt exchanges coming from the Mediterranean outflow pipe (Ivanovic et al., 2014).

In the following plots, we combined the Diffusion and Gent and McWilliams diffusion in a single field. The freshwater forcing is included in the surface fluxes. The global salinity corrections are not visible in any of the tendencies fields. This can result in a small shift between the sum of all tendencies (plotted in grey in the following plots) and the derivative of the basin salinity (plotted in black in the following plots), but its effect is assumed to be negligible. In Section 3.9, we also combined the vertical and horizontal advection and diffusion fields, and did not include the Mediterranean flux, which signal is small in the large basins considered, and the mixed layer and convection fields because their sum is zero over the entire water column.

In the following section, we describe the tendencies of the different regions during the warming, meridional to zonal and cooling phases. The detailed tendencies are plotted for the Arctic in Figure 3.7, the North Atlantic in Figure 3.8, the Subtropical Atlantic in Figure 3.9, the South Atlantic in Figure 3.10, the Pacific in Figure 3.11, the Indian in Figure 3.12 and the Southern basins in Figure 3.13. The basins are defined in Figure 3.14.

3.9.1 Warming phase

The upper North Atlantic salinity tendencies are characterised by the competition between a steady freshwater flux at the surface due to the high precipitation, sea ice melting and meltwater discharge, and horizontal advection and diffusion of salt coming from the subtropical Atlantic (Figure 3.8d,e). At the onset of a cold mode, in the absence of overturning circulation, the salt advection does not provide a sufficient input of salt to compensate for the surface losses, and the salinity decreases (Figure 3.8b,c). As we progress through the cold mode, the upper salinity advection and diffusion increase, leading to a net salt import in the region. This is likely to be the response of the upper subtropical Atlantic.
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salt accumulation, almost anti-phased with the AMOC (Figure 3.3d), that provides saltier water to the upper North Atlantic. Subtropical Atlantic salt accumulation is primarily due to intense evaporation that is no longer flushed by the AMOC (Figure 3.9b). Contrary to Vellinga and Wu (2004) and Armstrong et al. (2022), we do not see a significant change in surface processes in the subtropical Atlantic in our simulations (Figure 3.9b,d). The AMOC (Figure 3.3c) and the subpolar gyre (Figure 3.2f) start recovering slowly and further increase the subsurface advection of salt into the North Atlantic.

Meanwhile, the lower North Atlantic gets isolated from the other deep water masses. The shrinking of the AABW leads to an initial increase of deep North Atlantic salinity, but it stabilises after $\sim 200$ years (Figure 3.8h,i), and the region does not record a significant change before the end of the cold mode (Figure 3.8a). The vertical exchanges between the upper and the lower (and intermediate) waters of the North Atlantic, as well as the horizontal advection in the deep waters, are stopped (Figure 3.8h,i).

As a result, there is no mechanism to compensate for the loss of salinity in the lower GIN seas and in the Arctic basin (Figure 3.2m, Figure 3.16a). This freshening may be due to two factors. First, they are regions of intense meltwater discharge, which, when the surface processes are reduced (Figure 3.8d), can freshen the entire water column. Second, they are covered in sea ice all year long, which results in subsurface warming (Figure 3.5e). To compensate for the loss of upper density, saltier deep waters are carried to the subsurface in a process that recalls the deep-decoupling mechanism described in Winton (1993). Both the subsurface warming and the leak of deep salinity tend to lower the density of the deep GIN seas.

The combined effect of the subsurface density increase and deep density decrease in the GIN seas reduces the stratification (Figure 3.5g). At the onset of the warming phase, a threshold is crossed and deep water formation starts to resume. This then triggers a positive feedback that accelerates the recovery of the convection (Figure 3.4). When NADW production is reactivated, the AMOC starts to increase. This leads to reduced sea ice and an expansion of the subpolar gyre, bringing even more salt to the region to increase the upper Nordic Seas’ density. This process recalls a mechanism described in Drijfhout et al. (2015). The recovery happens in a warm waters corridor along the East coast of Europe, following the Subpolar Gyre and the North Atlantic Current, and convection overshoots in the GIN seas.

During the cold mode, we also observe that the global deep waters get fresher due to the absence of salt from deep convection (Figure 3.3a). Changes in surface processes and diffusion in the tropics compensate slightly for this deficit, but only the resumption of the AMOC can reverse the dynamic (Figure 3.11c).
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3.9.2 Meridional to Zonal transition

During the meridional mode, the changes in salinity in the North Atlantic follow the advection dynamics (Figure 3.8c). At the onset of the meridional mode, there is an overshoot of saline waters entering the upper North Atlantic from the subtropical Atlantic (Figure 3.8c, Figure 3.9c). This is at this moment that the salinity anomaly is redistributed to the deep Oceans (Figure 3.11k).

After the overshoot, the increase of stratification in the Nordic Seas leads to a reduction of the AMOC (Figure 3.5), which in turn reduces the salt transported from the upper subtropical Atlantic to the North Atlantic (Figure 3.8e, Figure 3.9e). Once the gyre expands and intense convection recovers in the Irminger Sea, the salinity importation resumes in the North Atlantic (Figure 3.8c).

3.9.3 Cooling phase

After the resumption of the AMOC, advection brings salt into the upper North Atlantic (Figure 3.8c). But as the zonal phase progresses, the salinity of the subtropical Atlantic declines (Figure 3.9a). The salt accumulated in the cold mode is now being redistributed to the deep waters, and this signal lags the AMOC by about 500 years (Figure 3.3f). The subsurface salinity of the North Atlantic switches from a net increase to a net decrease (Figure 3.8c).

In the deep North Atlantic, the AABW has expanded back, and the lower North Atlantic is no longer isolated (Figure 3.8i). We showed in Figure 3.3f that the deep waters of the Pacific (and Indian) and the Southern Ocean and South Atlantic are connected, and as the deep Pacific (and Indian) get saltier (Figure 3.11a), so does the AABW. This effect compensates for the influx of salt due to the lower cell of the AMOC (Figure 3.9i) and tends to increase the lower North Atlantic salinity as soon as the AMOC diminishes (Figure 3.8i).

Despite signs of stabilisation of the global salt distribution at the end of the meridional phase (Figure 3.8a,c), a new threshold is crossed in the Irminger Sea and the cooling phase is triggered. As convection diminishes, so does the AMOC. Less salt is transferred between the subtropical and North Atlantic, leading to a new positive feedback diminishing the subsurface density (Figure 3.4). Combined with the lower density increase, the AMOC’s decline accelerates, and a transition to a cold mode is observed after ∼ 200 years.
Figure 3.7: Salinity tendencies in the Arctic.  

- a. Salinity budget at depths slices in the Arctic (see Figure 3.13). 
- b-i. 50-year running means of the detailed salinity tendencies, both absolutes and normalised (centred around 0), in the region for the entire water column (b,c), the subsurface (d,e), the intermediate (f,g) and the deep (h,i) waters.
Figure 3.8: **Salinity tendencies in the North Atlantic.**

a. Salinity budget at depth slices in the North Atlantic (see Figure 3.14).

b-i. 50-year running means of the detailed salinity tendencies, both absolutes and normalised (centred around 0), in the region for the entire water column (b,c), the subsurface (d,e), the intermediate (f,g) and the deep (h,i) waters.
Figure 3.9: **Salinity tendencies in the subtropical Atlantic.**  

*a.* Salinity budget at depths slices in the subtropical Atlantic (see Figure 3.14).  

*b-i.* 50-year running means of the detailed salinity tendencies, both absolutes and normalised (centred around 0), in the region for the entire water column (*b,c*), the subsurface (*d,e*), the intermediate (*f,g*) and the deep (*h,i*) waters.
Figure 3.10: **Salinity tendencies in the South Atlantic.** a. Salinity budget at depths slices in the South Atlantic (see Figure 3.14). b-i. 50-year running means of the detailed salinity tendencies, both absolutes and normalised (centred around 0), in the region for the entire water column (b,c), the subsurface (d,e), the intermediate (f,g) and the deep (h,i) waters.
Figure 3.11: Salinity tendencies in the Pacific. 

- **a.** Salinity budget at depths slices in the Pacific (see Figure 3.14).
- **b-i.** 50-year running means of the detailed salinity tendencies, both absolutes and normalised (centred around 0), in the region for the entire water column (b,c), the subsurface (d,e), the intermediate (f,g) and the deep (h,i) waters.
Figure 3.12: **Salinity tendencies in the Indian Ocean.**  
*a.* Salinity budget at depths slices in the Indian Ocean (see Figure 3.14).  
*b-i.* 50-year running means of the detailed salinity tendencies, both absolutes and normalised (centred around 0), in the region for the entire water column (*b,c*), the subsurface (*d,e*), the intermediate (*f,g*) and the deep (*h,i*) waters.
Figure 3.13: **Salinity tendencies in the Southern Ocean.** *a.* Salinity budget at depths slices in the Southern Ocean (see Figure 3.14). *b-i.* 50-year running means of the detailed salinity tendencies, both absolutes and normalised (centred around 0), in the region for the entire water column (*b,c*), the subsurface (*d,e*), the intermediate (*f,g*) and the deep (*h,i*) waters.
3.10 Supplementary Figures

Figure 3.14: **Zone definitions.** Definition of the zones in the global (a) and North Atlantic (b) regions.
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Figure 3.15: Anatomy of the simulations expanded. Same than Figure 3.1 but for the 20.7 kyr (a,f), 18.2 kyr (c,h), 21 kyr (d,i) and 20.7 kyr e) simulations.
Figure 3.16: North Atlantic dynamics at key deep water formation sites expanded. Similar to Figure 3.2 for 20.7k, but including the temperature and salinity profiles and the Labrador Sea and Arctic regions (see Figure 3.14). The time series were expanded to cover the whole experiment.
Figure 3.17: Global salinity means. Salinity weighted means as in Figure 3.3 in the different basins (see Figure 3.14a) and depths.
Figure 3.18: **Global salinity budgets.** Salinity budgets as in Figure 3.3a in the different basins (see Figure 3.14a) and depths.
Figure 3.19: **Inter-basin salinity expanded.** *a-d.* Normalised salinity budgets (divided by the maximum value) in each domains defined in Figure 3.3, with the addition of the *intermediate* domain. *e-f.* Same as Figure 3.3*d-f* including the *intermediate* domain. For each domain, a main signal was chosen and Pearson correlation coefficients were calculated between the main signal and all the other signals.
Figure 3.20: **North Atlantic vertical profiles, warming phase.** Vertical profiles of temperature (a,d,g), salinity (b,e,h) and density (c,f,i) in the GIN seas (a-c), the Irminger Sea (d-f) and the Iceland Basin (g-i) every 50 years during the warming phase of the 20.7k_tdc simulation highlighted in Figure 3.5.
Figure 3.21: **North Atlantic vertical profiles, cooling phase.** Vertical profiles of temperature ($a,d,g$), salinity ($b,e,h$) and density ($c,f,i$) in the GIN seas ($a-c$), the Irminger Sea ($d-f$) and the Iceland Basin ($g-i$) every 50 years during the warming phase of the 20.7k_tdc simulation highlighted in Figure 3.5.
Figure 3.22: **Antarctica bottom waters index.**  

a. AMOC index of the 20.7k tdc simulation defined as the maximum overturning circulation at 26.5° N.  
b. AABW index of the 20.7k tdc simulation defined as the minimum overturning circulation at 33° S.
Chapter 4

Last deglaciation simulations sensitivity to the choice of ice sheets reconstructions and meltwater discharge pattern
Abstract

In the course of glacial terminations, the increases in greenhouse gas concentrations, summer insolation and the ice sheet demise can trigger episodes of millennial-scale variability. Such variability was observed during the last deglaciation, between 19 ka BP (thousand years ago) and 8 ka BP, in the form of the abrupt North Atlantic temperature shifts of the Bolling–Allerød Warming (14.5 ka BP) and Younger Dryas (12.900 ka BP).

In some climate models, abrupt climate changes can be generated by modifications in the boundary conditions, and freshwater discharge. The sensitivity of climate simulations to the ice sheet geometry and meltwater remains elusive, which is a caveat when considering the rapid demise of the North Atlantic ice sheets during the last deglaciation. In a new set of last glacial maximum HadCM3 simulations that can produce millennial-scale variability, we studied the influence of two ice sheet reconstructions, ICE6G and GLAC-1D, and their associated deglacial meltwater history, on the simulated chain of events of the last deglaciation.

Only the simulations using the GLAC-1D ice sheet reconstruction produced abrupt climate changes. In response to freshwater released close to the Nordic Seas and Iceland Basin deep water formation sites, the GLAC-1D-driven simulations display abrupt shifts in the Atlantic Meridional Overturning Circulation (AMOC) that are decoupled from the meltwater flux. In contrast, the ICE6G ice sheet reconstruction modifies the North Atlantic wind patterns, preventing convection in the Nordic Seas and intensifying the Iceland Basin deep water formation. As a result, no abrupt climate changes are simulated with ICE6G and the AMOC decreases almost linearly with the introduction of freshwater. The simulations do not capture the timing of the last deglaciation chain of events but the abrupt events replicate the main Northern Hemisphere characteristics of the Bolling Warming and the North Atlantic climate changes are very similar to Dansgaard-Oeschger transitions.
4.1 Introduction

The last deglaciation, dated between 19 ka BP (thousand years ago) and 8 ka BP (Clark et al., 2012), is the most recent major climate change event before the Anthropocene. Its proximity to our era implies that a large number of proxy records are available, including ice sheets (e.g. Batchelor et al., 2019), temperatures (e.g. Waelbroeck et al., 2002) and ocean circulation (e.g. Ng et al., 2018) reconstructions. This period provides a great case study to understand better past and future climate changes, but climate simulations still fail to reproduce the complexity of the chain of events of this period.

The last deglaciation sets off at the end of the last glacial maximum, corresponding to a minimum in sea level (Peltier and Fairbanks, 2006; Lambeck et al., 2014) and Greenland surface temperatures (N.G.R.I.P., 2004). It is believed that changes in solar insolation (Berger, 1978) triggered the demise of the large ice sheets formed during the last glacial period (Hays et al., 1976). Temperatures increased in the Southern Hemisphere (Jouzel et al., 1995; Stenni et al., 2011) and the Northern Hemisphere (Shakun et al., 2012; Buizert et al., 2014) and greenhouse gas concentrations rose (Loulergue et al., 2008; Schilt et al., 2010; Bereiter et al., 2015). Over the ten thousand years of the deglaciation, the complete melting of the Cordilleran and Laurentide ice sheets (Dyke et al., 2002) and Eurasian ice sheet (Hughes et al., 2016) along reduction of the Greenland and Antarctica ice sheets (Tarasov and Peltier, 2002; Briggs et al., 2014) led to a sea level rise of 130 to 150 meters (Peltier and Fairbanks, 2006; Lambeck et al., 2014).

The long-term trends were marked by shorter abrupt climate change events, probably linked to massive reorganisations of the Atlantic Meridional Overturning Circulation (AMOC McManus et al., 2004; Ng et al., 2018). During Heinrich Stadial 1 (~18 ka BP to ~15 ka BP [Denton et al., 2006; Roche et al., 2011]), a see-saw pattern was observed, with increasing Southern Ocean temperatures (Parrenin et al., 2007) while the North Atlantic cooled (Bard et al., 2000; Buizert et al., 2014) due to a possible slowdown of the AMOC (McManus et al., 2004; Bradtmiller et al., 2014; Ng et al., 2018). This preceded the last of the Heinrich events (Heinrich, 1988), massive discharges of icebergs breaking from the Laurentide ice sheet (Hemming, 2004; Hall et al., 2006; Stanford et al., 2011; Hodell et al., 2017). At the end of Heinrich Event 1, a sharp transition to an interstadial took place around year 14.5 ka BP - this is the Bolling–Allerød Warming (Severinghaus and Brook, 1999). The accelerated ice sheet melting during this warm stage led to a peak in meltwater discharge called Meltwater Pulse 1a (Deschamps et al., 2012; Gregoire et al., 2012). Around year 13 ka BP, a shift back to a cold state was recorded during the Younger Dryas (Murton et al., 2010; Liu et al., 2012), and marked the final event before the slow transition to the Holocene (Clark et al., 2012).

This complex chain of events has still not been simulated in state-of-the-art climate models despite some promising early attempts (Liu et al., 2009). This gap motivated the creation
of a PMIP4 international working group, and a protocol for simulating climate changes of the last deglaciation was written by Ivanovic et al. (2016). A first batch of simulations was analysed by Snoll et al. (2023) and showed that simulations reproduced the timing of the events right (e.g. He et al., 2021) only when fitting the freshwater input to the expected outcome. The simulations using realistic freshwater fluxes come short of capturing the entirety of the records (e.g. Obase and Abe-Ouchi, 2019). Two primary sources of uncertainty have been put forward to explain this issue.

The first uncertainty comes from the choice of ice sheet reconstructions. PMIP protocol provides the option of using two reconstructions: ICE6G (Peltier et al., 2015) and GLAC-1D (Tarasov and Peltier, 2002; Tarasov et al., 2012; Briggs et al., 2014; Ivanovic et al., 2016). They are using different methods to fit the proxy records for ice extent and sea level change which results in significant discrepancies in their thickness and ice surface elevation. GLAC-1D provides a glaciologically consistent reconstruction derived from an ice sheet model, while ICE6G prioritises the fit of the sea level records and global isostatic rebound measurements (Ivanovic et al., 2016). Such differences in ice sheets can have significant impacts on the albedo and radiative balance (Roberts and Valdes, 2017), winds and gyres (Montoya et al., 2011; Roberts et al., 2014b; Madonna et al., 2017) and on the atmospheric circulation (Izumi et al., 2023). As a result, groups who have run transient simulations with the two different ice sheets have observed different amplitude and timing of climate changes (e.g. Kapsch et al., 2022; Bouttes et al., 2023). No HadCM3 last deglaciation run has been published with GLAC-1D ice sheet reconstruction. This is despite the Ivanovic et al. (2018b) hypothesis that it could be more suited to the simulation of Heinrich Stadial 1 due to higher rates of melting from the Eurasian ice sheet during the early deglaciation, a hypothesis backed by the abrupt cooling obtained with meltwater snapshots of the period in Chapter 2.

The second source of uncertainty comes from the meltwater effect on the North Atlantic climate (Bethke et al., 2012). The AMOC is very sensitive to freshwater hosing (Paillard and Labeyrie, 1994; Vidal et al., 1997), which can consequently alter the global climate (Clark et al., 2002; Rahmstorf, 2002). The location of meltwater discharge is the key factor affecting the efficiency of the disruption, with regions close to deep water formation sites being the most sensitive to freshwater (Roche et al., 2010). This aspect is crucial as freshwater discharge is believed to have been a main driver of change in the early Heinrich Stadial 1 (Zaragosi et al., 2001; Toucanne et al., 2015; Peck et al., 2006), especially since meltwater could be directly routed to deep water formation sites (Condron and Winsor, 2012). However, uncertainties still exist regarding its provenance (Scourse et al., 2009; Bigg et al., 2012), and the diverse implementation of meltwater discharge in climate simulations (Kageyama et al., 2013b; Snoll et al., 2023) is a primary source of discrepancy, considering how sensitive climate models are to the location of freshwater discharge (Smith and Gregory, 2009; Roche et al., 2010).
In this Chapter, we isolate these two primary sources of uncertainty to analyse their impact in the context of simulations of the last deglaciation. We expand on the findings of a new set of HadCM3 simulations of the last glacial maximum presented in Chapter 2 that have shown strong millennial-scale variability to include time-evolving meltwater patterns. The first Section presents the model and experimental design of the new meltwater transient simulations. The second Section introduces the four new simulations and gives a detailed view of their dynamic evolution. The third Section explores the role of the ice sheet reconstruction in changes in the atmospheric circulation and its consequences on the deep water formation sites. The fourth Section quantifies the impact of meltwater discharge in HadCM3. Finally, we compare our results to other deglacial simulations and to climate records of climate change.

4.2 Methods

4.2.1 The HadCM3 model

The simulations presented here all use the same model and a similar set-up as Ivanovic et al. (2018a). This is the HadCM3B atmosphere/ocean/land and vegetation general circulation model (GCM) described in Valdes et al. (2017) and put together by the BRIDGE (Bristol Research Initiative for the Dynamic Global Environment) group. The atmosphere model, described by Pope et al. (2000), is a \(2.5^\circ \times 3.75^\circ\) grid with 19 elevation layers. It is coupled every simulation day with a 20 layer \(1.25^\circ \times 1.25^\circ\) ocean model, described by Gordon et al. (2000). The land model is MOSES 2.1 (Cox et al., 1999) with the addition of the TRIFFID dynamic vegetation model (Cox, 2001).

HadCM3 has historically been used as a CMIP3 model (Stott et al., 2000) and was still part of the CMIP5 ensemble (Taylor et al., 2012). It has been widely used for palaeoclimate simulations and has contributed to PMIP3 and PMIP4 analysis (e.g. Lunt et al., 2012; Haywood et al., 2016; Kageyama et al., 2021; Snoll et al., 2022). The ocean model uses a rigid lid geometry, which means that the ocean volume is not modified by the model during the run, and exchanges of water between the ocean and atmosphere or ice sheets are not done by adding (removing) water to the ocean, but instead reducing (increasing) salinity (Gordon et al., 2000). The water can accumulate in inland seas or ice sheets, potentially leading to drifts of global ocean salinity. To prevent these drifts, the global mean salinity has to be set manually using a global salinity conservation algorithm described by Dentith et al. (2019b) and Chapter 3. This correction flux is applied to the entire volume of the ocean to meet a global salinity. Here, we apply a temporally varying global salinity target by matching the ice volume changes from the ice sheet reconstruction imposed.
4.2.2 Transient meltwater discharge algorithm

We updated the methods presented by Ivanovic et al. (2017) to create the transient meltwater patterns. The algorithm derives the amount of freshwater released in every ocean grid point from changes in ice sheet elevation at each time step of the ice sheet reconstruction. Once the ice thickness loss has been converted into freshwater, the water is routed to the corresponding ocean discharge point following an offline routing map provided by Wickert et al. (2013). In order to work around the fixed volume of the ocean in the model and to avoid the 0PSU saturation phenomenon (Section S2), we created capture zones where the routed freshwater release points are spread uniformly across the entire region. The configuration of this algorithm is the same as in Ivanovic et al. (2018a), with just minor modifications on the catchment and release regions.

Some examples of using such an algorithm are given for snapshots of discharge in Chapter 2 and a transient meltwater history in Ivanovic et al. (2018a). In this study, transient meltwater histories were calculated for two different ice sheet reconstructions. For ICE6G (Peltier et al., 2015), we extended the time series calculated by Ivanovic et al. (2018a). For GLAC-1D, we extended the time series calculated for Section 2.10. To account for the changes in global salinity due to the changes in ice volume throughout the deglaciation, the global salinity of the ocean was derived for each ice sheet reconstruction and used as the global salinity target even if the ice volume does not change in our simulations.

4.2.3 Experiment design

This Chapter’s simulations build on the work by Ivanovic et al. (2018a) to produce a new set of meltwater transient simulations. All the simulations are based on the two last glacial maximum runs created following the PMIP4 protocol (Kageyama et al., 2017). The atmospheric greenhouse gas concentrations are set for all simulations to 190 ppm for CO₂ (Bereiter et al., 2015), 375 ppb for CH₄ (Loulergue et al., 2008), and 200 ppb for N₂O (Schilt et al., 2010), and orbital parameters to their 21 ka BP values taken from Berger (1978). The simulations only differ by choice of the ice sheet reconstruction and associated freshwater flux correction (or waterfix), using GLAC-1D at 21 ka BP for GLAC1D_noMw, initially run for Chapter 2, and ICE6G at 21 ka BP for ICE6G_noMw, initially run by Ivanovic et al. (2018a). Because they have no extra meltwater discharge, they will be referred to as the control simulations. A summary of the different simulations is given in Table 4.1.

The transient simulations used the temporally evolving meltwater patterns described in Section 4.2.2. The simulations using GLAC-1D ice sheet and meltwater pattern were named GLAC-1DMw. The simulation using ICE6G ice sheet and meltwater pattern was called ICE6GMw. In addition, two extra simulations were run with inverted meltwater discharge: GLAC_1D-ICE6GMw using GLAC-1D ice sheet and ICE6G meltwater, and
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Table 4.1: **Experiments summary.** All simulations use HadCM3 with LGM boundary conditions. *Control* simulations have no freshwater input, and *transient* simulations derive the meltwater from one of the ice sheet reconstructions. The ice sheet geometries are fixed at their LGM boundary conditions. The *Icelandic ice sheet* column is explained in Section 4.10.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Start year</th>
<th>Integration length</th>
<th>Ice sheet geometry</th>
<th>Meltwater discharge</th>
<th>Icelandic ice sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLAC-1D_Mw</td>
<td>-21500</td>
<td>9,500 years</td>
<td>GLAC-1D</td>
<td>Transient (GLAC-1D)</td>
<td>Absent</td>
</tr>
<tr>
<td>ICE6G_Mw</td>
<td>-21500</td>
<td>9,500 years</td>
<td>ICE6G</td>
<td>Transient (ICE6G)</td>
<td>Present</td>
</tr>
<tr>
<td>ICE6G_GLAC-1D_Mw</td>
<td>-21500</td>
<td>9,500 years</td>
<td>ICE6G</td>
<td>Transient (GLAC-1D)</td>
<td>Present</td>
</tr>
<tr>
<td>ICE6G_noMw_noIcd</td>
<td>-22000</td>
<td>5,000 years</td>
<td>ICE6G</td>
<td>Control</td>
<td>Removed</td>
</tr>
</tbody>
</table>
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ICE6G-GLAC \_1DMw using ICE6G ice sheet and GLAC-1D meltwater. The land-sea mask was fitted to the ice sheet reconstruction. This implies that in some cases, the meltwater patterns of GLAC \_1D-ICE6GMw and ICE6G-GLAC \_1DMw indicated discharge in a grid cell that is now land rather than an ocean grid cell. In these cases, the freshwater was respread over the remaining spreading region.

At last, a sensitivity simulation to assess the influence of the Iceland ice sheet in ICE6G was run and called ICE6G\_noMw\_noICD. It copies ICE6G\_noMw, and only the Iceland ice sheet was removed. The detail of the algorithm used to modify the Icelandic ice sheet is given in Section 4.10 and resulted in the ablation of an average of 1655 meters in the region. The changes in albedo and vegetation were also included, although these are minor, considering that Iceland is mostly covered in snow in GLAC-1D simulations.

4.3 A new set of meltwater transient simulations

Figure 4.1 shows the two meltwater discharge histories (a,b), and the AMOC indexes, defined as the maximum of the overturning circulation at 26.5° N to match the RAPID array (Smeed et al., 2014), for the control and transient simulations (c,d). In the same way as Chapter 2, a warm (cold) mode is obtained when the AMOC index remains high (low) for a prolonged time, as these correspond to warm (cold) climate in the North Atlantic. The two simulations with no meltwater, GLAC-1D\_noMw and ICE6G\_noMw do not show significant millennial-scale variability in the AMOC index and remain stable in a warm mode with an AMOC index of about 15 Sv. In the rest of this Chapter, these two simulations will be used as control states.

GLAC-1D\_Mw displays regular and abrupt transitions between warm and cold modes (Figure 4.1c). For the first 7,000 years of the simulation, a stable warm mode is disrupted by regular meltwater discharge events (Figure 4.1a). When the discharge increases, the AMOC index dwindles and reaches a minimum of about a hundred years after the meltwater peaks (Figure 4.1e). The cold modes are sustained for less than a hundred years, and the AMOC index drops range between 2Sv and 11Sv. After the meltwater discharge peak and before the meltwater discharge minimum, the AMOC index recovers sharply to a warm mode through an overshoot phase. The peaks every thousand years in the cross-correlation patterns in Figure 4.1e are due to the strong millennial-scale variability of the meltwater discharge, highlighted by the auto-correlations patterns in Figure 4.12. During the final 2,000 years, the discharge is more substantial and the warm mode is no longer stable. A cold mode is sustained for several hundred years around the 14.2 ka BP meltwater pulse 1A. Over the last 2,000 years, a similar behaviour is observed for the GLAC-1D\_ICE6GMw simulation in Figure 4.1d. Before \sim 16 ka BP, however, the ICE6G meltwater discharge is less fluctuating and generally weaker than the GLAC-1D pattern (Figure 4.1b). Consequently, the climate remains in a warm, stable and with a slightly
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Figure 4.1: Meltwater fluxes and AMOC changes. a,b. Time-series of Meltwater discharge derived from GLAC-1D (a) and ICE6G (b) following the algorithm presented in Section 4.2.2. The regions are defined in Figure 4.11. c,d. Time-series of AMOC index, defined as the maximum overturning circulation at 26.5° N, in the control and transient simulations. Solid lines are 30-year running means and shaded bands are annual data. e,f. Cross-correlation between the AMOC index and the meltwater discharge.
stronger AMOC mode than \textit{GLAC-1D\textsubscript{noMw}}. The intensification of the discharge in two main events around 15.5 ka BP and 14 ka BP triggers a first weak and short-lived drop followed by an abrupt and prolonged transition to a cold mode ended by an overshoot of the AMOC.

In Figure 4.1\textsubscript{d}, \textit{ICE6G\_Mw} follows a similar evolution to \textit{GLAC-1D\_ICE6GMw}, only the transitions to and back from a cold mode are not as abrupt. The AMOC index decreases slowly from the onset of the simulation and does not return to the warm control state within the simulation running time. As a result of the absence of abrupt warming, it does not contain any overshoot phase. In Figure 4.1\textsubscript{c}, \textit{ICE6G\_GLAC-1DMw} shows dips in the AMOC index aligned with the meltwater discharge (Figure 4.1\textsubscript{f}). There does not seem to be a stable warm or cold mode, or at least the climate system does not reach them, and the AMOC index responds more linearly to the meltwater discharge.

There is a clear link between the ice sheet reconstruction used and the abruptness of the model’s response to the meltwater discharge. Further exploration of the dynamical evolution of the simulations in Figure 4.2 gives an insight into the fundamental differences between the GLAC-1D simulations (i.e. the simulations using the GLAC-1D ice sheets boundaries) and the ICE6G simulations (i.e. the simulations using the ICE6G ice sheets boundaries). In Figure 4.2\textsubscript{i,j}, both \textit{GLAC-1D\_Mw} and \textit{GLAC-1D\_ICE6GMw} follow the tri-modal pattern described in Chapters 2 and 3. In addition to the cold mode, indicated here by a weak AMOC and sporadic convection in the Nordic seas and the Irminger Sea (shallow mixed layer depth), we observe two warm modes. The meridional mode is an overshoot mode of the AMOC, where convection is primarily located in the GIN Seas and the Iceland Basin. The zonal mode corresponds to the control mode, with a relatively strong AMOC and a main deep water formation site in the Irminger Sea and the Iceland Basin. The time-evolving global salinity imposes a freshening of the global mean salinity (Figure 4.13\textsubscript{i-l}). In the GLAC-1D simulations, this slow drift is overlaid by transfers of salt between the Atlantic and the Pacific Basin around times of AMOC disruptions (Figure 4.13\textsubscript{i,j}). These patterns recall the global component of the oscillating mechanism described in Chapter 3. The changes in global salt disruptions are linked to fast modifications in North Atlantic stratification, represented by the $N_2$ index (Li et al., 2020) in Figure 4.2\textsubscript{e,f}. The oscillating motion is not sustained as in the oscillating simulations in Chapter 2 but the cycles around a meltwater peak resemble an oscillating cycle.

The meridional mode is never obtained in \textit{ICE6G\_Mw} and \textit{ICE6G\_GLAC-1D\_Mw}, as demonstrated by Figure 4.2\textsubscript{k,l}. Instead, all the points are situated on a line between the cold and the zonal modes in the state space. The absence of convection in the GIN Seas is likely linked to a strong stratification in this region in simulations forced with the ICE6G ice sheet (Figure 4.2\textsubscript{g,h}). In the ICE6G simulations, there is no obvious activation of the global salt oscillator. As a result, these cycles resemble more the cold simulations in Chapter 2 and do not have the characteristic of an oscillating cycle.
Figure 4.2: **Dynamics of the transient simulations.** *a-d*. Time-series of AMOC index (maximum overturning circulation at 26.5° N). Solid lines are 30-year running means and transparent lines are annual data. Colours are used as time markers for panels *i-l*. *e-h*. $N_2$ stratification index for the three main regions of deep water formation. Zones are defined in Figure 4.11. More negative values indicate higher ocean stratification. *i-l*. Mixed layer depth in the Greenland Iceland Nordic seas (GIN Seas) plotted against the mixed layer depth in the Irminger Sea. Each individual point represents the yearly data processed by a low-pass filtered time series centred around 1000 years – described in detail in Section 2.13. The blue and red crosses represent the mean state of **GLAC-1D_noMw** and **ICE6G_noMw**, respectively. The colours match panels *a-d*. 
4.4 The influence of the ice sheet reconstruction - deep water formation sites and atmospheric circulation

The previous Section showed that only simulations using the GLAC-1D ice sheet reconstruction exhibit abrupt climate transitions. GLAC-1D and ICE6G were created using separate methods, which resulted in significantly different ice sheet geometries [Ivanovic et al., 2016]. The impact of the ice sheet layout on the atmospheric circulation of the last glacial maximum has been regularly highlighted in climate models (e.g. Pausata et al., 2011; Kageyama et al., 2013; Merz et al., 2015; Izumi et al., 2023). To isolate the influence of the ice sheets in this Chapter’s simulations, the last hundred years of the two control simulations were compared in Figure 4.3.

There is a striking dissimilarity in the mixed layer patterns between the two simulations (Figure 4.3a-c). In ICE6G’s simulation, convection is intense and concentrated along the GIS (Greenland-Iceland-Scotland) ridge, with mixed layer reaching 600 meters deep in the Iceland Basin. In return, the mixed layer is shallow in the GIN Seas and in the Labrador Sea and Baffin Bay, where a check-board pattern is visible. GLAC-1D’s deep water formation sites are more spread across the North Atlantic and do not have an average mixed layer deeper than 200 meters. Compared to ICE6G, convection is more vigorous in the Nordic Seas and more localised in the Labrador Sea. The intensification of the North Atlantic current in ICE6G drives sea surface temperatures to increase by up to 7.5°C between 35° N and 60° N (Figure 4.14c), resulting in a warmer surface atmosphere by an average of 1.5°C (Figure 4.14f). In the Nordic Seas, however, the absence of convection in ICE6G drives a cooling of the region’s sea surface temperatures by ∼3.5°C.

The mixed layer depth anomaly in Figure 4.3c shares noticeable similarities with the wind stress anomaly in Figure 4.3f. The more intense Iceland Basin convection matches an increase in surface wind stress by up to 4.5 m.s⁻¹ in ICE6G compared to GLAC-1D, and the lower Nordic Sea’s mixed layer depth anomaly matches a surface wind drop by as low as 5 m.s⁻¹. The difference in wind patterns in the Nordic Seas is clearly linked to GLAC-1D’s Eurasian ice sheets, which are higher and smoother than ICE6G’s (Figure 4.3y). This results in stronger and more consistent winds around the Eurasian ice sheet in the GLAC-1D simulation (Figure 4.3e). Higher winds are also simulated at the northeastern and western edges of the Laurentide ice sheet in GLAC-1D where the slope is more regular than in ICE6G. The wind patterns around the ice sheets in the different reconstructions can explain the mixed layer depth anomaly in the Nordic Seas and the Labrador Sea. It does not, however, provide an explanation for the North Atlantic positive wind anomaly at 60° N and the negative wind anomaly at 50° N between ICE6G and GLAC-1D in Figure 4.3f.

The wind anomalies in the North Atlantic between 50° N and 60° N can result from three
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Figure 4.3: Influence of ice sheets reconstructions on the control simulations. Climatologies of the final hundred years’ annual means of $ICE6G_{noMw}$ (panels a,d,g,j,m), $GLAC-1d_{noMw}$ (panels b,e,h,k,n) and the anomalies between $ICE6G_{noMw}$ and $GLAC-1d_{noMw}$ (panels c,f,i,l,o) for the winter mixed layer depth (panels a-c), the wind stress (panels d-f), the ice sheet elevation and sea ice extent (panels g-j), the mean sea level pressure (panels j-l) and the 500hPa geopotential height (panels m-o). The zones in panels a-f correspond to the main deep water formation regions. Winter (solid line) and summer (dashed line) 50% sea ice concentration is indicated in panels g-j.
distinct (but not independent) points: (i) a movement of the jet stream, (ii) changes in North Atlantic sea level pressure, and (iii) the influence of the Icelandic ice sheet. (i) Glacial ice sheets are believed to have modified the strength and the tilt of the jet stream [Merz et al., 2015], and therefore the choice of ice sheet reconstructions can impact the geometry of the jet [Izumi et al., 2023]. In the control simulations, this is reflected by a higher geopotential height at high latitudes in \textit{ICE6G\_noMw}, reaching more than a hundred meters off the southeastern tip of Greenland, and a lowering of the geopotential height around the Azores (Figure 4.3f). This drives the jet in a more zonal and equatorward position, with higher wind speeds between 30° N and 40° N. This conclusion is shared with Kapsch et al. (2022) and Izumi et al. (2023). The tilted jet in \textit{GLAC\_1D\_noMw} brings stronger winds in the North Atlantic and can explain the negative wind anomaly at 50° N in Figure 4.3f, but its influence is weak further North, and especially in the Iceland Basin (Figure 4.4i,l). (ii) The ice sheets can also modify the sea level pressure around them through changes of the local sea surface temperatures and sea ice extent (Pausata et al., 2011). The Arctic mean sea level pressure is higher by ∼ 6hPa in ICE6G simulations than in GLAC-1D simulations, and lower by ∼ 2.5hPa below 55° N in the eastern North Atlantic. Both the Icelandic low and the Azores high lie outside the main changes, and the meridional gradient of sea level pressure at 60° N, and in particular East of Iceland, fuels an intense wind belt around this latitude in \textit{ICE6G\_noMw}. (iii) The Icelandic ice sheet is only present in the ICE6G ice sheet reconstruction (Figure 4.3i) and can modify the winds in the Iceland Basin and the Nordic Seas. To evaluate its influence, \textit{ICE6G\_noMw\_noIcd}, was run with the Icelandic ice sheet cropped out of \textit{ICE6G\_noMw}. The results are presented in Figure 4.10. Overall, the Icelandic ice sheet increases the winds by up to 1.5m/s in the Iceland Basin and does not change significantly the winds in the Nordic Seas. This does not drive, however, any noticeable differences in the mixed layer depth pattern in the Iceland Basin, and the AMOC index remains at similar levels in both \textit{ICE6G\_noMw} and \textit{ICE6G\_noMw\_noIcd}. In conclusion, the influence of the Icelandic ice sheet is fairly limited in this set of simulations.

The discrepancies in deep water formation layout between the two control simulations are the result of changes in the atmospheric circulation in the North Atlantic forced by the different ice sheets geometries and their effect on local climate. In particular, an intensification of the Eurasian ice sheet winds in \textit{GLAC\_1D\_noMw} and of the Arctic-North Atlantic sea level pressure meridional gradient in \textit{ICE6G\_noMw} results in a strengthening of convection in the Nordic Seas in the former, and a strengthening of convection in the Iceland Basin in the latter. In order to determine how these conclusions relate to the behaviour in the transient simulations, the distribution of the winds, jet indices and mean sea level pressure in the control and the transient simulations are plotted in Figure 4.4.

There is a lack of response of the atmospheric circulation to the introduction of meltwater. The jet indices distributions plotted in Figure 4.4d-g are hardly modified between
Figure 4.4: **Atmospheric variable distribution in transient simulations.** Distribution of the transient simulations’ annual means of Norwegian Sea wind stress (a) and Iceland Basin wind stress (b) as defined in Figure 4.3 and the Irminger Sea wind stress (c) as defined in Figure 4.11, the latitude (d,f) and value (e,g) of the maximum westerly winds in the North Atlantic at 850hPa (d,e) and 200hPa (f,g), and the mean sea level pressure in the Arctic (h), the North Atlantic between 55° N and 80° N (i) and the North Atlantic between 35° N and 50° N (j).
the control and the transient simulations. A similar conclusion can be drawn for sea level pressure in the Arctic and the North Atlantic over 55° N (Figure 4.4k,i). The influence of the meltwater discharge is clearer in the North Atlantic between 30° N and 55° N, where the transient simulations distributions do not match the control simulations distributions. In this region, the GLAC-1D simulations tend to simulate higher sea level pressure, and the ~ 2.5 hPa increase recorded between GLAC-1D_noMw and ICE6G_noMw is also present between GLAC-1D_Mw and ICE6G_Mw. The wind patterns modifications between GLAC-1D_noMw and ICE6G_noMw are consistent for all the GLAC-1D and ICE6G simulations. Winds speed are ~ 5 m s⁻¹ faster in the Nordic Seas in GLAC-1D simulations, slightly higher in the Iceland Basin in the ICE6G simulations and in the Irminger Sea in the GLAC-1D simulations. The differences in the last two regions can reach up to 10 m s⁻¹ on average, but the standard deviation in GLAC-1D simulations’ wind patterns is higher than in ICE6G’s simulations. It is not possible to precisely estimate the direct influence of wind changes on the deep water formation in the North Atlantic, as the mixed layer depth is heavily influenced by the introduction of meltwater and the AMOC changes (Figure 4.15). Nonetheless, these conclusions give a strong indication of the nature of the atmospheric forcing in the transient simulations.

In Chapter 3, we linked the abruptness of the cold-warm transitions to their ability to simulate an abrupt recovery of the Nordic Seas deep water formation site. From this analysis, it appears that only GLAC-1D ice sheet reconstruction can create strong enough winds around the Eurasian ice sheet to simulate abrupt transitions in the Nordic Seas. The stronger convection in the Iceland Basin in ICE6G simulations is favoured by stronger winds in the region, but is not crucial in triggering the oscillating mechanism. In conclusion, the choice of the ice sheet reconstruction, through its influence on the atmospheric circulation, determines almost entirely the dynamical evolution of transient simulations in response to meltwater discharge.

4.5 HadCM3 response to deglacial meltwater patterns

In Section 4.3 the choice of reconstruction was identified as the main reason behind changes in transient simulations response to time-evolving meltwater discharge. In Section 4.4, the ice sheet layout was shown to influence where convection can occur, and where it is the easiest to deactivate. The two meltwater release histories derived from GLAC-1D and ICE6G ice sheet reconstructions provide an opportunity to map the sensitivity of HadCM3’s last glacial maximum simulations to freshwater discharge in two different background conditions. The evolution of the AMOC index against the total meltwater discharge is plotted in Figure 4.5a,b. It was realised by concatenating the GLAC-1D simulations (panel a) and ICE6G simulations (panel b) so that both panels explore the same parameter space plotted in panel c. A more precise estimation of the expected AMOC state in each point of the accessible parameter space was realised using a binning
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Figure 4.5: AMOC response to freshwater introduction. AMOC index against meltwater discharge for the GLAC-1D simulations (GLAC-1D_Mw and GLAC-1D_ICE6GMw, a) and the ICE6G simulations (ICE6G_Mw and ICE6G_GLAC-1DMw, b). The lines indicate the 30-year running mean AMOC index and the points the annual mean AMOC indexes. The colours correspond to the simulation’s colours defined in Figure 4.1. Points and correlations in the parameter space.

algorithm detailed in Section 4.9, and produced the cross-correlations maps of regional discharge in ICE6G (Figure 4.9) and GLAC-1D (Figure 4.8) simulations.

In GLAC-1D transient simulations, the AMOC response to the introduction of meltwater can be linear or decoupled. For a total discharge below 0.05Sv, the AMOC is strong with high certainty and the AMOC index is stable around a value of 16Sv. For a total discharge above 0.15Sv, the AMOC is weak with high certainty, and the AMOC index decreases by \( \sim 1.7Sv \) per 0.1Sv of total meltwater. Between 0.05Sv and 0.15Sv lies the window of opportunity, where the AMOC can exist in both the warm and the cold state. In the window of opportunity, the AMOC index is decoupled from the discharge as the dynamics of the oscillating mechanism (Section 3.5) supersedes the direct response to the discharge. A hysteresis cycle can be guessed from the individual path in the parameter space (lines in Figure 4.5), and indicates different values of the threshold for a warm to cold and cold to warm modes transitions, as it was hypothesised in Section 3.9.

In ICE6G transient simulations, the AMOC response to the introduction of meltwater is linear. For a total discharge below 0.12Sv, the AMOC index decreases by \( \sim 7.7Sv \) per 0.1Sv of total meltwater. For a total discharge above 0.12Sv, the AMOC index decreases by \( \sim 1.8Sv \) per 0.1Sv of total meltwater. There is no clearly identifiable warm mode in the ICE6G simulations, and the similar value of the slope for high meltwater efficiency indicates a cold mode analogous to the one in the GLAC-1D simulations. There is a higher AMOC index variability for low meltwater efficiency, but the standard deviation does not exceed 8Sv compared to more than 20Sv in the GLAC-1D simulations, which is insufficient to label this region a window of opportunity.

In both GLAC-1D and ICE6G simulations, the North Atlantic climate is very sensitive
to freshwater introduction in the Arctic, the GIN Seas, and the East Laurentide-West Greenland regions, which can be referred to as *key discharge* regions. It is not sensitive to freshwater in the Mediterranean, the Southern Ocean and the Pacific within the last deglaciation range that was reconstructed for these simulations (Figures 4.9 and 4.8). It is not possible to disentangle the precise sensitivity of the North Atlantic climate to each precise zone because most of the points of the parameter space are located along a diagonal (Figure 4.5), i.e. a high discharge in one of the key regions does not exist without a high discharge in the other key regions. A more systematic study of the effect of freshwater discharge in the key regions, testing the entire parameter space with more spin-up time and different initial states, is necessary to complete this analysis. In general, it can be hypothesised that the GIN Seas is the most efficient region to release freshwater as no warm AMOC can exist with either of the ice sheet reconstructions above 0.02 Sv (Figures 4.8 and 4.9). This conclusion is consistent with the conclusions of Roche et al. (2010) with the LOVECLIM EMIC and Smith and Gregory (2009) with the FAMOUS EMIC.

This new study implies that a window of opportunity where abrupt climate changes can occur may have been crossed during the last deglaciation because of the melting of the Northern Hemisphere ice sheets. When the ice sheet layout is in the right configuration, it can take less than 0.05 Sv of total meltwater discharge to trigger millennial-scale variability. On the other hand, for a non-optimal ice sheet configuration, the response of the AMOC to freshwater discharge becomes linear and abrupt transitions are no longer observed. This analysis reasserts the importance of the choice of ice sheet reconstruction and its associated meltwater discharge in the set-up of deglacial simulations.

### 4.6 Implication for simulations of the last deglaciation

This study aimed to assess the sensitivity of glacial simulations to the choice of ice sheet reconstructions and their associated meltwater discharge history. The simulations presented in this Chapter were not designed to be accurate representations of the last deglaciation and, therefore, to replicate the timing and magnitude of the deglacial chain of events. Nonetheless, they provide valuable information to understand the processes at stake in simulations of this period. A review of the most recent simulations of the early last deglaciation was assembled by Snoll et al. (2023). They followed the Ivanovic et al. (2016)’s PMIP4 protocol, including either ICE6G or GLAC-1D ice sheet reconstructions and meltwater discharge. In Figure 4.6, a selection of full transient runs from Snoll et al. (2023) are compared to the *ICE6G_Mw* and *GLAC-1D_Mw* simulations of this study, and proxy reconstructions for overturning circulation (Ng et al., 2018) and Greenland temperatures (Martin et al., 2023).

The comparison between the full-transient simulations and the meltwater-only simulations highlights the effect of increasing greenhouse gas concentrations and solar insolation on...
Figure 4.6: Comparison to simulations and proxy reconstructions. 

a. Total meltwater discharge calculated in this study and the iLOVECLIM, MIROC and MPI deglacial simulations (Bouttes et al., 2023; Obase and Abe-Ouchi, 2019; Kapsch et al., 2022) compiled by Snoll et al. (2023).

b,c. Maximum AMOC of the Northern Hemisphere at depths between 500 and 3500 meters in ICE6G_Mw and GLAC-1D_Mw (b) and the deglacial simulations (c).

d. AMOC proxy \(^{231}Pa/^{230}Th\) composite record published by Ng et al. (2018).

e,f. Greenland surface atmosphere temperatures at NGRIP (42.32° W, 75.01° N) in ICE6G_Mw and GLAC-1D_Mw (e) and the deglacial simulations (f).

g. Greenland Summit surface air temperature proxy record from Martin et al. (2013). Heinrich Stadial 1 (HS1) and Boiling-Allerod Warming (BAW) from Buizert et al. (2014) and Rasmussen et al. (2014).
causing a slow background increase in global temperatures. Between 21 ka BP and 16 ka BP, the full-transient simulations displayed a Greenland warming between 3°C and 10°C (Figure 4.6), when ICE6G_Mw saw its temperature decrease by 2°C (Figure 4.6e). The frequency of AMOC mode shifts is also affected by the background conditions. ICE6G_Mw is the meltwater-only version of the full-transient HadCM3 ICE6G, and only ICE6G_Mw displays an AMOC slowdown between 15.9 ka BP and 15 ka BP. A short cooling episode is observed in HadCM3 ICE6G at 15.6 ka BP, but it was associated with a change in the ice sheet configuration (Snoll et al., 2022). In conclusion, the evolving background conditions modify the location of the window of opportunity over time, and meltwater-only simulations have a different sensitivity to climate forcings than full-transient simulations.

None of the HadCM3 simulations of the last deglaciation using ICE6G ice sheet reconstruction (Ivanovic et al. (2018a), Snoll et al. (2022) and this study) managed to display abrupt climate warming with high enough rates to fit the temperature records (Figure 4.6p). The highest warming rate in HadCM3 with ICE6G ice sheets was obtained in HadCM3 ICE6G with 3°C in 200 years, far from the 14°C in 200 years reconstructed in the Greenland ice cores (Martin et al. 2023). The absence of abrupt climate transitions is not consistent with ICE6G simulations in other models: the MPI-ICE6G (Kapsch et al., 2022), MIROC-ICE6G (Obase and Abe-Ouchi, 2019) and iLOVECLIM-ICE6G (Bouttes et al., 2023) simulations managed to reach temperature change rates of the order of 4 to 7°C in a century. One reason why HadCM3 ICE6G simulations do not reach such high rates may lie in the freshwater forcing used around MWP1a (14.65 ka BP to 14.31 ka BP), which is twice as weak and significantly less abrupt in HadCM3 compared to iLOVECLIM and MPI-ESM with ICE6G ice sheets. In order to conclude on the ability of HadCM3 ICE6G simulations to simulate abrupt climate changes, higher discharge rates should also be tested.

On the other hand, there is a strong correlation in the AMOC time series between the GLAC-1D simulations, GLAC-1D Mw, MPI_GLAC-1D (Kapsch et al., 2022), and iLOVECLIM_GLAC-1D (Bouttes et al., 2023) in Figure 4.6b,c. They generally observe higher millennial-scale variability during the early part of the deglaciation, and a similar abrupt cooling at MWP1a. The North Atlantic temperature response to AMOC changes differs from model to model and can be instantaneous (GLAC-1D_Mw), in advance (MPI_GLAC-1D) or muted (iLOVECLIM_GLAC-1D). The existence of early deglaciation disruptions is highly dependent on the meltwater discharge history. In particular, both iLOVECLIM and MPI-ESM allow for negative fluxes that were not considered in HadCM3. This method discrepancy is visible at, for instance, 16.2 ka BP, where a small peak in meltwater discharge present only in HadCM3_GLAC-1D (Figure 4.6a) led to a deactivation of the AMOC in this simulation, whereas hardly any effect was seen in MPI_GLAC-1D and iLOVECLIM_GLAC-1D. The meltwater pattern, however, is not enough to explain the differences, as a small meltwater peak at 19.4 ka BP is present in all three simulations.
and only has a clear effect on the HadCM3 AMOC time series. This indicates different locations of the window of opportunity in the three experimental designs.

The mechanism for abrupt climate changes in glacial simulations of MPI-ESM was described in Klockmann et al. (2018) and Klockmann et al. (2020). They highlighted that it was easier to trigger abrupt climate changes with higher $CO_2$ concentrations and lower Northern Hemisphere ice sheets. This may explain why meltwater efficiency is weaker closer to the LGM rather than around the Bølling Warming in $MPLICE6G$ and $MPLGLAC-1D$. In iLOVECLIM, the differences in models’ physics between EMICs and GCMs can modify the mechanism behind millennial-scale variability (Weber, 2010).

Despite the model-dependency of the processes at stake in abrupt climate changes, the relative agreement between all the ICE6G and GLAC-1D simulations but MIROC $ICE6G$ indicated that the mechanism described in Chapter 3 is still consistent with most of the climate models’ behaviours during the last deglaciation. It is, therefore, surprising that Obase and Abe-Ouchi (2019) was the simulation with the most accurate reproduction on the Bølling Warming. This simulation, like the TRACE simulations (Liu et al., 2009; He et al., 2021), did not fit the meltwater release to any ice sheet reconstruction and the resulting discharge is relatively small but consistent with the other simulation meltwater chronology (Figure 4.6a). The mechanism in this simulation is likely to be different from the one presented in this thesis: the HadCM3 oscillations occur because, at a given point in the parameter space, the stable solution becomes a limit cycle that oscillates between cold and warm modes (see 3.7). In Obase and Abe-Ouchi (2019), the transition is more likely to be due to the modifications in the background conditions that change the stability of different AMOC modes and eventually force a switch from one mode to another. The simulation starts in a weak and stable AMOC mode. As the radiative forcing increases, the AMOC tends to intensify but is kept weak by the increasing meltwater discharge. When the climate system approaches the Bølling Warming, the radiative forcing dominates the freshwater forcing and the weak AMOC mode becomes unstable. This is indicated by the higher frequency of excitable warm modes during Heinrich stadial 1. A positive feedback mechanism exists in MIROC (Kuniyoshi et al., 2022), so that when the threshold where the weak mode becomes completely unstable is crossed at the Bølling Warming, the climate abruptly transitions to a warm mode. This simulation makes a case for new deglacial simulations starting from a cold AMOC mode, as they offer a different mechanism to explain the chain of events of the last deglaciation.

4.7 Comparison to proxy records

The meltwater transient simulations presented in this Chapter do not match the timing of the last deglaciation chain of events. This corroborates the “meltwater paradox” discussed in Snoll et al. (2023). The “meltwater paradox” states that simulations using realistic meltwater fluxes derived from ice sheet reconstructions fail to capture the abrupt
climate changes of the period, when the simulations that obtained the best fit to the data were using meltwater fluxes that did not match sea level constraints. Comparing the AMOC index, defined in Figure 4.6 as the maximum overturning circulation of the Northern Hemisphere between 500 and 3500 meters deep, to the overturning circulation reconstructions during the last deglaciation compiled from $^{231}P_{a}/^{230}Th$ records by Ng et al. (2018), none of the simulations captured the weakening of the AMOC during HS1 (17.8 ka BP to 14.6 ka BP) and its abrupt increase during the Bølling Warming (14.6 ka BP to 13 ka BP). The circulation rate is difficult to reconstruct from proxy records (see Section 1.2.2) and the state of the AMOC during HS1 is still an active topic of discussion (Oppo et al., 2015; Repschläger et al., 2015, 2021). Nonetheless, because most of the records of the North Atlantic circulation agree on the sign of the change (Figure 4.6d) during the early deglaciation, we can conclude that either the simulations have the wrong sensitivity to the meltwater fluxes, or that the meltwater fluxes input are incorrect.

According to Kageyama et al. (2021), HadCM3 simulations of the LGM tend to simulate colder oceans than observations (Tierney et al., 2020b), but are a good match to temperatures over land (Cleator et al., 2020). In Figure 4.7, the climatologies of GLAC-1D_noMw (panel a) and ICE6G_noMw (panel b) calculated over the last hundred years of the simulations are plotted against the surface atmosphere and ocean temperatures at the LGM (20–19.5 ka BP) compiled by Shakun et al. (2012). The temperature pattern of the control simulations resembles the Shakun et al. (2012)’s stack everywhere but in Bering Strait and Antarctica. In the North Atlantic, the mean annual sea surface temperature at NA87-22 (Waelbroeck et al., 2011 55.5° N, 14.7° W) and at MD01-2461 (Peck et al., 2008, 51.8° N, 12.9° W) matches the simulated range of ~5°C to ~8°C. There is a bias towards an overestimation of Greenland temperatures in the model which goes up to 12°C warmer in GLAC-1D_noMw and 17°C in ICE6G_noMw compared to the NGRIP record.

The abrupt climate changes displayed in the GLAC-1D simulations, however, prove to be a good match to the warming event observed for the Bølling Warming. In the simulations, the Greenland temperatures warm by between 6°C and 10°C in ~150 years (Figure 4.6f), a rate of warming comparable to the records where the Greenland temperature warmed by 14°C in 200 years (Figure 4.6f). The geographical pattern of change simulated also matches observations, with stronger warming in West Greenland than in East Greenland, as shown in Figure 4.7c,d. In this Figure, composite warm (NGRIP temperatures over −43°C) and cold (NGRIP temperatures under −49.5°C) modes of ICE6G_Mw and GLAC-1D_Mw are compared to the difference between Heinrich Stadial 1 and the Bølling warming in the Shakun et al. (2012) stack, with the addition of two cores from Eldevik et al. (2014) and one core from Naafs et al. (2013). There is a good agreement between land temperature changes in the Northern Hemisphere of the simulations and the reconstructions. For instance, the model captures the ~2°C warming in the Chinese Loess Plateau (34.9° N, 113.3° E), and the ~2°C warming of the Nile Delta (31.7° N, 34.1° N).
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Figure 4.7: Comparison to proxy records. a,b. The colour maps indicate the GLAC-1D_noMw (a) and ICE6G_noMw (b) temperatures (over the final hundred years of each simulation), and the points the LGM (20—19.5 ka BP) atmosphere and sea surface temperature stacks from Shakun et al. (2012). c,d. The colour maps indicate the GLAC-1D_Mw (c) and ICE6G_Mw (d) temperature anomalies between the warm and cold times defined in panels g, and the points atmosphere and sea surface temperature anomalies from Shakun et al. (2012), Elderk et al. (2014) and Naafs et al. (2013) between 14 kya-13 kya and 17-16 kya. e,f. Same than c,d but the points are the GI8-GS9 anomalies from Pedro et al. (2022). g. Greenland temperatures over the last deglaciation in the transient simulations and in Martin et al. (2023). h. North Atlantic SST anomalies from Pedro et al. (2022) over GI8 and GS9.
The simulations do not display the warming of the Southern Hemisphere expected from the climate records (Figure 4.7c,d). This effect is unlikely to be related to the Bølling Warming millennial-scale variability, but rather to the increase of radiative forcing by greenhouse gases that is absent from this Chapter’s transient simulations. In the simulations, the eastern North Atlantic sea surface temperature anomaly is around 8°C, almost 6°C more than the anomaly in the western North Atlantic. This zonal temperature gradient is not obvious in proxy records during the Bølling Warming. In general, the temperature changes in the eastern North Atlantic during this period are slightly overestimated in the model. In the Gulf of Cadiz, records indicate warming by up to 2.3°C, slightly below the 2.8°C and 3.0°C obtained in GLAC-1D_Mw and ICE6G_Mw, respectively. In the Iceland Basin, the 5.2°C warming at NA87-22 matches the 5.1°C warming of GLAC-1D_Mw, but not the 8.7°C in ICE6G_Mw. In the western North Atlantic, the temperature changes pattern does not fit well with the records, as demonstrated by the CH 69-09 core (41.8° N, 47.4° W), although the influence of the nearby Laurentide ice sheet could introduce biases in the proxy reconstructions. Finally, the absence of warming recorded in the GIN Seas in Eldevik et al. (2014) are consistent with the ICE6G_Mw simulation, but inconsistent with the ~7°C warming displayed in GLAC-1D_Mw.

The mismatch between the model and the data can arise from various biases in the proxy reconstructions for temperature. Proxy records for temperature of different natures were used in Shakun et al. (2012), and these different proxies can yield different results depending on the signal they capture in terms of depth, seasonality and temporal resolution. Extreme seasonality in the North-East Atlantic during stadial to interstadial transitions has been hypothesised by Denton et al. (2005) but not observed consistently in the marine records, and biases in the sea ice extent of the model can have a strong effect on the simulated seasonality. Seasonality may explain the inconsistency between the NA87-22 and MD01-2461 sites in the North-West Atlantic where the response of MD01-2461 is muted. These two cores use different methods for reconstructing temperatures (foraminifera assemblages in NA87-22, and $U_{37}^{K}$ in MD01-2461), which may capture different temperature signals depending on their blooming seasons and lifespan. The habitat of the species (depth, freshwater, etc.) in this region may be another reason for inconsistency, as highlighted by Wary et al. (2015) who found different signals between planktonic foraminifera and dinocysts-based temperature proxies. Comparing the reconstructed temperatures to simulated ocean temperatures between 100m and 300m may be more representative of the pattern of changes recorded by planktonic foraminifera. The temporal resolution of the records compared to the spans defined in Figure 4.7p is also to be considered. South-East of Newfoundland, a cold anomaly is consistently simulated during the Bølling Warming (Figure 4.7c-f Ivanovic et al. 2018a, Snoll et al. 2023). In Ivanovic et al. (2018a), this cold anomaly was matched with the Naafs et al. (2013) record (32.9° N, 41.0° W). However, the time spans to plot the model and data anomalies in Figure 4.7 are longer than in...
Ivanovic et al. (2018a), which may smooth out the stronger anomalies at the time of the transitions and lead to an underestimation of the changes. Finally, the absence of Nordic Seas warming is a robust result for temperature reconstructions of the Bølling Warming (Eldevik et al., 2014). An abrupt warming by 4°C to 8°C matching the ∼ 5°C warming in GLAC-1D_Mw is observed at the end of the Younger Dryas (11.7 ka BP), but in very different background conditions than the transient simulations.

The millennial-scale variability simulated in GLAC-1D_Mw may be a better match to other abrupt climate change events of the last glacial period. In Section 2.7, it was highlighted that the oscillating simulations matched well the D-O records in Greenland and Antarctica. To test if the GLAC-1D transient simulations in this article are a good representation of D-O variability, the simulated North Atlantic climate changes were compared to the sea surface temperature changes during D-O transition, between Greenland Stadial (GS)9 (39.2 ka BP to 38.2 ka BP) and Greenland Interstadial (GI)8 (38.2 ka BP to 36.6 ka BP) compiled by Pedro et al. (2022) in Figure 4.7. Both the ∼ 7.5°C warming in the Northeastern Atlantic and the ∼ 10°C warming off the Iberian margin are a good match to the GLAC-1D_Mw warming events. GLAC-1D_Mw’s temperature anomaly does not extend as far west as the temperature signal in the records, and ICE6G_Mw’s warming pattern is a better match to the records. Similarly to the ICE6G_Mw, there is no significant warming in the GIN Seas, indicating an absence of convection in this region. This is likely to be due to the mid-glacial conditions of the stadial and interstadial states when the sea ice does not extend as far South. The abrupt recovery, therefore, is more likely to happen outside of the Nordic Seas, and probably through different processes, than in the GLAC-1D simulations, during MIS3 - see Armstrong et al. (2022) and the analysis in Section 3.6. Overall, the mechanism at stake in the D-O events is probably similar to the one identified in this thesis, but the mechanism described in Chapter 3 may need to be adapted to take into account mid-glacial background conditions and deep water formation sites.

4.8 Conclusion

This Chapter explored the sensitivity of last glacial maximum simulations to two different ice sheet reconstructions, GLAC-1D and ICE6G, and their associated meltwater discharge patterns. The aim of this Chapter was not to produce a realistic set of simulations of the last deglaciation but to understand the main parameters to observe millennial-scale variability in glacial general circulation model simulations.

Only the simulations in which the ice sheet topography and extent follow the GLAC-1D ice sheet reconstruction produced climate changes that resemble the last glacial period millennial-scale variability. This is because of the scattered convection in the North Atlantic, including the Norwegian Sea deep water formation site, identified as a critical region to trigger the overshoot necessary for the abrupt climate change mechanism. Convection
in the Nordic seas is due to the strong wind forcing around the Eurasian ice sheet, resulting from its smooth geometry. As a result, the model responds to the introduction of meltwater in the Nordic seas, the Arctic, the Labrador Sea and East America along threshold-based hysteresis cycles. The thresholds depend on the distribution of the discharge as well as the history of AMOC changes.

ICE6G simulations also observe cold and warm AMOC modes, but the transitions are never abrupt. The Nordic Seas deep water formation sites are permanently deactivated due to weaker wind forcing from the Eurasian ice sheet. Conversely, the high Arctic sea level pressure creates a strong convection region in the Iceland Basin. The system is sensitive to the same freshwater input locations as GLAC-1D simulations, but the response is linear until the almost deactivation of the AMOC.

Due to the higher resolution of the GLAC-1D-derived meltwater discharge history, we generally observe more substantial variability than in deglacial simulations using ICE6G meltwater discharge history. Contrary to HadCM3 simulations, the presence of abrupt transitions in response to freshwater input is not dependent on the ice sheet reconstruction. The transient simulations did not obtain the timing of the last deglaciation chain of events right, and overestimated the magnitude of deglacial transitions in the North East Atlantic. The abrupt climate changes simulated fit better the geographical pattern of Dansgaard-Oeschger events.

At this point of advancement, we believe we still lack knowledge in both the models and the data to produce accurate simulations of the last deglaciation. The discrepancies between different ice sheet reconstructions are too significant, and their impact too substantial to correctly constrain the experimental designs. Further modelling studies are also necessary to fully comprehend the relation between ice sheets, meltwater, overturning circulation and climate. In particular, a systematic study of the impact of the release region and tracking the freshwater input are necessary to understand the deep water formation site dynamics on a finer level. This initiative is crucial to anticipate the AMOC response to melting ice sheets and adapt our response to present and future climate change.
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4.9 Binning Algorithm and AMOC response to meltwater discharge

By using realistic meltwater patterns derived from ice sheet reconstructions, the transient simulations do not explore the entire parameter space formed by the meltwater forcing in the discharge regions. The distribution of points is uneven and follows favoured paths of discharge. In order to get a wider understanding of the AMOC evolution in this parameter space, we do not use the individual points but a binning algorithm to produce the AMOC response to discharge pattern plots for GLAC-1D in Figure 4.8 and ICE6G in Figure 4.9.

The algorithm divides each normalised meltwater dimension into ten even bins. For each bin in the two-dimensional parameter space, the AMOC index mean and standard deviation are calculated from the time steps corresponding to this bin, i.e. when the normalised discharge pattern falls into this bin. Transition regions are observed when the AMOC index can take many different values for the same bin, which are indicated by a high standard deviation. Thresholds are indicated when the index goes out of a transition regions to stabilise around a fixed value.

A region is considered sensitive in this experiment when the AMOC index has a consistent response along the discharge axis regardless of the discharge in the other regions. For instance, a normalised discharge lower than $0.02\, Sv$ in the GIN seas will lead to a strong AMOC with high certainty, and a normalised discharge higher than $0.06\, Sv$ to a weak AMOC with high certainty. The AMOC is therefore sensitive to discharge in the GIN seas. Conversely, the AMOC can stay strong for all discharge values in the Mediterranean Sea, and can be either strong or weak when the Mediterranean Sea discharge is weak. The AMOC is therefore not sensitive to discharge in the Mediterranean Sea. These results are only valid for this set of experiments and this range of forcing. One can imagine that a stronger discharge in the Mediterranean Sea would eventually lead to a response from the AMOC. However, because these values are likely not to have been reached during the first part of the Last Deglaciation, they are not explored here.
Figure 4.8: **AMOC response to meltwater discharge pattern - GLAC-1D.** *Left panel.* AMOC strength (top right panels) and standard deviation (bottom left panels) in the parameter space formed by normalised meltwater release in the discharge regions defined in Figure 4.11. This was created by following the binning algorithm for GLAC-1D_Mw and GLAC-1D_Ice6GMw. The meltwater discharge was normalised in each zone. *Right Panel.* AMOC index against meltwater discharge for the GLAC-1D simulations in the discharge regions. The lines indicate the 30-year running mean AMOC index and the points the annual mean AMOC indexes.
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Figure 4.9: **AMOC response to meltwater discharge pattern, ICE6G.** *Left panel.* AMOC strength (top right panels) and standard deviation (bottom left panels) in the parameter space formed by normalised meltwater release in the discharge regions defined in Figure 4.11. This was created by following the binning algorithm for *ICE6G_Mw* and *ICE6G_GLAC-1DMw*. The meltwater discharge was normalised in each zone. *Right Panel.* AMOC index against meltwater discharge for the ICE6G simulations in the discharge regions. The lines indicate the 30-year running mean AMOC index and the points the annual mean AMOC indexes.
4.10 Icelandic ice sheet analysis

To test the sensitivity of the North Atlantic wind patterns and mixed layer depth to the presence of the Icelandic ice sheet in $ICE6G_{noMW}$, an additional simulation, $ICE6G_{noMW_noIcd}$ was created. To remove the Icelandic ice sheet, the four grid cells corresponding to Iceland were replaced in the ancil files (i.e. model inputs) by their values in $GLAC-1D_{noMW}$. This includes the orography, vegetation, albedo and land-atmosphere exchanges. The comparison between $ICE6G_{noMW}$ and $ICE6G_{noMW_noIcd}$ is given in Figure 4.10.

Figure 4.10: Icelandic ice sheet sensitivity experiment. a. AMOC index, defined as the maximum overturning circulation at 26.5° N, in $ICE6G_{noMW}$ and $ICE6G_{noMW_noIcd}$. $ICE6G_{noMW}$ minus $ICE6G_{noMW_noIcd}$ anomaly in b. orography, c. mixed layer depth and d. wind stress.
4.11 Supplementary Figures

Figure 4.11: **Zone definitions**. for the discharge (a), global (b) and North Atlantic (c) regions.

Figure 4.12: **Auto-correlation of the AMOC and meltwater discharge**. Auto-correlation of the AMOC index time series of the transient simulations using the *GLAC-1D* meltwater pattern (a) and the *ICE6G* meltwater pattern (b). The auto-correlation of the meltwater discharge histories is plotted in black.
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Figure 4.13: Dynamics of the transient simulations expanded.

(a-d) AMOC indexes, defined as the maximum overturning circulation at 26.5° N. Solid lines are 30-year running means and transparent lines are annual data. The colours of a-h are used as a time indicator and match Figure 4.12. Solid lines are 30-year running means and transparent lines are annual data. The colours of a-h are used as a time indicator and match Figure 4.12. The colours of a-h are used as a time indicator and match Figure 4.12.

(e-h) AABW indexes, defined as the minimum overturning circulation at 33° S. Solid lines are 30-year running means and transparent lines are annual data. The colours of a-h are used as a time indicator and match Figure 4.12.

(i-l) Salinity budget anomaly compared to the initial time step in global zones defined in Figure 4.11b.

(m-p) Mean salinity anomaly compared to the initial time step in global zones defined in Figure 4.11b.
Figure 4.14: Influence of ice sheets reconstructions on the control simulations expanded. Climatologies of the final hundred years of ICE6G_noMw (panels a,d,g,j), GLAC-1d_noMw (panels b,e,h,k) and the anomalies between ICE6G_noMw and GLAC-1d_noMw (panels c,f,i) for the sea surface temperatures (panels a-c), the surface atmosphere temperatures (panels d-f), the wind speed at 850hPa (panels g-i) and the wind speed at 200hPa (panels j-l). Winter (solid line) and summer (dashed line) 50% sea ice concentration is indicated in panels a-c.
Figure 4.15: Mixed layer depth distribution in transient simulations. Distribution of the transient simulations’ values of the mixed layer depth in the regions defined in Figure 4.3.
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5.1 Summary

This thesis aimed to investigate the mechanism that caused millennial-scale variability during the last deglaciation using a general circulation model forced with different ice sheet reconstructions. This was done by creating a new set of HadCM3 simulations of the last glacial maximum using constant and time-evolving meltwater discharge with two different ice sheet reconstructions. A mechanism for millennial-scale variability was identified from the oscillating snapshot simulations, and meltwater-only transient simulations of the last deglaciation were compared to the chain of events of this period.

To answer RQ1, I investigated the mechanisms behind millennial-scale variability in HadCM3 simulations and compared this mechanism to the existing literature on abrupt climate changes. The mechanism was described in Chapter 3 based on an oscillating simulation produced in Chapter 2. Chapter 3 includes an in-depth analysis of the global budget of ocean salinity fluxes and provides a theoretical framework to study abrupt climate changes in climate simulations. In Chapter 4, the mechanism was applied to explain the evolution of LGM simulations forced with meltwater discharge history from the last deglaciation.

To answer RQ2, I explored the sensitivity of HadCM3 glacial simulations to the choice of ice sheet reconstruction for boundary conditions and freshwater forcing. Chapter 2 demonstrated that GLAC-1D ice sheet configuration at the LGM is able to produce millennial-scale variability when realistic meltwater fluxes are added to the oceans, but only with the right magnitude and distribution of freshwater. In Chapter 4, ICE6G and GLAC-1D ice sheet reconstructions were used to assess how simulations with two background conditions of the same period respond to time-evolving meltwater discharge.

To answer RQ3, I questioned if LGM simulations forced with deglacial patterns of meltwater can reproduce the climate variability observed during the last glacial period. The abrupt climate transitions displayed in the GLAC-1D simulations in Chapter 2 and 4 share similar magnitude, abruptness and regional impact to the Bolling Warming and Younger Dryas transitions and Dansgaard-Oeschger events. Although the absence of transient radiative forcing and ice sheet geometry may contribute to preventing a realistic reproduction of the last deglaciation, the simulations in Chapter 4 highlight the key processes necessary to simulate the last deglaciation chain of events in general circulation models.

Six research objectives were designed to conduct the analysis. RO1 aimed to simulate millennial-scale variability in HadCM3. RO2 aimed to identify the mechanism behind millennial-scale variability in HadCM3. RO3 aimed to define the conditions for the validity of the millennial-scale variability mechanism. RO4 aimed to explore the sensitivity of millennial-scale variability occurrence to ice sheets layout and meltwater discharge. RO5 aimed to simulate abrupt climate changes that resemble the last deglaciation chain of events with time-evolving meltwater simulations. RO6 aimed to compare the simulated
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millennial-scale variability to past and future abrupt climate changes.

This Discussion Chapter details how the research questions were answered in the previous Chapters and discusses the limitation of the thesis and the leads for future work to fill the gaps. Finally, it includes a general conclusion and a discussion on the broad impact of the thesis in the research area.

5.2 Research questions

5.2.1 RQ1 - What are the mechanisms behind millennial-scale climate variability during the last glacial period?

Theoretical models inspire the discussion about millennial-scale variability, and both the salt oscillator described by Broecker et al. (1990) and the mixed layer oscillator from Weiller (1982) have been used as a framework to describe the oscillating behaviours in climate models. The salt oscillator, in particular, has been reported in numerous simulations (e.g. Peltier and Vettoretti 2014; Klockmann et al. 2018; Armstrong et al. 2022), but is only a description of large-scale salt transfers without a comprehensive study of the causes and consequences of the oscillations. Moreover, building a mechanism based on the sole salt transfers neglects the thermal control that has been demonstrated essential to some models (e.g. Oka et al. 2012; Kuniyoshi et al. 2022). The theory of Colin de Verdière (2007), which involves both an inter-basin oscillator and the North Atlantic convection, offers the right level of complexity to describe the millennial-scale variability. Despite significant progress over the last decade, the complexity of the processes at stake in GCM simulations of millennial-scale variability makes it difficult to diagnose the mechanism behind abrupt climate changes.

In Chapter 3, I described a mechanism to explain the millennial-scale variability displayed by the oscillating simulations of Chapter 2 (RO2). This mechanism involves two components: a slow global component where a salt anomaly is transported back and forth between the Atlantic and the Pacific, and a fast North Atlantic component driven by changes in stratification at deep water formation sites. The two components are coupled by the AMOC, regulating the salinity and temperature in the North Atlantic. The periodicity of the oscillations is dictated by the time it takes for a salt anomaly resulting from the freshwater discharge to be redistributed by the AMOC into the North Atlantic. In Section 3.6, I relied on this mechanism to discuss how meltwater discharge can trigger millennial-scale variability in the regions of the parameter space where a window of opportunity (RO3) exists, introducing the concept of meltwater efficiency. If the meltwater perturbation is not efficient enough, the vertical stratification in the North Atlantic does not cross the threshold that activates the fast component. If the meltwater perturbation is too efficient, the salt anomaly does not bring enough salt into the North Atlantic to reactivate the fast component and the global salinity distribution reaches a new equilibrium.
In Section 3.6, I explained why the coupled inter-basin oscillator is more likely to work in an environment where global salinity is constrained rather than free-evolving. The time-evolving meltwater simulations of Chapter 4 provide a good case study for this argument (RO3) because of the melting of the ice sheet is constantly changing the salinity. This way, the salt anomaly can be wiped out of the ocean before it has time to influence the North Atlantic stratification. When the global salt oscillator is not activated, stratification in the North Atlantic responds directly to the freshwater forcing: a higher discharge increases the stratification and weakens the AMOC, and a lower discharge decreases the stratification and strengthens the AMOC. In Section 4.2.2, I argued that the relative position of meltwater discharge and the deep water formation sites determine if the AMOC response to freshwater forcing is \textit{linear} or \textit{decoupled}. Furthermore, the presence of a positive feedback mechanism, such as subsurface warming or salt advection feedback, determines if the transitions are progressive or abrupt.

The research community has wondered if a one-size-fits-all mechanism for millennial-scale variability existed (Malmierca-Vallet et al., 2022). The findings of this thesis provide a framework to synthesise the behaviours of different box models and climate models, which I summarised in Figure 5.1. The framework lies in the interplay between a fast component, a slow component, and a forcing field. The fast component can be a combination of fast responding processes changing convection in the North Atlantic deep water formation sites such as changes in stratification (Chapter 3), winds (Armstrong et al., 2022), gyres (Klockmann et al., 2020), or polynyas (Vettoretti and Peltier, 2016). The slow component affects the vertical density gradients in the North Atlantic. It sets the pace of the oscillations and can be, for example, a salt oscillator (Peltier and Vettoretti, 2014; Armstrong et al., 2022; Klockmann et al., 2020), subsurface warming (Vettoretti and Peltier, 2016) or deep-decoupling oscillations (Kuniyoshi et al., 2022). Note that different fast and slow components can be triggered in the warming and cooling phases. Only the meltwater discharge was considered as a forcing field in this thesis, but additional forcing like wind patterns modifications due to sudden ice sheet topography changes could be studied.

The deterministic nature of the millennial-scale variability is imposed by the coupling of the slow and the fast components. If the slow component is not activated, the fast component responds directly to changes in the forcing field. In this case, AMOC mode shifts can be observed by (i) a stochastic activation of the fast component, similar to the 18.2k simulation in Chapter 2, (ii) a modification of the background climatic conditions (e.g. from orbit and CO\textsubscript{2} changes), similar to Obase and Abe-Ouchi (2019) and (iii) a change in the forcing field, as simulated in Chapter 4’s simulations. A combination of points (i) and (iii) can lead to oscillating behaviours if the forcing itself is periodic, as is the case in the stochastic resonance theory (Alley et al., 2001; Ganopolski and Rahmstorf, 2002; Cimatoribus et al., 2013). The ice sheet feedback offers a potential link between the stochastic resonance and the last glacial period millennial-scale variability following Wickert et al.
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Figure 5.1: A general concept for millennial-scale variability.

2023’s theory that the ice sheets extent may have oscillated with a periodicity of about 1,500 years during the last deglaciation. This could provide the necessary forcing field for millennial-scale variability, that would only be triggered when the background climate is located in the window of opportunity. Finally, if neither the slow component nor the fast component is activated, the North Atlantic feedback responds linearly to changes in climate forcing in the same way as the ICE6G simulations in Section 4.2.2.

Future work

The absence of coupling between the ice sheets and the atmosphere is a significant limitation in simulating millennial-scale variability in HadCM3. The effect of the ice sheet feedback has often been discussed as a critical component of abrupt climate change mechanisms (Broecker et al., 1990; Menviel et al., 2020), and has been used to simulate the chain of events of the last glacial period in simple climate models (Boers et al., 2018; Alvarez-Solas et al., 2019). The main limitation of running coupled climate-ice sheets simulations is that they are computationally expensive and can return a wide range of results in response to small parameter changes (Gandy et al., 2023). To overcome this problem, Gandy et al. (2023) used ensemble runs to constrain the parameter space only to plausible results, and Sherriff-Tadano et al. (2023) used a simplified slab ocean model to allow more comprehensive coverage of the parameter space. This solution could be simplified even further to test this thesis’ mechanism by coupling the ice sheet model to a simple
ocean model in the style of Stommel (1961), including only the processes relevant to the slow and fast oscillator components. Connecting general circulation models to theoretical concepts is essential to enhance cross-disciplinarity in the study of the millennial-scale variability. If, for instance, a simple box model based on the Fitz-Nakamura oscillator were to fit the broad lines of the GCMs’ oscillating behaviour, this would be an opportunity to analyse millennial-scale variability in the light of oscillating behaviour observed in other research areas, such as biology or theoretical physics, where the mechanisms are better understood.

The modelling of meltwater discharge also needs further development to capture the entire complexity of abrupt climate changes. The ice sheet melt river routing method introduced by Ivanovic et al. (2017) is a step forward from the classical freshwater hosing experiments (Manabe and Stouffer, 1988). Still, it does not allow for precise and time-evolving distribution of meltwater as it can be obtained in models with integrated hydrological components such as the MPI-ESM (Kapsch et al., 2022). In particular, the absence of the modelling of production and transport of icebergs consists of a significant gap in the mapping of freshwater fluxes. Different approaches have been proposed to better model freshwater flux from iceberg discharge by using coupled iceberg-climate model (Martin and Adcroft, 2010; Marsh et al., 2015), but it has seldom been used in the context of Heinrich events (Levine and Bigg, 2008). Going further on this topic would require the implementation of iceberg tracking models (Bigg et al., 1998; Roberts et al., 2014a) in a GCM and better handling of surface currents and gyres (Monegato et al., 2017), requiring a high-resolution surface ocean model.

5.2.2 RQ2 - What is the influence of the ice sheet geometry and meltwater discharge history on the occurrence and characteristics of millennial-scale variability?

In the past decade, general circulation models have managed to overcome the assumption that they were too stable to trigger abrupt climate changes with realistic forcing (Valdes, 2011). Simulations displaying millennial-scale variability have been obtained with a wide range of conditions from pre-industrial (Brown and Galbraith, 2016) to full-glacial (Peltier and Vettoretti, 2014). The concept of window of opportunity was introduced to characterise the sweet spots in the parameter space formed by boundary conditions in response to climate forcing (Barker and Knorr, 2021). The main background conditions influencing the location of the window of opportunity are the ice sheet layout, the greenhouse gas concentrations and the orbital parameters, and only the latter two have been studied expansively. Glacial concentrations of CO$_2$ fall more often in the window of opportunity than high pre-industrial CO$_2$ concentrations (Brown and Galbraith, 2016; Zhang et al., 2017; Klockmann et al., 2018; Vettoretti et al., 2022). Lower solar insolation is more suitable for abrupt climate changes (Zhang et al., 2021; Kuniyoshi et al., 2022). The effect
of the ice sheet layout, however, remains more elusive. Smaller ice sheets tend to offer favourable conditions to millennial-scale variability (Brown and Galbraith, 2016; Klockmann et al., 2018), but such variability also exists with full-glacial ice sheets (Peltier and Vettoretti, 2014). The main forcing relevant to abrupt climate changes is the freshwater discharge that can disrupt the stratification at the deep water formation sites (Kageyama et al., 2013b). For a given set of background conditions that do not display spontaneous oscillations, millennial-scale variability can only be obtained with the right balance of location and magnitude of freshwater release (Chapter 2). Otherwise, the AMOC either recovers or completely collapses. Finally, changes in the parameterisation of the model were not considered in this thesis but were used in other studies to trigger abrupt climate changes, such as Peltier and Vettoretti (2014) and vertical mixing. The models’ window of opportunity might be shifted relative to the real-world one, due to errors/uncertainty in the model structure and model parameters, and this requires the model to be tuned to observations and reconstructions.

In this thesis, new simulations were introduced showing clear millennial-scale variability in last glacial maximum background conditions forced with deglacial meltwater (RO1). In Chapter 2, six snapshots of meltwater discharge were derived from the GLAC-1D early last deglaciation history and used as forcing on an LGM background climate using GLAC-1D ice sheet reconstruction. In Chapter 4, two background conditions with ICE6G and GLAC-1D ice sheet layout at the LGM were forced with time-evolving meltwater histories derived from these two reconstructions. This combination of ice sheet layout and meltwater history enables the investigation of the sensitivity of HadCM3 to specific background conditions and forcing in the context of millennial-scale variability (RO4). A summary of the main experiments run for this thesis is presented in Figure 5.2.

Chapter 4’s discussion gives an insight into the impact of the ice sheet layout on the location of the window of opportunity. ICE6G did not simulate abrupt transitions in HadCM3 simulations of the Last Glacial Maximum, mainly because its geometry over the Eurasian ice sheet does not produce the strong katabatic winds necessary to create deep water formation in the Nordic Seas. This is a strong limiting factor for abrupt climate transitions as this region was identified as crucial to obtain an abrupt overshoot in Chapter 3. In addition, ICE6G ice sheets produce an intensification of the high Arctic mean sea level pressure, which drives a strong deep water formation site in the Iceland Basin. This deep water formation site is very stable and difficult to deactivate, which may explain why it only responds linearly rather than abruptly to the introduction of freshwater (Section 4.2.2; Matero et al., 2017; Ivanovic et al., 2018a). This behaviour may not be true for different time slices of the ICE6G ice sheet reconstruction. Armstrong et al. (2022) showed that with ICE5G, an ice sheet reconstruction that preceded ICE6G, abrupt climate shifts can occur spontaneously in HadCM3 under mid-glacial conditions. One can imagine that similar conditions in ICE6G could result in a more favourable background for
Figure 5.2: HadCM3 simulations of the last deglaciation. a, d. Meltwater discharge patterns obtained from GLAC-1D (a) and ICE6G (d) following the algorithm presented in Section 4.2.2. The regions are defined in Figure 4.11a. b, c, e, f. AMOC indexes, defined as the maximum overturning circulation at 26.5°N, for the simulations described in Chapter 2 (b), Chapter 4 using GLAC-1D meltwater (c), Chapter 4 using GLAC-1D meltwater (e) and the ICE6G meltwater transient simulation from Ivanovic et al. (2018a) and the ICE6G transient simulation from Snoll et al. (2023) (f). Solid lines are 30-year running means and transparent lines are annual data.
millennial-scale variability. On the other hand, the GLAC-1D ice sheet geometry provides a background climate suitable for producing abrupt climate changes. In the GLAC-1D LGM background climate, convection is present in the GIN Seas and none of the deep water formation sites are particularly strong. As a result, the introduction of freshwater disruptions around the deep water formation sites can trigger positive feedback, leading to abrupt AMOC mode shifts.

Future work

The ice sheet reconstruction is only one example of a boundary condition that can influence the ability of climate models to replicate millennial-scale variability. This thesis investigates a limited number of combinations within the last glacial maximum and the last deglaciation and, therefore, only gives an incomplete mapping of the window of opportunity. Similarly, Armstrong et al. (2019) presented a collection of snapshot simulations of the last glacial period that explore specific historical background conditions. In order to take the observation of the window of opportunity further, a systematic sensitivity study of all the key boundary conditions (i.e. ice sheet geometry, greenhouse gas concentration and orbital parameters) in the style of Brown and Galbraith (2016) or Klockmann et al. (2018) is necessary. Varying ice sheet geometries, orbital parameters and greenhouse gas concentrations around sweet spots of the climate model would give a thorough view of the model’s behaviour in the climate forcing parameter space of the last glacial period. Because of the model-dependency of such a conclusion, this initiative should be repeated with all the general circulation models that displayed millennial-scale variability.

Chapter 2 investigated the sensitivity of glacial climate simulations to external forcing, in this case, the introduction of meltwater. To isolate the effect of the freshwater input only, all the other background conditions were fixed to last glacial maximum values and the meltwater was kept constant for the entire length of the oscillations. The precise location of the release was found to be as important, if not more, than the magnitude of the discharge. Despite a comparable amount of total freshwater discharged, 19.4k showed regular oscillations, while 18.2k ended up in an excitable cold mode. Roche et al. (2010) hypothesised that discharge in the GIN seas and the Arctic have the most direct influence on the deep water formation sites. This was verified in both Chapter 2, when comparing 19.4k and 18.2k, and in Chapter 4 where 0.02Sv in the GIN seas was enough to lead to an AMOC collapse compared to more than 0.05Sv in the Arctic and 0.07Sv in the Labrador Sea.

In the same way as for the boundary conditions, a systematic study of the effect of freshwater discharge is needed to get a deeper understanding of the window of opportunity. A one-dimensional sensitivity analysis was realised by Roche et al. (2010) and needed to be updated to explore the multi-dimensional parameter space introduced in Figure 4.3c. The main challenge of such a study is that simulating millennial-scale variability depends not
only on the instantaneous discharge pattern for a given background climate but also on
the discharge history of the simulation. Testing all combinations of discharge, boundary
conditions and meltwater history in multi-millennial simulations to see past the transition
period would require unrealistic computer resources. Three methods can be imagined to
conduct this analysis. The first would be to run an ensemble of 30-50 simulations and train
a statistical emulator to interpolate between these results. This has, to my knowledge,
ever been attempted in a palaeo context, but could be attempted for a limited window of
the parameter space. The main caveat is that emulators are not always reliable for non-
linear behaviour and could miss key behaviours such as abrupt climate changes if they
are not simulated in the training dataset. The second would be the use a lower-resolution
model, such as FAMOUS that is based on HadCM3. However, lower-resolution models
have different modelling of key physical components and, therefore, different responses to
meltwater introduction; see Kageyama et al. (2013b) and the iLOVECLIM simulations in
Figure 4.16. Finally, a dye study could help constrain the freshwater discharge dimension of
the parameter space by tracking the actual path of meltwater discharge along surface cur-
rents and clustering the different discharge regions. Similar initiatives have been realised
on specific examples, such as Heinrich event 1 (Roberts et al., 2014a), the 8.2 ka BP event
(Born and Levermann, 2010), or to constrain overturning circulation proxies (Wunsch
and Heimbach, 2008). This methodology could be applied to the oscillating simulations
presented in Chapter 2.

The last factor that is often overlooked in millennial-scale variability research is the initial
stage of the AMOC. This is especially limiting in simulations of the last deglaciation, as
the AMOC was likely weaker during Heinrich stadial 1 prior to the Bølling warming (Ng
et al., 2018), an effect commonly associated with the freshwater discharged by melting ice
sheets (Toucanne et al., 2015; Hodell et al., 2017). It is possible that this particularity
explains why the last deglaciation was the only of the last four deglaciations to exhibit
millennial-scale variability (Cheng et al., 2009). In the multi-model analysis of the period
by Snoll et al. (2023), only the MIROC simulation ran by Obase and Abe-Ouchi (2019)
managed to simulate the Bølling warming. They were also the only run to start from
a cold, almost collapsed, AMOC mode. None of the HadCM3 simulations presented in
this thesis or in the literature have simulated a stable cold mode under glacial climate
conditions. The 18.2k simulation from Chapter 2 is arguably the closest, but it requires a
significant amount of freshwater and occasionally produces ”excitable” modes. Running
two last deglaciation simulations starting from a warm and cold mode would be a good
development in the PMIP protocol to test the importance of the initial state.
5.2.3 RQ3 - How did the transient evolution of ice sheet meltwater discharge influence the occurrence of millennial-scale variability during the last deglaciation and the last glacial period?

This thesis presents a new set of simulations using forcing from the last deglaciation. The primary aim of these simulations was not to produce an accurate reconstruction of the chain of events of the last deglaciation, but to inform on the processes at stake during this period. To that extent, the boundary conditions and forcing were fit to the actual reconstruction of the period, and the model results were compared to proxy data. This is also a statement for less compartmentalisation of climate research and to ‘escape model world’ (Thompson and Smith, 2019) of the historical modelling studies (e.g. Manabe and Stouffer, 1988).

The timing of the main events of the last deglaciation is fairly well reconstructed (Clark et al., 2012). However, their magnitude and geographical extent rely on limited data and are still open to interpretation. In particular, the state of the overturning circulation during the last deglaciation is an open topic of discussion (Muglia and Schmittner, 2021; Repschläger et al., 2021; Pöppelmeier et al., 2023). The state of the ice sheets during this period has also been at the centre of the debate of the past decade, and their geometry (Tarasov et al., 2012; Peltier et al., 2015; Batchelor et al., 2019; Gowan et al., 2021) can differ significantly depending on the methods. The lack of direct constraints of freshwater discharge resulting from the melting of the deglacial ice sheets is arguably even more limiting when it comes to climate simulations, considering the effect it can have on abrupt climate shifts. Bethke et al. (2012) argued that without further constraints of the ice sheet reconstructions and meltwater discharge history, climate models might not be able to produce much better simulations of the last deglaciation than the early attempts of Liu et al. (2009) and Menviel et al. (2011). Following the PMIP4 protocol for the last deglaciation instigated by Ivanovic et al. (2016), the guidelines for ice sheet and meltwater handling led to more consistent behaviours have been observed in the new generation of deglacial simulations (Snoll et al., 2023). The most convincing results, however, were obtained with non-ice-sheet reconstruction-derived freshwater fluxes fitted to the expected results (He et al., 2021). This raised the “meltwater paradox”, stating that realistic freshwater fluxes cannot trigger the sequence of abrupt climate changes of the last deglaciation with state-of-the-art models.

Even though they did not manage to capture the timing of the chain of events of the last deglaciation, the new simulations introduced in Chapter 4 represent a step forward from the conclusions of Ivanovic et al. (2018a) in that abrupt climate changes can now be observed in glacial HadCM3 simulations forced with deglacial meltwater (RO5). The resulting transitions resemble the millennial-scale variability observed during the Bølling Warming/Younger Dryas transitions. During these transitions, the Greenland temperature signal is an excellent fit with what is expected from climate records, and the AMOC
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mode shifts are consistent with reconstructions of the overturning circulations. In general, there is a good agreement between the temperature changes of the Northern Hemisphere, but the non-inclusion of the increase of radiative forcing means that the simulations do not capture the Southern Hemisphere warming. In the North Atlantic, the temperature changes are over-estimated at high latitudes but capture the main pattern of changes. The one significant caveat is that the warming of the Nordic Seas, essential to the mechanism presented in Chapter 3, is not apparent in climate records of the Bolling Warming and D-O events (Pedro et al., 2022).

The mismatch between this thesis’ simulations and the proxy reconstructions for Nordic Seas temperature changes in abrupt warming events may come from the different processes that exist to trigger abrupt North Atlantic warming. The idea that changing ice sheet geometry, greenhouse gas concentrations and orbital parameters during the last deglaciation took the climate system into a sweet spot is appealing. Obase and Abe-Ouchi (2019), however, provides a new potential explanation of the Bolling Warming transition in that the weak AMOC of Heinrich Stadial 1 is maintained by the high freshwater flux of the melting Northern Hemisphere ice sheets, which eventually is not enough to compensate for the increase of the radiative forcing due to the increase of insolation and greenhouse gas concentrations. If, in addition, a positive feedback mechanism for abrupt transition exists in the model, then an abrupt warming can occur. The actual mechanism probably lies between these two theories, as the latter cannot explain abrupt cooling and requires to start from a cold AMOC mode. The melting of the ice sheets during the Bolling Warming may have eventually taken the system into a window of opportunity and triggered the Younger Dryas. Dynamical boundary conditions and climate forcings are necessary to test this hypothesis.

This process would fit the observations of Wickert et al. (2023), where a series of Laurentide ice sheet expansion and retreat may have occurred during the last deglaciation. In the same way, as in Section 5.2.1, an ice sheet component in climate models is necessary to test this hypothesis.

The transitions simulated in Chapters 2 and 4 better fit the D-O sequence of the last glacial period, where the background conditions were more stable (RO6). With a periodicity of about 1500 years and Greenland temperature changes of about 10°C, they fit the typical shape of such events in climate records (Lohmann and Ditlevsen, 2019). The simulation clustering that was done in Section 2.4 can also be applied to the D-O events sequences as illustrated in Figure 5.3. The oscillating simulations cluster fits D-Os 12-9 and 8-5, with similar shape, strong periodicity and a transition period over the first two cycles. The absence of dampening of the oscillations in the simulations could be a consequence of the fixed forcing and background conditions. The cold with excitable warm cluster fits D-O 18, 4, 3 and 2, where a base cold mode is disrupted by short-lived stochastic recovery of the AMOC. The warm cluster is less frequently observed in the D-O records,
but D-O 17 may be a good analogy where the forcing field can have triggered a short-lived cold mode transition from a base warm mode. Finally, DO 20 and 19 may be caused by the mechanism described for the Booling Warming/Younger Dryas transition, where an abrupt initial climate change took the system into a window of opportunity and stimulated the millennial-scale variability. It is nonetheless essential to remind the reader that none of these simulations were made with the prior intention to be compared to D-O events, and one can only conclude on the ability of HadCM3 to reproduce the D-O sequence if these oscillations are reproduced in a background where D-O events are observed, such as MIS3.

**Future work**

Three tracks to improve the last deglaciation simulations can be imagined from the conclusions of this study. The first lead rests on the continuous improvement of proxy records frequency, variety and constraints, and therefore to produce higher temporal and geographical resolution data for ice sheets extent and volume. Model-data comparison can help not only with the interpretation of climate records but also to provide suitable parameters for climate simulations. In particular, Chapter 4 makes the case for more consistent ice sheet reconstructions. The method used to reconstruct the past ice sheets from the climate records has been a subject of contention; nonetheless, it is an improvement to now have GLAC-1D as an alternative to the ICExG family. The new ice sheet reconstructions, such as Gowan et al. (2021), should also be tested in the framework of this study for a more comprehensive coverage of the parameter space. Finally, ICE6G may be missing some critical processes due to its 500-year resolution, and the 100-year resolution of GLAC-1D should be used as a standard to make sure that theories such as Wickert et al. (2023) can
be tested.

The ice sheet reconstruction is only one side of the problem, and the meltwater discharge patterns are also primordial when it comes to millennial-scale variability. Because small changes in discharge can dramatically impact climate simulations, improving the temporal resolution of the ice sheet reconstructions discussed in the previous paragraph would already be a way to improve the meltwater forcing field. However, Kapsch et al. (2022) showed the influence of re-routing and land storage in MPI-ESM deglacial simulations. This discussion could also include the calving fluxes and ice sheet feedback to climate models. This level of detail exists in ice sheet models, and even without a full coupling, they could be used to refine the forcing fields.

The TRACE simulations He et al. (2021) and Obase and Abe-Ouchi (2019) inspire a last track. Perturbed parameter ensembles of simulations, in a similar way to what was discussed in Section 5.2.1, could be designed based on the simulations of Chapter 4. Varying meltwater discharge magnitude, location, and the ice sheet layout to match the timing and magnitude of the deglacial chain of events can give a good insight into the location of the window of opportunity at each time step and inform the data reconstructions. The computer resources are, here again, a limitation, but this thesis already provides a good constraint of the sweet spots in the ice sheet and meltwater distributions in the context of the last deglaciation.

Past climate simulations are now able to capture millennial-scale variability better than CMIP climate models (Bellomo et al., 2021). Yet, the early climate warning (e.g. Dittevesen and Ditlevsen, 2023) metrics for AMOC collapse have never been tested in past climate simulations. Testing these early climate warnings on the set of simulations presented in this thesis could be a good way to prevent any misinterpretation of the signals. Because the location of sea-ice cover and deep water formation sites is different in modern and glacial contexts, it is unclear if the mechanism presented in Chapter 3 would apply to modern climate. Nonetheless, the framework introduced in Section 5.2.1 could be helpful to future climate tipping points, particularly in the identification of the necessary positive feedback mechanisms.

5.3 General conclusions and future development

State-of-the-art climate models are now able to simulate millennial-scale variability in past glacial conditions, and this is mainly because they use boundary conditions and forcings more accurately than ever before. To that extent, the creation of a PMIP working group dedicated to simulations of the last glacial maximum and the last deglaciation was crucial as model-data comparisons are the most efficient way of testing and constraining simulation inputs. The response of climate simulations to boundary conditions and climate forcing, however, is still highly dependent on the model used and the experimental design in terms
of magnitude, sensitivity and the processes at stake. In this thesis, I investigated the influence of two model parameters, the ice sheet reconstructions and meltwater discharge, on the occurrence of abrupt climate changes in HadCM3 climate simulations.

I presented a robust and detailed mechanism for abrupt millennial-scale variability that consists of the interplay of a slow global component and a fast North Atlantic component coupled by AMOC mode shifts. The activation of the fast component relies on katabatic winds originating from the Eurasian ice sheets to force an abrupt recovery of the deep water formation site at high latitudes, in this case, in the Nordic Seas. The set-off of the oscillations requires an initial freshwater discharge forcing to start the oscillator and does not require an unrealistic amount of meltwater as long as it is targeted directly at the deep water formation sites. The mechanism can be adapted to different models and experimental designs by changing the processes at stake to modify the Atlantic conditions and the feedback to trigger abrupt climate transitions in the North Atlantic.

The last deglaciation simulations produced in this thesis are a step forward from the previous HadCM3 deglaciation simulations as they display abrupt climate changes. The simulations only used time-evolving meltwater discharge on top of an LGM climate background, and the magnitude and rate of change of the abrupt climate changes resemble the Bølling Warming/Younger Dryas transitions. The timing of the chain of events of the last deglaciation is not captured in any of the simulations. The absence of transient ice sheet layout, atmospheric trace gases and orbital parameters may prevent the window of opportunity to adapt to the deglacial climate, and the absence of land-sea mask change can mute potentially crucial mechanisms such as the Bering Strait opening or changes in the Mediterranean overflow. However, I argued that a more comprehensive and systematic sensitivity study to map the deglacial evolution window of opportunity is necessary before realising realistic fully transient simulations. In particular, understanding the precise impact of the choice of ice sheet reconstruction is key, as ICE6G does not enable convection overshoot in the Nordic Seas, and GLAC-1D is too sensitive to the introduction of meltwater. A combination of the two ice sheet reconstructions could be used with the Greenland and Icelandic ice sheets from ICE6G to boost the deep water formation in the Iceland Basin and Irminger Sea, and a Eurasian ice sheet from GLAC-1D to enable convection in the Nordic Seas.

Without the time-evolving background conditions, the simulated abrupt climate changes presented in Chapters 2 and 4 better match Dansgaard-Oeschger variability. They captured the reconstructed Northern Hemisphere temperature changes very well and displayed the right shape and rate of warming and cooling. The regularity of the simulated oscillations and the short cold periods could be an artefact of the absence of carbon and ice sheet feedback. The ice sheet feedback handling by climate models should be a priority to test the entire mechanism, whether by coupled climate-ice sheets simulations or GCM parametrisation. Different types of transitions were presented in response to more or less
efficient forcing fields, and they could explain the variety of Dansgaard-Oeschger events observed. These conclusions, however, need to be verified with background climate where millennial-scale variability is expected, such as MIS3.

The main source of uncertainty in these simulations comes from the constraints of the ice sheet layout, the meltwater discharge history, and how they are implemented in the climate model. From a modeller perspective, greater care should be given to the ice melting and calving processes, particularly iceberg calving and ice shelf instabilities. The efficiency of freshwater forcing should also be reviewed using the Lagrangian approach instead of the commonly used Eulerian approach. After their discharge, the freshwater parcel should be followed through dye tracer studies to trace their precise area of influence. Regarding the ice sheet reconstruction uncertainties, they should be considered with perturbed parameter ensemble not only for the ice sheet layout but also for the meltwater discharge.

This study provides a new way to consider millennial-scale variability not only for past climate changes but also for future climate changes. The debate about potential tipping points in the overturning circulation is mostly addressed using modern climate simulations when past climate models are generally more successful at triggering abrupt climate changes. The current metrics used for early climate warnings should be reviewed on palaeo simulations, and new metrics should be created based on the simulated millennial-scale variability.
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