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Abstract

This thesis describes an investigation into the various kinds of fixed expressions or
prefabricated language which occur in certain genres of written academic English. A
basic premise 1s that language users, when they write, remember phrases as much as,
or more than, they compose them. Although the grammar of a language licenses the
use of a variety of forms to express any proposition only a small subset of these
grammatically possible locutions are considered natural and native-like. It is
demonstrated that pretabs, my preferred term for prefabricated language, serve many
functions in written academic discourse. Their use helps the writer to generate
idiomatic text which meets the expectations of the reader and shows clearly the

writer’s discourse community. Prefabs also enable the configuration of writer’s stance

more explicitly. At the same time, thanks to prefabs the reader is better able to

navigate within the text.

The main focus of the investigation is the use by non-native speakers of
English of prefabs in writing. Corpus linguistics is presented as the most appropriate

methodology for this investigation. Two main kinds of corpora are constructed: an
experimental corpus of argumentative essays produced by Portuguese ‘apprentice’
English for Academic Purposes (EAP) writers and three control corpora of texts of
comparable length, by different categories of native speakers of English. The kinds

and frequencies of prefabs in the corpora are measured and tabulated. Finally,

recommendations are made on how to use the findings of the research to improve

EAP teaching and learning programmes.
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Chapter 1 A phraseological approach to written academic

English

1.0 Introduction

The pre-eminent role of English as the lingua franca of science, technology and other
branches of learning has increased the importance of English for academic purposes (EAP)
in university curricula throughout the world. Concomitantly, there has been an
intensification of research in applied linguistics, the discipline which has traditionally
sustained the teaching of EAP.

The educational purpose and praxis which informs this thesis is the teaching of
EAP. The starting point and inspiration of the study is the classroom reality of non-native
tertiary-level students leamming and being taught to write English for academic purposes.
The main objective of EAP teaching i1s to help students learn to listen to, speak, read and
write English more effectively in the pursuit of their studies and in their subsequent
professional lives. This thesis investigates aspects of phraseology in written academic
English and applies the results to the teaching of EAP. When referring to English for
academic purposes or when using the corresponding acronym, EAP, care is needed to avoid
reification or the supposition that a body of knowledge already exists. Elbow (1998:148)
warns against such hypostatization: ‘the problem is that we can’t teach academic discourse
because there’s no such thing to teach’.

Applied linguistics is an approach to language which has grown principally, but not
exclusively, out of the context of language learning and teaching. Consequently, applied
linguists have a responsibility to consider the criteria for an educationally relevant approach
to language and to avoid ‘the uncritical assumption that applied linguistics must necessarily
be the application of linguistics’ (Widdowson 1984:19). The educational purpose or the
praxis comes first and the theory is developed for its relevance and utility. This applied
linguistics is opposed to ‘linguistics applied’ where linguistics is applied uncritically to

some practices such as language teaching, speech therapy or lexicography, resulting in a



practice which 1s ‘essentially conformist... with the tendency...to dance attendance to

whatever tune 1s currently in theoretical fashion’ (Widdowson 1984).

In leaming the conventions of EAP, the students need to write texts which read
naturally and idiomatically. The Oxford English Dictionary (Vol. 7, 1989) defines

‘idiomatic’ 1n the following way:

Peculiar to or charactenistic of a particular language; pertaining to or exhibiting
the expressions, constructions, or phraseology approved by the peculiar usage of
a language, esp. as differing from a strictly grammatical or logical use of words;

vernacular; colloquial.

It is clear from this definition, however, that the EAP teacher’s main task is not simply a
question of increasing students’ vocabulary or making them more grammatically aware.
There would appear to be a competence between the level of lexical choice and the level of
syntactic decision where the language user knows or intuits which words go together and
avoids other equally grammatical sequences. Howarth (1998:36) refers to this level as that
of ‘phraseological competence’.

The research for this thesis, which developed out of my work as an EAP teacher,
investigates the extent to which writers choose their words in memorized chunks or clusters
rather than word by word in linear sequence. The contribution that these chunks make to
the idiomaticity of texts 1s also considered. In particular, a comparison is made of language
learners’ and native speakers’ usage of prefabricated language in argumentative essays. The
manner in which their level of expertise affects various groups of writers’ use of
prefabricated language 1s 1investigated by comparing a corpus of learner English and three
native-speaker control corpora. A study is made of those sequences of words found in the
corpora whose joint selection appears to be constrained by the idiomatic patternings of the
English language. These combinations of words recur in texts more frequently than would
be expected from the individual frequencies of their constituent words. A major
presupposition of my thesis is that as well as providing the building blocks for idiomatic
texts, these prefabricated chunks also provide the mortar in that they fulfil important textual

and pragmatic functions.
Although chunks usually comply with the rules of syntax (with some notable non-
canonical exceptions, e€.g. by and large), it is unlikely that they, and only they, could be



generated by a set of phrase structure and transformation rules or, for that matter, by any
other grammatical model. Indeed it should be observed that some thinkers (e.g. Garner
2004) suggest that the roles of syntax and prefabricated chunks should be reversed and that
the syntax of a language is actually derived from the chunks or patterns which it exhibits. If
the grammar cannot generate all and only the chunks which make up the patterning of the
language, this means that they must be stored in memory or be in some way routinized. If
language is learned and stored as chunks, then recall as chunks may be facilitated. Now, at
this stage, it is not being suggested that chunks are held consciously in memory: merely
that they can be summoned by the speaker/writer from his/her mental lexicon. In other
words, these chunks or prefabs, as I shall call them, might be automatized or internalized in
the native speaker. Some writers, notably Wray (2002) and Cook (1998), suggest that adult
language learners do not usually exploit such formulaic sequences in their language
acquisition but tend to have a more analytical word-centred approach to language learning.
Might a way be found to make such patterns available to EAP leamers?

The concept of chunking has relevance beyond explanations of how users produce
and comprehend spoken language. In psycholinguistic modelling of speech production and
comprehension, the time constraints in most conversational situations make plausible the
supposition that participants utilize and recognize memorized chunks. However, in writing,
time is not always such a pressing factor. Obviously, the writer might string together set
phrases and insert the occasional personal touch when writing such routine texts as
memoranda, business e-mails, notes to a schoolteacher excusing a child’s absence, or
writing character references. Some genres are more formulaic than others. What is a
pressing factor is the set of expectations held by the reader and the constraints of the genre
being instantiated. The wnter has to go some way towards meeting the reader’s
expectations by conforming to the generic structure. This equal focus on the writer and the

reader recalls Bakhtin’s (1929) argument that all writing 1s dialogic.
The reader’s expectations are for certain words and phrases (and themes) to appear

as predicted by the genre and for the text to feel right. If a list of key lexical items 1s given
in advance, a reader can often predict the content of the text (Phillips 1984). In many
writing situations, the writer does not wish the language to obtrude but wants the message
to be understood. Even in the case of the most creative kinds of writing, we see the

interplay between the novel and the conventional: arguably, the world’s greatest writers and



thinkers are also the greatest ‘plagiarists’. Science and literature, even the most
iconoclastic, build on what has gone before. But if most language is borrowed, then writers’
originality lies in how they configure their communal phrases and create bridges between
them. Kristeva (1980:66), writing on Bakhtin, describes this well: ‘every text is constructed
as a mosaic of quotations, every text absorbs and transforms other texts’. Pascal (1662), in

the introduction to his Pensées was aware of the same problem:

Let no one say that I have said nothing new; the arrangement of the subject is
new. When we play tennis, both players use the same ball, but one of them has a

better aim.
(Pascal 1662:247)

During the twentieth century, the idea that some language is prefabricated, and that

it is recalled rather than constructed, appears in the writings of various linguists. They
conclude that the divide between lexis and grammar is difficult to sustain and that
grammatical generalizations are insufficient to explain word co-occurrence and the
existence of preferred ways of saying things. Scholars from various disciplines, particularly
Palmer (1933), Becker (1975), Cowie and Mackin (1975), Bolinger (1977) and Pawley and

Syder (1983) drew attention to word collocations and word combinations of varying

degrees of fixedness.

1.1 Outline of the thesis

Embedded as it in the context of EAP teaching and learning, this thesis belongs to the field
of applied linguistics. Having become aware of the phraseological dimension of language
through my reading, teaching and language learning experience, I decided to make 1t the

focus of my Ph.D. research. Gradually, the following two research questions were

established for this thesis:
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1. Do non-native (in this case, Portuguese) writers of academic English use a
similar quantity of prefabs in their essays in comparison with native speakers?

2. Do these non-native writers use prefabs to perform the same functions as
native speakers?

These two research questions are addressed in this thesis using a corpus-based
methodology. In order to investigate the properties of learner and native-speaker writing,
corpora were compiled which represent populations of writers with degrees of expertise
ranging from non-native speaker (NNS) undergraduate writers of EAP essays, through
native-speaker (NS) undergraduates to professional journalists writing editorials and essays.
Chapter 1 traces the recent history of ideas relevant to this investigation and provides a
review of the literature that sustains it. In Chapter 2, those features of corpus linguistics
which are relevant to this thesis are elucidated. In particular, the methodology of corpus
compilation or selection and the use of concordancing software to 1solate prefabs are

explained.

Chapter 3 provides a report of the computer-aided examination of the corpora where
the main focus is the phraseology found in a corpus of leamer writing contrasted with three
control corpora of nattve writing. Given the wealth of recurrent sequences in these corpora,
there is a need to focus on certain kinds of prefabs or certain of the functions they are used
to fulfil. As the essays collected in the corpora contain mostly argumentative or persuasive
writing, it was decided 1n advance to pay particular attention to those expressions which
contribute to writer’s stance, audience design, and the management of the interpersonal
dimension of communication. Writer’s stance and related concepts are discussed below in
Section 1.14. Although all the prefabs found in the corpora are reported on, e.g. the phrasal
verbs and noun compounds, particular attention is paid to those examples which contribute
to the configuration of writer’s stance. Chapter 4 undertakes an analysis and explanation of
the patterns registered in Chapter 3. The final chapter of the thesis, Chapter 5, examines the
implications of the research for the EAP curriculum and possible pedagogical responses.

The remainder of the present chapter is organized as follows. The discipline of
phraseology (Cowie and Howarth 1996) provides a large part of the theoretical framework
of this work and is the subject of Section 1.4 of the present chapter. Sections 1.4-1.6
provide an introduction to recent ideas about collocations, idioms, chunks and other kinds

of routinized language which need to be considered in order to arrive at an understanding of
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prefabs. The work presented in these sections comes from phraseology, lexicography,
second language acquisition (SLA) theory, Artificial Intelligence (AI), and
psycholinguistics, and a certain convergence in the thinking of the researchers in these
different fields is noted. The role of prefabricated sequences in the writing process is
examined 1n Sections 1.7, 1.8 and 1.10. In order to focus my work more on the prevalence
of chunking in written language, the differences between written and spoken language are
rehearsed in Section 1.11. This section goes on to map out a <formal> <informal> cline
which might help in assessing the texts contained in the corpora. Research into writing
from an EAP perspective is described in Section 1.12. The theoretical constructs of genre
analysis are introduced in Section 1.13 and then applied to argumentative essays and other

written genres. Section 1.14 presents a model for the analysis of writer’s stance, and the

ways in which evaluation is incorporated into written texts.

1.2 A definition of prefab
The terms ‘chunk’ and ‘chunking’ were developed in psychology in relation to a theory of

memory. ‘Chunk’ is one of the many terms which have been used to describe prefabricated
language within linguistics and related fields. Various writers refer to the proliferation of
terms found in the literature (Mel’¢uk 1998; Cowie 1998:4; Wray 2002:8-9). Other terms
which have been used to talk about recurrent expressions from, for example, a
lexicographic point of view include multi-word item (Moon 1998), composite (Cowie
1998), and phraseme (Mel’Cuk 1998). The 60 different terms listed by Wray (2002:9)
however do not all refer to the same phenomenon and for that reason are not
interchangeable. There may be some overlap in the denotations of some terms while certain
terms designate much more restricted aspects of phraseology than others. One writer might

naively adopt a non-technical term to designate a specific meaning while another writer
deliberately selects a term together with all its pre-established connotations and theoretical
presuppositions. The lexical patterns under consideration can cover a large range of
linguistic phenomena, such as phrasal verbs (e.g. add up), nominal compounds (e.g.

telephone box), and institutionalized phrases (e.g. fish and chips), and they can be
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syntactically 1diosyncratic (e.g. by and large) and/or semantically idiosyncratic in nature
(e.g. white noise). Such strings of words are used frequently in everyday language, usually
to express precisely 1deas and concepts that cannot be compressed into a single word.
Drawing on the concept of chunk, 1 define my own technical term, prefab, which is
intended to be applicable to the phraseological study of machine-readable corpora.

In the course of the elaboration of this thesis, one term, formulaic sequence,
appeared to have established itself as the one that was ‘here to stay’. The term seems to
have gained wide acceptance in the literature (see Schmitt and Carter 2004:3) and its

definition is not incompatible with my own definition of prefab given below. Wray defines

formulaic sequence as follows:

a sequence, continuous or discontinuous, of words or other elements, which is,
or appears to be, prefabricated: that is, stored and retrieved whole from memory
at the time of use, rather than being subject to generation or analysis by the

language grammar.
(Wray 2002:9)

This label reappeared in the title and throughout the chapters of Formulaic
Sequences (Schmitt (ed.) 2004). This latter work used the term proposed by Wray but, in so
doing, deviated from the oniginal meaning (Wray, personal communication). As a result,

either a new term is needed or scholars must agree to return to using formulaic sequence in

Wray’s original sense.

This unresolved terminological problem influenced the choice of the term ‘prefab’
in this work. Several morphological features of the word made it preferable to other
candidate terms. Firstly, it shows its back derivation from fabricate. Secondly, the prefix
pre- conveys the sense of an expression already existing in the common stock of lexicalised
phrases. Thirdly, 1t 1s a countable noun and permits reference to the number of prefabs

occurring per 100,000 words and so on. The term prefab is also used by Bolinger (1977)
and Cowie (1998:1), pioneers in the field of phraseology, and by scholars at Lund and

Aston universities. The concept of prefab will be shown to have psycholinguistic,
sociolinguistic, phraseological and pedagogical dimensions in what follows.
In this chapter, a number of definitions of prefabricated or formulaic language are

given. The authors (Sinclair 1991; Kjellmer 1994; Howarth 1998; Wray 2002) use different
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terms for this phenomenon but I would suggest that there is a common core of meaning
shared by these diversely named concepts. Each author seems to give greater emphasis to
one particular feature of this complex phenomenon. For instance, Wiktorsson (2003) gives

the following definition of prefab, adapted from Erman and Warren (2000:31), which relies

heavily on the notion of conventionalization.

a prefab is a combination of at least two words used by native speakers in
preference to an alternative combination which could have been equivalent had

there been no conventionalization.

(Wiktorsson 2003:1)

The identification of prefabs in accordance with this definition requires a close
investigation of all possible word combinations in each text. To be counted as a prefab a
combination of words must manifest some feature of conventionalization (i.e. the
combination is selected by native speakers in preference to other expressions). A search for
Wiktorssonian prefabs 1s of necessity a labour-intensive process in which the investigator
continually asks of each word sequence whether or not it could be varied: in other words, if
it is possible for one element of a prefab to be replaced by a synonymous word without
causing change of meaning or function and/or idiomaticity. An alternative, more

anthropomorphic, definition of prefab is given by Van Roey (1990:46):

the linguistic phenomenon whereby a given vocabulary item prefers the
company of another item rather than its ‘synonyms’ because of constraints
which are not on the level of syntax or conceptual meaning but on that of usage.

Kjellmer (1982: 25) observes that a defining attribute of collocations is that they are
word combinations which co-occur ‘more often than the frequencies in the corpus of the
constituents of the combination would lead us to expect’. The problem with this definition,
Kjellmer laments, 1s that it includes not only combinations such as last year but also non-

grammatical combinations such as although he or and the. In a later piece of work,
Kjellmer (1987:133) proposed that in a one-million-word corpus such as the Brown corpus,
a sequence of words must occur more than once and be grammatical in order to be accepted

as a collocation. Kjellmer’s use of the word ‘grammatical’ is puzzling and seems to be
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more of an aesthetic than a syntactic concept. One potential collocation from the Brown
Corpus that he discusses 1s but foo. It seems that when Kjellmer requires that the sequence
be grammatical or well-formed, the selectional restrictions of the first word must enable, or
make conceivable the appearance of the second word. In the case of but too this seems to be
the case: e.g. but too many. The important point for Kjellmer (personal communication) is
that the criteria be specified in advance and applied strictly to avoid charges of subjectivity.
Kjellmer’s concern with the avoidance of subjectivity and adherence to a principled non-ad
hoc approach resulted in highly predictable and relatively uninteresting collocations such as

a night or of the night being included in his three-volume Dictionary of English

Collocations (1994).
Wray and Namba (2003) propose eleven cnteria which, when applied

consecutively, make identification of prefabs more certain and transparent. The application

of these criteria reproduces the ratiocination involved in distinguishing between prefabs and

recurrent non-formulaic sequences.

Eleven criteria for identifying formulaic sequences (Wray and Namba 2003:28)

A: By my judgement, there is something grammatically unusual about this wordstring.
B: By my judgement, part or all of the wordstring lacks semantic transparency.
C: By my judgement, this wordstring is associated with a specific situation and/or register.

D: By my judgement, the wordstring as a whole performs a function in communication or
discourse other than, or in addition to, conveying the meaning of the words themselves.
E: By my judgement, this precise formulation is the one most commonly used by this

speaker/writer when conveying this idea.
F: By my judgement, the speaker/writer has accompanied this wordstring with an action, use
of punctuation, or phonological pattern that gives it special status as a unit, and/or is

repeating something he has just heard or read.
G: By my judgement, the speaker/writer, or someone else, has marked this wordstring
grammatically or lexically in a way that gives it special status as a unit

H: By my judgement, based on direct evidence or my intuition, there is a greater than chance-
level probability that the speaker/writer will have encountered this precise formulation
before in communication from other people.

I: By my judgement, although this wordstring is novel, it is a clear derivation, deliberate or

otherwise, of something that can be demonstrated to be formulaic in its own right.
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J: By my judgement, this wordstring is formulaic, but it has been unintentionally applied
inapproprately.
K: By my judgement, this wordstring contains linguistic material that is too sophisticated, or

not sophisticated enough, to match the speaker's general grammatical and lexical competence.

These criteria were developed by Wray and Namba (2003) for the analysis of child
language and were intended as a checklist, which when applied together, would help in the

identification of prefabs. They pay careful attention to the different aspects of ‘prefabhood’:
whether the sequence displays syntactic or semantic idiosyncrasy, is situation-bound, is
non-compositional, frequent, salient, memorized, intended as prefab, misapplied, or 1s too
advanced or not advanced enough for the speaker’s linguistic competence. Used together,
they provide a useful set of analytical tools for a linguist who wishes to 1nitiate a quest for

prefabs by interrogating a corpus. This checklist has the added advantage of providing a

degree of objectivity when used by a group of investigators.

In research conducted at Lund University, Hudson (1998) arrives at a classification
of what she describes as ‘fixed expressions. In this classification, fixed expressions are
classified according to the grammatical function they serve in the context. This results in a
wordclass-based typology: compound verbs, compound nouns, compound adjectives,

compound adverbs, compound prepositions, compound connectives and compound

quantifiers.

Hudson’s model of fixed expressions is of particular relevance to this research as

she allows for degrees of fixedness. In her study of fixedness she uses the following two

variability critena:
1. UNEXPECTED SYNTACTIC CONSTRAINTS ON THE CONSTITUENT PARTS

NUMBER the otherday  * the other days
(cf. the other boy/the other boys)

ARTICLE strike a light  * strike the light
(cf. strike a match/strike the match)
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WORD ORDER tnials and tribulations *tribulations and trials

(cf. sorrow and pain/pain and sorrow)

2. UNEXPECTED COLLOCATIONAL RESTRICTIONS WITHIN THE EXPRESSION

-first of all *second of all (cf. first in line/second in line)
-above board * below board (cf. above standard/below standard)
-disaster area * catastrophe area (major disaster/major catastrophe)

-how do you do * how do they do (how do you do it?/how do they do it?)

Similarly, modification is abnormally constrained:
1 for good * for very good
2 kick the bucket * kick the plastic bucket
(Hudson 1998: 37)

Hudson (1998:9) applies these two variability criteria in the following way:

An expression that fails on either of the two varnability criteria I consider to be
fixed to some degree. The term fixed expression will be used to refer exclusively

to expressions that are fixed according to variability criteria.

An important implication of this analysis is that it allows for degrees of fixedness
and thus admits such phenomena as collocational framese.g.a  of;too __ to (Renouf
and Sinclair 1991) and vanable idioms (e.g. close shave/narrow shave). 1t also provides a
framework for analysing the arbitrary way in which the extension of collocability by
analogy is often blocked: we can capture or catch someone’s imagination but probably not
take it, while we can catch or take someone’s fancy but not usually capture it.

Hudson’s approach using substitutions as a test of fixedness has much in common
with that of Howarth, which is discussed below in Section 1.5. The challenge is to find a
way to separate two kinds of language, the free and the restricted (to some degree). As
examples of free combinations, Howarth (1998:27) cites Hausman’s (1979:188) reference

to run-of-the-mill combinations, ‘€pithétes aussi banales que belle, grande, vielle avec
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valise’ (everyday adjectives like beautiful , large, old with bag) that are predictable and
generated by the language system with nothing distinctive in their semantics or
communicative function to make them institutionalized or memorable e.g. affect world
trade. It would appear that, pace Hausman, it is hard not to stumble on conventionalized
meanings in the most banal language production, e.g. vielle valise translated into English.
There is an inevitable degree of subjectivity in any attempt to filter out the prefabs
from the recurrent N-grams (computational linguistics term for a sequence of N words)
which occur in all English texts. For example, Altenberg (1993) found that 70% of the
words of running text in the half-million-word London-Lund Corpus belong to recurrent
word sequences. Many of these N-grams will be examples of Hausman’s predictable run-
of-the-mill combinations generated by the language system. Some scholars have warned
that this category of free combinations may not be as large as has been surmised (Bolinger
1975). Amold (1973), when discussing substitution as a means of delineating

restrictedness, feels the need to set up an intermediate category of ‘semi-fixed

combinations’:

In semi-fixed combinations we are not only able to say that such substitutes
exist, but fix their boundaries by stating the semantic properties of words that
can be used for substitution, or even listing them. ...For example, the pattemn
consisting of the verb ‘go’ followed by a preposition and a noun with no article
before 1t (‘go to school’, ‘go to market’, etc) is used with nouns of places where

definite actions or functions are performed.
(Armold 1986:167-8)

Having studied the various definitions of formulaicity and idiomaticity for a number
of years and applied them to numerous written texts, I learned to recognize those features
that most definitions shared. My concentration on these particular features probably results

from my interest in the pragmatic interpretation of actual instances of use.

Shared characteristics of definitions of prefab:

—Prefabs are not constructed at the time of utterance by applying the grammar to the

lexis.

—They are stored in memory and recalled.

—They are conventionalized: i.e. there is a form-function mapping so that the
prefab is the socially sanctioned and preferred form of expression in a given

situation.
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~Prefabs can be continuous or discontinuous strings of words.

—Although they are usually fairly transparent, the meaning of prefabs is often not
completely derivable from the meaning of the constituent words; i.e. there is an
additional meaning probably resulting from repeated application of the term to a

situation (e.g. bed and breakfast).

For the purposes of this thesis, I have developed the following definition of prefab.

A prefab is a recognizable cluster of words which is stored as a unitary whole in
memory and recalled for use. This recurrent continuous or discontinuous string of

words is the preferred form of expression in certain repeated situations in the social

world.

Particular empbhasis is placed on those aspects of prefabs which influence language learning
and the production of idiomatic written academic prose. In the case of some of the terms in
my definition, e.g. cluster, recurrent, string, it is not too difficult to see how the use of the
computer could greatly facilitate the investigation. These characteristics of lexical items can
be quantified fairly automatically by text retnieval software. Certain other terms contained
in the definition, e.g. recognizable, unitary, preferred, could only be applied by speakers of
the language using their intuition and introspection or, in other words, their minds.

The next section examines some of the functional theories of language which have
been advanced. Halliday’s (1989) theory of the three metafunctions of language, the

ideational, the interpersonal and the textual, 1s presented.

1.3 Prefabs and macro-functions

One way to classify prefabs is to divide them according to the parts of speech they most
resemble. Hudson (1998), as mentioned in Section 1.2, demonstrates that dividing prefabs
according to the roles they play in sentence structure is often a useful taxonomic principle.
She identifies prefabs by their syntactic 'function,' i.e. ‘according to the wordclass roles

they play in context’ (Hudson 1998:37). Those prefabs which function as nouns she calls
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NP (noun phrase) and so on (VP, ADJP, ADVP, PP). She complains, however, of the
intractability of the adverb class. As Quirk et al. (1972) observe:

the adverb is the least satisfactory of the traditional parts of speech. Indeed, it is
tempting to say simply that the adverb is an item that does not fit the definitions

for other parts of speech.
(Quirk et al. 1972: 267)

An example of the difficulties presented by adverbs is the way in which prepositional
phrases can function as adverbials, €.g. in fact, and in consequence. 1 found in the search
for adverb modifiers of adjectives that a search using a wild-card * +ly captured many
words which were not adverbs (e.g. silly, fly) and did not capture some of the most frequent
adverbs (quite, very, too).

Function is more frequently used in linguistics to refer to the semantic, discourse, or
communicative roles of utterances or sentences. Wilkins (1976) draws a distinction
between what we do through language and what we report by means of language. It is now
well-established in applied linguistics that recurring situations in the social world
commonly elicit the same or very similar verbal responses from speakers or writers. Such
responses have come to be designated functions or are sometimes referred to as speech acts

(following Austin 1962 and Searle 1969). Many lists of functions have been drawn up. For
example, Schmitt and Carter (2004:9) give the following list:

apologizing
making requests
giving directions
complaining
offering sympathy

complying with a request

The Council of Europe publications, The Waystage Level, The Threshold Level, and The
Vantage Level (van Ek 1975; van Ek, Alexander and Fitzpatrick 1977; van Ek and
Alexander 1980; van Ek and Trim 1996) contain much lengthier lists of communicative

functions. One of the problems experienced by the communicative approach to language

teaching has been that the list of functions is potentially endless. Nattinger and DeCarrico
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(1992: 62-63) mmply a solution when they observe that common functions typically have

conventionalised language attached to them, such as I'm very sorry to hear about

used to express sympathy or I'd be pleased/happy to In acceptance of
responsibility.

There have been several bipartite and tripartite classifications of language functions.
Austin (1962) and Searle's (1969) theory of speech acts with locutions and their
1llocutionary and perlocutionary force is one such tripartite system as are Biihler's (1934)
representational, conative and expressive functions. Brown and Yule (1983) divided
language utterances into those having a more fransactional function and those with a more
interactional function. The transactional function in Brown and Yule’s theory corresponds
to language used to represent factual reality and experience. When this function is invoked
it is the propositional content of what is said or written which is being considered. The
interactional function refers to the social relations and personal attitudes which are
expressed through language. Hunston (2001) develops a distinction between the
autonomous and the interactive plane. A writer, suggests Hunston, is simultaneously an
informer and a text-constructor. In each sentence the reader is informed of the content of
the text (autonomous plane) and 1s simultaneously informed of the structure of the text
(interactive plane). ‘Every sentence In a text operates on each plane simultaneously’
(Hunston 2001:183). Each of these functional classifications emphasizes different aspects
of written communication. In a similar way, Hyland (2002:80-83) proposes a tripartite
framework of writer, texts, and audience to deal with the question ‘How should we teach
writing?’

One of the first book-length and comprehensive treatments of prefabs is Wray’s
(2002) Formulaic Language and the Lexicon, although, not surprisingly, her term
formulaic sequence 1s favoured. She examines the language of native speakers, adult and

child learners, and aphasics and discusses how they learn and use ‘formulaic language’. In a

discussion of the linguistic function of formulaic sequences, she lists four candidate

functions:
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they play a role in easing the speaker’s effort

where there are no such pressures on the
speaker, formulaic sequences might take
pressure of the hearer’s comprehension (e.g.
in a scripted weather forecast or auction which
has a lot of information but only a small part
being relevant to each listener)

they signal the speaker’s identity as an
individual or member of a group

they manipulate a hearer into a desired
action or perception

(Wray 2002:93)

Wray (2002:93) goes on to inquire about the ‘motivation behind the desire to speak
fluently, express identity, organize text, and help the hearer to understand what you say’
and suggests that, instead of seeing formulaic sequences as solutions to linguistic problems,
they could instead be viewed as linguistic solutions to a single non-linguistic problem: the
promotion of the speaker’s interests. Wray provides an egoistic interpretation of even

apparently altruistic efforts to choose forms that facilitate the hearer’s understanding:

In all of these manipulative expressions, it is in the speaker’s interests to ensure
that the hearer understands, since the intended effect of the utterance is to create

a situation beneficial to the speaker.
(Wray 2002:95)

Thus, according to Wray, the four subsidiary functions listed above all serve one
primary function which 1s to further the interests of the speaker. This focus on language
serving a non-linguistic, interpersonal aim recalls the earlier work of Halliday and Hasan
(1989) where three functions of language are defined and described. These functions are (1)
the ideational, (2) the interpersonal (3) and the textual functions. In their discussion of the
functions, Halliday and Hasan (1989: 29, 48) also describe a fourth function, the logical

function, which 1s a subsidiary function subsumed under the ideational function but that

complexity is ignored 1n this discussion and the more straightforward tri-partite theory is

presented.
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Halliday and Hasan (1989) describe these functions as together forming a
conceptual framework for viewing language from the outside, in non-linguistic terms.
Although these functions provide a grid for interpreting the different ways in which people
use language, Halliday and Hasan stress that their theory goes deeper than other functional

theories which simply equate function with use.

Function will be interpreted not as the use of language but as a fundamental
property of language itself, something that is basic to the evolution of the

semantic system.
(Halliday and Hasan 1989: 17)

The ideational function for Halliday and Hasan is the learning or thinking function

through which language users share their experiences. An examination of a sentence from

the ideational perspective asks

what it is about — its meaning as the expression of some kind of process, some
event, action, state, or other phenomenal aspect of the real world to which it

bears some kind of symbolic relation.
(Halliday and Hasan 1989: 18)

The interpersonal function is when the speaker or writer does something through
language. ‘Every utterance has both an interpersonal and ideational component to it. It does
something, and it 1s about something’ (Halliday and Hasan 1989: 17). When language is
considered from the interpersonal point of view, its function in the process of social
interaction is emphasized and it is interpreted as a mode of doing. The interpersonal
function refers to how the roles of speaker and listener, or reader and writer are managed.
Epistemic and attitudinal stance, which are discussed in Section 1.14 below, contribute to

the realization of the interpersonal function, as does modality.
The textual function is not a way of using language but a means of ensuring that

what is said is relevant and relates to its context. This function covers thematic structure,
the use of cohesive devices, discourse markers, the metalingual references contained in the
text (e.g. see above, in the diagram below, in the previous chapter) and references to other
texts. Some typical examples of the realization of this function are according to___, as far

as is concerned, with regardto___, as for .



23

Halliday and Hasan’s three macrofunctions correspond neatly with the three
components of the context of situation, namely field, tenor and mode, which are discussed

in Chapter 1.13 below. Figure 1.1 illustrates how each of these features of the context

corresponds closely with one of the three functions.

Figure 1.1 Correspondences within Halliday’s functional theory of language

(from Halliday and Hasan 1989:26)

Feature of the context Functional component of
semantic S tem
what 1s om on
—
who are takm > part
(role assigned to lang

A recent computer-assisted analysis of prefabricated language is to be found in the

Longman Grammar of Spoken and Written English (Biber et al. 1999). This grammar

compares written academic English and conversation contained in two corpora each of ¢. §
million words and uses supporting written and spoken reference corpora. Analyses are also
made of two other registers, viz. fiction and press reportage, using similar sized corpora.
Biber et al. (1999) use a purely empirical and statistical approach and count any sequences
of three or more words which occur more than a certain number of times across a certain
range of texts. They coin the term ‘lexical bundles’ to describe these recurrent phrases and

these could be viewed as trigrams and N-grams (n>3) which recur across at least five

different texts with a frequency of more than:

N=3 >10 times per million
n=4 >10 times per million
n=5 >5 times per million

n=5+>5 times per million
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Lexical bundles are selected purely on the basis of their frequency of occurrence in
the corpus. These word sequences, e.g. at the end of the, are picked out by a computer
search for frequently recurrent word clusters. Biber et al. (1999) provide lists of these
bundles to users of their grammar. Although this work by Biber and his colleagues reveals a

great deal of hitherto unsuspected information about the patternings of different genres of
written and spoken English, I have some misgivings about how learners might be able to
use bundles in their writing. Questions remain as to whether these bundles could be learned,
internalized and recalled by language learners, given their typically truncated or fragmented

appearance. For this reason, I will not classify recurrent sequences ending in a, an or the as

prefabs.
The Longman Grammar of Spoken and Written English Grammar (Biber et al.

1999) having identified the recurrent word sequences through their statistical frequency,
categorizes them using structural and grammatical features. The frequency of occurrence of
lexical bundles in different registers is compared. Later, Cortes (2004) designed a

taxonomy for classifying bundles based on their function. This taxonomy was developed

further in Biber, Conrad and Cortes (2004) and is outlined in Figure 1.2.

Figure 1.2 Taxonomy classifying lexical bundles by function (based on Cortes 2004)

FUNCTION DESCRIPTION EXAMPLE

referential bundles time, place, or text markers at the beginning of

the end of the

at the same time

text organizers word combinations used on the other hand,
to express comparison, as a result of
contrast, inference or focus. it is important that
stance bundles express attitudes that frame | I don’t know why
e e
interactional bundles | usually conversational word
combinations to express I said to him
holiteness or to report

Similarities are apparent between the kinds of bundles in this taxonomy and the

Halliday and Hasan model of language function. Referential bundles could be subsumed
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under the ideational meanings. Stance and interactional bundles could be classified under
interpersonal meanings and text organizers would realize textual meanings. This close

correspondence provides a degree of reassurance that substantive features of the written

language are being captured by both approaches.

1.4 Phraseology

This section describes the discipline which has in recent years adopted the name
phraseology, thus aligning English-speaking scholars with those Russian and Eastern
European scholars (e.g. Amold 1973; Glédser 1988) who have used this term for many
years. Glidser (1988:265) gives this definition of phraseology: ‘the linguistic description of
set expressions whose meaning cannot be derived from the meaning of their parts’.This
definition is, however, unduly restrictive as it limits phraseology to the study of idioms and
restricted collocations. Cowie (1998:19) claims that ‘studies of collocations have pushed
the boundary that roughly demarcates the “phraseological” more and more into the zone
formerly thought of as “free™.

Fox (1998) observes that, in language teaching and learning, undue emphasis on
the meaning of words can lead to an unrealistic view of how meaning is created in text and
may also produce writing by language learners which bears little resemblance to the writing
produced by native speakers. Wray (2002:209) suggests that L2 leamners, by concentrating
on word-by-word output, may attempt to assemble too many meaningful words or may
insert too much meaning in each slot on the syntagmatic chain. One of the facts reported by
researchers on large corpora (Sinclair 1991; Fox 1998) is that in most kinds of written (and
spoken) texts the most frequeﬁt words, and the most frequent senses of the less frequent

words, tend to have less of a clear and independent meaning than less frequent words or

senses. A good example is provided by the delexicalized verbs have, make, give, and take,
which are often best explained in terms of the words they collocate with. As the following
pairs of examples for each verb show, the verb could be removed with little or no loss of
meaning: have a look, have a holiday; make a report, make war; give a lecture; give a

sigh; take shelter; take note.
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It 1s self-evident that frequent words and senses of words feature prominently in
most kinds of texts. Willis (1990:47) observes that the 700 most frequent words in a corpus
of written English account for over 70% of its size. The occurrence in texts of these
(usually delexicalized) words creates redundancy, which allows the reader to concentrate

on the content of writing rather than the manner in which it is written. According to Fox

(1998):

It is certainly true that there are times when you do want your audience to be
impressed by your use of language...But most of the time you don’t want that.
You just want to get your message across. And you do that by being
unremarkable in your language, by being conventional and predictable, and —

dare I say it — boring!
(Fox 1998:28)

Thus when the perspective changes from the level of individual word choice to the level
where words collocate, there 1s evidence of specialization of meaning and arbitrary
restrictions on co-occurrence. Phraseologists ascertain the amount of restriction on co-
occurrence by measuring the ‘commutability’ of the expression. Commutability is
determined by the degree to which the component words of a prefab can be replaced by

synonyms without loss of meaning or idiomaticity.

Collocation

One of the earliest uses of the notion of ‘collocation’ was by Palmer (1933:1) in relation to
the teaching of English as a Foreign Language (EFL): ‘A collocation 1s a succession of two
or more words that must be learnt as an integral whole and not pieced together from its
component parts’. In the work of Firth (1957), collocation becomes a ‘mode of meaning’.
Just as the light of mixed wavelengths disperses into a spectrum, ‘the lexical meaning of
any given word 1s achieved by multiple statements of meaning at different levels’, e.g. the

orthographic level, the phonological level, the grammatical level, and the collocational
level (Firth 1957:192). Firth adds formal and etymological meaning together with social
indications of usage. He distinguishes contextual meaning from meaning by collocation and
uses collocation as a technique for the stylistic criticism of literary works.

Firth’s student, Mclntosh (Halliday, McIntosh and Strevens 1964) saw collocation

as a useful indicator of register. The collocation of free with kick in a text would suggest the
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register of sports journalism. McIntosh thought that, sometimes, even the presence of one
word can make us fairly sure of the field: cleanse he thought would confine the text to
writing about cosmetics, detergents or possibly religion. (History has, ironically, produced
a much more sinister use of the word to refer to events in South East Europe.)

McliIntosh’s student, Sinclair, defined the term collocation thus: ‘collocation is the
occurrence of two or more words within a short space of each other in a text’ (Sinclair
1991:1). For Sinclair the term includes only the lexical co-occurrence of words but some
scholars conjoin in their definition of collocation such lexical patterning with grammatical
choice as well. Kjellmer (1984:163) gives the following definition of collocation: ‘lexically
determined and grammatically restricted sequence of words’. According to this definition,
only recurring sequences that are grammatically well-formed can be considered as
collocations. Kjellmer also attempts to elaborate a set of rules for assessing ‘collocational
distinctiveness’. Briefly, these rules classify a sequence as highly distinctive if it appears
frequently in many and different categories of texts; if it is long (the minimum length is two

words and the longer the more distinctive); and it i1s structurally complex.

There appears to be a reasonable degree of agreement among the writers discussed
above (Palmer, Firth, McIntosh and Sinclair) about the definition of collocation. To

describe a combination of words as a collocation refers to their physical proximity in texts.

What is the relationship between collocations and prefabs? Kjellmer’s definition of
collocation moves towards the restrictedness and arbitrariness more characteristic of
prefabs. Prefabs could be characterized as the subset of collocations which are

recognizable, memorable and have some degree of idiomaticity.

1.5 The case of idioms

Although some writers, e.g. Gldser (1998), give prominence to idioms, they make up only a
small part of the total number of phraseological units or prefabs in the language (cf.
Fillmore 1978; Howarth 1998, Biber et al. 1999). Moon (1998) reports that 70% of the
idioms in her corpus of 18 million words of written English, HECTOR, occurred with a

frequency of less than once per million words of corpus text while 51% occurred with such
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low frequencies that their presence or absence was no better than could be expected due to
random chance and was, therefore, statistically insignificant. Another 37% of Moon’s 4,000
or so idioms, although statistically significant, still had frequencies of less than one per
million and only 11% had frequencies between 1 and 5 per million words. The remaining

1% of idioms occurred between S and 50 times per mallion.

Despite the fact that 1dioms occur most infrequently in written corpora (e.g. Moon

1998), and indeed are not used particularly frequently in spoken language production (cf.
Biber et al.1999)—see below— they are nevertheless important in the present study for
several reasons. Firstly, they form one end of a continuum stretching from pure idioms at

one end (Figure 1.3) with free combinations at the other (Howarth 1998). (Note that the

adjective ‘free’ is not used in Figure 1.3 1n an absolute sense, as words are constrained by

their word class, syntax, selectional restrictions and logical and cultural constraints).

Identifying idioms can therefore help 1solate prefabs. Howarth’s taxonomy could be

used to produce an extensive definition of prefab, 1.e. a definition that ‘simply enumerates

all the items that may be named by the word. Prefabs include word combinations that lie
along the spectrum from pure idiom, through figurative idioms and literal idioms as far as

restricted collocations but excluding free combinations.

Figure 1.3 Continuum of freedom -restrictedness in word combinations (after Howarth 1998)
Pure idioms Figurative idioms Literal idioms Restricted free combinations
collocations

let the cat out of | move the on foot explode a read a book
goalposts myth/theory/
notion/tdea/belief

T e o o I
N oo R L 2 I R

Secondly, 1dioms are important because they have been very carefully studied and

catalogued by many scholars (e.g. Makkai 1972, Femando 1996), and are perhaps among

the most closely analysed categories of prefabs. Examination of these studies of idioms

provides guidance on methods of identifying and classifying prefabs. Thirdly, idioms are

salient for advanced language learners, as witness the number of Internet sites which
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provide practice 1n the comprehension and use of idioms. Perhaps learners see idioms as
important repositories of information about the culture(s) of the target language.

Howarth (1998), however, 1n introducing phraseology, cautions that perhaps undue
emphasis had been placed on 1dioms in phraseological studies and in pedagogical
application of those studies. Howarth uses ‘idiom’ in a narrower sense than is often used by
some writers in the British tradition. He agrees with Gliser’s definition of ‘idiom’: ‘an
idiom 1is a lexicalised, reproducible word group which has semantic and syntactic stability
and whose meaning cannot be dernived from the meanings of its constituents’ (Gliser
1988:266). Idioms 1n this sense (e.g. armed to the teeth, bite the bullet, cut and dried, face
the music and let the cat out of the bag) are surprnisingly infrequent in corpora of written
and spoken English with average occurrences of less than once per million words (Moon
1998). In EAP texts such idioms will have even less prominence, as their function, it could
be argued, is to establish a degree of intimacy between writer and reader untypical of most
academic written genres. Howarth defines 1idioms as those phrases which are relatively
frozen and semantically opaque (Howarth 1995:19, 24). He warns that it would be wrong to
suggest that formulaic or prefabricated language is a single category which can be
contrasted with compositional language or language generated by rules. Instead, he posits
four properties of prefabricated language: (1) the formulaic or conventional nature of
expressions; (2) memorization, a psycholinguistic feature; (3) lexicalisation: when a multi-
word unit is stored and processed unanalysed as if it were a simple lexical item; and (4)

fixedness, which refers to the degree of flexibility in relation to the substitution of

synonyms or the word order.
Howarth suggests that the above four properties are gradable (1998:26) and

advocates the adoption of a continuum model. Notwithstanding his criticism of the previous
over-emphasis on 1dioms, he feels the need, in his close examination of fixed expressions
and composites, to deal with idioms both for completeness and also because they form one
end of a continuum which ranges from completely frozen to unrestricted free collocations.

Howarth (1998:26) examines the literature on phraseology and separates out two
main kinds of idioms. Pure 1dioms he defines as those which have ‘a unitary meaning that
cannot be derived from the meanings of the components and are the most opaque and fixed
category’ (blow the gaff, under the weather); while figurative idioms have metaphorical

meanings in terms of the whole and have a current literal interpretation (blow your own
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trumpet, under the microscope). Howarth (1995 and 1998) makes a bold claim for an a
priori programme of phraseological study, which he believes should precede any statistical
measure of the distmbution of composites in texts. As shown in Figure 1.4, he divides

‘composites’ (his favourite term for fixed expressions) into a collocational continuum

ranging from free to frozen or fixed.

Figure 1.4 The free-restricted continuum for verb-noun and preposition—verb combinations

(adapted from Howarth 1998:28)

I - VO - -
combinations | collocations | idioms idioms
verb+noun

Grammatical under the table | under attack | under the microscope under the
compo?lfes weather
reposition+noun

In a previous work, Howarth (1995) developed just such a complex of features and
used the criterion of commutability to subdivide the pivotal category of restricted
collocations above into various levels of ‘restrictedness.” He concentrated on verb + noun
combinations. The result was another continuum, this time with five categories, ranging
from free or unrestricted combinations through varying degrees of admissable substitution

of verb or noun. The Iimit point at the restricted end of the spectrum, where no substitution

of verb or noun is permitted (e.g. curry favour), is the category of idioms. In his research on
academic texts, Howarth found that main verbs revealed some degree of restrictedness in
30-37% of all the occurrences of the verbs studied. This research reveals key characteristics
of academic prose with implications for approaches to EAP writing. Howarth’s work
provides a robust system for the categorization of combinations. He meticulously maps out
the area of phraseology, while his insistence on small-scale and sometimes, ‘manual’ text
analysis contrasts with trends in corpus linguistics towards ever larger corpora.

Glaser’s concentric model (1988) for English phraseology is useful because it sets

up a core type of expression, which she calls a ‘nominative’ and that can be used as a basis
for searching corpora. This core circle of nominatives is surrounded by two concentric

rings, the first with fragments or reductions of propositions (e.g. stereotyped comparisons,
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irreversible binomals), and the outer circle with propositions (e.g. commonplaces, slogans,

proverbs). She defines phraseological units in nominative function (the inner circle) thus:

Word-like units which designate phenomena, objects, events, processes, actions,
states, qualities, relations, etc. in the outside world, and a few word groups
which only function as operators in that they designate relations between
phenomena or objects. Idiomatized prepositions (by virtue of, by dint of) and
conjunctions (in order to, on condition that) may serve as examples.

(Glaser 1988:273)

Gldser’s nominatives include many expressions which are features of academic English, as
illustrated by the idiomatized prepositions and conjunctions in this definition. This recalls
Hudson’s (1998) typology of fixed expressions (see Section 1.2), where she discusses
compound prepositions and compound connectives. There is also a close correspondence

between nominatives and exponents of the ideational function of language, which is

discussed above 1n Section 1.3.

1.6 The recent history of chunks

The suggestion that the meaning of words might reside in the company that they are found
in was put forward by Firth (1957) but a perusal of the history of language teaching
pedagogy shows that similar theories had been in circulation in previous centuries. A
notable example is to be found 1in the voluminous works of Comenius, especially his
magnum opus The Great Didactic (1657), and the revolutionary language teaching
textbook, Orbis Sensualium Pictus (1658), whose influence is still felt today by language
teaching methodologists. In the former, Comenius insists that the teaching of words in
mother tongue, foreign language and in classical language instruction should be through the

presentation of 1llustrative sentences. In the latter, words to be taught are contextualized in

exemplificatory texts.
The idea that words are stored in the mental lexicon in various arrangements and are

retrievable as ‘atoms’ or as ‘molecules’, so to speak, has been circulating since at least the

1960s. The idea of chunking itself came from psychology. Miller (1956) observed that
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many psychological phenomena pointed to the existence of a short-term memory with a
limited capacity for holding information. Subjects seemed to be able to recall seven-digit
telephone numbers but if they chunked the digits into higher order groupings (of, say, five),
they could recall many more digits or binary number sequences (nearly forty). But the
number of chunks remains roughly constant at seven items (plus or minus two).

This idea of chunking was applied to many complex cognitive and motor skills,
such as learning to type, playing chess or playing a musical instrument. For example, what
distinguishes a novice from a chess grandmaster is the latter’s ability to ‘chunk’ the board
into a few zones of influence or meaningful relationships between pieces, whereas the tyro
sees all the pieces and pawns and their positions individually. Lerdahl and Jackendoff
(1988) apply chunking to classical musicians or jazz virtuosi when they are playing fast.

They suggest that when such musicians play intricate or difficult pieces

larger and larger passages form simplex units from the point of view of
awareness - to chunk the input and output. This suggests that processing speed is
linked not so much to the gross measure of information processed as to the

number of highest-level units that must be treated serially.
(Lerdahl and Jackendoff 1988:125)

Lord (1960) suggests that oral epics as told by storytellers in cultures with oral
traditions are not memorized, but recreated at each telling by concatenating formulaic
expressions using a familiar plot as a structuring device. These studies of mnemonic
techniques for recounting as accurately as possible tribally significant stories point to
earlier strategies deployed by communities to preserve and transmit their culture. It was an
attempt to make spoken language more permanent in the way that written language would
later revolutionize the encapsulation of knowledge. The fact that this resource within oracy

is still available to modern literate people suggests that it still has its utility. Although
Lord’s model 1s related to the way in which speakers produce longer narrative turns,

support can be found for the application of a similar model to language acquisition (Skehan
1998) and language production (Pawley and Syder 1983).

Cohen, although referring to sentences, gives an early statement of a model of

prefabrication in language production:
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The sentences of a language, not the words, are like tools in being either the
stock means to certain frequently desired ends or the ad hoc means, specially
constructed, to ends that may or may not be so frequently desired.

(Cohen 1962:74)

Another early proponent of this chunk-driven model of language performance was Becker,

a worker in Artificial Intelligence:

Utterances are composed by the recitation, modification, concatenation and
interdigitalization of previously known phrases consisting of more than one
word. I suspect that we speak mostly by stitching together swatches of text that

we have heard before.
(Becker 1975:3081)

Becker estimates that we know 25,000 stock phrases and more than a hundred similes (e.g.
as pleased as punch). Bolinger (1977) hypothesizes that memory plays an extremely
important role in speech production. Indeed he suggests that our capacity to remember
seems to be almost unlimited. Mel’¢uk (1998) suggests that ‘phrasemes’ or set phrases
outnumber words in the lexicon of any language by roughly ten to one. An interesting

commentary on this question is found in Fillmore (1978:149):

We have to face the inconvenient reality that a number of expressions in any
language have to be viewed both as lexical items and as entities having
grammatical structure on a level higher than that of word-formation. I have in
mind, not only the much discussed ‘idioms’, which probably make up a small
proportion of the total ‘phrasicon,’ but also the vast repertory of fixed phrases,
cliches, speech formulas-in general, all conventionalized ways of saying things-
that a speaker acquires independently of the process of learning the grammatical

rules of the language.

Wong-Fillmore (1979) studies the phenomenon from the point of view of children's
second language acquisition and describes chunks as ‘formulaic frames with analysed
slots’. Peters (1983), investigating first language acquisition, claims that ordinary

conversation consists almost entirely of ‘institutionalized clauses’ which, unlike idioms,
can be analysed according to the normal rules of syntax but which are stored in memory
because of their usefulness or frequency in conversation. These clauses are stored and
retrieved as single units. Peters suggests that, considering these institutionalized bits of

language, any hard and fast division between lexis and syntax seems to be blurred; she
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posits instead a dynamic and fluid continuum from the completely fixed to the completely
original.

Nattinger (1988:89), following Bolinger, suggests that language in the form of
memorized or routinized phrases is thought to be ‘stored redundantly not only as

morphemes, words, parts of phrases or even as longer memorized chunks of speech, and ...

retriecved from memory as ... pre-assembled chunks’. Nattinger discusses the advantages of

such language performance:

This prefabricated speech has both the advantage of more efficient retrieval, and
of permitting speakers to direct attention to the larger structure of the discourse,
rather than keeping it focused narrowly on individual words as they are

produced.
(Nattinger 1988:90)

Nattinger regards language use as a ‘compositional’ process, as, basically a
‘stitching together’ of these pre-assembled phrases into discourse. In later publications he
and his collaborators assess the implications for applied linguistics of this basic tenet.
Nattinger and DeCarrico (1992) put forward a typology of ‘lexical phrases’ divided into six
categories. This typology has been cniticised (Howarth 1995) for using a combination of
structural and pragmatic cnteria for distinguishing between these six categories, and indeed
some are a mixture of functional and structural types: e.g. ‘polyword’ which has vague
distinguishing criteria such as ‘short phrases’ and ‘no variability’ (Nattinger and DeCarrico
1992:38). Their book 1s, nonetheless, influential among language teachers. This is partly
because of their non-technical writing style, but also because its Firthian analysis of fixed

expressions applied to the classroom gives teachers a challenging new perspective on

conventionalized language.

A recurrent theme 1n discussions of prefabs is their ‘memorizability’. This quality of
being relatively easy to memonze underlies observations about prefabs being ‘previously
known phrases’ (Becker 1975), being ‘useful’ (Peters 1983) and being conducive to ‘more

efficient retrieval’ (Nattinger 1988). In order to conceptualize these processes of

memorizing, retrieving and concatenating prefabs, it is necessary to examine some of the

psycholinguistic models which have been proposed.
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1.7 The role of habitually used expressions in language production

According to Bolinger (1975:7) there is a ‘greater degree of unfreedom in every syntactic
combination that is not random’ than allowed for by generative linguists. There seems to be
a level above the lexical, where the choice of one word constrains the words which might
co-occur with it. These constraints seem to be arbitrary and conventionalised. One of the
earliest and most influential accounts of this ‘unfreedom’ is found in the work of Pawley
and Syder (1983) in their book chapter, ‘Two puzzles for linguistic theory: nativelike
selection and nativelike fluency’. They call into question the Chomskyan notion of
creativity in the generation of grammatical sentences. For Pawley and Syder, only a small
subset of the innumerable or indefinitely large number of sentences which would be
generated by a Chomskyan grammar are nativelike in form — in the sense of being
acceptable to native informants as ordinary, natural forms of expression, i contrast to
expressions that are grammatical but are judged to be ‘unidiomatic’, ‘odd’ or ‘foreignisms.’
Native speakers, when communicating in real time, have access to a rich collection
of prefabs which are ‘units of clause length or longer whose grammatical form and lexical
content is wholly or largely fixed; [their] fixed elements form a standard label for a
culturally recognised concept’ (Pawley and Syder 1983:191). These stems differ from

idioms and, according to Pawley and Syder, number hundreds of thousands. Here are a few

examples which they claim to have introspected after ‘a few minutes’ reflection’ (pp. 206-

7):

Clauses Sequences longer than a simple clause
Is everything OK? I’ll believe it when I see it.

You would ask that question. It just goes to show, you can’t be too
There’s no pleasing some people. careful.

There’s nothing you can do about it now.

Pawley and Syder (1983:191) suggest these native-like locutions are stored in the
long-term memory. A startling demonstration they give of the enormous number that there

must be of such stored expressions is a list of habitually used expressions in which the verb
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think occurs. Their list, which they describe as partial, has 47 expressions. Here are the first

five from the list:

Come to think of it...
What do you think?
I thought better of it.
Think nothing of it.
Think it over.
(Pawley and Syder 1983:191)

Reading through the lists contained in this work occasionally reminded me of the
taunts, gibes and other incantatory language of my primary school days. It would seem that
a rich stock of these expressions is built up in childhood and many remain part of a
speaker’s active repertoire into adulthood. For Pawley and Syder, learning the habitually
used expressions of a language is an integral part of acculturation, given that every culture
has its preferred expressions or expressions upon which they confer 1diomaticity. It should
be noted that these lexicalized sentence stems are ‘units of clause length or longer’ (Pawley
and Syder 1983:191). Other investigators, e.g. Fillmore et al. (1988:504) do not consider
idiomaticity to be a feature of language that is only found at clause or sentence level. Many
opaque idioms (i.e. idioms that cannot be comprehended by means of knowledge of
vocabulary and grammar alone) occur as short phrases, e.g. red tape or red herring. Also
transparent idiomatic expressions, such as answer the door (possible to comprehend but
whose status as conventionalized is not given by the grammar and vocabulary) exist at the
phrase level. In fact, the large majority of the prefabs investigated in this thesis exist at the
phrase level and, when removed from their co-text, retain their idiomaticity.

A problematic feature of these habitually used expressions is that they are known
twice: both as lexical units and as products of syntactic rules. This poses problems for those
who, in evaluating a descniption or theory, choose according to principles of economy and
generality. Pawley and Syder agree with their mentor, George Grace, in a footnote, that
there has been an ‘uncritical acceptance of Occam’s Razor as providing a satisfactory way
of choosing between competing theories, not only in linguistics but in Western science

generally since Newton’ (Pawley and Syder 1983: 224 fn. 21). They continue: ‘The
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question arises as to what parsimony has to do with the organisation of the speaker’s

knowledge’ (1983:224).

There could be what Aitchison (1987) calls an ‘embarrassment of riches’ within the
mental lexicon. Speakers may have multiple access through words and meanings and

several paths to stored phrases including the ability to compose them syntactically as nonce

forms. Gléser’s (1988:275) observation about some idioms having a literal meaning e.g. to

roll out the red carpet or the term wet blanket 1s apposite here.

Although Pawley and Syder’s ideas were not entirely new, they were cogently and
forcefully expounded and this publication has played a fulcral role in the literature of fixed
expressions. They draw together work by Weinreich (1969), Becker (1975), Bolinger

(1977) and Nattinger (1980) and posit a challenging hypothesis to confront the Chomskyan

mode! of language production. According to the transformational generative model

propounded by Chomsky and accepted widely, the internalized competence of a native
speaker of a language can generate an infinite number of sentences most of which have
never been said before, as demonstrated by young L1 speakers. Pawley and Syder’s claim

is that this vast potential might, in reality, be extremely circumscribed within the

constraints of the phraseology of the language. They would not deny that we can produce
an endless amount of novel utterances but, they suggested, many of these utterances would

be questioned as unidiomatic. Their views are later echoed in work by various thinkers in
applied linguistics. The editors of a festschrift to H. G. Widdowson (Cook and Seidlhofer

1995: vi) comment in their preface on the pivotal role of Pawley and Syder’s work.

1.8 Chunking in written language

Most of the research carried out on chunking, and reported in previous sections, has viewed
the phenomenon of chunking or pre-assembled phrases as primarily a characteristic of

spoken language. It should be remembered that Pawley and Syder’s findings concerned
only spoken language. Until recent years, there have been fewer investigations of prefab
use in written English. The present work focuses entirely on prefabs occurring in written

language. A theoretical approach i1s needed, which would support an empirical investigation

of the prefabs in use 1n academic texts.

| EEDS UNIVFRQITY 1 {BRARY
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In recent years, several important lexicographers have proposed models of
language production which take into account the recurrence of lexicalised phrases and it is
interesting that these models seem to be equally applicable to spoken and written language.
These models view language production as the interplay between stable and creative
aspects of language use (Cowie 1988) or between the choice principle and the idiom
principle (Sinclair 1991), as discussed below in Section 1.10. Speakers and writers of a
language draw on a very large repertoire of pre-assembled patterns of prefabricated
language 1in most communicative situations and do not need to construct such phrases anew
on each occasion (although the capacity to do so is always in place). One psycholinguistic
explanation 1s that speakers and writers resort to memory first and only compute if that fails
them. This allusion to memory affords us one possible distinguishing mark of prefabs: what
some wrters call Jexicalization (Pawley and Syder 1983) and others call
conventionalization (Howarth 1998). Both concepts suggest a socially shared stock of
words and phrases belonging to langue or the ‘storehouse filled by the members of a given
community through their active use of speaking, a grammatical system that has a potential
existence...in the brains of a group of individuals’ (Saussure 1915:13-14). In keeping with
my interest in the contents of the mental lexicon, I shall call this process memorization. As
Pawley and Syder (1983) point out, not everyone memorizes the same chunks, so this
concept relates to the individual and is open to psycholinguistic study. As my experimental
data exemplifies the interlanguage of language learners, the individual variability implicit
1n the psycholinguistic concept makes it more suitable for my purposes.

It becomes clear on examining the data obtained from the written work of
Portuguese advanced learners of English, which is introduced in Chapter 3, that individual
students find different sequences memorable or salient. There are many more ways to
deviate from written norms than ways of conforming. On the road to acquisition of a
second language, the temptation to lapse into fossilization is great. Many of the Portuguese
writers whose argumentative essays are examined in Chapter 3 have developed a
dependence on certain prefabs which they tend to overuse to the detriment of other
expressions which their linguistic competence would enable them to generate. I recognize
this overuse of favourite prefabs from my own language learning experience, but recall the
pleasure of discovering alternatives and using them. This thesis will provide a better

description of the prefabs actually used by Portuguese advanced learners. As a result, EAP
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teachers can assist their students in the elegant variation of overused prefabs and in
appreciating the usefulness of underused prefabs.

Prefabs generally start off their diachronic life-cycle, which often spans centuries,
as coinings which somehow catch the ear of a listener or the eye of a reader and are
repeated and thus spread through the speech community. With the advent of the mass
media, the potential for the spread of expressions has been greatly increased but the older
technology, the printing press and the disseminative power of word of mouth should not be
underestimated. Such a model does not preclude the same prefab being coined
independently at different times and places. Nonetheless the resultant confluence of such
separate mintings might expose a greater number of language users to the candidate prefab
helping it to win out against competing forms to become the accepted or 1diomatic way of
saying something. This pre-eminence should then be revealed in any sizeable corpus of the
language, although even very large corpora can fail to capture certain well-established
prefabs. For example, Barkema (1993:271) notes that the following collocations commonly
listed in dictionaries did not occur in the Birmingham Corpus, the 20-million-word
predecessor of the COBUILD corpus: baker's dozen, black frost, breach of promise,
complementary colours, fortified wine, compassionate leave, false pride.

Exactly how a prefab catches on might be explainable 1n terms of the concept of
‘meme’ invented by Dawkins (2000) and applied in psychology by Blackmore (1999).
Finally, it is worth recalling Hymes’s (1968) acute observation that formulaic language is

not always intended for a wide circulation:

Some sequences become idiomatic for a person or group because of a
memorable novelty..., but more because sensed as appropriate or as needed.
Most do not achieve generality or persistence, but some would lose value if they
did, being intended or enjoyed as distinctive, or private to a few.

(Hymes 1968:127-128)

Howarth (1998:28) observes that the significance of composites 1s regarded as

psychological; their degree of restrictedness relates to mental storage and processing.
Significance is therefore gradable and the result of a complex of features rather than simply
a statistical measure. Prefabrication might be what makes languages learnable and

transmittable to new generations. Those nonce forms that survive, that get transferred into
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the common stock, might do so because they are more memorable than the other competing
nonce forms which pass into oblivion. This line of argument might incur the criticism that
it is post hoc reasoning. In the terminology of modem popular science, the phrase which
catches on is a successful meme (Blackmore 1999). The rhyme, alliteration and assonance
found in many proverbs come to mind (Gldser 1988:275). The transformation of some
novel expressions into conventional ones may be much more complex than has been
suggested here. Indeed, it could be the result of chance: one way of saying something

prevails over other competing ways because it gets said and wrtten by people and in

circumstances more propitious for propagation.

Some writers take a fairly quantitative view of lexicalization and individual
memorization and calculate how many times in a lifetime we might hear certain phrases
according to their frequency in large reference corpora. Hoffman and Lehmann (2000)
suggest that the BNC would take 4 years to read at 8 hours a day and in their estimation
represents roughly 10 years of linguistic experience for the average speaker in terms of
quantity. They wonder how native speakers and learners can memorize prefabs that they
hear only 5 times a year. The interaction between memory and received input might be
more complex. Perhaps native speakers are ready for certain collocations because they
embody the spirit of the language and experience a kind of collective deja vu with certain

strings of words. Successful pop songs, jingles and slogans might succeed because they tap

into this expectancy we have.

The huge difference in exposure to the target language between the typical L1
learner and the NNS learner places a great deal of pressure on the designers of language
learning syllabuses. A way must be found to focus on those features of the language which
are most typical and generalizable. Current orthodoxy in EAP recommends using the
limited classroom contact hours to equip students with useful strategies for autonomous
learning. The importance of ‘noticing’ for learning is strongly emphasized.
Speakers/writers tend to produce utterances containing prefabs which may or may not be

variable. For example, the noun in a prefab such as in fact can be modified to produce in
actual fact, or a bargain can be made, reached, arrived at or struck. The first task for the
language leamer is to notice such prefabs and be able to recognize, or even produce them
on later occasions. If all prefabs were completely fixed expressions, this learning task

would be a sufficiently onerous one but, because many prefabs can be varied, the learner
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often needs to use fuzzier categories when deciding on the fixedness of expressions. The
most difficult types of prefabs to master are the numerous expressions which are

established and partially variable. The challenge for teachers and students is the all-

pervasive patterning in English and the large number of almost fixed expressions.

Kennedy (2003:478) remarks that ‘learning to associate forms with forms, forms
with semantic or pragmatic functions, and forms and functions with contexts requires huge
amounts of exposure’. Work by Kirsner (1994) stresses the importance of implicit
knowledge in L1 acquisition and suggests that the amount of exposure to and practice of
lexical items which L1 learners undergo may have been greatly underestimated. Young L1
learners, according to Kirsner, need first to acquire a core lexicon of words and routines
before they can acquire the L1. Similarly, in SLA, if fluency is to be achieved in speaking
and writing, this depends on implicit learning and retrieval skills. If 1t is assumed that ‘the
L1 learner may receive 30,000-40,000 hours of exposure to and practice in using the
language by the age of about 12 years’ (Kennedy 2003:481), the question for EAP teachers

is how to recreate similar implicit learning conditions for their students. Kennedy (2003)

reminds us that

Ensuring that language learners get frequent opportunities for internalizing
prefabricated word groups is not the only task of the language teacher, but surely
one of the most neglected... Because frequency of experience significantly
affects learning, the provision of systematic, repeated exposure to collocations in
meaningful contexts lies at the heart of the teaching experience.

(Kennedy 2003:481)

1.9 Using corpora to model the mental lexicon

Caution is needed when a corpus 1s used to somehow represent the lexical experience of an
individual language user. A large corpus like the BNC purports to sample spoken and
written British English of the 1990s 1n all its breadth. Hoffman and Lehman (2000) have
rendered an excellent service to the corpus linguistics community at the University of
Zurich by making the BNC easier to consult online but when they use it as a measure of

individual exposure to various words and phrases they are straining the analogy and using
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the corpus for a purpose 1t cannot serve and for which it was not designed. As Wray

(2002:27) observes:

Only relatively few people regularly read both tabloid and broadsheet

newspapers and listen to both pop quizzes and heavy current affairs programmes
on the radio - the sort of data that are thrown together in a corpus.

A different angle on this question can be found in Hunston (2002), where she
discusses the notion of ‘mental concordance’ first suggested in a conversation by Michael
Hoey (cf. Hoey 2005:11-14). The following quotation from Hunston (2002:31) contains
what appears to be a blend of Bakhtin’s (1929) notion of intertextuality and Saussure’s

concept of langue as a collective storehouse in the brains of a group of individuals:

The meanings in the text are dependent on the typical behaviours of sequences
of words. This is, in a sense, a manifestation of intertextuality: the meaning of

this one text depends on thousands of other texts, and the repeated patterns that
are found in them. The instance depends on the whole, but the instance also

influences the whole.
(Hunston 2002:31)

According to the many versions of his theory, which Chomsky has developed over

the years, a person competent in a language 1s capable of producing, and recognizing as
grammatical, an infinite number of novel utterances by applying powerful rules to the
lexicon. This notion of creativity was propounded by Chomsky as part of his attack on the
behaviourist theory of language of Skinner. Chomsky (1965) pointed out the impossibility
of young children’s inductively discovering the rules of their mother tongue on the basis of
the data they receive from their parents and in the short period of time they have to learn
their mother tongue. A more rigorous version of this observation is stated in Gold’s (1967)
theorem. On closer examination, the creativity of all native speakers of all languages
becomes less startling. It 1s usually only in songs, rhymes, poetry or experimental fiction

that examples of syntactic innovation are found. Most novel utterances recycle the same

structures with a rich variety of lexical and phraseological strings inserted in the same old
phrase structures.
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In a seminar, McEnery (1998) mentioned that he and his colleagues, Baker and
Wilson, were investigating how people choose or store collocations. They postulated that if

people consciously or systematically choose collocates for words they wish to use, then the
underlying system should be regarded as an important part of linguistic description. Pawley
and Syder (1983) had already suggested a separate component of language, a ‘phrase book

with grammatical notes’ intermediate between lexis and grammar to deal with:

the large body of institutionalised complex lexical forms and the semi-
productive rules for generating new, native-like sequences by inflecting,
expanding or transforming these forms...But any compartmentalization would

not truly reflect the native speaker’s grammatical knowledge if the facts are (as
we believe) that lexicalization and productivity are each matters of degree.

(Pawley and Syder 1983:219-20)

An important way to view prefabs and to classify them is to look at the function(s)

they serve in speech and writing. This perspective on prefabs was examined in depth in

Section 1.3 of the present chapter.

1.10 Prefabs in writing

Several of the theories which describe the use of prefabs in language production appear to
be applicable to prefabs in both writing and speaking. For example, the wording of

Widdowson’s (1989) definition of communicative competence can be interpreted as

referring to either written or spoken language:

...communicative competence is not a matter of knowing rules for the
composition of sentences. It 1s much more a matter of knowing a stock of
partially pre-assembled patterns, formulaic frameworks, a kit of rules, so to
speak, and being able to apply the rules to make whatever adjustments are

necessary according to contextual demands. Communicative competence in this
view 1s essentially a matter of adaptation, and rules are not generative but

regulative and subservient.
(Widdowson 1989:135)
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Sinclair (1991), in postulating his two models of interpretation of language, the free
choice principle and the principle of idiom, is also careful to refer to language users and

mentions listening, speaking, reading and writing in his explanation of the models, thus not

ruling out the application of his two principles to writing. He postulated these principles
after many years of research on text corpora of ever increasing size, which consisted mainly
of written texts. According to Sinclair, the two principles are diametrically opposed but are

both needed to explain language performance. This is how Sinclair defines the open-choice

principle:

It is often called a ‘slot and filler’ model, envisaging texts as a series of slots
which have to be filled from a lexicon which satisfies local constraints. At each
slot virtually any word can occur. Since language is believed to operate
simultaneously on several levels, there i1s a very complex pattern of choices in
progress at any one moment, but the underlying principle is simple enough.

(Sinclair 1991:109)

In Sinclair’s open-choice principle the only constraint is grammaticalness. In this

way, it resembles the Saussurian model of language or langue as a system of arbitrary

signs. The second and more radical principle Sinclair defines thus:

The principle of idiom is that a language user has available to him or her a large
number of semi-preconstructed phrases that constitute single choices, even
though they might appear to be analysable into segments

(Sinclair 1991:110)
Thus at a point in a text where the open-choice principle would admit a wide range of
possible choices, the ‘idiom principle’ can limit this choice dramatically. A single choice in
a slot can dictate what comes in the contiguous slot or slots, it can severely reduce the
choice or it can even prevent the exercise of choice. For Sinclair the dominant or default
principle is the idiom principle and the open-choice principle is only activated when the
idiom principle is unable to deliver the flow of language perhaps because of lexical choices
which are difficult in their environment. Sinclair suggests that the interpretative process

switches to the open-choice principle in these or similar circumstances and then quickly

switches back again (Sinclair 1991).

Sinclair's (1991) model of language production with its two alternating principles,

the choice and the idiom principles, might be simplified to a unitary model where idioms
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and words, which are stored together in the mental lexicon, are combined in language
production. The question arises as to how the syntactic structure of the stored multi-word
items 1s accessed. This 1s particularly important in the case of syntactically variable prefabs,
e.g. be in sb's nature, sth is not in sb's nature, it is not in the nature of sb to DO/BE STH,

which Sinclair recognizes as alternations of the same stored item. Such a unitary model
might provide a better framework for understanding the way in which stored multi-word

form-meaning pairings are integrated into language production and perception. Langacker

(1987:46) describes just such a framework:

The grammar lists the full set of particular statements representing a speaker's
grasp of linguistic convention, including those subsumed by general statements.

Rather than thinking them an embarrassment, cognitive grammarians regard
statements as the matrix from which general statements (rules) are extracted.
Speakers do not necessarily forget the forms they already know once the rules
are extracted, nor does the rule preclude their learning additional forms as
established units. Consequently, particular statements (specific forms) coexist
with general statements (rules accounting for those forms) in speakers’
representation of linguistic convention, which incorporates a huge inventory of
specific forms learned as units (conventional expressions). Out of this sea of
particularity speakers extract whatever generalisations they can. Most of these
are of limited scope, and some forms cannot be assimilated to any general

patterns at all.
(Langacker 1987:46)

Kjellmer (1991) refers to these two models of interpretation of language, the free
choice principle and the principle of idiom, in his book chapter ‘A Mint of Phrases’. He

compares Sinclair’s image of switching from model to model and back again and the image
put forward by Aitchison (1987) in an article on the mental lexicon. Aitchison draws an
analogy between the processes involved when language users access their mental lexicon
and two alternative forms of urban transport, namely buses and taxis. Buses represent those
language users who use ready-made combinations of linguistic elements (in this case
morphemes to form words). Taxis represent language users who use discrete elements
capable of being combined into larger structures. Her conclusion is that people try to be
buses and only turn into taxis if the bus-route proves to be unsuitable. Humans start out by

using memory and routine possibilities. Only when this proves inadequate do they turn to

computation. This 1s very similar to Sinclair’s two principles. For normal texts the first
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mode to be applied 1s the 1diom principle. Whenever there is good reason, the interpretative

process switches to the open choice principle and quickly back again.

Kjellmer suggests his own analogy when he compares the act of speaking or writing

to driving a car:

We normally have a goal in speaking or writing...We have to obey the rules laid
down by the grammar of our language and we normally follow certain ‘lexical
stretches’, i.e. well-established sequences of words ... Decisions will of course
have to be taken, minor ones at the ‘cross-roads’, at breaks between lexical
stretches, and major ones at the ‘main junctions’, where one train of thought
succeeds another. Again, few personal deviations from the established pattern
occur, such as choosing unexpected words or ungrammatical forms. So, just as
in driving, we use semi-automated routines in speaking and writing; both traffic
rules/ grammatical rules and a road network/ a set of lexical stretches are

essential to ensure adequate communication.
(Kjellmer 1991:122)

Kjellmer’s text 1s quoted here at length for several reasons. Firstly, he 1s at pains to include
both speaking and writing in his model of language production. The phrase ‘in speaking
and writing’ occurs twice in these lines and a third time on the same page. Secondly, it

provides a powerful set of metaphors for modelling some of the psycholinguistic processes

of written text production.
The terms used by Widdowson, Sinclair and Kjellmer, (1. ‘a stock of partially pre-

assembled patterns’; 2. ‘a large number of semi-preconstructed phrases’ and 3. ‘certain

lexical stretches, 1.e. well-established sequences of words’ respectively) have a denotation

broadly similar to prefab as this was provisionally defined above in Section 1.2 above.
Warren (1999) decided to test the two principles proposed by Sinclair to explain

language production. Paraphrasing Sinclair, she writes ‘sometimes we compose word for

word, sometimes we retrieve more or less ready-made multi-word units.” Her research

programme includes the questions:

1. What is the average proportion of prefabs in texts?

2. How do prefabs combine with each other and with words
combined according to the open-choice principle?

3. What are the lengths of prefab and non-prefab strings?
(Warren 1999: 3)
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Warren’s results show the proportion of prefabs in texts to be 58.6% for her spoken corpus
and 52.3% for her written corpus. It should be pointed out that in the spoken corpus she
counted verb contractions (e.g. I'm, don’t, isn’t, let’s) or reducibles, as she called them, as
prefabs. For consistency, she also considered the full written forms of these connections (/
am, do not, is not, let us) as prefabs. Although this estimate of prefabrication was carried
out ‘manually’ on a small sample from the LOB corpus, it suggests that a sizeable amount
of written text i1s composed of prefabs. This work encouraged me to pursue a computerized

investigation of prefabs using larger corpora.

1.11 Writing and speech compared

The prime difference between spoken and written language is the medium or channel of
communication: phonic and graphic substance. Substance here refers to and is used in the
Saussurian model of language to contrast with form. Spoken language is transmitted by
sound and written language by visible marks. Spoken language is time-bound, dynamic and
transient while written language 1s space-bound, static and permanent. These bifurcations,
often deployed by linguists looking at this question, can be multiplied. Speech 1s many
thousands of years older and it develops naturally in children, whereas writing has to be
taught.

An examination of some of the technical differences between the potentialities of
the phonic and graphic substance shows that typing is slower than speaking (about 60
words per minute (wpm) for a competent typist compared with 150 wpm for moderately
paced speech). Reading 1s considerably faster than listening with competent readers

achieving speeds greater than 360 wpm. In spoken language the mode of transmission is

serial: written language 1s also serial but access can be random because the entire text is

available. The reader can scan, skim, skip and go back to search the text for information as
required. Despite these and other differences between spoken and written language, some
scholars prefer to conceive of the two media or channels as forming a continuum with one

set of characteristics, typical of spoken language, at one end and another set of
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characteristics, typical of written language, at the other. In this model, written and spoken
texts can occupy positions at most points of the spectrum.

One measure of lexical variation in texts which has been used since the nineteenth
century in stylometric studies (Kenny 1982) is type-token ratio. The number of word types
(i.e. different words) in a text is divided by the number of tokens (total words counting each
and every repetition). The result of this calculation is the type-token ratio (henceforth TTR)
of the text. One of the limitations of TTR as a measure of the lexical vanation of a text is
that it is much too sensitive to the size of the text or corpus. If a text 1s 1,000 words long, 1t
is said to have 1,000 tokens. But a lot of these words will be repeated, and there may be
only say 400 different words in the text. Types, therefore, are the different words. The ratio
between types and tokens in this example expressed as a percentage would be 40%. But this
ratio varies very widely in accordance with the length of the text — or corpus of texts —
which is being studied. A 1,000-word article might have a type/token ratio of 40%; a
shorter one might reach 70%; 4 million words will probably give a type/token ratio of about
2%, and so on. A further illustration of just how dependent TTR 1is on corpus size i1s
provided by a comparison of a short corpus, say this present chapter of my thesis, with
1,896 types and 24,248 tokens and the Brown Corpus which has 44,000 types 1n 1ts million
tokens, which gives TTRs of 7.82% and 4.4% respectively. The elaboration of the
standardised TTR, or STTR, was an attempt by the designer of Wordsmith Tools, Scott
(1999) to counteract this deficiency of TTR. By averaging the TTRs of successive chunks
of text (from 10-20,000 words), the standardized type/token ratios can be used to compare
texts of differing lengths. Meunier (1998:32), however, shows that standardized type-token
ratio is not a discriminating feature between NS and NNS writers and that ‘a lexically rich
essay seems not necessarily to be a good quality one’.

In view of the dependence of TTR on corpus size, a number of scholars have shown
an interest in the method developed by Ure (1971) in her pioneering work on lexical
density. Ure used the proportion of lexical to grammatical words 1n text to measure the
lexical density of texts and situate them on an idealized spoken-written continuum (Ure
1971). In her innovative comparison of two small corpora (total 42,000 words), Ure (1971)
ascertained the lexical or content words by using a stoplist of 100 function words
(grammatical or closed class words) and then making a wordlist of types which did not

include these 100 most frequent words. The lexical density of each corpus was calculated
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as the ratio of the lexical tokens in relation to the total number of tokens, expressed as a
percentage. Stubbs (1996) replicated and corroborated the experiment on a larger scale (1.5
million words). The results of Ure’s and Stubbs’ experiments show that writing and
speaking are not really contraries or mutually exclusive polarities but are better
conceptualized as lying on a continuum. Other linguists support this conception of

continuum. Tannen (1982) believes that

both oral and literate strategies can be seen in spoken discourse. Understanding
this, let us not think of orality and literacy as an absolute split.

(Tannen 1982:49)

The influence of the written form on the spoken form occurs perhaps because we are a
highly literate society, and the two forms inevitably influence each other.

Halliday (1989) using sample written texts aligned with their spoken ‘translations,’
demonstrates that spoken and written language differ in terms of lexical density and
syntactic complexity. Compared with spoken language, written language tends to have
higher lexical density and has a much higher proportion of nouns and nominalizations.
Although spoken language tends to be more 1intricate using more clauses, it has a sparser
information load than written language. If higher lexical density is associated with written
language, the question arises as to whether this dimension could be used to gauge authorial
expertise. This question 1s examined in Chapter 3.9. Certain values of lexical density for a
text would indicate whether it complies with the levels of information content and
interpersonal involvement appropriate to the genre or text-type instantiated. McCarthy

(1990) observes that lexical density is determined by text type and is largely independent of

text length.
McCarthy and Carter (1994) suggest that we should view the two kinds of language

production as lying on a continuum. They make a distinction between the ‘medium’ and the
‘mode’ of a message. By ‘medium’ they refer to the means by which a message is

transmitted, 1.e. phonic or graphic substance or speaking and writing. ‘Mode’ refers to the
choices the sender makes as to whether features normally associated with speaking or
writing shall be included. For example, a university lecture, although spoken, will have
many of the features associated with the mode of a written article in an academic journal

(carefully planned and structured language, impersonal grammatical forms, etc.), whereas
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an advertisement, although written, may immediately evoke a spoken, conversational mode
of language use with, for example,. direct address to the receiver, ellipted and contracted
forms etc. (McCarthy and Carter 1994).

McCarthy and Carter are using mode in a different way from Halliday and Hasan
(1989) who use 1t 1n their theory of register to refer to, among other things, what McCarthy
and Carter call medium, the phonic or graphic channels. Halliday and Hasan, however, also
include ‘form’ under mode. The cline between the spoken and written mode of McCarthy
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