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Abstract 

High-performance permanent magnet electrical machines have become the leading 

machine technology in the electric vehicle market due to their combination of high efficiency 

and high-power density. However, their design optimisation involves complex and often 

strongly coupled mechanical, electromagnetic and thermal behaviour. Of the many possible 

topologies of permanent magnet machines, interior (IPM) machines have become the favoured 

machine type as they offer advantages in field weakening, a contribution from reluctance 

torque and the ability to retain the magnets within the rotor core without the need in many cases 

for a separate containment sleeve. However, the trade-off between electromagnetic and 

mechanical performance is especially important in IPMs because of the use of thin bridge-

sections within the rotor core. This thesis reports on detailed design study into the mechanical 

and electromagnetic optimisation of an 8-pole, 100kW IPM machine with a base speed of 

4,000rpm and an extended speed range up to 12,000rpm and makes extensive use of structural 

and electromagnetic finite element analysis to identify a preferred design. The other aspect of 

IPM performance which is investigated in this thesis is the influence of high frequency 

converter switching on the iron loss in the machine. An analysis methodology is developed and 

applied to an IPM machine with combines a SIMULINK model with pre-calculated finite 

element characteristics of the machine to predict detailed localised element-by-element flux 

density variations in the cores of an IPM machine which includes realistic representation of 

switching events. The effect of current ripple and the grounding of the star-point is investigated. 

These high frequency flux density waveforms are then used as the basis for estimating the 

effect of high frequency current ripple on iron loss. This aspect includes a detailed investigation 

of the limitations of different analytical and numerical models for solving the diffusion 

equation with 3D eddy current finite element simulations providing a baseline against which 

to test various models. This aspect of the research results in a time-stepped finite difference 

representation of 1D eddy current flow in laminations and is applied at full machine level as 

post-processing tool. The thesis concludes with some experimental measurements of core loss 

with switching ripple which demonstrates the value of including lamination level eddy current 

effects in loss predictions. 
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Chapter 1 Introduction 

1.1 Background to electrified transportation 

Greenhouse gases (GHG) and the associated warming of the planet are becoming a 

worldwide issue of concern., A report from the United States Environmental Protection Agency 

(EPA) found that transportation contributed 28% of 2021 GHG emissions in the US. This is 

the largest single source of GHG emissions [1]. These emissions come predominantly from the 

consumption of fossil fuel by various vehicle types. The future development of transportation 

systems increasingly requires reductions in fossil fuel use and GHG emissions. Electrified 

transportation systems are the favoured choice due to sustainability and zero emissions [2].  

Research has shown that the dominant source of air pollution in urban areas are passenger 

vehicles, which is the focused of this thesis [3]–[5]. According to the different degrees of 

electrification, EVs can be divided into hybrid electric vehicles (HEVs), plug-in hybrid electric 

vehicles (PHEVs), extended-range electric vehicles (EREVs) and pure-electric vehicles (EV). 

HEVs come with various degree of electrification in combination with internal combustion 

engines (ICEs), with electrical ratings that can be 20%-50% of the total vehicle power [6]. The 

degree of electrification is increased in PHEVs and EREVs particularly in the battery, which 

increases system efficiency. In addition, they provide longer pure-electric operating range of 

~65kms with plug-in charging. For pure-electric vehicles, the propulsion is supplied only by 

the electric drive-train and the energy may come from battery although there are on-going 

developments in hydrogen fuel cell powered vehicles. The number of EVs on the market 

continues to grow as shown in Figure 1.1.  
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Figure 1.1 Passenger electric vehicle sales worldwide (Source: [7]) 

 

1.1.1 Electrical machine performance requirements 

The efficiency of electrical machines in EVs is typically around 90% and above over much 

of their operating range [8] which is much higher than the 30% or so of modern ICEs. Hence, 

electric machines have significant potential for reducing energy consumption as well as 

reducing emissions. In pure EVs, the efficiency of the electrical machine has a proportional 

impact on the range of the vehicle for a particular battery size. Hence, although efficiencies of 

electrical machines are already around 90%+ and much higher than ICEs there is still interest 

in further increasing efficiencies beyond current levels.  

Several studies have identified the requirements for the electric machines used in the EVs 

[9]–[11]. These include, high power-to-weight ratio, power delivery with very little lag, high 

efficiency, high reliability and robustness especially and low cost. A typical specification for a 

pure EV is shown in Table 1.1, in this case for a Tesla Model Y [12]. 

 

Table 1.1 Performance specification for Tesla Model Y (Source: [12]) 

Parameter Value 

Type PMSM 

Power 258 kW 

Total electric torque 527 Nm 

Top Speed 217 km/h 

Acceleration 0 to 100 km/h 5.1 s 

Curb weight 2025 kg 

Max towing capacity weight 1588 kg 

Aerodynamic drag coefficient 0.8 

Wheelbase 287.5 cm 

Power-weight output ratio 0.13 kW/kg 

 

Although the performance of a machine is often described in terms of power, it is 

important to note that the requirements of an actual is specified in terms of a torque speed 

curves for continuous and peak short-term ratings. A typical EV torque-speed requirement is 

shown in Figure 1.2 along with the corresponding power-speed characteristics. 
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Figure 1.2 Typical operating characteristics for an EV application 

 

During operation, the EV machine needs to produce a peak short-term torque during hard 

acceleration, climbing and hard braking. This peak torque is generally 5 to 10 times the cruising 

torque [13]–[15]. The characteristic in Figure 1.2 includes a constant torque region during 

which the machine power and speed has linear relationship until the speed reaches the base 

speed. Beyond the base speed, the machine operates in a constant power region. During this 

operating mode, field-weakening is used to reduce the torque with the increasing machine 

operating speed to maintain constant power. This type of characteristic is used to minimise the 

power converter rating even though the machine itself may well be capable of delivering the 

rated torque right up to the maximum speed. 

1.2 Machine topologies 

There are a range of different types of machines used in commercial EVs as shown in 

Table 1.2 which summarises a published survey of motor types in EVs up to 2020  [16].  As 

can be seen, brushless permanent magnet synchronous machines (PMSM in Table 1.2) 

dominate this survey.   

 

Table 1.2 Survey of electrical machine types in commercial EVs up to 2020 (Source: [16]) 
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Although brushed DC machine have been used in low performance electric vehicles for 

many years  [17] they are not a technology which is being used in mass-market EVs today due 

to low power density, limited speed range, maintenance requirements and low efficiency. Many 

of these limitations result from the use of brushes and commutators. There are a few examples 

of low performance drivetrains such as Dynavolt system introduced by the French Peugeot 

Citroen [18], [19] but in general brushed DC machines are not considered to be a competitive 

technology in modern EVs. The next sections review the main competing technologies of 

brushless permanent magnet (PM), induction (IM) and reluctance machines.  

 

1.2.1 Induction machines 

Induction machines, which are also called asynchronous machines, can be classified 

according to the rotor winding type. The most common type of rotor winding consists of a 

series of solid bars (usually aluminium but sometimes copper in higher efficiency machines) 

which are connected by solid end-rings to form what it often called a squirrel cage rotor. An 
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example of a small squirrel cage rotor from an industrial machine is shown in Figure 1.3. This 

shows the complete rotor, the rotor laminations and the cage with the core removed to show 

the geometry. The example shown is a cast aluminium cage which is typical of industrial 

machines. For EV applications, copper cages with higher mass and cost are often preferred 

because of their higher efficiencies. An example of a 26kW (120 Nm at 2020 rpm) induction 

machine with a copper squirrel cage rotor designed for electrical vehicle traction application 

[20] is shown in Figure 1.4. The other type of rotor, which is far less common, is a wound rotor 

which is usually used in combination with slip rings to connect external resistors to improve 

starting torque. A schematic of a wound rotor induction machine with external starting resistors 

is shown in Figure 1.5. 

 

Figure 1.3 Typical cast aluminium squirrel cage rotor from an industrial induction machine 

(Source: [21]) 

 

 

Figure 1.4 26 kW induction machine with copper rotor (Source: [20]) 
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Figure 1.5 Schematic of a typical wound rotor for an induction machine (equipped with slip 

rings and external starting resistors) (Source: [22]) 

 

For EV applications, squirrel cage induction machines have been used by some EV 

manufacturers as the electric propulsion technology due to their reliability, ruggedness, low 

manufacturing cost, low maintenance and ability to operate in harsh environments [23]. 

Although it was shown previously in Table 1.2 that permanent magnet machines tend to 

dominate the market, induction machines are still being developed for EV applications [9], [24]. 

Figure 1.6 shows a typical operating envelope of an induction machine when driven from 

a power inverter. At speeds below the base speed, the IMs vector controller can realise constant 

torque. Beyond the base speed, IMs operate in a constant power mode up to limit, which is 

realised by a field weakening control strategy. Eventually a further reduction in torque occurs 

when the machine is operated in an extended high-speed range. The efficiency of an IM is 

relatively high when operating at high speed and low torque. However, when IMs are operating 

in the low speed and high torque region, the efficiency is lower, because of increased rotor 

losses [25]. 



20 

 

 

Figure 1.6 Typical operating envelope of an inverter fed induction machine 

 

Although IMs have been adopted by various EVs manufacturers, they still have many 

drawbacks such as low efficiency, low power factor and low power inverter utilisation, which 

has hindered their application for higher power levels and high-speed machines in EVs [23], 

[26], [27]. EVs which are on the market with asynchronous induction machines include the 

Audi e-Tron SUV, Mercedes-Benz EQC, Tesla Model S, 3, X and Y and VW Group MEB. 

Among these examples, the Tesla model series and VW Group MEB use induction machine 

only in their front axles [28]. Figure 1.7 shows the Tesla model X dual motor design, which 

illustrates that its front motor is an AC induction machine and rear motor is AC permanent 

magnet synchronous motor. 
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Front motor: Induction machine Rear motor: PM machine 

Figure 1.7 Tesla model X dual motor configuration (Source: [29], [30]) 

 

1.2.2 Brushless permanent magnet machines 

As shown previously in Table 1.2 brushless PM machines are the preferred technology 

for EV drivetrains for most vehicle manufacturers. Within the category of brushless permanent 

machines there are so-called brushless DC machines and brushless AC machines (also called 

PM synchronous machines or PMSM). Both types are sometimes referred to as electronically 

commutated machines since the polarity of the current in the windings is controlled by an 

external power converter. These two types of brushless PM machine are not as different as their 

names suggest. Brushless DC machines have trapezoidal back-emfs and are fed with a 120 

quasi square-wave current waveform while brushless AC or PMSM machines have sinusoidal 

back-emfs and are fed with sinusoidal currents. In principle, a brushless DC machine can be 

operated with a sinusoidal current and vice versa, but there would be some loss of performance 

if a machine is operated in a different current mode from the one it was designed for.  

The currents supplied to brushless PM machines are synchronised with rotor position 

rather than time and they can accommodate load changes within their rated capability without 
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any issues over stability and stalling as is the case with conventional synchronous machines in 

which the currents are synchronised with time. The need to synchronise the current waveform 

with position means that many high performance drive-trains, particularly those which require 

high starting torque, need some of form of rotor position sensor such as encoders or resolvers. 

In order to reduce cost, there has been interest and research into sensorless control systems 

which use measurements of electrical quantities to estimate rotor position [31]. 

Brushless PM machines have the advantages of high torque and power densities, high 

efficiency and are usually the lightest machine technology to a meet a particular power 

requirement. As a consequence,  they are well suite to demanding applications such as in-wheel 

direct drive [32]–[36]. However, due to the fixed nature of the magnetic field produced by the 

magnets, their field-weakening capability is limited, which in turns limits the speed range with 

constant. Adopting a field weakening control strategy allows the operating speed to  be 

extended to 3 to 4 times the base speed [23], [36]–[44]. In addition, high d-axis current during 

the during field weakening process increases risk of irreversible demagnetisation. 

 

 

Figure 1.8 Typical PM machine torque-speed curve 

 

One further sub-division of PM brushless machines is whether the machine has an internal 

or external rotor as shown in Figure 1.9.  Most machines have internal rotors because the 

mechanical arrangement is much simpler, and it is easier to extract heat from an external stator. 
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However, some applications such as in-hub wheel drives are well-suited to external rotor 

machines. 

 

Figure 1.9 Internal and external rotor permanent magnet machines 

 

Another significant difference between PM machines is the arrangement of rotor magnets 

on the rotor core. Although there are many variations within each category (as shown later in 

chapter 3 for interior PM machines), the main categories of rotor magnet arrangements are 

surface-mounted PMs (SPM), inset magnets and interior permanent magnet (IPM) as shown in 

Figure 1.10. 

   

(a) Surface magnets (b) Inset magnets (c) Interior magnets 

Figure 1.10 Different rotor magnet arrangements 

 

As the speed of electrical machines increase, retaining the magnets on the rotor becoming 

a problem, and some form of high-strength mechanical sleeves are required around the rotor 

[45]. There is a growing interest in attaching the magnets on the stator alongside the coils [46]. 

Machine topologies with stator- mounted PMs include doubly salient PM (DSPM) machines, 

flux reversal PM (FRPM) machines and flux switching PM (FSPM) machines. Among these 
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three machines, FSPM offers some promise with relatively higher torque and power densities, 

and a near sinusoidal back-emf. An example of a 12 slot, 10 pole and 4 phase FSPM is shown 

in Figure 1.11.   

 

Figure 1.11 3-phase FSPM machine with 12 slots, 10 poles  (Source: [45]) 

 

Depending on its structure, FSPM machines can have a very robust rotor, similar in shape 

to a switched reluctance rotor as shown previously in Figure 1.11. This type of rotor can 

withstand high mechanical loads which makes them suitable for high-speed applications. The 

stator core has a complicated structure made up of laminated U-shaped segments structure. 

Rectangular blocks of permanent magnets of alternating polarity are located in between each 

pair of U-shaped stator core modules. The location of the PMs in the stator means that less 

space is available for the stator winding and hence the electric loading is lower than an 

equivalent conventional PMSM which tends to result in reduced torque density. Moreover, 

FSPM tend use a larger quantity of permanent magnets for a given machine size and power 

rating and hence the cost is also increased. 

Numerous studies on the torque density of FSPM have been published [47]–[49] which 

show they can be competitive in terms of torque density in small machines (sub kW) but tend 

to be less competitive in sizes for traction machines [50]. Of the many types of PMSM rotor 

structures, interior permanent magnet rotors are the preferred topology for EV drives due to 

the combination of simple and low-cost magnet geometry, self-containment of the magnets 

with the rotor core (see chapter 2), a useful contribution from reluctance torque and extended 

field-weakening capability. These features of IPMs are discussed in more detail in chapter 2. 
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1.2.3 Reluctance machines 

Reluctance machine contains no permanent magnets or conductors on the rotor and relies 

on producing reluctance torque with a laminated silicon iron rotor which has a particular 

geometry to enhance rotor saliency. Reluctance machine can be classified into synchronous 

reluctance machine (SynRM) and switched reluctance machine (SRM) which are shown with 

Figure 1.12. Most high performance SynRM has a fairly conventional three-phase stator using 

sinusoidally distributed winding while an SRM has a much more salient stator geometry with 

concentrated coils. 

  

a. SynRM b. SRM 

Figure 1.12 Synchronous reluctance machine and switched reluctance machine (Source: 

[51]) 

 

SynRMs have the drawback of low saliency ratio and power factor [52] and have not be 

adopted in high volume commercial applications although there are some development 

programmes to improve their competitiveness[53]–[55]. The key challenges are managing 

saturation which can limit peak power capability and the low power factor of this type of 

machine which affects the converter rating and cost.  

SRMs have attracted more interest from researches and vehicle manufacturers [56]–[65]. 

SRMs offer a potentially low-cost and a reasonably torque density solution, and independent 

phase windings with low mutual coupling which is useful for fault-tolerance [66]. The phase 

independence and fault tolerance capabilities could be enhanced further by utilizing a converter 

with two switches when the machine is applied with unipolar excitation current source. When 

a single phase encounters a short circuit condition, the machine can still operate but with 

reduced torque. Hence, it is claimed that SR machines have high fault tolerance capabilities, 
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simple structure, no high cost permanent magnets and high speed operating capability [3]. In 

addition, the performance of SRM are attractive for EVs, which benefits form its much small-

end winding, more isolated phase coupling, lower rotor loss, higher torque and power density 

[66]. 

A published study compared an SRM with a PM machine of same power rating. This 

concluded  that the SRM was around 50% larger than the PM machine due in large part to a 

significant proportion of the stator winding current providing the magnetising current, with 

only the remainder for torque generation [57]. A further drawback is that although an SRM 

could be a low-cost machine in high volumes, it requires expensive and non-standard power 

converters and controllers to satisfy the requirement for more complex supply waveforms and 

more accurate rotor position control. Moreover, SRMs are recognized for having high torque 

ripple, high acoustic noise and high electromagnetic interference [67]. The ECOmmodore from 

Holden is amongst the limited number of EVs that have adtoped an SRM as their propulsion 

drive is [23]. 

In summary, although SynRMs and SRMs have some very attractive features for EV 

drives, as a total system package they have tended to lose out to PMSMs with almost all 

manufacturers. 

 

1.2.4 Summary of machine topologies 

The previous sections have compared the performance of three competing machine 

technologies which are being developed for modern EV drives. Of the three technologies, 

PMSMs have the highest level of performance in terms of torque density and efficiency and 

are the preferred machine type for most manufacturers. Some manufacturers have continued to 

use induction machines for reasons of cost and robustness, and there has been relatively little 

adoption of reluctance machines. This thesis is focused on brushless PMSMs as these are by 

far the most significant technology in the market.  

  

1.3 Key magnetic materials in permanent magnet synchronous 

machines 

Brushless permanent magnet machines contain three functional materials within most 

machines. These are soft magnetic materials such as Silicon iron in the stator and rotor cores, 

permanent magnets which are in almost all cases attached to the rotor and high conductivity 
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materials in the stator coils (almost always Copper but in a few cases Aluminum). These all 

play an important role in the performance of the machine, in particular the efficiency. This 

section briefly describes the key requirements for these materials from an engineering 

perspective. 

1.3.1 Stator and rotor core materials 

The stator and rotor core require materials with high magnetic permeability, high 

saturation flux density, low electrical conductivity and low loss when exposed to time varying 

fields. The selection of a particular class and grade of materials usually involve some trade-off 

in these properties for cost. The best magnetic properties are achieved with high Cobalt (up to 

49%) content alloys, but these are very expensive materials which require complex and 

expensive processing. The most common material for the stator and rotor cores of medium and 

high-performance electrical machines is Silicon Iron since it offers a good compromise 

between magnetic properties (10-20% worse than Cobalt iron) and cost (50-100 times lower 

cost depending on grade etc). 

The world consumes ~10 million tons of SiFe each year, with more than 80% being used 

in core material market for transformers and rotating machines [68]. The Silicon content 

increases the electrical resistivity and can promote mechanical strength. The silicon content in 

commercial core materials for machines ranges from 1% to 3.5%. Even though additions of 

manganese help increase the electrical permeability, it tends to increase core loss due its effect 

on grain and  so its content is limited to 0.5% [69]. Silicon iron is available in lamination 

thickness down to 0.1m, although 0.35mm is the most common grade for industrial machines. 

Grades with thickness of 0.2mm are increasingly being used for higher speeds for machines 

being EVs and HEVs. These specific grades (such as NO20) can be classified as high silicon 

content and thin gauge SiFe alloy. 

Higher silicon content than 3.5% is available in SiFe alloys with silicon content up to 6.5% 

being produced for high frequency transformer and inductor cores. Grades with such high 

Silicon content  tend not to be used in electrical machines due to the higher manufacturing cost, 

lower saturation flux density and brittleness [70]. Thin gauge SiFe alloys are produced with 

lamination thickness of 0.2mm and below and is well suited to reducing the eddy current loss 

especially in high frequency situations since eddy current loss is proportional to the square of 

the thickness of the alloy sheet [71]. 
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1.3.2 Permanent magnet materials 

High-performance brushless PM machines for EVs generally use rare-earth magnets, 

specifically NdFeB. This class of magnets were commercialised in the 1980s [72] and are able 

to achieve high airgap flux densities and excellent resistance to irreversible demagnetisation. 

Their main drawbacks are the high cost and the temperature sensitivity of the magnetic 

properties. 

 

1.3.3 Conducting material 

The properties of the electrical conductors in the form of wire and strip which are used to 

manufacture the stator coil are also important in electrical machines. They have a very 

significant influence on the machine losses, active mass and thermal performance. Among 

various conductors, copper is by far the most widely used in electrical machines due to its low 

resistivity and price. It has the highest conductivity of non-precious metals [73] but does suffer 

from a relatively high temperature coefficient of resistance, with resistance increasing by ~40% 

per 100C. 

Aluminum has lower electrical and thermal conductivity compared to Copper but it has a 

much lower density which can be helpful for light-weighting [74]. There is also some cost 

advantage with Aluminium [75]. 

Beyond Aluminium, there is on-going research on other conducting materials as a 

potential alternative for copper such carbon nanotubes (CNTs), graphene and combination of 

metals and carbon nanotubes.  For CNTs, in addition to the advantage of high electrical 

conductivity and relatively low density, they also have good thermal conductivity and low 

temperature coefficient of electrical resistivity and no skin effect. CNTs have been used in 

prototype machines [76], [77]. Arguably the most useful new material that might have some 

uptake in high performance machine is a the mixture of  the copper and CNTs [73] although 

there are still major challenges over cost and mechanical properties. 

 

1.4 Loss prediction 

1.4.1. Importance of loss predictions 

The accurate prediction of losses in electrical machines is critical to their design, 

particularly for high efficiency. The main sources of loss in an electrical machine are winding 

losses (which can include high frequency skin and proximity losses) and losses in the stator 
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and rotor cores.  Magnet losses caused by induced eddy current in the rotor magnets loss can 

have a dramatic effect on performance [78] but tend to form a small proportion of the overall 

machine. Of the three loss mechanisms, iron loss remains the loss with the greatest 

uncertainties due to the very complex phenomena involved. This has led to the development of 

many models to suit different conditions and various components of these models have evolved 

to form the main elements of tools which are incorporated into different design and modelling 

packages. The ability to account for various effects in improving [79] but there remain several 

aspects on which improvements still need to be made. One of these is the integration of high 

frequency switching effects into loss models. There have been several published models for 

incorporating switching effects including very simple additional terms into the loss separation 

model [80], and a more comprehensive model based on solution of the diffusion equation, a 

topic that will be returned to in chapter 5. The integration of high frequency switching events 

in iron loss model is the main, but not only, focus of this thesis. 

Prior to considering the specific case of high frequency switching events, it is useful to 

review the main models used for iron loss. 

 

1.4.2 Steinmetz equation and derivatives 

The original Steinmetz equation (OSE) is proposed by Charles Steinmetz in 1982 to 

predict the hysteresis loss without considering the frequency, which is an empirical model 

based on a power-law equation [81]. The OSE is shown in equation (1.1).  

𝑃𝑂𝑆𝐸 = 𝑘𝑓𝛼𝐵𝑠
𝛽 (1.1) 

 

in which, 𝑃𝑂𝑆𝐸 represents average iron loss power for unit volume; 𝐵𝑠 is the peak induction of 

the sinusoidal excitation; 𝑘 is the material parameter; 𝛼 and 𝛽 are the induction exponents for 

frequency and magnetic separately, which are regarded as the Steinmetz parameters. Generally 

used values of  𝛼 range from 1-2 and 𝛽 from 1.5-3 [82]. 

The Steinmetz parameters can be obtained by linear curve fitting for a series of measured 

iron loss data for sinusoidal flux density waveforms without DC bias [83]–[85]. However, the 

ideal sinusoidal voltage excitation source is not representative of conditions with power 

electronic converters, which have square wave voltage excitation [86]. A study has shown that 

for the same level of flux density amplitude, the iron loss generated by square waveform 

voltage source is lower than the iron loss powered by sinusoidal waveform voltage source [87]. 

In order to overcome this limitation, serval updated version of Steinmetz equations have been 
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developed including Modified Steinmetz Equation (MSE), General Steinmetz Equation (GSE), 

Improved Generalized Steinmetz Equation (iGSE) [88]–[90]. 

The MSE is an update to solve the non-sinusoidal excitation issues when calculating the 

iron loss, which considering the effects of magnetization rate in OSE, the MSE can be 

expressed as equation (1.2). 

𝑃𝑀𝑆𝐸 = (𝑘𝑓𝑒𝑞
𝛼−1𝐵𝑠

𝛽)𝑓𝑟 (1.2)

𝑓𝑒𝑞 =
2

∆𝐵2𝜋2
∫ (

𝑑𝐵(𝑡)

𝑑𝑡
)
2𝑇

0

𝑑𝑡
 

 

In which, 𝑓𝑟  is the fundamental frequency of periodic waveform; 𝑓𝑒𝑞  is the equivalent 

frequency; ∆𝐵  is the peak-to-peak amplitude of magnetic induction and the 
𝑑𝐵(𝑡)

𝑑𝑡
 is the 

magnetization rate of iron loss. 

However, when calculating the iron loss with a relatively low fundamental frequency, the 

accuracy of predicted results will decrease with increasing waveform harmonics [83], [91], 

[92]. To overcome the above limitations, another updated model GSE has been developed. The 

key equation in this model equation (1.3). 

𝑃𝐺𝑆𝐸 =
𝑘1

𝑇
∫ |

𝑑𝐵(𝑡)

𝑑𝑡
|
𝛼

|𝐵(𝑡)|𝛽−𝛼
𝑇

0

𝑑𝑡 (1.3)

𝑘1 =
𝑘

2𝛽−𝛼(2𝜋)𝛼−1 ∫ |𝑐𝑜𝑠𝜃|𝛼|𝑠𝑖𝑛𝜃|(𝛽−𝛼)2𝜋

0
𝑑𝜃

 

 

𝑇 and 𝜃 are the period and phase angle of excitation waveform respectively. However, this 

method still has the drawback that accuracy decreases when the excitation waveform has higher 

harmonics [84], [91], [93]. 

The iGSE is one of the most favoured iron loss calculation method due to its reliability 

and high accuracy contributed by considering the minor loops and calculating the iron loss 

corresponding to major and minor loops separately [89], [90]. It could be expressed as equation 

(1.4). 

𝑃𝑖𝐺𝑆𝐸 =
𝑘1

𝑇
∫ |

𝑑𝐵(𝑡)

𝑑𝑡
|
𝛼

|∆𝐵|𝛽−𝛼
𝑇

0

𝑑𝑡 (1.4)

𝑘1 =
𝑘

2𝛽−𝛼(2𝜋)𝛼−1 ∫ |𝑐𝑜𝑠𝜃|𝛼
2𝜋

0
𝑑𝜃
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The main feature of the Steinmetz equation and the various enhancement made to it are 

the coefficients related to frequency, which limit its accuracy in predicting iron loss when 

solving scenarios with high harmonic content excitation sources. 

 

1.4.3 Loss separation model 

The loss separation method is a widely used method with reasonable accuracy and it 

straightforward to implement [94]. The original version of the loss separation model was 

developed by Jordan, using the sum of the hysteresis loss and eddy loss to express the iron loss 

[84]. The hysteresis loss is also called static loss and eddy loss the dynamic loss. This original 

version of loss separation model is shown in equation (1.5). 

𝑃𝑖𝑟𝑜𝑛 = 𝑘ℎ𝑓𝐵𝑠 + 𝑘𝑒𝑑𝑑𝑦𝑓
2𝐵𝑠

2 (1.5) 

 

in which, 𝑃𝑖𝑟𝑜𝑛represents the total iron loss is stands by; hysteresis coefficient is expressed as 

𝑘ℎ; eddy current coefficient is expressed as 𝑘𝑒𝑑𝑑𝑦 and 𝐵𝑠 is the peak amplitude of the flux 

density. 

Bertotti extended the original loss separation model by introducing a new term to represent 

the excess loss, which allows to predict the iron loss under arbitrary magnetizing frequency. 

The Bertotti loss separation model, which will be studied in more detail in chapter 4, can be 

expressed by equation (1.6). 

𝑃𝑖𝑟𝑜𝑛 = 𝑘ℎ𝑓𝐵𝑠
𝑥 + 𝑘𝑒𝑑𝑑𝑦𝑓

2𝐵𝑠
2 + 𝑘𝑒𝑥𝑐𝑒𝑠𝑠𝑓

1.5𝐵𝑠
1.5 (1.6) 

 

In which, 𝑘𝑒𝑥𝑐𝑒𝑠𝑠  is the excess loss coefficient and 𝑥  is the Steinmetz coefficient which 

depends on the material permeability. The typical value of 𝑥 is ranges from 1.5 to 2.5 [81], 

[95]. 

According to equation (1.6), Bertotti provides the expression of eddy current loss and 

excess loss for a lamination material, which represented by equation (1.7) and (1.8) separately. 

𝑃𝑒𝑑𝑑𝑦 =
𝜋2𝑑2𝑓2𝐵𝑠

2

𝜎𝛽
(1.7) 

𝑃𝑒𝑥𝑐𝑒𝑠𝑠 = 8√
𝐺𝐴𝑉0

𝜌
𝐵𝑠

1.5√𝑓 (1.8) 
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In which, 𝐺 is dimensionless coefficient of eddy current; 𝜌 represents the electrical resistivity; 

𝑑 is the lamination thickness and 𝑉0 is the parameter refers to statistical distribution properties 

of anomalous eddy currents [96]. However, the loss predictions from this simplified model 

with frequency and peak flux density assumes ideal sinusoidal excitation, which does not 

accommodate excitations with harmonics [94]. Nevertheless, it still could be utilized to 

calculate the iron loss for square waveform excitation with DC bias s suggested in [97]. 

The extension of the loss separation model to arbitrary waveforms through a time-stepped 

representation of flux density derivatives is described in detail in chapters 4 and 5. 

 

1.5 Thesis structure 

This research reported in this thesis focusses on the high fidelity mechanical and iron loss 

modelling for IPM machines designed for EV traction. The thesis is structured into the 

following chapters:  

Chapter 1: This chapter sets the context for the research by discussing the background and 

market trends in EVs and the various machine technologies in the market. It compares the 

features of different machine technologies and discusses the key materials. It concludes by 

introducing methods for loss calculations.  

Chapter 2: This chapter presents a design study for an IPM machine which combines 

electromagnetic and mechanical optimisation of the rotor of an IPM machine. A series of 

different machine features are investigated culminating in a final design of 100 kW IPM 

machine which forms the reference machine for subsequent chapters. 

Chapter 3: A method for predicting representative flux density waveforms, including high 

frequency switching events, in a finite element model of a machine is described in this chapter. 

It combines magnetostatic finite element models of the machine at fundamental frequency to 

determine electric circuit parameters with a SIMULINK circuit simulation to predict the high 

frequency components of the current waveform and hence flux density. 

Chapter 4: This chapter introduces a loss separation approach which includes the high 

frequency flux density waveforms to predict iron loss of the reference IPM machine using a 

classical resistance-limited eddy current model.  

Chapter 5: This chapter explores a number of methods for incorporating eddy current re-

distribution and skin effect in individual laminations. A combination of analytical methods and 

a numerical finite difference method are considered for solving the one-dimensional diffusion 

equation. A three-dimensional finite element model of single lamination model is used as 
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provide a benchmark for the various solutions of the diffusion equation. The chapter concludes 

by applying various methods at machine level to demonstrate the significance of accounting 

for high frequency switching behaviour in finite element based iron loss models. 

Chapter 6: This chapter reports on measurements on a toroidal sample to validate the models 

developed in previous chapters. It also introduces a demonstrator machine which was 

developed for machine level validation but which due to a fault in manufacture could not be 

tested.   

Chapter 7: The main findings and conclusion for the research are discussed in this chapter.  

 

Generally speaking, this paper made serval contributions as follows: 

• Illustrating the benefits and trade-offs during the IPM machine design, which combines 

electromagnetic and mechanical optimisation. 

• Based on the designed IPM machine, developing a method relay on SIMULINK to 

generate corresponding switching current waveform with very short time step form 

finite element simulation based on standard time step durations. The generated current 

waveform represents the inductance variations of IPM machine with position and 

current. 

• Serval methods integrating lamination level eddy current and skin effect into practical 

post-processing methods are explored for linear and non-linear materials. Although 

there are some compromises and approximations when integrating magneto-dynamic 

effects into post-processing of magneto-static solutions, its overall benefits have been 

shown. 

• Developed a post-processor based on MATLAB, which could work with commercial 

finite element packages. 

 

Papers resulting from this thesis: 

Guanhua Zhang, Geraint W Jewell, “Combined electromagnetic and mechanical design 

optimization of interior permanent magnet rotors for electric vehicle drivetrains”. [Accepted 

by Word Electric Vehicle Journal] 

Guanhua Zhang, Geraint W Jewell, “High fidelity loss modelling of an interior permanent 

magnet machine for electrical vehicle traction”. [In preparation] 
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Chapter 2: Design optimisation of an interior 

permanent magnet machine 

2.1 Introduction  

As noted in chapter 1, permanent magnet (PM) machines have become the favoured 

machine technology for the vast majority of electric vehicle (EV) drivetrains due to their 

combination of superior power density, power factor and efficiency at rated power when 

compared to competing machine technologies [1]. However, maximising these performance 

benefits requires detailed design optimisation which must cover mechanical, electromagnetic 

and thermal aspects. Mechanical considerations are particularly important in high-speed 

machines. There is no definitive threshold beyond which machines are regarded as high-speed 

machines, although peripheral linear speeds beyond 100 m/s or so have been proposed as a 

useful definition [2]. In most high-speed machines, the mechanical loads may be sufficient to 

have a significant impact on the mechanical design of the rotor, and so there is often a need to 

trade off some electromagnetic performance to ensure a robust mechanical design. In 

permanent magnet machines where the rotors are not subjected to large centrifugal loads, there 

is a notion that torque density tends to improve with increasing rotor diameter [3]. However, 

in some applications, the combination of diameter and rotational speed results in large 

centrifugal loads within the rotor. These mechanical loads tend to push the optimum aspect 

ratio towards longer- and smaller-diameter machines [3]. 

2.1.1 Interior permanent magnet machine topologies and features 

Interior permanent magnet (IPM) machines in which individual magnet poles are fully 

enclosed within matching apertures in the rotor core have been adopted in many EV drivetrains. 

They are now the most widely used rotor topology in mainstream EV applications. A selection 

of different IPM rotor geometries is shown in Figure 2.1. The popularity of IPMs for EV 

applications is due to a combination of their ability to be operated readily in so-called ‘field-

weakening’ mode, the scope to produce saliency torque to supplement the PM excitation torque 

and the scope for an IPM rotor core to provide the sole mechanical containment and support 

for the rotor PMs, thus simplifying rotor manufacture. If the centrifugal loading produced 

through a combination of the self-loading of the core and dead-weight loading from the PMs 

can be accommodated within the stress limits of the rotor cores, then there is no requirement 

to employ a separate sleeve or can on the rotor [4]. 
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However, to exploit the self-containing capability of IPM rotor cores, it may prove 

necessary to thicken up critical regions of the rotor core to take the centrifugal load at 

acceptable levels of localized stress. The narrow regions adjacent to the airgap that close off 

the apertures that contain the PMs tend to be the regions of the highest mechanical stress and 

which require thickening up to accommodate high-speed operation. However, these are also 

the regions that tend to promote the leakage of the PM flux within the rotor and so thickening 

up these regions to accommodate centrifugal loading tends to have an adverse effect on the 

magnitude of the airgap flux density and, hence, the torque capability. Hence, for a given 

combination of torque and speed, there is likely to be an optimum rotor size and aspect ratio 

that yields the maximum torque density. This study seeks to investigate this design trade-off in 

IPM machines through the electromagnetic and mechanical optimization of the rotor of an IPM 

machine. 

  

Interior flat (web) Interior flat (simple) 

  

Interior V (web) Interior V (simple) 
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Interior U-shape Spoke 

Figure 2.1 Variety of 8-pole, 24 slot IPM machines with different rotor geometries 

(nomenclature for geometries based on those used in MOTORCAD) 

 

2.1.2 Performance specification 

The performance specifications of the IPM machine considered in this study are 

representative of a traction machine for a medium-sized, mass-market passenger vehicle, and 

are summarised in Table 2.1. This IPM machine adopted interior V shape permanent magnets 

and it will be used to provide the reference design for the ELLI research programme at the 

Advanced Manufacturing Research Centre for them to build the machine and a demonstrator 

electric drive-train will be developed to showcase novel manufacturing techniques [5]. This 

specification includes a flux weakening region beyond the base speed of 4,000 rpm up to the 

maximum speed of 12,000 rpm. From a design point of view, this field-weakening region 

impacts on the need to ensure there is sufficient electromagnetic capability to realise the 

extended speed range, e.g. the ratio of 𝐿𝑞 to 𝐿𝑑, and to ensure that the rotor is sufficiently robust 

to operate at 12,000rpm, often with a predefined over-speed. 

 

Table 2.1 Machine performance specifications. 

Feature Value 

Rated power at base speed 100 kW 

Base speed 4000 rpm 

Maximum speed  12,000 rpm 

Rated torque at base speed 239 Nm 
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2.2 IPM machine electrical and electromagnetic design  

There are several major decisions which must be made in the early stages of the design of 

an IPM, starting with the rotor topology and pole number. Published design studies have shown 

that V-shaped IPM topologies tend to have superior performance compared to other IPM 

topologies, require less magnet volume and can withstand higher mechanical stresses [6]–[8]. 

2.2.1 Initial sizing 

The MOTORCAD package was used to explore various combinations of diameters and 

axial lengths to meet the performance specification of Table 2.1.  A series of different pole 

numbers were explored and the best designs in terms of power density and efficiency were 

obtained with an 8-pole rotor. This was initially based on simple integer slot distributed 

winding, with 24 slots for 8 pole cases. The first baseline design had a 135mm diameter rotor 

and a 210 mm stator outer diameter. The axial length of 174 mm was calculated by scaling the 

2D finite element predicted torque per unit length to meet the torque specification. The full 

details of this initial 24 slot / 8 pole design are summarised in Table 2.2. 

 

2.2.2 Alternative winding configurations 

As noted above, the initial sizing was performed for a simple 24 slot, 8-pole integer slot 

winding. As will be shown in this chapter, this combination results in high levels of cogging 

torque, significant harmonic content in the back-emf, both of which combine to produce a large 

torque ripple. Alternative slot numbers and winding arrangements were considered in an 

attempt to reduce the torque ripple while not compromising the torque and power. The other 

winding arrangement which was identified from options in MOTORCAD was a fractional slot 

distributed winding with 30 slots and 8 poles. These two IPM winding designs have been 

compared using the same rotor diameter of 135 mm and stator outer diameter of 210 mm. The 

V-shaped PM magnet rotors were identical and the airgap was fixed at 0.5 mm. The comparison 

was done at the 100 kW / 4,000 rpm operating point with stator rms current density of 10 

A/mm2 (at an assumed slot fill factor of 0.45). The details of both designs are summarised in 

Table 2.2. In the case of the 30 slot / 8 pole combination, the axial length of 170 mm was also 

established by scaling the axial length using the 2D calculated torque per unit length to meet 

the torque specification. 
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Table 2.2 Details of two studied IPM machine 

 24 slots, 8 poles 30 slots, 8 poles 

Layout 

  

Rotor 

diameter 
135mm 135mm 

Stator 

diameter 
210mm 210mm 

Axial 

length 
174.4 mm 170 mm 

Peak 

current 
296.0 A 218.4 A 

Slot area 

(per slot) 
372.1 mm2 274.6 mm2 

Slot area 

(total for 

machine) 

8930 mm2 8238 mm2 

Slot fill 

factor 
0.45 0.45 

Turns per 

slot 
8 8 

Current 

density 
10 A/mm2 rms 10 A/mm2 rms 

Winding 

layout 

 

 

Connection Three-phase star Three-phase star 

Winding 

factor 
1.00 0.951 

Winding 

phasor 

diagram 
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2.2.3 Calculation of open-circuit phase back-emf 

The open circuit phase back emf was calculated for both machine designs at the rated base 

speed of 4,000 rpm. The phase to star-point emfs and the corresponding harmonic spectra are 

shown in Figure 2.2 and Figure 2.3. As can be seen, the 24-slot design has a higher peak voltage 

than the 30-slot design but also has more harmonic content so that the fundamental component 

of the 30 slot design is 336 V compared to 263 V for the 24 pole design.  

 

Figure 2.2 24 slots and 30 slot IPM machine back EMF under 4000 rpm, no load condition 

 

Figure 2.3 24 slots and 30 slot IPM machine FFT analysis for back EMF under 4000 rpm, no 

load condition 
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2.2.4 Cogging torque 

The open-circuit cogging torque was calculated from a series of open-circuit finite 

element calculations. The resulting cogging torque waveforms over one mechanical rotation 

for the 24 slot and 30 slot designs are shown in Figure 2.4. As will be seen, the 24 slot design 

has much higher cogging torque with a peak of 24.8 Nm, which is ~40 times higher than the 

0.64Nm peak of the 30 slot machine. 

 

Figure 2.4 24 slots and 30 slot IPM machine design open-circuit cogging torque 

2.2.5 Torque performance 

The electromagnetic torque produced per unit length for these two machines at an rms 

current density of 10 A/mm2 rms was calculated from 2D magnetostatic finite element 

simulation and the axial lengths scaled to produce the rated torque of 239 Nm, which 

corresponds to a power of 100 kW at the base speed of 4,000rpm. The torque waveforms for 

these two designs are shown in Figure 2.5. For 24 slot / 8 pole design, the maximum and 

minimum torque amplitude are 285.8 Nm and 207.4 Nm, yielding a torque ripple of 78.4 Nm. 

In the case of the 30 slot / 8 pole design, the maximum and minimum torque amplitudes are 

251.0 Nm and 224.4 Nm giving a torque ripple of 26.6 Nm, which is ~1/3 of the torque ripple 

of the 24 slot/ 8 pole design. It also has a slightly lower copper loss at rated torque due to the 

reduced copper volume operating at the same current density. 
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Figure 2.5 Finite element predicted torque waveform for 24 slot and 30 slot IPM machines 

with 8 poles and geometries detailed in Table 2.2 

 

Because of its slightly higher torque density, lower loss and greatly reduced torque ripple, 

the 30 slot / 8 pole design was selected as the preferred baseline design to take forward for 

optimisation. 

2.3 Combined mechanical and electromagnetic optimisation of 30 

slot / 8 pole IPM machine 

The baseline 30 slot/ 8 pole design with a rotor outer diameter of 135mm was taken as the 

baseline design for the combined electromagnetic and mechanical optimization. The aim of 

this optimization it to maximise the torque density of the machine while remaining within limits 

on rotor mechanical stress. An operating current density of 10 A/mm2 rms and a coil packing 

factor were kept fixed during this optimization. 

2.3.1 Baseline machine dimensions and performance 

The rotor geometry adopted is the single-layer V-shaped arrangement of magnets shown 

in Figure 2.6. The individual geometry of the magnet pieces is profiled at their outer edges, as 

shown in Figure 2.7. This profiling was included to reduce mechanical stress concentrations in 

the surrounding rotor core. It is recognized that this shaping of the magnets has cost 

implications, but as shown later in this chapter, this profiling yields dividends in terms of 

allowing the rotor core to be shaped to reduce leakage flux within the rotor, in turn enhancing 

torque. The baseline machine design has an 8-pole rotor and a 30-slot stator core, which is 
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equipped with a fractional slot winding with the coil arrangement shown in Table 2.2. The 

stator and rotor core are NO20 silicon–iron, and the rotor permanent magnets are 35MGOe 

NdFeB grade with a room temperature remanence of 1.22 T. 

 

Figure 2.6. Cross-section through the baseline IPM machine. 

 

Figure 2.7 Key dimensions around the individual magnet poles. 

The baseline starting design has a rotor outer diameter of 135mm. As part of the 

optimisation, the machine cross-section in Figure 2.6 was scaled for various rotor diameters in 

a systematic manner, which maintains the proportions shown in Figure 2.6. Table 2.3 shows 

the leading dimensions of the machine normalized by the rotor outer diameter. The normalized 

dimensions shown correspond to a so-called split ratio [9] of 0.64, i.e., the ratio of the rotor 

outer diameter to the stator outer diameter. 
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Table 2.3 Main machine dimensions normalized by rotor outer diameter. 

Feature Value 

Rotor outer diameter 1.000 

Stator outer diameter 1.556 

Magnet thickness (in direction of magnetization) 0.0296 

Stator tooth body width 0.0504 

Shaft diameter  0.185 

 

In all cases, the stator tooth spans an angle of 7° at the airgap, and the angle between the 

magnets that make up one pole (defined as 𝛽 in Figure 2) is 130°. The three radii on the magnet 

corners shown in Figure 2.7 are set to 1 mm for the 135 mm diameter machine and then scaled 

in accordance with the method for other machine dimensions, with a maximum radius of 1.3 

mm in the case of the 180 mm diameter rotor. The only modification to a pure scaling of the 

machine cross-section with the rotor diameter is a small adjustment to the stator bore diameter 

to maintain the same 0.5 mm mechanical airgap in all designs. 

2.2.2 Material properties and mechanical properties 

The microstructure and processing of most electrical steels are optimized almost entirely 

to achieve the highest magnetic functional properties. As a result, the mechanical properties of 

electrical steels tend to be modest in comparison to those of steels or other alloys optimized 

solely for mechanical behaviour. There are often multiple grades within the product range of a 

given manufacturer, and they offer some trade-off between mechanical and magnetic properties 

[10]. Although, in principle, this offers the opportunity to employ different grades of electrical 

steels in the rotor and stator cores, the utilization of electrical steels is generally poor when a 

single-piece stator alone is taken out of the starting strip of the material, with the region within 

the bore of the stator core being discarded as scrap. Improved utilization of the starting strip 

can be realized by taking out the rotor core from within the bore of the stator core. This may 

result in the use of a grade of electrical steel for the rotor core that has some trade-off in 

mechanical and magnetic properties to balance the different demands of the stator and rotor 

cores. 

This study is based on NO20-1200H core material, which is a specific grade of 0.2 mm 

thick, non-oriented silicon–iron. This is not a grade developed specifically for its mechanical 

properties, but by virtue of being 0.2 mm thick, it is often adopted as a mainstream option for 

the stators of higher-speed machines. The manufacturer quoted that the minimum 0.2% yield 
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strength is 400 MPa in the rolling direction, which increases by ~2% in the transverse direction. 

One important consideration is the margin adopted between the design stress limit and the 

material yield stress. Setting this margin requires consideration of factors such as fatigue, 

temperature cycling and aging effects. Typically, a design stress limit of 50–60% of the 

manufacture-quoted yield strength would be adopted, although with extensive in-service 

experience and operational data, this percentage might be increased. Adopting a design stress 

limit that is 60% of the 0.2% yield strength of NO20 gives rise to a design stress of 240 MPa 

for this optimization study. The key mechanical properties adopted for the NO20 rotor core 

and the NdFeB rotor magnets are summarized in Table 2.4. 

Table 2.4 Rotor material mechanical properties. 

Feature NO20-1200H NdFeB 

Strength 400 MPa (0.2% Yield) 80 MPa (UTS) 

Young’s modulus 205 GPa 160 GPa 

Poisson’s ratio 0.3 0.3 

Density 7650 kg/m3 7500 kg/m3 

 

2.3.3 Influence of interference fit of shaft 

Interference fitting is widely used in powertrain components as a straightforward, reliable 

and low-cost means of securing shafts into hubs and cores [11]. The degree of interference 

employed must be carefully specified to ensure that the radial pressure exerted on the shaft by 

the rotor core is sufficient to transmit the electromagnetic torque. This condition must be met 

over the full speed and temperature range encountered in service and is usually set with a 

significant spare margin. However, setting the level of interference must also take account of 

the fact that the interference fit at the bore of the rotor core increase the stress in the remainder 

of the rotor core. Hence, it is important not to over-specify the interference.  

A useful estimate of the minimum interference required between the shaft and the rotor 

core can be established from a simplified model in which the rotor is represented as a solid 

annulus of uniform density. For a rotating solid annulus representation of the rotor core with 

outer radius 𝑟𝑐𝑜 and inner radius 𝑟𝑐𝑖, the radial growth at the inner radius for a rotor of density 

𝜌, Young’s modulus E and Poisson’s ratio 𝜈 when rotating at an angular velocity of ω is given 

by Equation (2.1) from [12]. For the smallest and largest NO20 rotor cores considered in this 

study, viz., 120 mm and 180 mm outer diameters, the predicted radial growths of a bore that 
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accommodates a 25 mm shaft are 2.2 µm and 4.9 µm, respectively, at a rated speed of 12,000 

rpm. 

∆𝑟𝑐𝑖 =
𝜌𝜔2𝑟𝑐𝑖

4𝐸
((3 + 𝜐)𝑟𝑐𝑜

2 + (1 − 𝜈)𝑟𝑐𝑖
2)                                         (2.1) 

Similarly for the shaft, the change in its outer radius when rotating at an angular velocity 

of ω is given by 

∆𝑟𝑠𝑜 =
𝜌𝜔2𝑟𝑠𝑜

4𝐸
((1 − 𝜐)𝑟𝑠𝑜

2)                                                    (2.2) 

For a 25 mm diameter steel shaft (with a modulus of 200 GPa and a density of 7800 kg/m3), 

the resulting radial growth at 12,000 rpm is a mere 0.02 µm. The difference in radial growth 

between the shaft and the bore of the rotor core in effect reduces the net interference at the 

maximum speed from the interference set at standstill. The interference at standstill must be 

sufficient to accommodate the differential radial growth of the rotor core while still maintaining 

sufficient inward radial pressure on the shaft to transmit the rated torque with an appropriate 

safety margin. A well-established method for calculating the contact pressure and resulting 

hoop stresses between interfering concentric cylinders is given in [11]. For the case of a solid 

shaft, the interference, 𝛿𝑖, required to achieve a contact pressure between the shaft and the rotor 

core of 𝑃𝑖 is given from [11] by 

               𝛿𝑖 = 𝑃𝑖𝑟𝑐𝑖 (
𝑟𝑐𝑖

2(−1 + 𝜐𝑐)

𝐸𝑐(−𝑟𝑐𝑜
2 + 𝑟𝑐𝑖

2)
+

𝑟𝑐𝑜
2 (1 + 𝜐𝑐)

𝐸𝑐(𝑟𝑐𝑜
2 − 𝑟𝑐𝑖

2)
   −

𝑟𝑐𝑖
2(−1 + 𝜐𝑠)

𝐸𝑠𝑟𝑐𝑖
2 )                   (2.3) 

Taking the case of a 180 mm outer diameter rotor and assuming, for the time being, an 

axial length of 100 mm (an estimate of which can be obtained on an a priori basis for simple 

torque-sizing equations), the radial pressure required to transmit the rated torque of 239 Nm 

assuming a worst-case coefficient of friction of 0.2 between the shaft and the core is 12.2 MPa. 

This, in turn, requires a minimum net radial interference of 1.5 µm at the maximum speed, 

which, in turn, requires a standstill interference of 6.4 µm to allow for the 4.9 µm radial growth 

at 12,000 rpm. Allowing a safety factor of 2 on the interference yields a diametrical interference 

of 25 µm. This, in turn, generates a maximum radial pressure of 99.7 MPa at standstill. The 

resulting hoop stress in the rotor core at the inner bore is hence given by 

𝜎𝜃,𝑐𝑜𝑟𝑒 =
𝑃𝑖(𝑟𝑐𝑜

2 + 𝑟𝑐𝑖
2)

𝑟𝑐𝑜2 − 𝑟𝑐𝑖
2                                                        (2.4) 

This results in a maximum hoop stress within the core at standstill of 103.6 MPa, which 

is well within the material design limit. Although cautious in terms of the safety margin on the 
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interference required to transmit the torque, a diametrical interference of 25 µm between the 

core and the shaft is fixed for the remainder of this investigation. 

2.3.4 Rotor design and Optimal ratio 

Structural finite element calculations were performed using a linear elastic model (i.e., 

fixed modulus) within the ANSYS environment. The contact faces between the individual 

magnet pieces and the rotor core were represented as frictional contacts with a coefficient of 

friction of 0.2. A very light interference fit between the magnet and rotor core of 2 µm was 

employed, and the interference fit between the rotor core and the shaft was set to 25 µm for all 

rotor diameter combinations. 

A series of rotor outer diameters between 120 mm and 180 mm (in 15 mm increments) 

were considered. For each rotor diameter, a total of 154 designs were modelled comprising all-

inclusive combinations of designs with h1 values from 0.4 mm to 2.5 mm in 0.1 mm steps and 

h2 values from 0.8 mm to 2 mm in 0.2 mm steps. An example of the resulting von Mises stress 

distribution in the vicinity of the rotor magnets is shown in Figure 2.8; this case is a 135 mm 

diameter rotor at a maximum speed of 12,000 rpm with h1 = 2 mm and h2 = 1 mm. Although 

much of the rotor operates at stress levels below 50 MPa, as would be expected, there are 

regions of stress concentration at the outer tips of the magnets and in the gap between the 

innermost regions of the magnets. In this case, the peak localized stress is 230 MPa, which is 

just within the design stress limit of 240 MPa set for the NO20 rotor material.  

 

Figure 2.8 IPM von Mises stress distribution for a 135 mm diameter rotor at 12,000 rpm (h1 

= 2 mm; h2 = 1 mm). 
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Taking again the example of the 135 mm diameter rotor, the variation in the maximum 

predicted localized stress at 12,000 rpm as a function of h1 and h2 for the 154 designs considered 

is shown in Figure 2.9. In this case, 40 combinations of h1 and h2 result in localized stress levels 

greater than the 240 MPa design stress limit set for this study.  

 

 

 

 

Figure 2.9 Variation in peak localized stress in a series of 135 mm outer diameter rotor 

designs at 12,000 rpm (core-to-shaft diametrical interference is 25 µm in each case). 

 

Having established the combinations of h1 and h2 that yield viable designs from a 

mechanical stress threshold perspective, the electromagnetic torque is calculated using a two-

dimensional, magneto-static, non-linear finite element analysis for the specific case of a stator 

rms current density of 10 A/mm2 (at an assumed slot fill factor of 0.45) with a current advance 

angle of 45° (electrical).  

The resulting average torque per unit length values calculated for the 154 design 

combinations with a 135 mm diameter rotor are shown in Figure 5. Although 40 of these 

combinations are not viable mechanically, the torques that they produce are included to 

demonstrate the torque penalty that results from a design stress limit of 240 MPa. For this 135 

mm diameter rotor, the highest predicted torque per unit length is 1498 Nm/m for the smallest 

combination of h1 (0.4 mm) and h2 (0.8 mm), although this results in a peak localized stress of 

290 MPa. The highest predicted torque per unit length for a design that also results in a von 

Mises stress that falls within the design limit of 240 MPa is 1468 Nm/m, which is achieved for 

an h1 value of 0.5 mm and an h2 value of 1.4 mm. Scaling this torque per unit length to meet 

the torque specification set out in Table 2.1 yields an axial length of 162 mm for this rotor 
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diameter of 135 mm, in turn yielding a predicted mass for this design, including an estimate of 

end-winding mass of 50.6 kg, which corresponds to ~2 kW/kg. 

 

 

 

 

Figure 2.10 Variation in electromagnetic torque in a 135 mm diameter rotor for various 

combinations of h1 and h2 

Repeating this process to establish the optimal designs for all the rotor outer diameters 

between 120 mm and 180 mm yields the series of designs summarized in Table 2.5, which 

exhibit the maximum torque per unit length within a peak design stress limit of 240 MPa at 

12,000 rpm. The axial lengths of the stator and rotor cores of these designs are all scaled to 

produce a rated torque of 239 Nm at a stator rms current density of 10 A/mm2 (at an assumed 

slot fill factor of 0.45). 

Table 2.5 Optimized designs for different rotor diameters 

 D120 D135 D150 D165 D180 

h1 (mm) 0.2 0.5 0.7 1.2 3.2 

h2 (mm) 0.7 1.4 2.9 4.6 6.9 

Core axial length 

(mm) 

224 162 125 103 99 

Rotor volume 

(dm3) 

2.87 2.32 2.21 2.20 2.52 

Machine mass 

(kg) 

60.5 50.6 44.9 42.3 46.3 

Torque density 

(Nm/kg) 

3.93 4.70 5.30 5.63 5.14 

Power density 

(kW/kg) at 

4,000rpm 

1.65 1.97 2.22 2.36 2.15 

 

As would be expected, increasing the rotor diameter beyond 120 mm requires larger 

values of h1 and h2 to maintain the localized stress within the rotor below the 240 MPa limit. 
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Thickening up the rotor core beyond the end of the magnets tends to promote increased leakage 

flux within the rotor. It is apparent from the results presented in Table 2.5 that there is an 

optimum rotor diameter of 165 mm, albeit that this is specific to this combination of rotational 

speed, rotor core maximum stress limit, machine split ratio and current density constraints. 

Without mechanical stress considerations, the torque density tends to continually increase with 

increasing rotor diameter because of the nature of scaling with the diameter of the electric 

loading (Ampere turns per unit of airgap periphery). There is a further tendency for the 

predicted torque density to increase with diameter due to the limitations of two-dimensional 

finite element modelling. A two-dimensional finite element electromagnetic analysis does not 

account for the influence of end effects in short-axial-length machines and, hence, tends to 

overestimate the torque produced by machines with short axial lengths relative to diameters. 

The presence of an optimum in Table 2.5 is a consequence of the electromagnetic penalty, 

which is increasingly incurred with the need to thicken up the regions of the rotor core adjacent 

to the airgap to ensure that the entire rotor core remains with the specified design mechanical 

stress. 

Figure 2.11 shows a predicted flux density distribution in the rotor and stator cores of this 

165 mm diameter design at the rated torque, while Figure 2.12 shows a close-up of the von 

Mises stress distribution in the region around the magnet poles at 12,000 rpm. As is apparent, 

there is significant magnetic saturation both in regions adjacent to the airgap near the magnet 

tips and in the regions between the pair of magnets that make up one pole, with peak flux 

densities of up to ~3.4 T. This saturation plays an important role in limiting the magnet leakage 

flux within the rotor core, which would otherwise further diminish the airgap flux density. This 

illustrates the importance of modeling the behavior beyond saturation accurately, as this can 

have a significant bearing on torque in this machine, even at modest electric loading. In this 

regard, the representation of the magnetization characteristics is best suited to a semi-analytical 

model in which saturation is enforced mathematically rather than extrapolated from a series of 

discrete data points. 
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Figure 2.11 Predicted flux density distribution for the 165 mm design in Table 4 

 

Figure 2.12 Predicted von Mises stress distribution for the 165 mm design in Table 4 

2.3.5 Influence of hub diameter 

The rotor designs considered up to this point are all based on scaling the cross-section of 

the rotor according to a fixed shaft-to-rotor diameter ratio of 0.185. This results in a range of 

shaft diameters between 22.2 mm and 33.3 mm for the range of rotor outer diameters 

considered. The remainder of the rotor cross-section is occupied entirely by the rotor core and 

magnets. From an electromagnetic point of view, much of the inner regions of the rotor need 

not be magnetic, and, indeed, the nature of the field distribution with an IPM is such that this 

large region of core within the magnets can promote leakage flux. Hence, employing a non-
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magnetic and lightweight hub to span the region between the shaft and a slimmed down rotor 

core will yield dividends in terms of a reduced mass, and it may also yield some 

electromagnetic benefits. Taking the 165 mm rotor diameter design in Table 2.5, which offers 

the highest torque density of all the rotor diameters considered, a series of electromagnetic 

finite element predictions of average torque are performed with gradually increasing diameter 

of the non-magnetic hub radius, which, in electromagnetic terms, increases the bore diameter 

of the rotor core. The non-magnetic hub diameter is limited by the presence of the V-shaped 

arrangement of the magnets. For the particular arrangement adopted, the inner edges of the 

magnets are at a diameter of 122 mm for a 165 mm rotor outer diameter. 

The resulting variation in the predicted torque with hub diameter is shown in Figure 2.13; 

all cases have the same rotor axial length of 103 mm. As is evident and indeed expected, over 

much of the range considered, the predicted torque remains unchanged from the 239 Nm 

predicted for the original shaft arrangement. However, as the hub diameter increases beyond 

115 mm, the predicted torque starts to increase markedly, with a maximum value of 258 Nm 

at a rotor core inner diameter of 121 mm. The section of core inside the magnets acts a leakage 

path for a proportion of the magnet flux, and, hence, as this region is progressively thinned 

down as the hub diameter increases, this leakage path begins to magnetically saturate. Figure 

2.14 shows the finite element predicted flux density distribution in the rotor at the rated current 

density for a hub diameter of 120 mm with the 165 mm diameter rotor. The nature of permanent 

magnet excitation is such that a magnet acts neither as a constant flux source nor a constant 

source of magneto-motive force. Hence, increasing the reluctance of the leakage path via 

saturation and a reduced cross-section tends to result in an increasing proportion of the magnet 

flux crossing the working airgap, hence promoting additional torque production. Hence, from 

an electromagnetic perspective, there is a meaningful benefit in increasing the hub diameter 

towards 122 mm. Furthermore, significant mass reductions could be realized if the hub was 

manufactured from a lightweight metal or composite and/or if features such as spokes or holes 

were incorporated. This finding provides a potential method to enhance the electromagnetic 

performance but also introduces serval potential further work like decreasing the maximum 

rotating speed or using better materials with higher yield strength to allow higher hub diameter 

which would be beneficial electromagnetic properties of the machine. 
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Figure 2.13 Predicted torque for a 165mm diameter rotor as a function of rotor core inner 

diameter at a current density of 10 A/mm2 rms (slot fill factor of 0.45) 

 

Figure 2.14. Finite element predicted flux density distribution in a 165mm diameter rotor 

with a shaft diameter of 120mm at full load torque of 253Nm. 

However, alongside these electromagnetic and mass considerations, it is necessary to 

establish the mechanical stress implications of increasing the hub diameter. In the general 

analytical expressions of the stress in a rotating ring, the hoop stress at the outer edge of the 

ring of a given outer diameter increases as the bore diameter is increased. Hence, it is to be 

expected that the hoop stress in the magnet bridge regions of the rotor core will further increase 

as the bore diameter is increased.  
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Figure 2.15 shows the predicted peak stress at 12,000 rpm in the 165 mm diameter rotor, 

which has the optimum values of h1 and h2 in Table 4 as a function of the hub diameter. As is 

apparent, there is the expected increase in the peak stress as the hub diameter is increased. 

Since the original design with a shaft diameter of 30.5 mm is just under the limiting design 

stress of 240 MPa, it is to be expected that almost all designs with a larger hub diameter will 

exceed the stress limit. The calculated stress in Figure 2.15 is shown at four different shaft-to-

rotor-core interference levels, from the original 25 µm up to 60 µm. Since the radial growth of 

the core increases as the hub diameter is increased, there is an upper limit on the hub diameter 

for a given interference, beyond which the rotor core separates from the hub; e.g., for the 

original 25 µm, the rotor core lifts of the hub at 12,000 rpm for shaft diameters greater than 

~58 mm. Even if the stress could be accommodated for in the 165 mm diameter rotor, it would 

be necessary to increase the interference to at least 35 µm. This additional interference would 

further exacerbate the stress levels in the rotor core.  

 

Figure 2.15 Variation in the finite element predicted peak localised stress in the 165 mm 

diameter rotor core at 12,000 rpm as a function of hub diameter for different diametrical 

interference fits from 25 µm to 60 µm (240 MPa design stress limit shown as dashed line) 

 

Although almost all the rotor designs in Figure 2.15 exceed the design stress limit at 240 

MPa, it is possible to calculate the limiting speed for each design for an imposed peak stress of 

240 MPa. Figure 2.16 shows the resulting calculated variations in the maximum rotational 

speed as a function of the hub diameter and interference for a 165 mm diameter rotor.  
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Figure 2.16 Variation in the maximum allowable speed for a 165 mm diameter rotor core to 

remain within a 240 MPa design stress limit for four levels of interference 

 

The predicted von Mises stress distribution in the rotor is shown in the close-up in Figure 

2.17 for the particular case of a hub diameter of 78 mm with an initial interference of 35 µm, 

from which it can be seen that the problem region is again in the bridge regions near the ends 

of the individual magnet pieces. 

 

Figure 2.17 Close-up of finite element predicted peak stress distribution in the 165 mm 

diameter rotor core at 12,000 rpm for a hub diameter of 78 mm 
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2.3.6 Influence of magnet shape 

The analyses performed up to this point considered magnet poles with profiled detailing 

at the ends. It was noted earlier in this paper that this profiling was incorporated in an attempt 

to minimize the localized stress concentrations near the outer edges of the magnets while also 

minimizing flux leakage. However, this intricate detailing will inevitably increase 

manufacturing cost and slightly reduce magnet utilization unless the detailing is incorporated 

though a near-net-shape process. To quantify the performance dividend of incorporating this 

detailing, a series of further mechanical finite element calculations were performed for a 165 

mm diameter rotor with plain rectangular blocks of magnets with the two different rotor core 

apertures shown in Figure 2.18. In both cases, the magnet was simply truncated at the ends of 

the parallel section of the original magnet profile. In the first case shown in Figure 2.18a, the 

region previously occupied by the profiled end of the magnet was simply filled by extending 

the rotor core into this region. In the second variant in Figure 2.18b, the same region was filled 

with a non-magnetic filler material, which in practice would be a fibre-loaded epoxy resin or 

putty, such as HysolEM 300T-KL or Dolphon CV-1108. In both cases, the same 30.5 mm 

diameter shaft as in the original design in Figure 2.6 was used, and the optimal combination of 

h1 and h2 in Table 2.5 was adopted. The mechanical properties of the non-magnetic filler used 

in the rotor in Figure 2.18b will have some influence on the overall stress distribution within 

the rotor core. To cover the likely range of physical properties exhibited by various loaded 

resins and putties, a series of simulations were performed assuming that the non-magnetic filler 

was assigned inclusive combinations of elastic moduli between 2 GPa and 8 GPa and densities 

between 1200 and 1800 kg/m3. The resulting range of stresses for these different combination 

of non-magnetic filler properties was rather narrow, with, as expected, the marginally lowest 

stress of 245 MPa encountered with the lowest density and highest modulus filler and the 

highest stress of 261 MPa for the highest density and lowest filler. 

   

(a) (b) 

Figure 2.18 Alternative arrangement of magnet poles. (a). Void from profiled end 

incorporated into rotor core. (b). Void from profiled end filled with non-magnetic filler. 
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The resulting comparison of the predicted electromagnetic torque between the profiled 

magnet in Figure 2.6 and the various rectangular magnets is summarized in Table 2.6 for the 

case of a shaft sized according to the scaling factor in Table 2.3 and a diametric interference fit 

of 25 µm. As is apparent, the profiled magnet geometry in Figure 2.6 has the highest predicted 

torque with a particularly notable advantage over the magnet arrangement in Figure 2.18a.  

 

Table 2.6 Comparison of predicted electromagnetic torque and maximum localized stress for 

different magnet profiles. 

 
Magnet in Figure 

2.6 

Magnet in Figure 

2.18a 

Magnet in Figure 

2.18b 

 

   

Torque (Nm) 239 213 230 

Maximum stress at 

12,000 rpm (MPa) 
240 229 245–261 * 

*—range for combinations of different filler materials modelled. 

However, the arrangement in Figure 2.18a simply replaces the profiled end of the magnet 

with additional rotor core material, leaving the rectangular magnet at the same location as the 

rectangular region of the profiled magnet. This inevitably increases flux leakage within the 

rotor but also serves to reduce the stress in the rotor core due a thickening of the bridging 

regions. Hence, a more meaningful comparison can be achieved by displacing the rectangular 

magnet outwards towards the rotor surface, as shown in Figure 2.19. This tends to reduce the 

leakage flux within the rotor at the outer edge at the expense of an increased localized 

mechanical stress. To this end, the rectangular magnet in Figure 2.18a is progressively moved 

outwards while maintaining the same value of β (defined previously in Figure 2.7) until the 

same peak stress of 240 MPa is achieved.  

The dimensions of the magnet piece itself remain fixed. The resulting rotor geometry is 

shown in Figure 2.19, with the magnet moved 1.06 mm along the line shown. This rotor design 

has an electromagnetic torque of 205 Nm, which is lower than the original rectangular magnet 

block design in Figure 2.18a. Although displacing the same magnet block outwards derives 

some benefits in terms of reducing flux leakage through the bridge regions of the rotor core 



66 

 

near the airgap, it does result in an increase in the separation at the inner edges of the two 

magnets that make up a pole, i.e., the equivalent of dimension ℎ2 in Figure 2.7. The additional 

leakage flux through this wider region more than offsets the reduced flux leakage through the 

outer bridge regions, thus reducing the overall torque. 

 

Figure 2.19 Close-up of rectangular magnet blocks showing the direction of displacement 

and extension from the original magnet position 

In an attempt to improve the performance of rotors with plain rectangular magnet blocks, 

the separation at the inner edges of the two magnets that make up a pole, i.e., the equivalent of 

dimension ℎ2 in Figure 2.7, is maintained at its original value of 4.6 mm, and the magnet is 

simply extended into the region near the outer surface rather than displacing the fixed magnet 

size. This extension to the rectangular magnet block increases its mass, and, hence, it would be 

expected that the amount of extension that can be applied before reaching the 240 MPa design 

stress limit will be less than the displacement of 1.06 mm established previously with the fixed 

magnet size. For the same stress limit of 240 MPa, the magnet can be extended in the direction 

shown by 0.53 mm. Figures 2.20 and 2.21 show the finite element predicted flux density 

distribution and von Mises stress distribution at 12,000 rpm for this case of an extended 

rectangular magnet block, respectively. This extension of the magnet block results in an 

electromagnetic torque of 218 Nm, which is still 21 Nm short of the 239 Nm achieved by the 

profiled magnets in Figure 2.6. Hence, the intricate detailing around the edge of the profiled 

magnets in Figure 2.6 results in a ~10% higher torque on a like-for-like basis compared to a 

plain rectangular block. Bringing the design with the rectangular blocks up to the same torque 

rating could be achieved with a 10% increase in the stack length and, hence, the mass of the 

active materials. Further detailed cost modelling would be required to establish whether, in 

volume production, the intricately profiled magnet could be manufactured within the cost 

saving margin associated with the 10% reduction in the volume of the active material required. 
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Figure 2.20 Predicted flux density distribution for the 165 mm rotor design with an extended 

rectangular magnet block. 

 

Figure 2.21 Predicted von Mises stress distribution for the 165 mm rotor design with an 

extended rectangular magnet block 

2.4 Summary of final design 

This study has established an optimised 100kW IPM machine design with a rotor diameter 

of 165mm resulting in an active mass of 42.3kg with corresponds to ~2.4kW/kg. A summary 

of the key dimensions of the final optimised machine design is shown in Table 2.7. 

Table 2.7 Details of two studied IPM machine 
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 30 slots, 8 poles 

Layout 

 

Rotor diameter 165 mm 

Stator diameter 256.7 mm 

Axial length 103.4 mm 

Peak current 326.2 A 

Slot area (per slot) 410.0 mm2 

Slot area (total for machine) 12,300 mm2 

Slot fill factor 0.45 

Turns per slot 8 

Current density 10 A/mm2 

Winding layout 
 

Connection Three-phase star 

Winding factor 0.951 

Winding phasor diagram 
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Chapter 3: High frequency switching effects in PM 

machines 

3.1 Introduction 

The prediction of the iron loss in electrical is reasonably well developed with numerous 

proposed models [1], [2] and case studies [3], [4].  Finite element post-processors to calculate 

iron loss from a series of time-stepped magnetostatic field solutions over an electrical cycle are 

now available as a tool within many commercial finite element packages. However, these 

models tend to have an idealised representation of material properties which generally do not 

account for the effects of manufacturing processes such as laser cutting [5], blanking [6] and 

stress [7]. 

In addition, many of these models rely on a simplified representation of the machine 

current, often limited to sinusoidal currents with possibly some harmonics. However, almost 

all current waveforms in high performance machine drivetrains are produced by power 

electronic convertors and additional iron losses are generated by the ripple current components 

which come from the high frequency switching behaviour of the converter. This additional iron 

loss from high frequency switching effects will cause the machine temperature rise to increase 

at a given output power compared with the ideal sinusoidal current input. For many types of 

machines a de-rating of 20% or more is applied for machine during inverter operation [8]. 

Hence, one of the main factors to incorporate into any iron loss calculations is the effect of 

high frequency ripple. 

This chapter is concerned with development of a method to calculate flux density 

waveforms in every individual element of a finite element mesh which include representative 

high frequency switching effects. A schematic of the overall method is shown in Figure 3.1. It 

combines the use of magnetostatic finite element models the machine at the fundamental 

frequency to determine electric circuit parameters and the fundamental frequency flux density 

waveforms with a SIMULINK circuit simulation to predict the high frequency components of 

the current waveform and hence flux density. 
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Figure 3.1 Schematic of methodology for predicting flux density waveforms in each element 

of a finite element mesh which contain high frequency switching effects 

 

3.2 Calculation of machine electrical parameters  

3.2.1 Prediction and representation of self-inductance and mutual-

inductance 

For PMSM machine, the phase self-inductance can be expressed as [9]: 

𝐿𝑝ℎ =
𝑁𝑝ℎ∅𝑝ℎ

𝐼𝑝ℎ

(3.1) 

 

In order to calculate the self-inductance of the phase, it is necessary to separate out the 

flux-linkage due to the current itself from the contributions to the overall flux-linkage from the 

remaining phases and from the permanent magnet excitation. It is also important to recognise 

that the self-inductance can vary as a function of rotor position (due to saliency) and the 

magnitude of the phase current (due to magnetic saturation). The calculation of the machine 

electrical parameters is based on the finite element package Altair FLUX2D, which could detail 

illustrate the inductance variations of IPM machine with position and current. 

In principle, the calculation of the self-inductance component of the flux can be done by 

enforcing zero current in the remaining phases and removing the rotor magnets from the model 

and replacing them with unmagnetized blocks with a relative magnetic permeability of 1.05. 
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Although this provides a simple method for isolating the contribution of the self flux-linkage 

it does not represent the actual flux conditions in the stator and rotor cores and hence the 

effective magnetic permeability. 

The calculation of mutual inductance has similar issues of ensuring representative 

permeability through the core while only having the excitation of interest present in order to 

separate out the mutual flux-linkage. One widely used method to resolve these issues is the use 

of a frozen permeability method. 

The frozen permeability method involves setting up realistic flux levels in the machine 

for each step during one electrical cycle and capturing the permeability of each individual finite 

element in the stator and rotor cores for each time step. A normal non-linear simulation with 

permanent magnet excitation and the standard three-phase currents flowing is performed and 

at the permeability in the stator and rotor cores is stored for each individual element at each 

time step. The permeability map at a particular rotational angle is then used to fix the 

permeability at each time step for a simulation over one electrical cycle in which a fixed DC 

current is fed into the phase of interest depending on whether the self or mutual inductance are 

being calculated. Unlike a normal finite element simulation with a non-linear core material in 

which the permeability is modified through iteration of the field solution, the permeability in 

the core elements remains fixed (or frozen) for that particular time step. This method allows 

both the normal operating core conditions to be represented while also being able to attribute 

all the flux-linkage of a given winding to the DC current introduced into the simulation. 

This is a 30 slot, 8 pole salient IPM machine which is equipped with a fractional slot 

winding as shown previously in Figure 2.6 of chapter 2. This machine exhibits half-symmetry 

in its electromagnetic behaviour and hence a 180° finite element model is required to represent 

the machine. The 30 slot machine is equipped with 10 coils per phase with 4 series turn per 

coil (made up of 20 parallel strands). 

Figure 3.2 (a) and 3.2 (b) show a typical field distribution and corresponding relative 

permeability distribution in the machine under normal simulation conditions, in this particular 

case for a rotor angle of 8 and rated current of 230.7 A rms, while Figure 3.3 shows the 

predicted field distribution at this same rotor angle but with frozen permeability map of Figure 

3.2b and a DC current of 5A in phase A only. It is worth noting that since the permeability is 

fixed in this solution, any value of DC current would yield the same inductance value. 
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(a) 

 

(b) 

Figure 3.2 Flux density distribution and relative permeability of D165 IPM machine supplied 

with rated on-load current 
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Figure 3.3 Flux density distribution of D165 IPM machine only supplied with 5 A DC 

current for phase A 

 

The variations in the self and mutual inductances with rotor mechanical angle predicted 

for phases A, B and C with this method are shown in Figure 3.4.  The characteristics for phase 

B and phase C take the same form but with angular offsets of 29 (mech) and 14 (mech) 

respectively. For this salient machine with fractional slot winding, the minimum phase self-

inductance is 0.51 mH and maximum inductance is 0.97 mH. The minimum mutual inductance 

is 0.14 mH and maximum inductance is 0.31 mH.  

 

 

Phase A 
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Phase B 

 

Phase C 

Figure 3.4 Calculated variation in self and mutual inductance using the frozen permeability 

method 

 

Having calculated the self and mutual inductances at this fine angular resolution, much of 

this detailed information would be lost by aggregating these results into a d-axis and q-axis 

model in SIMULINK even though this would suit standard library block representations of 

brushless machines in SIMULINK. The effect of the fine detail of inductance changes could 

have an influence on ripple current and hence the full inductance versus rotor angle 

characteristics of Figure 3.4 were represented in the SIMULINK system model using a series 
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of look up tables. There are nine, one-dimensional look-up tables used in the SIMULINK 

model. Each has the rotor angle as the only input and a single output which is in one of  𝐿𝑎, 𝐿𝑏, 

𝐿𝑐, 𝑀𝑏𝑎, 𝑀𝑐𝑎, 𝑀𝑎𝑏, 𝑀𝑐𝑏, 𝑀𝑎𝑐 or 𝑀𝑏𝑐. 

3.2.2 Prediction and representation the phase resistance 

The winding of this particular IPM machine design has 4 series turns per slot made up of 

20 parallel strands. An idealised representation of this winding from the MOTORCAD package 

is shown in Figure 3.5. The winding has an effective slot packing factor of 51% which results 

in each individual strand having a diameter of 1.3 mm. The MOTORCAD calculated resistance 

per phase is 0.1625 using the end-winding approximation method adopted in MOTORCAD 

[10]. 

 

 

Figure 3.5 MOTORCAD generated conductor arrangement in a single slot (4 turns of 20 

parallel strands of 1.3 mm diameter circular wire) 

 

3.2.3: Prediction and representation of the open-circuit back-EMF 

waveform 

The system block-diagram representation of the overall machine and converter includes a 

look-up table which represents the back emf. Figure 3.6 shows the predicted induced back emf 

phase voltage (line to neutral) for each of the 3 star-connected phases calculated using the open-

circuit method.  
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Figure 3.6 Finite element predicted line to star-point back emfs calculated at 4,000 rpm 

 

3.3 Simulation model for a PMSM driven by a hysteresis band 

current controlled converter 

3.3.1 Overall drive architecture 

The current control method selected for this study is a simple hysteresis band control 

strategy. Hysteresis band control strategies are not as widely used as pulse-width modulated 

(PWM) methods. However, they control the current ripple amplitude directly rather than 

controlling the duty ratio for a specific frequency, and so hysteresis control is convenient for 

specifying a give implementation in terms a single parameter which makes a systematic study 

more straightforward and transparent. Figure 3.7 shows a typical model for a three-phase 

hysteresis current band control drive system diagram with an AC machine. 
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Figure 3.7 Three-phase hysteresis current band control drive system with an AC machine 

 

3.3.2 Operating principles of hysteresis band controllers 

The basic operation of a hysteresis controller can be explained with reference to the 

schematic waveform shown in Figure 3.8. During the period of 𝑡1, the machine winding is 

connected via a converter switch positive voltage equal to the half the DC link voltage  𝑉𝑑𝑐. 

This will cause the winding current to rise at a rate determined by the voltage overhead at that 

instant, i.e. V-E, and the inductance of the winding at that rotor position. When the magnitude 

reaches the top of the band, i.e. the upper dashed line in Figure 8, this is detected by a 

comparator in the control circuit and the voltage applied to the machine winding is reversed, 

causing the current to start dropping at similar rate until it reaches the bottom of the hysteresis 

band and the voltage is again reversed. 
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Figure 3.8 Principles of operation of a hysteresis current band controller assuming star 

connection 

3.3.3 System model 

A SIMULINK block diagram of the entire converter and machine system under 

consideration is shown in Figure 3.9. The DC link voltage adopted was 600V DC, which was 

implemented in the model as two 300V DC voltage source in series. The main sub-systems in 

this model other the various display elements are: 

• Phase-legs of the power converter (dashed orange section)  

• Hysteresis current controller (dashed light blue section) 

• Mutually coupled voltage (dashed yellow section) 

• Back-emf representation (dashed green section) 

• Self-inductance representation (dashed purple section) 

In most cases, the sub-systems are per-phase models and are duplicated for each of the 3 

phases in the model. 
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Figure 3.9 SIMULINK hysteresis band current band controller and inverter 

 

3.3.3.1 Switching signal generation sub-system 

The representation of the sub-system that generates the switching signal to control the on-

off state of the inverter switched is shown in Figure 3.10. For this series of simulations at rated 

current, the demand signal is given by an ideal sinusoidal current (with respect to rotor position 

and hence time at a fixed speed) with a peak value of 326.2A. The actual predicted machine 

current is sensed in the model and fed back into the hysteresis current band controller for 

comparison against the demand current with hysteresis comparators with adjustable hysteresis 

bands. 
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Figure 3.10 Block diagram model of the switching signal generator 

 

3.3.3.2 Calculation of mutually coupled voltage  

Taking the example of phase A, and considering the voltage contribution from the mutual 

inductance 𝑀𝐴𝐵 and 𝑀𝐴𝐶 , the induced voltage can be expressed as: 

𝑉𝑚𝑢𝐴 = 𝑀𝐴𝐵

𝑑𝐼𝐵
𝑑𝑡

+ 𝑀𝐴𝐶

𝑑𝐼𝐶
𝑑𝑡

(3.2) 

 

The sub-system which implements this voltage equation is Figure 3.11. The 1-D look up 

tables are fed with rotor position to generate the correct mutual inductance for that position.  

 

Figure 3.11 SIMULINK sub-system for calculating mutually coupled voltages in phase A 

caused by coupling from phase B and C 
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3.3.3.3 Back-emf generator 

The 1D look-up table generated from the FE simulations using the method described in 

section 3.2.3 was used in the sub-system shown in Figure 3.6. In this case, the emf waveform 

is specific to the rated speed of 4,000 rpm and is hence represented as a voltage versus time 

look-up table. Each back-emf generator has an input of time (and the output is the actual emf 

voltage).  The block diagram used to implement this process is shown in Figure 3.12.  This 

could be modified is multiple speeds were being considered by normalising the time and 

voltage inputs of the look-up and table and adding speed as an input.  

 

 

Figure 3.12 Three-phase back-emf generator 

3.4 Significance of machine star-point connection 

3.4.1 Introduction to star-point grounding 

An important factor in the representation of the electrical machine in this model is whether 

the star point of the machine is grounded or floating, since either is a possible connection 

depending on the practice in an industry or application. This is a critical factor in the behaviour 

of a hysteresis controller as it affects the degree of coupling between phases. In all hysteresis 

current band control, the switching frequency is not a controlled quantity but depends on the 

width of the hysteresis band and the inductance of the winding. However, in star-connected 

three-phase systems, another factor that influences the switching behaviour in each individual 

phase leg is whether the star-point is grounded or floating. This is a consequence of the 
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imbalance in three phase systems in converter drives where the individual phase connections 

are connected to either one of the DC link voltage rails during the switching sequence. Hence, 

the operation of machine will involve intervals of any two of the phases being connected to the 

positive voltage rail with the remaining phase connected to the negative and vice-versa during 

other intervals during normal operation. The effect that this imbalance has on the voltage 

applied to a phase winding machine depends on whether the star-point is grounded or floating 

[9]. 

3.4.2 Grounded star connection  

When the star point of the machine is grounded, the voltage applied across any of the three 

phase is restricted to being ±
1

2
𝑉𝐷𝐶 and the line to star-point voltage of a phase is not affected 

by the switching state of the other two phases. The voltage in the phase depends only on its 

own switching state. 

Taking the voltage of phase A as example and considering the simplified converter 

representation in Figure 3.13. When the switching signal to control the top bridge inverter 

switch phase A is set to ‘1’, this switch is conducting and the output of phase A is connected 

to the positive voltage rail. During this internal, the lower switch is provided by a 

complementary ‘0’ signal. With a ‘0’ control signal applied, the lower switch in phase A is 

conducting and hence for this combination of control signals to the 2 switches,  phase A of the 

machine winding has one end directly connected to a +
1

2
𝑉𝐷𝐶 voltage rail and the other end 

connected to a grounded star point, and hence the applied voltage for the phase is 
1

2
𝑉𝐷𝐶 . 

Similarly, when the switching signal for the two switches in phase A are reversed, a −
1

2
𝑉𝐷𝐶 

voltage source, so the applied voltage for phase A is −
1

2
𝑉𝐷𝐶. The full switching table and 

resulting applied voltages for a grounded star-point is shown in Table 3.1. 
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(a) 

 

(b) 

Figure 3.13 Simplified representation of a three phase converter with (a) grounded star-point 

and (b) floating star-point 
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Table 3.1 Switching table for a three-phase converter with a grounded star-point 

Switching State of top switch (lower switch has 

complementary  

Applied voltage  

SA SB SC 𝑽𝑨 𝑽𝑩 𝑽𝑪 

1 1 1 1

2
𝑉𝐷𝐶 

1

2
𝑉𝐷𝐶 

1

2
𝑉𝐷𝐶 

0 0 0 
−

1

2
𝑉𝐷𝐶 −

1

2
𝑉𝐷𝐶 −

1

2
𝑉𝐷𝐶 

1 1 0 1

2
𝑉𝐷𝐶 

1

2
𝑉𝐷𝐶 −

1

2
𝑉𝐷𝐶 

1 0 1 1

2
𝑉𝐷𝐶 −

1

2
𝑉𝐷𝐶 

1

2
𝑉𝐷𝐶 

1 0 0 1

2
𝑉𝐷𝐶 −

1

2
𝑉𝐷𝐶 −

1

2
𝑉𝐷𝐶 

0 0 1 
−

1

2
𝑉𝐷𝐶 −

1

2
𝑉𝐷𝐶 

1

2
𝑉𝐷𝐶 

0 1 1 
−

1

2
𝑉𝐷𝐶 

1

2
𝑉𝐷𝐶 

1

2
𝑉𝐷𝐶 

0 1 0 
−

1

2
𝑉𝐷𝐶 

1

2
𝑉𝐷𝐶 −

1

2
𝑉𝐷𝐶 

3.4.3 Floating star connection  

When the star-point of the machine is allowed to float, the applied voltage at one end of 

the phase winding takes the same value ±
1

2
𝑉𝐷𝐶  in the same way as the grounded star-

connection. However, the star-point voltage will fluctuate as different combinations of the 

phases are connected to the positive rail and negative rails. Hence, the voltage difference across 

any one of the machine phases will vary not only with the voltage applied by its own phase leg 

at one end but also the fluctuations of the floating star-point, which in many cases can be caused 

by switching events in the other phases.  It is this coupling between phases via the fluctuating 

star-point voltage that introduces some complicated behaviours into the hysteresis controller. 
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The switching table and applied voltages for the case of a floating star point are shown in Table 

3.2.  

Table 3.2 Switching table for a three-phase converter with a floating star-point 

Switching State of top switch (lower switch has 

complementary  

Applied voltage  

SA SB SC 𝑽𝑨 𝑽𝑩 𝑽𝑪 

1 1 1 0 0 0 

0 0 0 0 0 0 

1 1 0 1

3
𝑉𝐷𝐶 

1

3
𝑉𝐷𝐶 −

2

3
𝑉𝐷𝐶 

1 0 1 1

3
𝑉𝐷𝐶 −

2

3
𝑉𝐷𝐶 

1

3
𝑉𝐷𝐶 

1 0 0 2

3
𝑉𝐷𝐶 −

1

3
𝑉𝐷𝐶 −

1

3
𝑉𝐷𝐶 

0 0 1 
−

1

3
𝑉𝐷𝐶 −

1

3
𝑉𝐷𝐶 

2

3
𝑉𝐷𝐶 

0 1 1 
−

2

3
𝑉𝐷𝐶 

1

3
𝑉𝐷𝐶 

1

3
𝑉𝐷𝐶 

0 1 0 
−

1

3
𝑉𝐷𝐶 

2

3
𝑉𝐷𝐶 −

1

3
𝑉𝐷𝐶 

3.5 Prediction of current waveforms with switching effects 

3.5.1 Grounded star-point 

Since the current ripple which produces the high frequency iron loss is caused by the 

individual switching events, it is important to look in detail at the behaviour of the machine on 

the timescales of switching events noting that the converter is modelled using ideal switches 

and does not account for any non-linear behaviour during the switch transition. Figure 3.14 

shows a close-up of the switched voltage applied to phase A during 1.5 electrical cycles of the 
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reference machine design operating at 4,000 rpm at its rated current of 326.2 A with a hysteresis 

band of ±16.3 A. As shown, this machine operates from an ideal 600V DC link and hence the 

voltage switches between +300 V and -300 V in response to the action of the hysteresis band 

controller because of grounded star-point. The grounded star-point means that the applied 

voltage is defined only by the voltage at the terminal end of the phase. 

 

 

Figure 3.14 Phase A voltage (line to star-point) waveform for grounded star connection in a 

machine operating at 4,000rpm at rated current with a hysteresis band of ±16.3A 

 

Figure 3.15 shows the predicted current waveform over 1.5 electrical cycles for a 

hysteresis band set at ±5% of the peak current which corresponds to ±16.3 A.  This simulation 

was performed at the rated speed of 4,000 rpm which corresponds to an electrical frequency of 

267 Hz. The reference demand current waveforms are three sinusoidal waveforms with peak 

amplitude of 326.2 A. The converter is connected to a pair of 300V DC voltage sources to 

provide a 600V link. The total simulation duration is 2.5 electrical cycles, with the first full 

cycle removed from these traces to eliminate the start-up transient. 

Also shown in Figure 3.15 is the current error in phase A which is acted on by the 

controller (i.e., error = demand current – actual current). Adopting this controller error 

definition means that a current that is greater than the demand and heading towards the top of 

the hysteresis band generates a negative controller error and vice versa. Hence the bounding 

thresholds on the controller current errors are the opposite way around to the top and bottom 

hysteresis bands.  The error signal shows that there are intervals during the simulation in which 
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the current falls outside the range of the hysteresis band, e.g. 0.2 - 0.53 ms into the waveform. 

In this interval the actual current is below the lower hysteresis band (i.e., generating a positive 

current error which is above the upper threshold). Although the converter leg in phase A has 

taken the correct action by turning on the top switch, the current remains outside the band 

because of the coupled voltage contribution from the mutual flux linkage from phases B and 

C. This behaviour can be explained by considering equation (3.3) which shows that depending 

on the magnitude of the phase back 𝐸𝑝ℎ  and the mutually coupled voltages from the other 

phases 𝑉𝑐𝑜𝑢𝑝𝑙𝑖𝑛𝑔 the rate of change of inductance can be negative even when a positive voltage 

is applied to the phase by turning on the upper switch. Since this chapter mainly focuses on the 

effects of the ripple current to flux density within the stator core, so the switching loss generated 

by the converters in the control system will be investigated as further work. 

𝑑𝑖

𝑑𝑡
=

𝑉 − 𝐸𝑝ℎ − 𝑉𝑐𝑜𝑢𝑝𝑙𝑖𝑛𝑔

𝐿𝑝ℎ

(3.3) 

 

Figure 3.15 Phase A current, controller current error in phase A and corresponding switching 

signals for a grounded star-point 
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Figure 3.16 shows the ideal sinusoidal demand and the predicted hysteresis controller 

waveforms for three different hysteresis band widths at 4,000rpm. As shown, there are several 

intervals with very few switching events, e.g. and intervals in which the current falls even when 

the actual current is below the demand waveform. As shown by equation 3.3, this behaviour is 

influenced by the magnitudes of the current, the back emf and the DC link voltage. 

  

 

Figure 3.16 Predicted phase A currents with a grounded star point with different hysteresis 

band magnitudes of ±5% (±16.3 𝐴) , ±10% (±32.6 𝐴) and ±20% of peak (±65.2 𝐴) 

 

As demonstrated, even for the simpler case of a grounded star-point, the high frequency 

ripple current which is present in the output current waveform is far more complicated than a 

simple symmetrical sawtooth added onto the sinusoid. Since the magnitude of the high 

frequency eddy currents are determined by the rate of change of flux density and hence current, 

capturing the detailed behaviour from a full system simulation will be more accurate than an 

idealised symmetrical representation of the ripple. This section develops a method based on 

SIMULINK to generate representative switching current waveform in IPM machine with very 

short time steps from finite element simulation based on standard time-step durations. 

Moreover, these current waveforms reflect the inductance variations with position and current 

which are important in modelling IPM machines. 
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3.5.2 Floating star-point 

Figure 3.17 shows the phase A current waveform along with the current controller error 

and the switching events in the 3 phases. Over the first 5 ms of the trace, there are only 17 

switching events in phase A.  

 

 

Figure 3.17 Phase A current, controller current error in phase A and corresponding switching 

signals for a floating star-point 

 

Figure 3.18 shows the predicted phase A current waveforms for hysteresis bands of 5%, 

10% and 20% of the peak current while Figure 3.19 shows the corresponding phase A voltage 

waveform (line to star-point) for the particular case of a hysteresis band of ±5%. There are 5 

instances in which the current controller error is greater than the upper error threshold (which 

corresponds to the actual current dropping below the lower hysteresis band level) and only two 

instances in which the current controller error is below the lower error threshold. Looking in 

detail at the first 0.5 ms of the simulation, it can be seen the phase A switching signal remains 
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at 1, which corresponds to the top switch being turned on. This is correct course of action for 

the controller as it attempts to prevent the actual current from dropping below the lower 

hysteresis band (which corresponds to the current controller error exceeding the upper 

threshold). However, it is unable to prevent the current controller error from going above the 

threshold. This is partly because the switching events in phases B and causing the phase voltage 

in phase A to change around 200 V and 400 V (i.e. 1/3 and 2/3 of the 600V DC link). The 

transient behaviours that not strictly varying between the 200 V and 400 V are mainly results 

from the coupling voltage, back emf and non-linearity properties of the inductance of this 

salient machine. 

 

  

 

Figure 3.18 Predicted phase A currents with a floating star-point with different hysteresis 

band magnitudes of ±5% (±16.3 𝐴) , ±10% (±32.6 𝐴) and ±20% of peak (±65.2 𝐴) 
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Figure 3.19 Phase A voltage waveform (line to star-point) for a hysteresis band of ±5% 

(±16.3 A) 

 

The voltage overhead which can drive the current in the correct direction to maintain the 

current within the hysteresis band can be estimated by subtracting the instantaneous back emf 

the mutually coupled voltage from the applied voltage waveform shown previously in Figure 

3.19. The resulting waveform in shown in Figure 3.20 for the case of a ±5% hysteresis band. 

As can be seen, during the first 0.5ms, the net voltage is ~300V which explains the reduced 

dynamic performance of the controller.   

 

 

Figure 3.20. Net voltage waveform across phase A for a hysteresis band of ±5% (±16.3 A) 
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As was the case with the grounded star-point, the behaviour of the converter is very 

significant in determining the high frequency components in the current waveform and that in 

order to get useful input to an iron loss model that has realistic representation of practical 

waveforms it is necessary to combine the loss model with a circuit simulation.  

 

3.6 Calculation of high frequency flux density waveforms 

 

The SIMULINK model described in section 3.3.3 can be used to calculate the high 

frequency switching components in the machine current waveforms. However, to calculate the 

effect of the high frequency current ripple on the iron loss, it is necessary to calculate the flux 

density waveforms in every element of the stator and rotor cores. One possible method would 

be to perform finite element field solutions with very short time steps. In the case of the 

FLUX2D finite element packages used in this thesis, this could be done with the 

FLUX/SIMULINK coupling tool. However, in to capture accurate flux density waveforms 

using this direct method it would be necessary to perform several finite element solutions 

within each switching event. This would involve a very high number of finite element solutions 

within an electrical cycle, possibly many thousands which would be prohibitive in terms of 

computation time. 

An alternative method which has been used in this study is to make use of the fact that the 

high frequency ripple current set by the hysteresis band, tends to be small compared to the 

fundamental. The method performs three finite element simulations over one electrical cycle. 

The first is for the current waveform without the high frequency switching waveform. The next 

two simulations are for the same rated waveform but with +5% of the peak added and the third 

with -5% of the peak subtracted as shown in Figure 3.21 for the case of a sinusoidal rated 

current of 326.2 A peak at 4,000rpm. These three simulations are carried out with time steps 

that typically generate field solutions at intervals of a few degrees of electrical angle. In the 

waveforms shown, simulations were performed every 3.6 electrical. 
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Figure 3.21 Three current waveforms used for the finite element simulations 

 

These three simulations are then post-processed to produce for each mesh element in the 

stator core at each time step a value of flux density and an estimate of  
𝑑𝐵

𝑑𝐼
 based on the following 

approximation: 

𝑑𝐵𝑖𝑗

𝑑𝐼𝑗
≈

𝐵𝑖𝑗(𝐼 + ∆𝐼) − 𝐵𝑖𝑗(𝐼)

∆𝐼
(3.4) 

 

For each element in the mesh, the flux density waveform predicted for the rated current 

can have a ripple component added by simply scaling the SIMULINK predicted high frequency 

current by the 
𝑑𝐵

𝑑𝐼
 value, assuming that this remains constant during the finite element 

simulation time step. 

As an example, Figure 3.22(a) shows the variation in flux density from the three finite 

simulations for element 61239 which is the middle of the stator tooth. The calculated  
𝑑𝐵

𝑑𝐼
 

waveform for this element calculated from the simulations is shown in Figure 3.22(b) while 

Figure 3.22(c) shows the calculated flux density waveform in this element for the simple case 

of a 10 kHz symmetrical 5% ripple. 
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(a) Flux density waveform for rated current density waveform 

 

(b) 
𝑑𝐵

𝑑𝐼
 waveforms calculate from finite element simulations 
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(c) Calculated flux density waveform 

Figure 3.22 Example of the calculation method for adding high frequency switching effect to 

element-by-element flux density waveforms 

 

This method is based on a linearised perturbation model but does have the very significant 

advantage of a much lower computational requirement, with only 100s or so finite element 

simulations required. Once these three simulations have been performed, this finite element 

field data can be used for many different cases of switching conditions without the need for 

more finite element simulations. 

In general, this chapter focuses on developing a method to calculate flux density 

waveforms in every individual element of a finite element mesh which considering the high 

frequency switching effects. Serval tasks are finished viz magnetostatic finite elements 

simulations based on Altair FLUX2D at the fundamental frequency to calculate machine 

parameters and fundamental flux density waveforms, high frequency switching current 

waveform prediction based on SIMULINK and post processing for the flux density exported 

from finite element software based on MATLAB, which allow to calculate flux density 

waveforms under different switching conditions. In addition, the modelled switching current 

waveforms illustrate that even for the simple hysteresis controller, the current behaviour is 

different from sawtooth superimposed onto the demand waveform with may fewer switching 

events that might be expected. 
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Chapter 4 Iron loss prediction in electrical machines 

4.1 Conventional iron loss prediction models for electrical 

machines 

The previous chapter has described methods for generating flux density waveform for 

every element within the stator core of an electrical including, including the representation of 

the high frequency switching effects. The final stage in the prediction of the iron loss in a 

machine is to translate each individual flux density waveform into an equivalent loss density 

and then combine these via a weighted sum and scale to produce an overall loss. 

Many methods have been developed for predicting iron loss in electrical machines given 

the flux density waveforms throughout the stator core. Almost all of these methods are based 

on separating the loss into a number of different components. The most commonly used loss 

separation model in electrical machines research in recent years are variations on the model 

proposed by Bertotti [1]–[4] in which the loss is separated into hysteresis loss, excess loss and 

classical eddy current loss. 

4.1.1 Hysteresis loss 

Hysteresis loss is caused by the Barkhausen jumps, which cause a change in the localised 

domain structure as individual magnetic domains start to align with the applied field. The loss 

associated with these numerous Barkhausen jumps is the potential energy difference before 

and after the jump [5]. When the applied magnetising field strength waveform has no 

harmonics or minor reversals within the waveform, the region of iron which is exposed to this 

field follows a single hysteresis loop, and example of which is shown in Figure 4.1. The 

hysteresis loss density (W/kg) per cycle is equal to the area enclosed within the loop. Equation 

(4.1) has been shown to produce good agreement with experiments loss measurements for flux 

density waveforms with no harmonic flux-reversal [6]: 

𝑃ℎ = 𝑘ℎ𝑓𝐵𝑚
𝛼ℎ (4.1) 

Where 𝑘ℎ  and 𝛼ℎ  are the material-specific coefficients established from a series of 

experimental measurements. The frequency and peak flux density are 𝑓 and 𝐵𝑚 respectively. 

It is worth noting that this equation can be applied to non-sinusoidal flux density waveforms 

providing there are no reversals in the waveform. 
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Figure 4.1 Typical hysteresis loop (with no minor loops) for a soft magnetic material 

 

When the flux density waveform has flux reversals which generate minor loops as shown in 

the example in Figure 4.2, the following correction can be applied [7]. 

𝑃ℎ = 𝐾(𝐵𝑚) × 𝑃ℎ(𝐵𝑚) (4.2)

In above equation, 

𝐾(𝐵𝑚) = 1 +
0.65

𝐵𝑚
∑ ∆

𝑁𝑚𝑙𝑝

𝑖=1

𝐵𝑖 (4.3) 

Where 𝑁𝑚𝑙𝑝 is the number of the minor loops and ∆𝐵𝑖 is the flux density variation during the 

excursion around a minor loop. 
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Figure 4.2 Example of flux density waveform with two flux reversal per cycle and the 

corresponding major and minor hysteresis loops (Source: [8]) 

 

4.1.2 Excess loss prediction model 

As part of the work on loss separation proposed by Bertotti [1]–[4], the concept of excess 

loss was introduced which was based on domain wall eddy current effects. The eddy current 

counter field is mainly caused by the domain wall movement. According to Williams model 

[9], the eddy counter field of the moving wall is described by: 

𝐻𝑒 =
8𝑀𝑠𝜎𝑑

𝜋3
( ∑

1

𝑛3

 

𝑜𝑑𝑑 𝑛

)𝑣 = 𝜎𝐺𝑤�̇�𝑤 (4.4) 

 

where �̇�𝑤 is the flux rate provided by the domain wall movement, and 𝑀𝑠 is the saturation 

magnetisation. The parameter 𝐺𝑤 can be expressed as: 

𝐺𝑤 =
4

𝜋3
( ∑

1

𝑛3

 

𝑜𝑑𝑑 𝑛

) ≈ 0.136 (4.5) 

 

For 𝑛𝑤 individual activated domain walls at a given time, then: 

𝑛𝑤�̇�𝑤 = 𝑆
𝑑𝐵

𝑑𝑡
(4.6) 

 

Where 𝑆 is the cross-section area of lamination and 𝐵 is the average flux density. According 

to equations (4.4) and (4.6): 

𝐻𝑒 =
𝜎𝐺𝑤𝑆

𝑛𝑤

𝑑𝐵

𝑑𝑡
(4.7) 

 

and 

𝑃𝑒 =
𝜎𝐺𝑤𝑆

𝑛𝑤
(
𝑑𝐵

𝑑𝑡
)
2

(4.8) 
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From equation (4.8) it can be seen that the excess loss is inversely proportional to the 

parameter 𝑛𝑤, which is the number of the number of the individual activated domains at a given 

time. Hence, when 𝑛𝑤  tends to infinity, the excess loss tends to zero. Similarly, magnetic 

objects instead of domain walls, equation (4.7) and (4.8) become: 

𝐻𝑒 =
𝜎𝐺𝑚𝑜𝑆

𝑛𝑚𝑜

𝑑𝐵

𝑑𝑡
(4.9) 

and 

𝑃𝑒 =
𝜎𝐺𝑚𝑜𝑆

𝑛𝑚𝑜
(
𝑑𝐵

𝑑𝑡
)
2

(4.10) 

In above equations, 𝐺𝑚𝑜  is damping factor which depends on the shape and internal 

structure of the magnetic object and 𝑛𝑚𝑜 represents the number of the active magnetic objects. 

The parameter �̂� can be used to illustrate the structural and dynamic characteristics of the 

magnetic objects: 

�̂� = 𝑛𝑚𝑜

𝐺𝑤

𝐺𝑚𝑜

(4.11) 

Hence, �̂� is the effective number of the magnetic objects and equations (4.9) and (4.10) 

become: 

𝐻𝑒 =
𝜎𝐺𝑤𝑆

�̂�

𝑑𝐵

𝑑𝑡
(4.12) 

and 

𝑃𝑒 =
𝜎𝐺𝑤𝑆

�̂�
(
𝑑𝐵

𝑑𝑡
)
2

(4.13) 

Equation (4.12) and (4.13) illustrate that if �̂� = 𝑓(𝐻𝑒) is known, and neglecting the skin 

effect, the excess loss can be calculated for an arbitrary flux density waveform. Bertotti found 

that from experiments with many iron-based soft magnetic materials, that �̂� = 𝑓(𝐻𝑒) follow 

linear law [1], [2]: 

�̂� = �̂�𝑜 +
𝐻𝑒

𝑉𝑜
(4.14) 

Where 𝑉𝑜 is the parameter that can be obtained in experiments. Equation (4.11) could be written 

as: 

�̂� ≈
𝐻𝑒

𝑉𝑜
(4.15) 

For non-oriented material, the instantaneous excess loss can be written as: 
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𝑝𝑒 = √𝜎𝐺𝑤𝑆𝑉𝑜 |
𝑑𝐵

𝑑𝑡
|

3
2

(4.16) 

The average loss over a one electric cycle for an arbitrary waveform is therefore given by: 

𝑃𝑒 =
√𝜎𝐺𝑤𝑆𝑉𝑜

𝑇
∫ |

𝑑𝐵

𝑑𝑡
|

3
2
dt 

 

𝑇

(4.17) 

For the particular case of a sinusoidal flux density variration equation (4.17) becomes: 

𝑃𝑒 = 8.67√𝜎𝐺𝑤𝑆𝑉𝑜𝑓
3
2𝐵𝑚

3
2 (4.18) 

The only unknown parameter in equation (4.17) and (4.18) is 𝑉𝑜 , which could be 

established from experimental measurements on material samples. However, it has been noted 

that the value of  𝑉𝑜  depends on the maximum induction and so a single value will not 

necessarily provide a good representation over a range of different operating conditions [1], 

[2]. 

 

4.1.3 Classical resistance-limited model for predicting eddy current loss 

The classical resistance-limited eddy current model is a straightforward and widely used 

method for the calculation of eddy currents in the post-processing of magneto-static finite 

element predictions of flux density in the cores of electrical machines. It assumes the eddy 

currents do not cause any significant skin effect and hence has an upper frequency limit beyond 

which it will tend to overestimate the eddy current loss. This frequency limit depends on both 

material properties and component dimensions. When there is significant skin-effect, the eddy 

current is said to be inductance limited and the classical resistance limited model tends to 

overestimate eddy current loss in this operating regime. 

The resistance-limited model also assumes that the material is homogeneous and so 

neglects effects of domain structure [5]. The classical equation for resistance limited one-

dimensional eddy current can be derived for the idealised lamination model of Figure 4.3. The 

assumption of one-dimensional eddy currents is based on the case that 𝑑 ≪ 𝐿 and that the flux 

density vector �⃗�  is in the 𝑧 direction. Due to 𝑑 ≪ 𝐿 and �⃗�  is along the 𝑧 axis, so the induced 

electric field vector �⃗�  is dominated by the 𝑥 component. 
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Figure 4.3 Representative lamination model for one-dimensional eddy current flow 

(Source:[5]) 

 

The vectors representations of the 𝐵 and 𝐸 can be written as: 

𝐵 = 0𝑖 + 0𝑗 + 𝐵�⃗� (4.19)                                                                

𝐸 = 𝐸𝑥𝑖 + 0𝑗 + 0�⃗� (4.20) 

 

Where 𝑖 , 𝑗  and �⃗�  and the unit vectors of the Cartesian coordinate separately. According to 

Maxwell’s equation: 

𝑐𝑢𝑟𝑙𝐸 = −
𝜕𝐵

𝜕𝑡
(4.21) 

 

Combining equations (4.19), (4.20) and (4.21): 

𝜕𝐸𝑥

𝜕𝑦
=

𝜕𝐵𝑧

𝜕𝑡
(4.22) 

 

In low frequency condition, the skin effect can be neglected. So, 𝐵 is constant throughout the 

cross-section of the lamination. Then from equation (4.22): 

𝐸𝑥 = (
𝑑𝐵𝑧

𝑑𝑡
)𝑦 + 𝑐 (4.23) 

 

Where 𝑐 is a constant of integration. 

For low frequency conditions, the continuity of current equation can be expressed as: 

𝑑𝑖𝑣𝐽 = 0 (4.24) 
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The eddy current 𝐽 is related to the electric field 𝐸 by: 

𝐽 = 𝜎𝐸 (4.25) 

 

Where 𝜎 is the lamination electrical conductivity. According to equation (4.24) and (4.25): 

𝑑𝑖𝑣𝐸 = 0 (4.26) 

 

Therefore, the path line of the eddy current and electric field is closed. And the path line at 𝑦 =

𝑦0 will reverse direction when 𝑥 = ±∞ and have an opposite direction at 𝑦 = −𝑦0. Hence, the 

symmetry requirement becomes: 

𝐸𝑥|𝑦=𝑦0
= −𝐸𝑥|𝑦=−𝑦0

(4.27) 

 

According to equation (4.23) and (4.27) then 𝑐 = 0. 

The local eddy current power loss density is given by: 

𝑝𝑐(𝑡) = 𝜎𝐸𝑥
2 (4.28) 

 

Hence, the spatial average is given by: 

𝑝�̅�(𝑡) =
1

𝑑
∫ 𝑝𝑐(𝑡)𝑑𝑦

𝑑
2

−
𝑑
2

(4.29) 

 

According to equation (4.23) and (4.28): 

𝑝�̅�(𝑡) =
𝜎𝑑2

12
(
𝑑𝐵

𝑑𝑡
)
2

 (
𝑊

𝑚3
) (4.30) 

 

The average value for an electrical cycle is: 

𝑃𝑐(𝑡) =
𝜎𝑑2

12𝛿

1

𝑇
∫ (

𝑑𝐵

𝑑𝑡
)
2

𝑑𝑡
 

𝑇

 (
𝑊

𝑘𝑔
) (4.31) 

 

The above equation can be applied to any arbitrary waveform. For the specific case of a 

sinusoidal flux density variation, the eddy current loss density simplifies to: 

𝑃𝑐 =
𝜎𝑑2𝜋2

6𝛿
𝑓2𝐵𝑚𝑎𝑥

2 (4.32) 
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4.1.4 Total loss calculation 

The total core loss density can be calculated by a summation of the three loss components 

over one electrical cycle: 

 

𝑃(𝑡) = 𝑘ℎ𝑓𝐵𝑚
𝛼ℎ (1 +

0.65

𝐵𝑚
∑ ∆

𝑁𝑚𝑙𝑝

𝑖=1

𝐵𝑖) + √𝜎𝐺𝑤𝑆𝑉𝑜
1

𝑇
∫ |

𝑑𝐵

𝑑𝑡
|

3
2
𝑑𝑡

 

𝑇

+
𝜎𝑑2

12𝛿

1

𝑇
∫ (

𝑑𝐵

𝑑𝑡
)
2

𝑑𝑡
 

𝑇

 (
𝑊

𝑘𝑔
)

(4.33)

 

 

This equation requires the setting of several material specific coefficient which are derived 

from measurements of loss as a function of flux density and frequency, including quasi-static 

hysteresis loss measurements. Table 4.1 shows the coefficients for NO20 Silicon iron from 

[10]. 

Table 4.1 Material coefficients for NO20 

 Value for NO20 Silicon Iron 

𝑘ℎ 0.0172 

𝛼ℎ 1.21 

√𝜎𝐺𝑤𝑆𝑉𝑜 

(often lumped into 𝑘𝑒𝑥𝑐) 

2.5e-4 

𝜎 1923077 

𝑑 2e-4 m 

𝛿 7650 kg/m3 

 

4.2 Iron loss prediction for high frequency switching 

4.2.1 Idealised saw-tooth current ripple test case 

The first test case considered for the machine operating at 4,000 rpm and rated torque (i.e. 

with a phase current peak of 326.2 A) with a series of idealised 10 kHz triangular saw-tooth 

current ripple superimposed onto the 266.7 Hz sinusoidal current in this 8 pole machine. This 

results in 37-38 cycles of high frequency switching per cycle of the fundamental. Figure 4.4 

shows the fundamental together with the various saw-tooth ripple addition and a close up of 

the region around 0.5 ms in which the ripple components are clearer. Each of these current 

waveforms were used in combination with the element-by-element predicted variations of flux 
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density for the nominal sinusoidal and the calculated dB/dI variation described using the 

method in section 3.6 of Chapter 3. It is worth noting that the finite element solutions required 

to calculate the dB/dI only needs to be established once for a given load current (in this case a 

peak of 326.2 A). The simulation different ripple levels simply use this one finite element 

characterisation to add on the appropriate estimated high frequency flux density variation. 

 

 

Figure 4.4 Idealised reference current waveforms for the first test case 

 

The methodology described in chapter 3 was used to generate element-by-element flux 

density variations at a range of different number of sample rates within an electrical cycle and 

the individual components of loss for the total machine were calculated at these different 

sampling rates. The resulting variations in calculated loss with the number of sampling points 
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is shown in Figure 4.5. All the loss components settle down by 5,000 sampling points per 

electrical cycle, although arguably from a practical point of view, there is very little change in 

loss beyond 2,000 sampling points per cycle. There are several interesting points shown by this 

data:  

• There is an increase in the major hysteresis loss of ~5W to 238W as the ripple is 

increased. Since the major hysteresis loss is only a function of the peak flux density 

during a cycle, this increase is a result of the phasing between the ripple and the peak 

of the sinusoidal current combining to increase the peak flux density as shown 

previously in the close-up of the current waveforms in Figure 4.4. The level of increase 

will be highly dependent on the phase relationship between the ripple and the 

fundamental 

• Although there are no small reversals in the pure sinusoidal current there is still some 

predicted minor loop loss in the no-ripple case due to harmonics introduced in the flux 

density waveforms by features such as spatial harmonics in the armature field and 

magnetic saturation effects. This shows the importance of using finite element field 

calculations as localized flux density waveforms can contain different harmonics to the 

machine current. 

• A 5% saw-tooth ripple in the current results in an increase in total loss to 112% of the 

value for the pure sinusoid. In this case, the loss is dominated by the major hysteresis 

loss which is only affected to small degree by the ripple. 

• A 5% saw-tooth ripple in the current results in an increase in the classical eddy current 

loss to ~140% of the value for the pure sinusoid. 
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Figure 4.5 Variation in calculated components of loss and total loss with increasing number 

of sampling points per fundamental electrical cycle 

 

4.2.2 Grounded star connection electrical machine 

The next set of cases considered was the reference machine operating at rated current at 

4,000rpm with ±1%, ±3% and ±5% hysteresis bands. In this case, the star-point is grounded. 

The current waveforms for these hysteresis bands and a pure sinusoid with a peak of 326.3A is 

shown in Figure 4.6 along with a close-up of the region around the positive peak of the sinusoid. 

As was the case with several of the current waveforms in chapter 3, the ripple current is far 

more complex than the simple symmetrical waveforms investigated in the previous chapter. 

The number of switching events per electrical cycle for the ±1%, ±3% and ±5% hysteresis 

bands are 149, 52 and 33 respectively. The Figure 4.7 presents the predicted switching signal 

for phase A in the reference machine with grounded star-point operating at rated current and 

4,000 rpm for hysteresis bands of ±1%, ±3% and ±5%, which shows the effects of the hysteresis 

band viz switching frequency will drop with the increasing of the hysteresis band. 
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Figure 4.6 Predicted current for phase A in the reference machine with a grounded star-point 

operating at rated current and 4,000 rpm for hysteresis bands of ±1%, ±3% and ±5% 

 

HB = ±3.3 

 

HB = ±9.8 

 

HB = ±16.3 
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Figure 4.7 Predicted switching signal for phase A in the reference machine with grounded 

star-point operating at rated current and 4,000 rpm for hysteresis bands of ±1%, ±3% and 

±5% 

 

The methodology described in chapter 3 was again used to generate element-by-element 

flux density variations at a range of different number of sample rates within an electrical cycle.  

The resulting variations in calculated loss with the number of sampling points is shown in 

Figure 4.8. There are several interesting features of these loss predictions: 

• The overall loss settles down to its final level after ~7000 sample points per electrical 

cycle for all cases. As would be expected, the smallest hysteresis band, which has the 

highest switching frequency, requires the most sample points. 

• The total loss with the ±5% hysteresis band increases to 104% of the value for the pure 

sinusoid. This is lower than the ±5% symmetrical sawtooth in the previous section. This 

is due to the fact that there are intervals during the waveform, e.g. around the zero 

crossing in which the current tracks the sinusoidal demand waveform with little 

switching action. 

• The difference between the various hysteresis bands is smaller than the saw-tooth 

example in the previous section since the switching frequency reduces with the 

increasing hysteresis band. 
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Figure 4.8 Variation in calculated components of loss and total loss with increasing number 

of sampling points per fundamental electrical cycle 

 

4.2.3 Floating star connection electrical machine 

The final set of cases considered was the reference machine operating at rated current at 4,000 

rpm with ±1%, ±3% and ±5% hysteresis bands but with a floating star-point. The current 

waveforms for these hysteresis bands and a pure sinusoid with a peak of 326.2 A is shown in 

Figure 4.9. along with a close-up of the region around the positive peak of the sinusoid. The 

Figure 4.10 presents the predicted switching signal for phase A in the reference machine with 

floating star-point operating at rated current and 4,000 rpm for hysteresis bands of ±1%, ±3% 

and ±5%, which shows the effects of the hysteresis band viz switching frequency will drop 

with the increasing of the hysteresis band. 
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Figure 4.9 Predicted current for phase A in the reference machine with a floating star-point 

operating at rated current and 4,000rpm for hysteresis bands of ±1%, ±3% and ±5% 

 

HB = ±3.3 

 

HB = ±9.8 

 

HB = ±16.3 
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Figure 4.10 Predicted switching signal for phase A in the reference machine with floating 

star-point operating at rated current and 4,000 rpm for hysteresis bands of ±1%, ±3% and 

±5% 

 

The same process as the previous sections was used to generate the variation of loss 

components with sample number per cycle. In this case, the number of samples required to 

achieve a settled overall loss is lower. It is also noticeable that the highest loss is produced by 

the ±3% hysteresis band in this floating ground case rather than the ±5% band for the grounded 

case. There is a bigger variation in loss. 
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Figure 4.11 Variation in calculated components of loss and total loss with increasing number 

of sampling points per fundamental electrical cycle 

4.3 Summary 

This chapter has introduced the methods used for calculating the iron loss in an electrical 

machine given a series of flux density versus time waveforms in each element of the core. A 

summary of the total predicted loss for the 12 different combinations of conditions simulated 

is shown in Table 4.2. This shows that for this series of operating conditions and noting that 

the major loop hysteresis loss is a significant contributor to the loss, the increases in loss caused 

by switching frequency is not especially large and that there is no fixed trend with the behaviour 

of the converter being important. 

 

Table 4.2 Total predicted loss for the 12 different combinations of conditions simulated 

 Symmetrical 

Saw Tooth 

Grounded star-

point 

Floating star-

point 

Pure sinusoid 352.0 W 352.0 W 352.0 W 

±1% hysteresis band 354.7 W 366.2 W 363.7 W 

±3% hysteresis band 368.2 W 366.4 W 366.6 W 

±5% hysteresis band 395.0 W 366.4 W 361.1 W 
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Chapter 5: Iron loss calculation considering skin 

effect 

5.1 Introduction 

Chapter 4 described a modelling approach based on combining a-priori finite element 

characterisation of the machine with a SIMULINK model of a converter and the machine to 

predict the flux density waveforms in every element including the contribution from converter 

switching ripple. Once the individual element flux density waveforms were calculated, the 

method used a reasonably standard loss separation model to predict the iron loss. However, the 

loss separation model is based on the classical eddy current component calculation which 

assumes resistance limit eddy currents and no skin-effect within the laminations. The simple 

analytical expression for the classical eddy current component in equation (4.32) of chapter 4 

assumes that the eddy current density is uniform throughout the lamination. This is a widely 

adopted assumption in core loss modelling with relatively few studies attempting to account 

for the presence of any non-uniform distribution of field and hence eddy currents throughout 

the lamination [1]. This may be an entirely reasonable assumption for fundamental frequency 

flux variations and the first few harmonics, but there is uncertainty over whether this represents 

high frequency switching effects. It is normal industry practice in industrial machines to de-

rate motors by 20%+ for inverter operation to accommodate this uncertainty [2]. 

Due to the combination of the direction in which the core is laminated and the field 

excitation, high frequency skin-effect in individual laminations is a fully three-dimensional 

problem. However, a practical machine consists of many hundreds or thousands of laminations 

and each of these would need to be finely meshed to capture skin-effect, the resulting full 3D 

model is likely to be too large to build and solve with present computer capability, although 

ultimately this would be the best means of capturing the full behaviour.  

This chapter is concerned with the development and evaluation of a method which combines 

the two-dimensional finite element based modelling approach developed in chapter 4 for 

predicting the effect of high frequency switching waveforms with a further post-processing 

step that uses a one-dimensional, non-linear finite difference method to solve the diffusion 

equation that governs eddy current flow in laminations. 

A study by Yamakazi [3] proposed a 1D post-processing method for finite element field 

solution which was deployed after solving the main magnetic field distribution along the 
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direction of the lamination thickness for each element, then estimating the iron loss with a 

computationally efficient method. A more complicated method has also been reported by 

Yamakazi [4], which considered eddy current and hysteresis effects of the lamination and 

feeding the corresponding reaction field into the main FEM analysis for each element. However, 

this method required access to the source code of the solver to modify the calculation process 

and extreme high computation time due to the coupling  of fields and convergence issues [5]. 

Bottauscio directly integrated a 1D analytical diffusion equation into a FEM package to avoid 

the coupling effects between the 1D and 2D issues so as to reduce computation time [6]. 

Finite difference methods have been used to deal with the non-linear magnetisation 

behaviour within the lamination. These methods mathematically separated the lamination into 

multiple layers with constant flux and current density [7], [8]. These hybrid numerical / 

analytical strategies can be used in the main FEM package as post-processing tools. For system 

with linear magnetic materials and hence constant magnetic permeability, then flux distribution 

and corresponding iron loss could be predicted by closed-form analytical equations [9], [10]. 

However, this method tends to predict relatively higher skin effects because of the material 

saturation condition is not considered. There is a study based around a physics-based iron loss 

model for prediction of iron loss within electrical machine laminations, which calculates an 

equivalent magnetic permeability according to the mean flux density in the lamination[11]. 

This chapter focusses on a post-processing method to estimate the effect of flux re-

distribution caused by skin effects within the thin lamination on the prediction of iron loss in 

the electrical machines. 

5.2 Diffusion equation models for predicting eddy currents in a thin 

lamination 

5.2.1 Formulation of the general form of the diffusion equation 

The diffusion equation is the fundamental equation that can be used to predict the 

distribution of eddy currents within a lamination. This can be derived from first principles as 

follows for the case of materials that exhibit linear magnetisation characteristics, i.e. a fixed 

magnetic permeability. The flux density at any point in a problem domain can be expressed as: 

𝐵 = 𝜇0(𝐻 + 𝑀) (5.1) 

 

For the case of a material that exhibits a linear magnetisation characteristic then: 

𝑀 = 𝜒𝑚𝐻 (5.2) 
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Where 𝜒𝑚 is the magnetic susceptibility and equation and leads to: 

𝐵 = 𝜇0(1 + 𝜒𝑚)𝐻 = 𝜇0𝜇𝑟𝐻 (5.3) 

 

Starting from the Maxwell’s equation which expresses the vector form of Faraday’s law:  

𝑐𝑢𝑟𝑙 𝐸 = −
𝜕𝐵

𝜕𝑡
= −

𝑑𝐵

𝑑𝐻

𝜕𝐻

𝜕𝑡
(5.4) 

 

The magnetic field strength �⃗⃗�  can be expressed in terms of the current density 𝐽 using: 

𝑐𝑢𝑟𝑙 𝐻 = 𝐽 (5.5) 

 

Applying the standard constraint: 

𝑑𝑖𝑣 𝐵 = 0 (5.6) 

 

The induced current density and the magnetic flux density can be related to the electric field 

strength and the magnetic field strength using equations (5.7) and (5.8) respectively. 

𝐽 = 𝜎𝐸 (5.7) 

𝐵 = 𝜇𝐻 (5.8) 

 

The following constraint can be applied to the eddy current density: 

𝑑𝑖𝑣𝐽 = 0 (5.9) 

 

Taking the curl of equation of (5.5) and substituting in the electrical field strength for the eddy 

current density yields: 

𝑐𝑢𝑟𝑙 𝑐𝑢𝑟𝑙 𝐻 = 𝑐𝑢𝑟𝑙 𝜎𝐸 (5.10) 

 

which can be rewritten as 

𝑔𝑟𝑎𝑑 𝑑𝑖𝑣 𝐻 − 𝛻2𝐻 = 𝜎 𝑐𝑢𝑟𝑙 𝐸 + (𝑔𝑟𝑎𝑑 𝜎) × 𝐸 (5.11) 

𝑑𝑖𝑣 𝜇𝐻 = 𝜇 𝑑𝑖𝑣 𝐻 + 𝐻 ⋅ 𝑔𝑟𝑎𝑑 𝜇 = 0 (5.12) 

 

dividing through by the permeability yields: 

divH = −𝐻 ⋅
1

𝜇
𝑔𝑟𝑎𝑑 𝜇 (5.13) 
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which leads to: 

𝛻2𝐻 = 𝜎
d𝐵

d𝐻

𝜕𝐻

𝜕𝑡
− 𝑔𝑟𝑎𝑑 (𝐻 ⋅

1

𝜇
𝑔𝑟𝑎𝑑 𝜇) −

1

𝜎
(𝑔𝑟𝑎𝑑 𝜎) × 𝑐𝑢𝑟𝑙 𝐻 (5.14) 

 

This results in the general case of the diffusion equation which is the fundamental building 

block for eddy current analysis: 

𝛻2𝐻 = 𝜎𝜇0𝜇𝑟

𝜕𝐻

𝜕𝑡
(5.15) 

 

5.2.2 Solution of complex diffusion equation 

For some geometries and excitations, the diffusion equation can be simplified to a point 

where a closed-form analytical solution can be derived. For the case of sinusoidal time-varying 

fields, the time derivate of the magnetic field strength can be expressed using a complex 

exponential form: 

𝐻 = 𝐻𝑒−𝑗𝜔𝑡 (5.16) 

∂

∂t
= 𝑗𝜔 (5.17) 

 

Substituting into the diffusion equation and assuming a single fixed value of material 

permeability, results in: 

𝛻2𝐻 = 𝑗𝜔𝜇𝜎𝐻 (5.18) 

 

Analytical solutions to this equation can be established for problems with some level of 

simplification of the geometry of excitation. The problem of interest for iron loss prediction is 

the simplified one-dimensional eddy current model for thin lamination. Figure 5.1 shows the 

simplified model of a transformer core made up from a stack of laminations.  
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Figure 5.1 Simplified transformer lamination model 

 

Since the dimensions of the lamination in the z and x directions are much greater than in 

the y-direction (usually by many orders of magnitude) the problem of localised eddy current 

flows can be simplified as a 1-D problem shown in Figure 5.2. 

 

Figure 5.2 Simplified one-dimensional model of a lamination of thickness 2b 

 

For this 1-D problem, in which the applied magnetic field only has a z-component, then the 

diffusion equation reduces to: 

∂2𝐻𝑧

∂𝑦2
= 𝜎𝜇

∂𝐻𝑧

∂𝑡
(5.19) 
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Assuming the applied field is sinusoidal time-varying magnetic field then: 

𝐻𝑧 = 𝐻𝑧𝑒
𝑗𝜔𝑡 (5.20) 

 

For sinusoidal time-varying magnetic field, using equation (5.20), equation (5.19) becomes: 

∂2𝐻𝑧

∂𝑦2
= 𝑗𝜔𝜇𝜎𝐻 = 𝛼2𝐻𝑧 (5.21) 

 

where: 

𝛼2 = 𝑗𝜔𝜇𝜎 (5.22) 

 

For the complex number, there is: 

√𝑗 =
1 + 𝑗

√2
(5.23) 

 

Defining the skin depth as 𝛿, which is written as:  

𝛿 = √
2

𝜔𝜎𝜇
(5.24) 

 

Therefore, the parameter 𝛼 can be written as: 

𝛼 =
(1 + 𝑗)√𝜔∇𝜇

√2
=

1 + 𝑗

𝛿
(5.25) 

 

The general solution of the equation (5.21) is shown with equation (5.33), where 𝐾𝐼 and 𝐾2 are 

the coefficients to be determined form the problem specific boundary conditions. 

𝐻𝑧 = 𝐾𝐼𝑒
𝛼𝑦 + 𝐾2𝑒

−𝛼𝑦 (5.26) 

 

Applying each of the boundary conditions to the general solution provides a means of 

generating the solution form specific. 

At 𝑦 = 𝑏, the magnetic field strength takes a surface value 𝐻𝑠: 

𝐻𝑧 = 𝐻𝑠 = 𝐾𝐼𝑒
𝛼𝑏 + 𝐾2𝑒

−𝛼𝑏 (5.27) 

 

At 𝑦 = −𝑏, the magnetic field strength takes the same surface value 𝐻𝑠: 
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𝐻𝑧 = 𝐻𝑠 = 𝐾𝐼𝑒
−𝛼𝑏 + 𝐾2𝑒

𝛼𝑏 (5.28) 

 

By implication, 𝐾𝐼 = 𝐾2 and hence: 

𝐻𝑠 = 𝐾𝐼(𝑒
𝛼𝑏 + 𝑒−𝛼𝑏) (5.29) 

 

So, 

𝐾1 =
𝐻𝑠

𝑒𝛼𝑏 + 𝑒−𝛼𝑏
= 𝐾2 (5.30) 

 

which leads to: 

𝐻𝑧 = 𝐾𝐼𝑒
𝛼𝑦 + 𝐾2𝑒

−𝛼𝑦 (5.31) 

𝜑 = 𝜑𝑚 sin𝜔𝑡 (5.32) 

 

This results in the final expression for the variation of the magnetic field strength with time 

and location in the lamination: 

𝐻𝑧 = 𝐻𝑠

(𝑒𝛼𝑦 + 𝑒−𝛼𝑦)

(𝑒𝛼𝑏 + 𝑒−𝛼𝑏)
𝑒𝑗𝜔𝑡 = 𝐻𝑠

cosh 𝛼𝑦

cosh 𝑎𝑏
𝑒𝑗𝜔𝑡 (5.33) 

 

Equation (5.33) describes the magnetic field distribution within the lamination. The nature 

of the variation in this equation results in a reduction in magnetic field strength 𝐻 and a phase 

shift in the 𝐻 with increasing depth into the lamination. The attenuation of the 𝐻 and phase 

shift growing will be accumulated with the increasing depth. 

5.3 Three-dimensional finite element modelling of a reference 

lamination 

5.3.1 Model configuration 

In order to provide a benchmark against which various solutions to the diffusion equation 

can be compared, 3D finite element analysis was used to predict the variation in field and eddy 

current density in a representative rectangular strip of lamination. This section describes the 

3D FE model used to verify the analytical model of eddy currents. This 3D model was based 

on a 0.2𝑚𝑚 thick lamination, with the thickness oriented along the 𝑧 axis as shown in Figure 

5.3. The length in the 𝑦 direction is 30𝑚𝑚 and width in the 𝑥 direction is 10𝑚𝑚. Several 

different magnetic representations of the material in the model were used to investigate 
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different aspects of the model. The Figure 5.4 shows the variation in skin depth verse frequency 

up to 10 kHz for a 0.2 mm thick lamination. Considering the relative permeability of the NO20 

is varying with the applied magnetic field strength, so only plot the skin depth verse frequency 

for a fix relative permeability of 5000 to represents the tendency. The electrical conductivity 

using the manufacturer specified data of 1.9 × 106 S/m. Also show in Figure 5.4, when the 

frequency is 600 Hz, the corresponding skin depth is 0.21 mm and with the increasing of the 

frequency up to 10 kHz, the skin depth drops to 0.05 mm, which provide a reference for mesh 

size selection. Considering the frequency of applied magnetic field is 10 kHz and its 

corresponding skin depth for a fixed relative magnetic permeability of 5000 and an electrical 

conductivity of 1.9 × 106 S/m is 0.05mm, so using 5 mesh elements to capture the reaction 

field, so the mesh size along the 𝑧 axis is 0.01 mm. 

 

 

Figure 5.3 Geometry of the lamination piece used in the 3D finite element modelling 
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Figure 5.4 Variation in skin depth with frequency up to 10 kHz for a 0.2 mm thick 

lamination with a fixed relative magnetic permeability of 5000 and an electrical conductivity 

of 1.9 × 106 S/m 

 

The lamination region was meshed using a regular mesh of rectangular elements, with mesh 

sizes of 0.2 mm, 0.6 mm and 0.01 mm in the 𝑥, 𝑦 and 𝑧 directions respectively as shown in 

Figure 5.5 and Figure 5.6. 

 

 

Figure 5.5 Mesh detail on the surface of the lamination, i.e. in 𝑥 and 𝑦 direction 
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Figure 5.6 Mesh detail on a section through the lamination, i.e. in 𝑥 and 𝑧 direction 

 

The time varying magnetic field is applied by a low profile coil which is tightly wrapped around 

the lamination as shown with Figure 5.7. The current in the main section of the coil flows in 

the x-direction as also shown. This is a theoretical model and hence there was no need to 

operate the coil at a realistic current density giving complete freedom over the height of the 

coil section. In an attempt to produce as near a 𝑧-direction aligned field, the thickness of the 

coil was set to 0.1 mm. 

  

 

Figure 5.7 Coil geometry used to apply the field current direction of the 3D thin lamination 

model 

5.3.2 Magnetostatic calculations 

The finite model was first solved using a time-stepped solution with the properties of the 

lamination set to a linear characteristic with a relative permeability of 5000 and an electrical 

conductivity of zero. This simple first calculation which generated a series of magnetos-static 
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field distributions was used to understand the spatial variation in the imposed magnetic field 

strength and hence flux density across the lamination strip and the relationship between the coil 

current and the magnitude of the applied magnetic field in the centre of the strip. As discussed 

previously, this is a highly idealised representation of the coil and the actual current required 

is of no significance. A series of 101 time-stepped calculations were performed spanning 2 

electrical cycle. For consistency this simulation was performed with an excitation frequency of 

10 kHz, but since the solutions are magneto-static there is no direct dependence on the 

frequency. 

Figure 5.8 shows the predicted magnetic field strength across the outer surfaces at the time 

instant that corresponds to the positive peak of the applied current while Figure 5.9 shows the 

magnetic field strength at the same instant, but in this case on a cut-plane through the middle 

of the lamination. As would be expected given the coil and sample geometry there is a 

significant variation in magnetic field strength across the sample. However, since the purpose 

of the 3D model is to provide a reference model for the 1D eddy current representations, the 

cut section along the midline provides a large region of near uniform magnetic field strength 

and near 1D eddy current flow.   

 

Figure 5.8 Finite element predicted magnetic field strength distribution on the surface of the 

lamination 
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Figure 5.9 Finite element predicted magnetic field strength distribution on a cut-plane on 

mid-line of the lamination 

 

5.3.3 Transient time-stepped eddy current calculations 

The 3D model was simulated with the lamination relative magnetic permeability set to a 

fixed value of 5000 and the electrical conductivity set to its manufacturer specified value of 

1.9 × 106 S/m. The coil was supplied with a 10 kHz sinusoidal current with a peak magnitude 

of 100 A in 5 series turns. The simulation duration was 0.2 ms which corresponds to two 

electrical cycles. A total of 101 time-steps were used to cover this 0.2 ms simulation. The finite 

element predicted variation in the magnetic field strength at a point half-way along the mid-

line of the lamination is shown in Figure 5.10. As will be evident in Figure 5.10, there is a 

small transient start-up effect which largely settles down within half of an electrical cycle. The 

peak value of the surface magnetic field strength is 566 A/m. 

The variation in the magnetic field strength through the thickness of the lamination (i.e. 

from 𝑧 = −0.1 𝑚𝑚 𝑡𝑜 + 0.1𝑚𝑚) as a function of time is shown in Figure 5.11. As would be 

expected, there is a drop of in the magnitude of the magnetic field away from the surface (𝑧 =

0 mm corresponds to the mid-point of the lamination thickness). As would be expected, there 

is also a phase shift with depth that is not so evident in the surface plot but will be compared 

with analytical models later in this chapter. 
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Figure 5.10 Time varying surface magnetic field distribution 𝐻𝑠 waveform over two 

electrical cycles for a 10 kHz sinusoidal coil current with a peak magnitude of 566 A for a 

lamination with a fixed relative magnetic permeability of 5000 and an electrical conductivity 

of 1.9 × 106 S/m 

 

 

Figure 5.11 Variation in magnetic field through the lamination thickness and time as the 

central point of the lamination over two electrical cycles for a 10 kHz sinusoidal coil current 

with a peak magnitude of 100 A for a lamination with a fixed relative magnetic permeability 

of 5000 and an electrical conductivity of 1.9 × 106 S/m 
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5.4 Analytical solution of the diffusion equation for linear magnetic 

materials 

5.4.1 Direct use of the diffusion equation for predicting one-dimensional 

eddy current field redistribution 

According to the analytical solution of the diffusion equation for steady-state sinusoidal 

excitation shown below, the variation of the magnetic field strength with depth into the 

lamination can be calculated for a given values of surface value magnetic field strength, 𝐻𝑠:   

𝐻𝑧 = 𝐻𝑠

cosh 𝛼𝑦

cosh𝛼𝑏
𝑒𝑗𝜔𝑡 (5.34) 

 

Specifying a value of 𝐻𝑠 is far from straightforward in terms of matching to a particular 

applied flux or magnitude of an external source of mmf. The first test of the analytical model 

is for the simplified case of a specified input value of 𝐻𝑠. For direct comparison with the finite 

element simulation discussed in section 5.3 above, the finite element calculated value of 𝐻𝑠 for 

the second electrical cycle shown previously in Figure 5.10. 

The first analytical method used, which can only be used for linear magnetic materials, is 

to directly apply equation (5.33) for varying values of 𝑦 and that 𝑦 = 0 corresponds to the 

centre of the lamination. At 10 kHz, a fixed relative permeability of 5000 and an electrical 

conductivity of 1.9 × 106 S/m, the value of  is 1.9 × 104 + 𝑖1.9 × 104. Substituting this into 

equation (5.33) and noting that the lamination thickness of 0.2 mm gives a value for 𝑏 of 0.1 

mm, yields the variation in the magnitude of the magnetic field strength with depth shown in 

Figure 5.12 for the same surface magnetic field strength, 𝐻𝑠, of 566 A/m. Also show in Figure 

5.12 are values of magnetic field strength extracted from the finite element simulation 

described in section 5.3.3 at 10 even-spaced increments of depth. As shown, there is good 

agreement. 
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Figure 5.12 Variation in the peak magnetic field strength with depth for 10 kHz sinusoidal 

variation in magnetic field strength peak magnitude of 566 A/m for a 0.2 mm thick 

lamination with a fixed relative magnetic permeability of 5000 and an electrical conductivity 

of 1.9 × 106 S/m 

5.4.2 Layered analytical solution to diffusion equation  

Although the direct use of equation (5.33) yields a continuous analytical solution, it can 

only be used for a fixed value of permeability. A first stage to developing a model that can 

account for non-linear materials is to develop a layered model. The first version of this layered 

model was based on linear magnetic properties to ensure that the basic method could be 

compared with the previous analytical and finite element calculations. The lamination which 

has an overall thickness of 2𝑏 is divided into a number of layers as shown in Figure 5.13. In 

this case, the lamination is divided into 20 layers, numbered using the convention shown. The 

thickness of each layer ℎ𝑙 is given simply by ℎ𝑙 = 𝑏/10. For the case of 10 layers, there are 11 

boundary lines between the centre of the lamination and the outer edge as also shown. 



132 

 

 

Figure 5.13 Numbering convention for layers and boundary lines in one half of an electrical 

steel lamination 

 

The method adopted is to treat each layer as a separate region and apply the diffusion 

equation layer-by-layer while updating the surface value of the magnetic field strength to be 

the value at the bottom of the previous layer. In this first case, the permeability is kept fixed in 

each layer, but it is already clear that the different layers could take different values of 

permeability as they are only coupled to each other by the cascading of the surface magnetic 

field strength value. As an example, starting at layer 10 (outer layer) and applying the diffusion 

equation using the value of 𝐻𝑠 at boundary 11 (outer surface), the magnitude of 𝐻 at boundary 

10 can be calculated using the following equation noting that the half thickness of the 

lamination as seen from the surface is 10ℎ𝑙  and that 𝑦 = 0 corresponds to the centre of the 

lamination: 

𝐻10 = 𝐻𝑠

cosh𝛼9ℎ𝑙

cosh 𝛼10ℎ𝑙
                                                          (5.35) 

 

This process can be repeated to calculate the value for 𝐻9 using: 

𝐻9 = 𝐻10

cosh 𝛼8ℎ𝑙

cosh 𝛼9ℎ𝑙
                                                           (5.36) 

 

By performing this process for each successive layer, the variation of the magnetic field 

strength with depth can be calculated. Figure 5.14 shows the predicted variation of the magnetic 

field strength for the layered model along with the corresponding variations predicted for direct 
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use of the diffusion equation and the 3D finite element model. In all cases, the excitation 

frequency is 10 kHz, the magnetic relative permeability is fixed at 5000 and the electrical 

conductivity is 1.9 × 106 S/m. 

 

 

Figure 5.14 Variation in magnetic field strength with depth for 10 kHz sinusoidal variation in 

magnetic field strength peak magnitude of 566 A/m for a 0.2 mm thick lamination with a 

fixed relative magnetic permeability of 5000 and an electrical conductivity of 1.9 × 106 S/m 

 

It is also possible to extract the phase shift between successive layers using zero crossing 

point of flux density variation waveform for all layer within the thin lamination. Figure 5.15 

and Figure 5.16 shows the predicted amplitude and phase shift variation of the flux density for 

linear material that magnetic relative permeability is fixed at 5000. 
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Figure 5.15 Amplitude variations of the flux density within the thin lamination for linear 

material 

 

 

Figure 5.16 Flux density phase shift between the top and bottom point of a layer for linear 

material 

 

5.4.3 Modelling non-sinusoidal excitation through harmonics in linear 

materials 

The analytical methods presented up to this point have been based on a sinusoidal 

variations in the surface magnetic field strength. It is possible to apply these methods to more 

complex waveforms by superposition of the individual harmonic components. However, this 
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superposition based approach is reliant on the material being magnetically linear. As an 

example, a current waveform was constructed with same fundamental magnitude of 100 A 

peak combined with 3rd, 5th and 7th harmonics of magnitudes 20%, 15% and 10% respectively. 

In each case, there is no phase offset between the harmonics and the fundamental. The resulting 

current waveform is shown in Figure 5.17. This current waveform which has a fundamental 

frequency of 10 kHz and hence harmonic content up to 70 kHz was used as input to the 3D FE 

model for the case of a lamination with a fixed magnetic relative permeability of 5000 and an 

electrical conductivity of 1.9 × 106  S/m. The resulting surface magnetic field strength 

waveform over two complete cycles is shown in Figure 5.18. As would be expected give the 

time-stepped nature of the finite element simulation, there is some transient start-up effects in 

the first cycle which settle down rapidly so that the second cycle is very near to a steady-state 

condition. 

 

 

Figure 5.17 Coil excitation current for the finite element model with 100A, 10kHz 

fundamental and 20%,15% and 10% addition of 3rd, 5th and 7th harmonics 
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Figure 5.18 3D finite element predicted surface magnetic field strength for the current 

waveform of Figure 16 

 

The harmonic spectrum of the surface magnetic field strength waveform was calculated 

using a standard FFT algorithm in MATLAB. The FFT was taken over the second cycle only 

using a cosine function (with appropriate re-setting of the reference phase angle to the start of 

that cycle) in an attempt to eliminate the influence of the start-up transient which is present in 

the first cycle. The results from the cosine FFT calculation are shown in Table 5.1. 

 

Table 5.1 Cosine FFT calculation results for figure 17 

 Harmonic 

 Fundamental 3rd 5th 7th 

Magnitude  565.4A/m 194.5A/m 183.0A/m 141.2A/m 

Phase shift 

relative to 

fundamental 

0 rad 0.074 rad 0.108 rad 0.137 rad 

 

The layer based analytical model with the same fixed magnetic relative permeability of 

5000 and electrical conductivity of 1.9 × 106 S/m was applied to each harmonic in turn and 

the overall waveform in each reconstructed by addition of the harmonic with due account of 

phase. A comparison between the magnetic field strength waveforms in each layer predicted 

by the 3D finite element model and by superposition of the layer model is shown in Figure 

5.19. As will be seen, there is excellent agreement between the two methods in terms of both 
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magnitude and phase. This demonstrates the ability of the layered analytical model to predict 

eddy current redistribution within a lamination for non-sinusoidal waveforms for the case of a 

linear material. 

  

Boundary line 10 Boundary line 9 

  

Boundary line 8 Boundary line 7 

  

Boundary line 6 Boundary line 5 
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Boundary line 4 Boundary line 3 

  

Boundary line 2 Boundary line 1 

Figure 5.19 Comparison of magnetising field strength in different boundary lines predicted 

by finite element (  ) and harmonic analytical layer model (  ) 

 

5.5 Non-linear solution of the diffusion equation 

The layered model in principle provides a means of changing the permeability in different 

layers and hence offers a route to modelling the non-linear and saturating behaviour of 

electrical steels. Non-linearity plays an important role in the distribution of eddy currents. In 

general, the concentration of flux near the surface which is observed in the case of linear 

materials will tend to be less pronounced with saturating materials since saturation will tend to 

force the flux deeper into the lamination. Figure 5.20 shows the initial magnetisation curve for 

the NO20 grade of Silicon iron used in this thesis. A close up of the magnetisation curve up 

1000 A/m is shown in Figure 5.21 along with the variation of relative permeability which 

shows the large range of values taken by the relative permeability up 1000A/m. 



139 

 

 

Figure 5.20 Magnetisation characteristics of NO20 Silicon iron 

 

 

Figure 5.21 NO20 magnetisation curve and variation in relative permeability up to 1000A/m 

 

A 3D finite element simulation was performed with the magnetisation curve of Figure 

5.20 used to represent the NO20 lamination which was also assigned the manufacturer 

specified electrical conductivity of 1.9 × 106 S/m. The 5 turn coil in the finite element model 

was supplied with a sinusoidal, 10 kHz current with a peak magnitude of 100 A. This current 

magnitude is sufficient to ensure magnetic saturation conditions within the lamination. The 

finite element predicted H waveform that this generates on the surface of the lamination is 

shown in Figure 5.22. This has a much greater deviation from a sinusoid compared to the 
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corresponding waveform for the linear material case shown previously in Figure 5.10. This 

surface magnetic field strength variation has a peak magnitude of 907 A/m which higher than 

that for the linear material with the same peak current. 

 

 

Figure 5.22 Finite element time varying surface magnetic field distribution 𝐻𝑠 waveform 

within two electrical period 

 

Figure 5.23 shows the finite element predicted flux density waveforms in the 11 boundary 

lines between one surface of the lamination and the centre for the same simulation that 

generated the surface magnetic field distribution 𝐻𝑠 waveform shown above in Figure 5.22. It 

is worth noting that these flux density waveforms have magnitudes are in the range where 

saturation is a significant factor as shown previously in the magnetisation curve for NO20 in 

Figure 5.20. As can be seen, there is a progressive phase shift with depth, but there is only a 

small attenuation of the flux density. There is some evidence of a change in shape, and this 

demonstrates that the non-linear case is far more complicated than the linear case, with 

significant deviations from sinusoidal waveforms, not only on the surface but also with 

increasing depth. For the particular conditions shown the peak flux density drops from 1.5 T 

on the surface to 1.4 T at the centre of the lamination.  
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Figure 5.23 3D finite element predicted flux density waveforms in each of the 11 layers 

between the surface and the centre of the lamination 

 

The non-sinusoidal form of the surface magnetic field strength waveform of Figure 5.22 

makes it difficult to model the same conditions with the analytical model, which is limited to 

sinusoidal variations. The method using harmonics cannot be used in the non-linear case as it 

relies on superposition. Since the solution is based on a complex steady state excitation (as 

represented by 𝑒𝑗𝜔𝑡) only one value of permeability is used for the sinusoidal waveform – i.e. 

the permeability does not vary during the waveform. Hence, a single value of permeability 

must be used in each layer, and a value based on the peak magnetic field strength would seem 

to be the most appropriate single value. 

The procedure adopted for each layer in the analytical model is to start with the 

permeability from the layer above and calculate the magnetic field strength at the next layer 

boundary line by direct solution of the diffusion equation. The permeability is then adjusted 

based on the calculated mean magnetic field strength in the layer, which is generally lower than 

the magnetic field strength in the layer above. This new value of permeability is then used in a 

further calculation of the magnetic field using the diffusion equation and the process repeated 

until convergence is achieved. In general, convergence was achieved with 2-3 iterations. 

Two magnitudes of time varying surface magnetic field strengths 𝐻𝑠 with different peak 

amplitudes of 907 A/m and 261 A/m have been used in this section as these correspond to 

operation into saturation and operation in largely unsaturated conditions. Starting with a 10 

kHz sine wave with the higher peak value of 907A/m, Figure 5.22 shows the time variation of 
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the magnetic field strength calculated by the finite element model and the analytical layer 

model in which the non-linear behaviour of NO20 magnetisation curve (shown previously in 

Figure 5.20) was used. 

As shown by Figure 5.24, there are significant differences in the magnitudes and phase 

shift between these two models. This is not surprising given that the analytical model must 

approximate the surface magnetic field strength with a sinusoid and relies on a single value of 

permeability based on the peak of the magnetic field strength. The analytical model predicts a 

reduction in the peak magnitude of the magnetic field strength from 907 A/m at the surface to 

~660A/m at the centre of the lamination. This results in a relative permeability increase from 

1295 to 1740. 

 

  

Boundary line 10 Boundary line 9 

  

Boundary line 8 Boundary line 7 
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Boundary line 6 Boundary line 5 

  

Boundary line 4 Boundary line 3 

  

Boundary line 2 Boundary line 1 

Figure 5.24 Comparison of magnetising field strength in different boundary lines predicted 

by finite element (  ) and harmonic analytical layer model (  ) 

 

In the previous linear models, the flux density waveforms in the lamination have simply 

been scaled versions of the magnetic field strength because of the fixed permeability. However, 

in the non-linear case, the H and B waveforms can be quite different as shown in Figure 5.25 

which shows flux density waveforms calculated by both the 3D FE model and the layer 

analytical non-linear model in layers 10 and 1. 
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Layer 10 Layer 1 

Figure 5.25 Comparison of flux density in layers 10 and 1 predicted by finite element (  ) 

and harmonic analytical layer model (  ) 

 

The same 3D finite element simulation was used but with a same peak current of 100 A 

in the reduced 2-turn coil, again for a 10 kHz sinusoidal current waveform. The time variation 

in the surface flux density, 𝐻𝑠, is shown in Figure 5.26. This has a peak magnitude of 261 A/m 

and although it still contains some distortion compared to the pure sinusoidal current applied, 

it is less pronounced than in the earlier case with a peak 𝐻𝑠 magnitude of 907 A/m. 

 

 

Figure 5.26 3D finite element predicted surface magnetic field strength 𝐻𝑠 waveform with a 

reduced coil current 

 

Figure 5.27 shows the variation in the magnetic field strength throughout the lamination 

predicted by 3D finite element analysis and the layer analytical model with non-linear 
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permeability for a peak surface magnetic field strength of 261A/m. Although there is some 

improvement in the ability of the analytical layer model to match the waveforms predicted by 

3D FE, there are still significant differences. 

 

  

Boundary line 10 Boundary line 9 

  

Boundary line 8 Boundary line 7 

  

Boundary line 6 Boundary line 5 
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Boundary line 4 Boundary line 3 

  

Boundary line 2 Boundary line 1 

Figure 5.27 Comparison of magnetic field strength in boundary line 10 and 1 predicted by 

finite element (  ) and harmonic analytical layer model (  ) for 10 kHz, 261 A/m peak 

surface magnetic field strength 

 

This section has shown that extending the analytical model to non-linear magnetisation 

characteristics for non-sinusoidal surface magnetic field strengths results in poor agreement 

with finite element analysis. This is due to a combination of each layer in the analytical model 

having a single value of permeability (which can be different to other layers) with no time 

variation in the permeability and the fact that the excitation is sinusoidal. Since the general 

requirements for a post-processing tool is a need to accommodate arbitrary non-sinusoidal 

waveforms, it seems that analytical solution methods for the diffusion equation, although useful 

for linear materials, cannot deal with non-linear materials at a reasonable level of accuracy. 
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5.6 Finite difference time-stepped method for a one-dimensional 

numerical post-processing model  

To remove the limitations of both sinusoidal excitation and linear materials, it is necessary 

to move to a time-stepped method which combines the layer model with a finite difference 

time-stepped solution of the diffusion equation. 

5.6.1 The finite difference method 

For the one-dimensional system, which shown with Figure 5.28, when the conductor has 

a uniform electrical conductivity, the 𝑧  component of the time varying magnetic field is 

governed by the diffusion equation. 

 

 

Figure 5.28 1-D system for thin lamination model 

 

The diffusion equation is: 

∂2𝐻

∂𝑦2
= 𝜎

∂𝐵

∂𝐻

∂𝐻

∂𝑡
(5.37) 

 

In a finite-difference scheme, the discrete variable 𝐻𝑖,𝑘 only depends on the space and time 

nodes defined by the coordinate. 

𝑦 = (𝑖 − 1)ℎ (5.38) 

𝑡 = (𝑘 − 1)𝑝 (5.39) 

 

Where ℎ  is the separation between the two successive mesh point in space; 𝑝  is the time 

interval between the two successive variables 𝐻𝑖. 

For convenience, it is common to define: 

𝛽 = 𝜎
𝑑𝐵

𝑑𝐻
(5.40) 
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with 𝛽 initially regarded as a constant value. 

Using the Taylor series for second order space derivate for node 𝑖 𝑘, yields: 

∂2𝐻

∂𝑦2
|
𝑖,𝑘

=
𝐻𝑖+1,𝑘 − 2𝐻𝑖,𝑘 + 𝐻𝑖−1,𝑘

ℎ2
+ 𝑂(ℎ2) (5.41) 

 

The first term of the right-hand expressions is a second-order correct finite-difference analogue 

of the derivative. Expanding the expression about node (𝑖, 𝑘 + 1) yields a similar expression. 

Expanding about node (𝑖, 𝑘) gives the time derivative, which can be expressed as: 

𝐻𝑖+1,𝑘 = 𝐻𝑖,𝑘 + 𝑝
𝜕𝐻

𝜕𝑡
|
𝑖,𝑘

+
𝑝2

2

∂2𝐻

∂𝑡2
|
𝑖,𝑘

+ ⋯ (5.42) 

 

Hence, 

𝜕𝐻

𝜕𝑡
|
𝑖,𝑘

=
𝐻𝑖,𝑘+1 − 𝐻𝑖,𝑘

p
−

𝑝

2

∂2𝐻

∂𝑡2
|
𝑖,𝑘

+ ⋯ (5.43) 

 

Expanding about node (𝑖, 𝑘 + 1) yields: 

𝜕𝐻

𝜕𝑡
|
𝑖,𝑘+1

=
𝐻𝑖,𝑘+1 − 𝐻𝑖,𝑘

p
+

𝑝

2

∂2𝐻

∂𝑡2
|
𝑖,𝑘+1

+ ⋯ (5.44) 

 

The first term of the right-hand expression for equation (5.50) and (5.51) is a first-order 

analogue of the time derivative. Basing the finite-difference analogue of equation (5.44) on 

expansion about node (𝑖, 𝑘) yields: 

1

ℎ2
(𝐻𝑖+1,𝑘 − 2𝐻𝑖,𝑘 + 𝐻𝑖−1,𝑘) =

𝛽

𝑝
(𝐻𝑖,𝑘+1 − 𝐻𝑖,𝑘) (5.45) 

 

which yields 

𝐻𝑖,𝑘+1 = 𝑟𝐻𝑖+1,𝑘 + (1 − 2𝑟)𝐻𝑖,𝑘 + 𝑟𝐻𝑖−1,𝑘 (5.46) 

 

For writing convenience, then have: 

𝑟 =
𝑝

𝛽ℎ2
(5.47) 

 

When the analogy is expanded based on the node (𝑖, 𝑘 + 1), yields the following equation: 
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𝐻𝑖+1,𝑘+1 + (−2 −
1

𝑟
)𝐻𝑖,𝑘+1 + 𝐻𝑖−1,𝑘+1 = −

1

𝑟
𝐻𝑖,𝑘 (5.48) 

 

The time-stepping solution of equation (5.48) can be solved using a Crank-Nicholson method. 

Alternately using simply explicit and implicit equations to successive time rows. So, according 

to equation (5.52), all nodes on time row (𝑘 + 1) can be obtained. For all nodes on time row 

(𝑘 + 2), equation (5.48) can be written as: 

𝐻𝑖+1,𝑘+2 + (−2 −
1

𝑟
)𝐻𝑖,𝑘+2 + 𝐻𝑖−1,𝑘+2 = −

1

𝑟
𝐻𝑖,𝑘+1 (5.49) 

𝐻𝑖+1,𝑘+1 + 2(−1 −
1

𝑟
)𝐻𝑖,𝑘+1 + 𝐻𝑖−1,𝑘+1 = −𝐻𝑖+1,𝑘 + 2(1 −

1

𝑟
)𝐻𝑖,𝑘 − 𝐻𝑖−1,𝑘 (5.50) 

 

For Crank-Nicolson equation, 

𝛽 = 𝜎
𝑑𝐵

𝑑𝐻
=

𝜎𝑎

(𝑎 + 𝑏|𝐻|)2
(5.51) 

𝑟𝑖,𝑘 =
𝑝

2ℎ2𝛽𝑖,𝑘
=

𝑝(𝑎 + 𝑏|𝐻𝑖,𝑘|)
2

2𝑜𝑎ℎ2
(5.52) 

𝑟
𝑖,𝑘+

1
2
=

𝑝

ℎ2𝛽
𝑖,𝑘+

1
2

=

𝑝(𝑎 + 𝑏 |𝐻
𝑖,𝑘+

1
2
|)2

𝜎𝑎ℎ2
(5.53) 

 

A useful way of illustrating the Crank-Nicolson method in shown in Figure 5.29. All nodes 

represent sequential calculation points in time and space (depth into the lamination in this 1D 

formulation). It is worth noting that the Crank-Nicolson uses a half-time-step progression, 

which means the time interval between two successive time node is 
𝑝

2
.  
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Figure 5.29 Time and spatial nodes for FD method 

5.6.2 Test case for finite difference method on a linear problem 

The first case of the 1D finite difference method which was simulated was based on a 

fixed relative permeability of 5000 in a lamination with an electrical conductivity of 1.9 × 106 

S/m. Although this is a simple case that can be modelled with direct use of the analytical 

solution of the diffusion equation described in previous sections, it provides a good first test of 

the implementation of the finite difference algorithm. The input to the model was a defined 

surface magnetic field strength waveform. For finite difference scheme, the parameter 𝛽, which 

features in equation (5.51), is constant and takes a value of 1.2 × 104. 

To initiate the finite difference method all the nodes which are spaced through the 

thickness of the lamination at an initial time 𝑘 are given initial magnetic field strength values 

of zero. For the spatial node that corresponds to surface of the lamination, the surface magnetic 

field 𝐻𝑠 was set to the appropriate value from the waveform of Figure 5.30 for the given time 

step. The nature of the finite difference model is that the surface values gradually propagate 

through the nodes which span the thickness of the lamination and hence there is an initial 

transient start-up phase in the calculation. 
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Figure 5.30 Time varying surface magnetic field distribution 𝐻𝑠 waveform with amplitude of 

566 A/m and frequency of 10000 Hz. 

 

Figure 5.31 shows a comparison between the finite difference and the 3D finite element 

variations in flux density at the surface of the lamination and the center of lamination, i.e., at 

z=0 mm. In the finite difference solution, the magnetic field strength was scaled to an 

equivalent flux density with the relative permeability of 5000. As shown, there is good 

agreement between the two methods, both in terms of the attenuation of the magnitude of the 

flux density from the surface into the interior of the lamination and the phase shift. 
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Figure 5.31 Finite difference and the 3D finite element variations in flux density at the 

surface of the lamination and the center of lamination 

 

Figure 5.32 shows a comparison between the magnetic field strength waveforms 

calculated using the 3D finite element model and the finite difference approach described in 

this section. As would be expected, there is a gradual decrease in the magnitude of the peak 

magnetic field strength and an increasing phase shift. Also shown in Figure 5.32 is the more 

prominent initial transient behaviour in the deeper regions of the laminations. 

 

  

Boundary line 10 Boundary line 9 

  

Boundary line 8 Boundary line 7 

  

Boundary line 6 Boundary line 5 
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Boundary line 4 Boundary line 3 

  

Boundary line 2 Boundary line 1 

Figure 5.32 Calculated magnetic field strength waveforms throughout the lamination 

predicted by 3D finite element analysis (  ) and finite difference post-processing method 

(  ) (linear permeability of 5000, electrical conductivity of 1.9 × 106 S/m and an 

excitation frequency of 10kHz) 

 

5.7 Development of the non-linear finite difference one-

dimensional post-processing method 

This section will further develop the finite difference scheme described above to predict 

the magnetic field re-distribution in the 𝑧  direction of the lamination with a non-linear 

magnetisation characteristic. In the non-linear material, the relative permeability 𝜇𝑟  is not 

constant, and hence in the finite difference scheme, the parameter 𝛽 is variable and must be 

updated for each spatial node and time step. 

The surface node at each time step is the boundary condition node and is progressively 

given the values shown in Figure 5.33. This is the 3D finite element non-linear predicted 

surface flux density waveform (based on NO20 characteristic of Figure 5.20) which acts as the 
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reference excitation for the first validation of the finite difference method. This has a peak 

amplitude of 907 A/m and fundamental frequency of 10,000 Hz.  

 

 

Figure 5.33. Time varying surface magnetic field distribution 𝐻𝑠 waveform 

 

At start of the finite difference calculation, the magnetic field strength at all the spatial 

nodes is set to zero, which will result in the magnetic permeability for the first set of 

calculations being the initial permeability of the 𝑁𝑂20 magnetisation characteristic shown 

previously in Figure 5.21. The value adopted for this is 𝜇𝑖𝑛𝑖 = 0.0259 𝐻𝑚−1  which 

corresponds to a relative permeability of 20,627. 

The procedure adopted is that for the first time-step, the field at the first node below the 

surface (numbered 10) is calculated using equation (5.50), initially using the value of the initial 

magnetic permeability, 𝜇𝑖𝑛𝑖. This value of H for the 1st node is then cascaded down through the 

nodes at increasing depth until values of 𝐻 for the first time-step are obtained for all nodes 

which cover half the lamination depth. The finite difference procedure then progresses through 

each time-step updating the value of permeability at each spatial node based on the calculated 

magnetic field strength. 

One feature of all time stepped methods is the discontinuity which occurs at the start of 

the simulation which results in some transient behaviour. Depending on the damping, it can 

take a number of cycles before the field settles down to the steady-state value. As shown 

previously in this chapter, the 3D finite element time-stepped simulations involve some level 

of transient start-up, but this tends to settle down within one cycle. For the finite element 
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simulations, the initial permeability is set to µ𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = µ𝑚𝑎𝑥 = 0.0259  (corresponds to a 

relative permeability of 20,627) which is the value from the 𝑁𝑂20 curves shown previously in 

Figure 5.21. 

In the implementation used there is no iteration of the permeability at each time as the 

finite difference method progresses. The permeability from the previous time step is carried 

forward. This means that the time step must be chosen carefully to ensure that the change in 

permeability between successive steps. For example, for the 𝐻𝑠  waveform shown the 

previously in Figure 5.33, then Figure 5.34 shows a comparison of the finite element predicted 

magnetic field strength waveform at the centre of the lamination with finite difference 

simulations having 150, 1000 and 3750 steps per electrical cycle. As shown, the 150 step finite 

difference results in a large difference from the finite element simulation while there is 

excellent agreement for the 3750 steps per cycle case.  

 

 

Figure 5.34 Comparison of the finite element predicted magnetic field strength waveform at 

the centre of the lamination with finite difference simulations having 150, 1000 and 3750 

steps per electrical cycle 

 

Figure 5.35 shows a comparison between the finite element and finite difference predicted 

variations in magnetic field strength at increasing depth into the lamination for the 𝐻𝑠 

waveform shown the previously in Figure 5.33. This finite difference simulation was 

performed with 3750 steps per electrical cycle. As shown, there is excellent agreement between 

both methods despite the presence of significant magnetic saturation as demonstrated in Figure 
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5.36 which shows a comparison between the finite difference and the 3D finite element 

variations in flux density at the surface of the lamination and the center of lamination, i.e., at 

z=0mm. 

  

Boundary line 10 Boundary line 9 

  

Boundary line 8 Boundary line 7 

  

Boundary line 6 Boundary line 5 
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Boundary line 4 Boundary line 3 

  

Boundary line 2 Boundary line 1 

Figure 5.35. Comparison of finite element (  ) and finite difference (  ) simulations 

of an NO20 lamination exposed to the magnetic field strength waveform of Figure 34 

 

 

Figure 5.36. Finite difference and the 3D finite element variations in flux density at the 

surface of the lamination and the center of lamination 

 

5.8 Establishing surface magnetic field strength for a 1D finite 

difference eddy current model from flux density waveforms 

The finite difference implementation in section 5.7 was used with a known surface 

magnetic field strength waveform as an input. The aim of the overall methodology which is 

developed in this chapter is to take element-by-element flux density variations from a 2D 

magneto-static model of the full electrical machine and apply the 1D eddy current model to 
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that element. The 2D finite element model of the full electrical machine is a time-stepped 

magnetostatic simulation which does not include the effect of eddy currents in the solution and 

so there is no reaction field from the eddy currents. Hence, there is an inconsistency between 

the flux density waveforms generated from the machine level finite element model and the net 

flux in the lamination which is predicted by the 1D finite element model. This inconsistency 

cannot be resolved without including a representation of the eddy current within the lamination 

in the machine level finite element simulation. However, the aim of this study was to develop 

a post-processing tool to use with a commercial finite element package and so it is necessary 

to consider approximations for representing the flux density input to the finite difference model.  

The method adopted in this study is to take the 2D calculated magnetostatic flux density 

waveform and convert this via the magnetisation curve of the core material (NO20 in this case) 

to a corresponding magnetic field strength waveform and directly assign this as the surface 

magnetic field strength 𝐻𝑠. This approach means that skin effect is accounted for in the iron 

loss calculation, but the reaction field is not accounted for in the setting of 𝐻𝑠  from the 

magneto-static finite element simulations at machine level.  

The impact of this approximation can be demonstrated by considering the case of the flux 

density variation in element in the front a stator tooth during the full rated torque operation of 

the baseline machine at 4,000rpm. The variation in the flux density which is a region subjected 

to complicated flux variations as the rotor magnets pass by is shown in Figure 5.37. As can be 

seen, this element is operating below saturation. The corresponding variation in the magnetic 

field strength calculated using the magnetisation curve of NO20 is shown in Figure 5.38. There 

is some evidence of the hysteresis controller introducing some high frequency ripple into the 

flux density waveform. It should be noted that the flux variation in the stator core has a 

significant contribution from the permanent magnet flux and hence a 5% ripple in the current 

does not translate into anything approaching 5% of the flux density. The finite difference 

predicted flux density waveforms with depth into the lamination in Figure 5.39. This shows the 

attenuation and phase shift of the flux density with depth into the lamination and the screening 

effect of the eddy currents which limit the noticeable high frequency ripple to the top few layers 

of the model. Towards the centre of the lamination, the flux density waveforms are smoother 

due to screening and the small skin depth of the high frequency components of the field.    

The mean of the flux densities in each layer gives an estimate of the flux in the element 

and can be compared with the flux based on a uniform flux density in the lamination. For this 

particular element in the mesh the flux density waveform from the 2D magnetostatic finite 

element analysis and the mean flux density which results from the 1D finite difference model 
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is shown in Figure 5.40. As will be apparent, for this waveform which includes a representative 

10 kHz ripple flux in the element is only ±5% of the magneto-static value. Hence, although the 

finite difference model provides a way of representing the redistribution of flux due to high 

frequency flux density variations and hence more accurately represent high frequency loss 

components, the magnetostatic solution of the field distribution provides a reasonable 

representation of the overall flux variation in the element, noting that in many machines the 

magnitude of the overall flux density is dominated by the low frequency components. Hence, 

aspects of performance such as torque will not be affected to any significant degree although 

the high frequency skin effect behaviour can be captured. 

 

 

Figure 5.37 Finite element predicted waveform of radial component of flux density for an 

element in the front of the stator tooth with the baseline machine operating at rated torque and 

4,000 rpm with an idealised symmetrical current hysteresis band of ±5% 
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Figure 5.38 Corresponding magnetic field strength to the flux density waveform of Figure 

5.36 

 

 

Figure 5.39 Finite difference 1D model predictions of the variation in magnetic flux density 

with depth into the lamination 
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Figure 5.40 Comparison between original flux density waveforms with flux density 

waveform generated by taking the mean of the flux densities predicted by the 1D finite 

difference model at different depths into the lamination 

 

5.9 Machine level iron loss calculations including the effects of high 

frequency switching and skin effect. 

5.9.1 Introduction 

The sections above have developed a post-processing method to account for skin-effect 

in laminations and applied it on a single element. This section is concerned with extending its 

use to a full machine at a range of speeds. As well as using the 1D finite difference method 

described in this chapter, two additional calculations were performed using a classical eddy 

current loss model. In the first method, the flux density waveforms are generated by the time-

stepped finite element model with sinusoidal current. In the second method, the flux density 

waveforms are again generated by time-stepped finite element model with sinusoidal current 

but have a high frequency ripple added by the method described in chapter 3. These three  

calculations were performed to separate out the effect of including the effect of high frequency 

ripple in the flux density waveforms and accounting for skin effect.  

5.9.2 Machine details and operating conditions  

The loss calculations were first performed at rated torque at the rated speed of 4,000rpm 

for the final D165 IPM machine whose specification was summarised in section 2.4 of chapter 
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2. The pure sinusoidal current waveform used in the 2D time-stepped finite element model of 

the machine is shown in Figure 5.41 along with the corresponding waveform from the 

SIMULINK simulation with switching generated by a ±5% and ±10% hysteresis band 

controller. In this case, only the case of Grounded star-point was considered.  

 

 

Figure 5.41 Pure sinusoidal current and hysteresis bands (±5% and ±10%) at 4,000rpm 

 

The resulting predictions of iron loss for this operating point of rated torque at 4,000rpm 

with a hysteresis band of ±5% are summarised in Table 5.2. As can be seen there is some 

difference in loss when the skin effect is added into the model even at this modest speed. 

Table 5.2 Summary of predicted iron loss at 4,000rpm and rated torque (±5% hysteresis 

band) 

Methodology Pure sinusoidal current + 

resistance limited eddy 

current iron loss  

Hysteresis controlled 

current waveform + 

resistance limited eddy 

current iron loss  

Hysteresis controlled 

current waveform + 1D 

finite difference iron 

loss 

Hysteresis loss 

(incl. minor 

loops) 

240.0 W 240.4 W 242.3 W 

Hysteresis major 

loop 
234.1 W 231.4 W 236.8 W 

Hysteresis minor 

loop 
5.9 W 9.0 W 5.5 W 

Excess loss 50.0 W 54.1 W 53.5 W 

Eddy current loss 62.5 W 72.1 W 81.7 W 

Total loss 352.4 W 366.6 W 377.5 W 
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Table 5.3 Summary of predicted iron loss at 4,000rpm and rated torque (±10% hysteresis 

band) 

Methodology Pure sinusoidal current + 

resistance limited eddy 

current iron loss  

Hysteresis controlled 

current waveform + 

resistance limited eddy 

current iron loss  

Hysteresis controlled 

current waveform + 1D 

finite difference iron 

loss 

Hysteresis loss 

(incl. minor 

loops) 

240.0 W 243.0 242.6 

Hysteresis major 

loop 
234.1 W 235.4 236.3 

Hysteresis minor 

loop 
5.9 W 7.7 6.3 

Excess loss 50.0 W 52.8 52.9 

Eddy current loss 62.5 W 69.4 78.8 

Total loss 352.4 W 365.3 374.2 

 

The results in Table 5.2 and Table 5.3 are unexpected since it is usually the case for 

sinusoidal flux densities that accounting for skin effect will tend to reduce the eddy current loss 

for a given surface flux density. The detailed behaviour in terms of loss can be observed by 

considering an element in the middle of the stator tooth. The flux density waveforms in this 

particular element as function of depth are shown in Figure 5.42 for the case of ±5%. The 

associated eddy current losses density in each layer for this particular element is summarised 

in Table 5.4. For comparison, the classical resistance-limited eddy current loss density for this 

element is 11.79W/kg for a 0.01 mm equivalent layer. As would be expected, the loss near the 

surface of the 1D finite difference calculated waveform are very close to the classical eddy-

current loss. However, since the only major change in the flux density waveform is an increase 

in the rate of change around zero crossing, then it is to be expected that the loss increases with 

depth rather than decreases as might be expected form pure sinusoid. 
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Figure 5.42 Finite difference 1D model predictions of the variation in magnetic flux density 

with depth into the lamination 

 

Table 5.4 Associated eddy current losses density in each layer for selected element 

Layer Loss density (W/kg) 

10 11.53 

9 11.34 

8 11.54 

7 12.07 

6 12.90 

5 14.02 

4 15.44 

3 17.13 

2 18.82 

1 19.93 
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5.10 Summary  

This chapter has developed a method for predicting the loss in the core of an electrical 

machine which takes account of skin effect and field redistribution within individual 

laminations. Serval methods based on the diffusion equation of eddy current are investigated 

and applied within the lamination level. A full 3D time-stepped model of single lamination was 

used as the reference for comparing the accuracy of different models. The results have shown 

that layer method of analytical model could procedure flux density re-distribution within the 

laminations for linear materials but have a significant error in processing non-linear material 

cases due to varying permeability of non-linear materials. A 1D finite difference model have 

been developed with shows excellent agreement with 3D finite element analysis for a specified 

surface magnetic field strength variation. The overall iron loss at machine level is calculated 

by integrating high frequency switching effects and skin effects within the laminations with 

time-domain iron loss calculation method. This chapter detail illustrates the full methodology 

from finite element characterisation of the machine parameters, calculation of element-by-

element localised flux densities and rates of change of flux density with stator current, through 

a SIMULINK model to generate element-by-element flux density waveforms with 

representative switching and culminating in Matlab based post-processor which includes a 1D 

finite difference model. It has been shown that in an electrical machine the effect on the overall 

iron loss of accounting for high frequency switching events is modest due to the dominant role 

of the permanent magnet excitation.  
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Chapter 6: Experimental testing and validation 

6.1 Introduction 

The research presented up to this point has involved simulation and post-processing 

analysis. In order to provide verification of the loss models developed, this chapter describes 

some loss measurements on a test sample of core material and the construction of the reference 

electrical machine design demonstrator. 

6.2 Toroidal core testing with sinusoidal excitation 

6.2.1 Measurement equipment for sinusoidal excitation 

To provide direct and well-controlled experimental reference measurements against 

which to compare the iron loss models developed in chapters 4 and 5, a series of measurements 

with sinusoidal excitation were performed on a toroidal ring sample of NO20 Silicon iron 

laminations. The measurement of magnetisation curves and iron loss was performed using a 

Laboratorio Electrofisica AMH-1K soft magnetic measurement system. This is a high precision 

instrument which contains the controlled excitation source and the measurement hardware. It 

includes a PC controlled data acquisition system and a software controller. It is capable of 

performing soft magnetic material measurements up to 1kHz in line with the requirements of 

IEC 60404-4 and IEC 60404-6 standards. The instrument is shown in Figure 6.1 along with a 

block diagram. 

 

 

Figure 6.1 Laboratorio Electrofisico AMH-1K high resolution soft magnetic measurement 

(Source: [1], [2]) 
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6.2.2 Sample winding 

The lamination stack is wound with two coils which act as the drive coil which is 

connected to the excitation source and a search coil. These can be regarded as the primary and 

open-circuit secondary windings. The search coil is close-fitting coil of fine wire which is 

wrapped onto the stack which has had a thin layer of insulating tape applied. The drive coil is 

wound on top of the search coil, in most cases after a further layer of tape. The drive coil is 

made up of thicker wire can carry the current required to achieve the desired excitation levels. 

The mean path length of the flux path in the toroid,  𝑙𝑚, can be estimated using: 

𝑙𝑚 = 𝜋
(𝐷𝑜 + 𝐷𝑖)

2
(6.1) 

 

If the number turns number of the drive coil is 𝑁𝐻 , the magnetising field strength for a 

particular current is given by: 

𝐻 =
𝑁𝐻𝑖

𝑙𝑚
(6.2) 

 

The search coil measures the induced voltage which is proportional to the rate of change of 

flux in the toroidal stack.  

𝑒𝐵 = −𝑁𝐵

𝑑𝜙

𝑑𝑡
(6.3) 

 

The flux in the sample can be calculated using: 

𝜙 = −∫𝑉2𝑑𝑡 (6.4) 

 

Although the effective height of magnetic material in the toroid, ℎ, could be obtained by 

measuring the lamination thickness and scaling up by the number of laminations, a more 

accurate value of ℎ can be obtained from a measurement of the overall stack mass, 𝑚, using: 

ℎ =
4𝑚

𝜌𝜋(𝐷𝑜
2 − 𝐷𝑖

2)
(6.5) 

 

The cross-sectional area 𝐴 of the sample for a total magnetic material height is given by:  

𝐴 =
(𝐷𝑜 − 𝐷𝑖)

2
ℎ (6.6) 

 



170 

 

The flux density in the sample can be calculated from the measured flux using: 

𝐵 =
𝜙

𝑁𝐵𝐴
(6.7) 

 

Since the search coil voltage is directly proportional to the excitation frequency and the 

magnitude of the flux density, the range of input voltages to the data acquisition can be large. 

In order to ensure good resolution at low frequencies and avoid damaging the input channels 

through over-voltage at high frequencies, the AMH-1K has a series of fixed ratio attenuators 

which can be added in response to prompts from the software to keep the voltage within a range 

as the frequency and flux density are increased. Figure 6.2 shows a typical connection 

arrangement with and without an attenuator in place.  

 

  

a. Directly connected (low induced 𝑉2) b. Connected with a resistive attenuator 

(high induced 𝑉2) 

Figure 6.2 Search coil connections with and without attenuator 

 

6.2.3 Preparation of test sample 

The toroidal sample used in this test was made from a stack of 35 NO20 Silicon-iron 

laminations which are 0.2mm thick. These were produced by wire EDM which is recognised 

as the cutting method for thin laminations which introduces the least edge damage. The main 

dimensions of the toroid sample are summarised in Table 6.1. The process from a single 

lamination to the finished measurement sample is shown in Figure 6.3. The stack of laminations 

was wrapped with a Kapton tape and a tight-fitting search coil with 30 turns was wound on top 

of the tape. This number of turns was chosen by adopting the AMH-1K recommended guidance 

for a Silicon-iron samples of this size [3]. A drive coil consisting of 40 turns of 1.0 mm diameter 

wire was then wound on top of the search coil, again following the equipment manufacturer 

recommendations for the number of turns. 
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Table 6.1 NO20 toroid sample parameters 

Parameter Value 

Inner diameter 50.0mm 

Outer diameter 64.94mm 

Nominal lamination thickness  0.21mm 

Number of laminations in stack 35 

Stack mass  71.8g 

Density  7600 kg/m3 

 

Step 1 Step 2 

  

Step 3 Step 4 

  

Step 5 

 

Figure 6.3 Toroid sample construction steps 
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6.2.4 Method for predicting losses in the toroid sample 

Inferring material properties from measurements on a toroidal sample assumes that there 

is a single magnetic working point throughout the sample.  This is based on the assumption of 

a uniform magnetising field strength in the material which is based on the mean path length 

and the number of Ampere-turns in the coil. In practice, the magnetising field strength varies 

between the inner diameter (where it is a maximum) to the outer diameter. In order to minimise 

the error from this approximation of a uniform magnetising field strength, the IEC 60404-4 and 

IEC 60404-6 standard for measurement of material properties sets out a preferred ratio of outer 

to inner diameter of <1.25 [3]. 

For this series of tests, the purpose is not to characterise the dimension independent 

material properties but to perform a series of tests on a test-piece in which the excitation is 

known. A more representative test for the post-processing method which has been developed 

to calculate loss at a machine level is to consider the toroid as a series of nested sub-rings which 

can be considered as having some similarities to elements in a finite element in a mesh. An 

illustration of this approach, in which the toroid is split for calculation purposes into 6 sub-

rings is shown in Figure 6.4. It is important to note that this does not involve any modification 

to the lamination ring itself, it is simply a discretisation of the region for calculation.  

 

 

Figure 6.4 Division of the toroidal sample into 6 equal sub-rings for calculation purposes 

 

The main challenge in this sub-division is that the flux density waveform which acts as 

input to the model is based on an average flux density across the full width of the sample. 

Hence, using this approach, there is only a single value of magnetising field strength that can 

be derived from the NO20 magnetisation curve. However, it is well known that the magnetising 

field strength varies between the inner and outer edge, simply because the path length is 
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changing. To account for this inconsistency, the magnetising field strength in the 𝑛𝑡ℎ ring is 

approximated by: 

𝐻𝑛 =
𝐷𝑚𝑒𝑎𝑛

𝐷𝑛
𝐻𝑚𝑒𝑎𝑛 (6.8) 

Having calculated the loss density in each sub-ring it is necessary to weight these 

contributions to give an overall effective loss density for the toroid, which is the value that is 

compared to measurements. This weighting of contributions from each sub-ring is based on the 

mass fraction of that ring to the overall mass of the toroid sample. In the predictions of loss 

presented in this chapter, 6 sub-rings (each 1.25mm wide) were used to represent the actual 

toroid and the predicted loss density is the weighted mean of these loss densities.   

 

6.2.5 Loss measurements with sinusoidal excitation 

Figure 6.5 shows the measured B and H waveforms for 200Hz sinusoids with peak flux 

densities of 1.0T and 1.5T while Figure 6.6 shows the resulting measured hysteresis loops.  

 

  

  

(a) 200Hz sinusoid with 1.0T peak (b) 200Hz sinusoid with 1.5T peak 

Figure 6.5 Measured B and H waveforms for 200Hz sinusoidal excitation 
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Figure 6.6 Measured hysteresis loops for 200Hz sinusoidal excitation 

 

This process was repeated with 200Hz steps in frequency up to 1kHz. The resulting 

measured loss as a function of frequency are shown in Figure 6.7 along with predictions of loss 

based on the classical resistance-limited eddy currents and the finite-difference eddy current 

model with skin effect which is based on converting measured flux density waveform into 

magnetic field strength through NO20 magnetisation curve as the input for the surface magnetic 

field strength. 

 

Figure 6.7 Comparison of measured loss and predictions with classical and skin effect 

models 
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As will be seen, at 1.5T and from 600Hz upwards, there is a significant difference between 

the classical eddy current model and the measured loss and skin effects models, with the finite 

difference model showing good agreement with measurements. This behaviour is not observed 

in the 1.0T measurements where the loss predicted by classical eddy current model tracks the 

measurement better and is higher than the skin effect loss. In general, it is expected that the 

iron loss predicted by a classical model would be higher than a skin depth based model, 

although shown in these results, the behaviour becomes more complex with the presence of 

significant saturation where the permeability within the skin depth drops significantly. 

 

6.3 Toroidal core testing with switching waveform 

6.3.1 Test apparatus 

To provide controlled switching waveforms for loss measurements, a custom test-rig was 

assembled. The overall set-up is shown in Figure 6.8 along with a block diagram of the 

arrangement. Since the aim of this testing was to generate representative switching waveforms 

and measure the loss, there was no requirement to have closed-loop control for sinusoidal 

excitation. Although the switching strategy considered in chapter 2 was hysteresis control, the 

H bridge modules (Infineon BLDCSHIELDIFX007TTOBO1 operating with a 15 V DC link) 

and the controller were configured for PWM control. Since the current waveforms measured 

with this rig provided the input current waveforms for the loss models, the difference between 

a hysteresis controller and a PWM controller is not important. A National Instruments 

Compact-Rio controller was used to generate PWM signals for the H-bridge drivers with 

adjustable demand waveform and modulation. 

The circuit includes an additional in-line inductor (PCV-2-105-02L CCI 0649 with an 

inductance of 10.3 mH) to improve the current waveform in terms of producing representative 

ripple. The current was measured using a pico TA018 current probe. The search coil emf and 

current probe output were measured using a 12-bit resolution Yokogawa DL850V Scopecorder. 

The measured waveforms were downloaded for further analysis and to provide input to the loss 

models. 
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Figure 6.8 Test overall set-up 

 

Figure 6.9 Switching waveform test rig 

 

Figures 6.10 and 6.11 shows typical measured current and search coil voltage for the toroidal 

sample at Vdc=15V, PWM frequency 5 kHz, fundamental frequency 200 Hz condition with 0.2 

and 1.0 modulation indices respectively. 
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Figure 6.10 Typical measured current and search coil voltage (Vdc=15V, PWM frequency 5 

kHz, fundamental frequency 200 Hz and modulation index 0.2) 

 

 

Figure 6.11 Typical measured current and search coil voltage (Vdc=15V, PWM frequency 5 

kHz, fundamental frequency 200 Hz and modulation index =1) 

6.3.2 Calculating loss density from the measured waveforms 

The core loss per unit mass from measurements on this sample can be calculated from the 

instantaneous power which is transferred into the toroidal sample. The combination of the 

current measurement on the drive coil and the search coil voltage captures the input power to 

the core but does not include the drive coil resistive losses which would be included in the input 

power if the measurement of terminal voltage was taken at the drive coil input to the toroid. 
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For a drive coil with 𝑁𝑠 turns and a search coil with 𝑁𝐵 turns, the average electrical input power 

into the sample over one cycle is given by: 

𝑃𝑒 =
1

𝑇
∫

𝑁𝐻

𝑁𝐵
𝑒𝑠𝑖𝑑 𝑑𝑡

𝑇

𝑂

(6.9) 

 

The correction of 
𝑁𝐻

𝑁𝐵
 is required to account for the fact that the drive and sense coils have 

a different number of turns in the toroid used. The loss density can be obtained by dividing the 

electrical input power by the mass of the sample. For a toroidal sample this is given by: 

𝑚 =
𝜋

4
(𝐷𝑜

2 − 𝐷𝑖
2)𝑁𝑙ℎ𝑙𝜌 (6.10) 

 

Hence, the average of loss per kg can be obtained from 

𝑃𝑓𝑒 =
𝑃𝑒

𝑚
(6.11) 

 

Taking the example of a 200Hz, 1T peak sinusoidal demand waveform with a 5kHz PWM 

frequency. The measured drive coil current waveform and search coil emf waveform for this 

particular case are shown in Figures 6.12 and 6.13 respectively while Figure 6.14 shows the 

flux density waveform generated by integration of the search coil emf. The DC offset caused 

by the absence of an initial condition for the integration was removed by forcing the waveform 

to be symmetrical about zero. 

 

 

Figure 6.12 Measured current waveform in 40 turn drive coil 
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Figure 6.13 Measured search coil voltage waveform in 30 turn search coil 

 

 

Figure 6.14 Flux density waveform derived by integration of the search coil emf 

 

Figure 6.15 shows the instantaneous electrical power, i.e. product of the measured drive coil 

current and search coil emf. This contains both reactive and real power and hence it is necessary 

to integrate the instantaneous power over one complete electrical cycle to obtain the real power, 

since the reactive power sums to zero over a complete electrical cycle.  
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Figure 6.15 Instantaneous power loss 

 

The application of equations 6.10 and 6.11 to the instantaneous power gives a loss density 

of 7.45/kg. The predicted loss for this case is 9.35 W for loss separation method with classical 

eddy current loss model and 9.06 W for loss separation method with FD skin effect model. 

A series of waveforms with different PWM frequency and modulation index were 

generated and the current and search coil voltage captured. These measured waveforms were 

used to calculate the loss density using the method above and converted to B and H waveforms 

through the integration and scaling detailed in section 6.2. The B waveform was used with the 

classical resistance limited eddy current model of chapter 4 to predict the loss density. The 

measured B waveform was also used to generate a surface H waveform using the NO20 

magnetisation curve shown previously in chapter 5 to predict loss with the finite difference 

eddy current loss prediction of chapter 5 which includes eddy current re-distribution and skin 

effect. Table 6.2 contains a summary of the results for 4 cases. 

As can be seen in all cases, the finite difference skin effect model is close to the measured 

loss than the classical eddy current loss, notably in the case1. However, there are significant 

differences, of the order up to 25% between the measured and skin effect model even though 

it is an improvement on the classical eddy current loss. It is worth noting that the presence of 

high frequency switching events in the waveform also affects the minor loop loss. It was 

discussed in section 6.2.4 that the toroid is sub-divided into a series of sub-rings for calculation 

purposes and that this results in an assumed magnetic field strength spatial variation between 

the inner and outer edges. The significance of this approximation on the results can be 
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considered using case 1 as an example. The range of loss densities ranges from 0.961W/kg at 

the outer edge to 1.196 W/kg at the inner edge which is to be expected given the increase 

magnetising field strength with the shorter path length. The weighting of these losses by 

volume fraction of the total toroid is 18.5% and 14.8%. The possible reasons for the remaining 

discrepancies between the finite difference skin effect model and the measured results are 

discussed in the conclusions of chapter 7. 

 

Table 6.2 Summary of the results for 4 cases with different peak amplitude of flux density 

C
ase 1

 

Fundamental 

frequency 
PWM 

frequency 
Peak flux 

density 
Measured loss 

density 
Classical eddy 

current loss 

density 

FD skin 

effect loss 

density 
200Hz 5kHz 0.27T 0.79W/kg 2.46W/kg 1.07W/kg 

  

C
ase 2

 

Fundamental 

frequency 

PWM 

frequency 

Peak flux 

density 

Measured loss 

density 

Classical eddy 

current loss 

FD skin 

effect loss 

200Hz 5kHz 0.65T 3.12W/kg 4.75W/kg 3.76W/kg 

  

C
ase 3

 

Fundamental 

frequency 

PWM 

frequency 

Peak flux 

density 

Measured loss 

density 

Classical eddy 

current loss 

FD skin 

effect loss 

200Hz 5kHz 0.89T 5.40W/kg 7.25W/kg 6.68W/kg 

  

C
ase 4

 

Fundamental 

frequency 

PWM 

frequency 

Peak flux 

density 

Measured loss 

density 

Classical eddy 

current loss 

FD skin 

effect loss 

200 Hz 5kHz 1.05 T 7.45W/kg 9.35W/kg 9.06W/kg 
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6.4 Manufacture of a demonstrator IPM machine 

Instead of building a dedicated demonstrator for experimental validation, an opportunity 

came about to provide the reference design in chapter to the ELLI research programme at the 

Advanced Manufacturing Research Centre for them to build the machine. This research 

programme was concerned with developing a demonstrator electric drive-train to showcase 

novel manufacturing techniques. The reference design of the machine established in chapter 2 

has a rotor outer diameter of 165mm and a traditional steel shaft diameter of 31.25 mm (scaled 

up from the 25 mm set for the smallest 135 mm rotor diameter design).  One novel feature of 

the proposed ELLI demonstrator machine was the use of the hollow composite rotor shown in 

Figure 6.16. This is a two-part carbon-fibre composite rotor in which the adhesive bonded 

flanges on each half act as a key way. In order to incorporate this novel rotor hub into the 

demonstrator, it was necessary to increase the inner diameter of the rotor core from 31.25mm 

to 100 mm. As shown previously in chapter 2, this increase will have negligible effect on the 

electromagnetic torque but will limit the maximum rotational speed. In this case, the maximum 

speed is reduced from 12,000 rpm to 6887 rpm. It is recognised that this reduction in the 

maximum speed involves a change in electrical frequency, but these compromises were 

accepted given the long lead-time and costs of building two rotors and the fact that the reduced 

speed would still allow testing at the base speed of 4,000 rpm.  

 

Figure 6.16 Novel hollow carbon-fibre shaft and hub 

 

The rotor core and permanent magnets, which have exactly the same profiled shape as 

those shown previously in chapter 2 were mounted on the carbon fibre hub as shown in Figure 

6.17. Unfortunately, in the fitting one of the last sets of magnets into the aperture, a mistake 

was made and one magnet was omitted. This was not uncovered until the glue had set and 
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efforts to remove the magnets caused irreparable damage to the core. The damage was such 

that a full rebuild of the rotor was required, including sourcing new magnets and core 

laminations. This set back the main ELLI project and could not be completed within the 

timeframe of the research reported in this thesis. The wound stator, which was fixed into an 

additive manufactured case is shown in Figure 6.18. It remains an objective to test this machine 

when the new rotor becomes available as detailed until future work in chapter 7.  

 

 

Figure 6.17 Demonstrator rotor seen from non-damaged end 

 

 

Figure 6.18 Stator of V-shaped IPM machine 
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6.5 Summary 

This chapter mainly focuses on providing verification of the developed iron loss 

calculation model in chapter 5, including toroidal sample preparation, loss measurement with 

sinusoidal excitation and loss measurement with switching waveform. For loss under 

sinusoidal excitation, higher saturation level of the toroidal sample will introduce significant 

differences between the classical eddy current model and the measured loss and skin effects 

model, with the finite difference model showing good agreement with measurements. This 

complex behaviour is caused by significant saturation where the permeability within the skin 

depth drops significantly. As for loss under switching waveform, the finite difference skin 

effect model is close to the measured loss than the classical eddy current loss and it is worth 

noting that the presence of high frequency switching events in the waveform also affect the 

minor loop loss. 
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Chapter 7: Conclusions and Future Work 

7.1 Main conclusions 

The research reported in this thesis has focussed on high fidelity mechanical and iron loss 

modelling for IPM machines designed for EV traction. The thesis has described several 

research activities which cover a wide range of different types of analysis including mechanical 

stress analysis, SIMULINK modelling of switching effects, analytical and numerical solution 

of the diffusion equation. Several of these investigations have been supported by extensive use 

of 2D and 3D finite element electromagnetic analysis of both magneto-static and magneto-

dynamic cases. 

The combined electromagnetic and mechanical optimisation in chapter 2 showed the 

complex trade-off between mechanical stress and torque density in IPM machines. The study 

showed that mechanical constraints for typical EV speed and power specifications can result 

in an optimal diameter in IPM machines beyond which the normal tendency in electrical 

machines for torque density to continually increase with size is reversed. The study also 

highlighted the importance of the mechanical properties of the electrical steels for the rotor and 

that higher strength steels would lead to an indirect improvement in the torque density due to 

the ability to accommodate thinner sections within the rotor geometry and hence reduce flux 

leakage within the IPM rotor. The study culminated in an optimized 100kW IPM machine 

design with a rotor diameter of 165mm resulting in an active mass of 42.3kg with corresponds 

to ~2.4kW/kg. It is worth noting that the specific findings in terms of torque density and 

operating speed range are somewhat specific to the specification of a design stress limit of 

240MPa and a current density of 10A/mm2 rms. 

The switching waveform modelling in chapter 3 demonstrated that even with a simple 

hysteresis controller, the waveforms depart from a simple sawtooth superimposed onto the 

demand waveform with may fewer switching events that might be expected. It is also worth 

noting that the change in eddy current loss was in some cases, surprisingly low. This can be 

explained by recognising that the machine operating points used were at or around base speed 

and that the winding for the machine had been designed to match the available supply at the 

base speed. Hence, the voltage overhead, which determines the rate of rise current during a 

switching event, results in current waveforms in which the rate of change of current (which 

ultimately determines the additional eddy current loss) is not especially different from that in 

some regions of the fundamental waveform. Hence, the departure of the actual current from 
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the demand waveform and hence the number of switching events per cycle in some of the 

current waveforms of chapter 3 are surprisingly small. This behaviour is complicated by the 

effect of the mutual coupling and varying star-point voltage (in the case of the ungrounded 

case).  However, chapter 3 illustrates that a hysteresis controller, which only responds when 

the current falls outside a range, offers some benefits in minimising extra iron loss from 

switching events.  

Several approaches for accounting for eddy currents within laminations were investigated 

in chapter 5. A full 3D time-stepped model of a single lamination was used as the reference for 

comparing the accuracy of different models. It was shown that whereas analytical approaches 

to solving the diffusion equation in a layered model can produce excellent agreement with 3D 

finite element analysis for linear magnetic problems, i.e. with constant fixed permeability, 

accommodating non-linear material introduces significant errors. A 1D finite difference model 

has been developed with shows excellent agreement with 3D finite element analysis for a 

specified surface magnetic field strength variation.  

Integrating the finite difference model into a post-processing tool for magneto-static finite 

element analysis involves an inconsistency and a resulting approximation since the original 

machine level model does not reflect the presence of any reaction field. However, using the 

calculated flux density waveform from a magneto-static finite element analysis to generate an 

approximate surface flux density has been shown to provide a reasonable representation of 

eddy currents in the lamination. Chapter 5 utilised the full methodology from finite element 

characterisation of the machine parameters, calculation of element-by-element localised flux 

densities and rates of change of flux density with stator current, through a SIMULINK model 

to generate element-by-element flux density waveforms with representative switching and 

culminating in Matlab based post-processor which includes a 1D finite difference model. This 

complicated sequence of simulations and calculations resulted in the prediction of the effect of 

switching on the overall iron loss.  

The influence of switching events in terms of increasing core loss have been shown in 

chapter 5 to be important factor in machine level loss calculation with the resulting increases 

in loss in the few 10s of percent range under normal operating conditions, although this is likely 

to be highly dependent on the type of machine. In permanent magnet machines, although there 

may appear to be significant ripple in the current waveforms, the ripple in the flux density is 

less pronounced because of the significant contribution of the flux from the permanent magnet 

excitation to net the flux density variation and the impact of magnetic saturation in may regions 

of the stator core.  
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Overall, this thesis has undertaken several studies which improve mechanical and 

electromagnetic modelling capability for IPM machines and provided significant generic 

insight into the modelling of lamination eddy currents irrespective of the machine type. 

7.2 Key contributions to knowledge 

The following are regarded as the key contributions to knowledge from this thesis: 

• Detailed illustration of the benefits and trade-offs in a combined electromagnetic and mechanical 

optimisation of an IPM machine. This work has been published in the World Journal of Electric 

Vehicles as ‘Combined electromagnetic and mechanical design optimization of interior permanent 

magnet rotors for electric vehicle drivetrains’ in December 2023 

• Found an interesting torque promotion resulted from the increasing of the hub diameter, which 

caused by the reluctance increasing of leakage path via saturation and reduced cross-section. 

• Developed a method for SIMULINK based method for generating representative switching current 

waveforms in IPM machines with very short time steps from finite element simulations based on 

standard time-step durations. These current waveforms include full representation of the changes in 

inductance with position and current which are important in modelling IPM machines. Due to the 

magnitude of the high frequency eddy currents are determined by the rate of change of flux density 

and hence current, capturing the detailed behaviour from a full system simulation will be more 

accurate than an idealised symmetrical representation of the ripple. 

• Explored quantitively several different methods for integrating lamination level eddy currents and 

skin effect into a practical post-processing method. Whereas bring magneto-dynamic effects into 

the post-processing of magneto-static solutions involves some compromises and approximations, 

the overall benefits of this have been shown.  

• Developed a MATLAB based post-processor that can work in tandem with commercial finite 

element packages.     

7.3 Future work 

There are several aspects of future work which could follow-on from this study: 

7.3.1 Experiment validation of iron loss at machine level 

The most obvious aspect of this project which requires further work is the re-build of the 

damaged rotor to allow machine level validation of the performance calculations in chapter 2 

and the machine level iron loss predictions of chapter 5.  

7.3.2 Experiment validation of mechanical modelling for rotor of high speed IPM 

machine 

The mechanical analysis reported in chapter 2 used well developed methods and published 

manufacturer material data, but there was no means of experimentally verifying the radial 
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growth in the rotor at rated speed. This would require a spin test rig which was not available to 

this project, but chapter 2 has illustrated the interesting trade-offs that could be validated 

experimentally.  

7.3.3 Enhancement to the electromagnetic performance by adjusting hub diameter 

The finding reported in chapter 2 gives a potential method to enhance the electromagnetic 

performance but also introduces concerns about mechanical within the rotor, some further work 

could be focused on decreasing the maximum rotating speed or using better materials with 

higher yield strength to allow higher hub diameter, which would be beneficial electromagnetic 

properties of the machine. 

7.3.4 Switching loss modelling of converters 

The chapter 2 mainly focuses on developing a method to calculate flux density waveform in 

every individual element of a finite element mesh, so it only considering of effects of ripple 

current towards to flux density variations. However, the switching state changes of the 

converters in the control system will also introduce extra losses, which would be a potential 

further work. 

7.3.5 Enhancement to the eddy current loss model 

The main drawback of the model developed in chapter 5 is the difficulty in fitting a 

magnetostatic field solution to a localised model with accounts for eddy currents and hence a 

reaction field. This challenge is most evident when setting the surface magnetic field strength 

for the 1D model as this is the crucial boundary condition. The only rigorous way of resolving 

this inconsistency is to account for the reaction field in some way in the finite element model. 

Combining the finite difference model into the finite element model could provide a solution 

but this would require access to the solver source code.  
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APPENDIX 

PYTHON script to export 𝑩 and 𝑯 

import math 

import os 

 

Name1 = "LAM_Z" 

Name2 = "AIR_Z" 

 

N = 601 

time_start = 0 

step = 2E-4/600 

 

for i in range(N): 

 

    T = time_start+step*i 

 

    selectCurrentStep(activeScenario=Scenario['SCENARIO_1'], 

                      parameterValue=['TIME='+str(T)]) 

     

    SpatialCurve(name=Name1+'_B_'+str(i), 

                 compoundPath=CompoundPath['LAM_Z'], 

                 formula=['Comp(2,B)']) 

 

    CurveSpatial2D[Name1+'_B_'+str(i)].exportTXT(txtFile=Name1+'_B_'+str(i), 

              mode='add') 

 

    CurveSpatial2D[Name1+'_B_'+str(i)].delete() 

 

    SpatialCurve(name=Name1+'_H_'+str(i), 

                 compoundPath=CompoundPath['LAM_Z'], 

                 formula=['Comp(2,H)']) 

 

    CurveSpatial2D[Name1+'_H_'+str(i)].exportTXT(txtFile=Name1+'_H_'+str(i), 

              mode='add') 

 

    CurveSpatial2D[Name1+'_H_'+str(i)].delete() 

 

    SpatialCurve(name=Name2+'_B_'+str(i), 

                 compoundPath=CompoundPath['AIR_Z'], 

                 formula=['Comp(2,B)']) 

 

    CurveSpatial2D[Name2+'_B_'+str(i)].exportTXT(txtFile=Name2+'_B_'+str(i), 

              mode='add') 

 

    CurveSpatial2D[Name2+'_B_'+str(i)].delete() 

 

    SpatialCurve(name=Name2+'_H_'+str(i), 

                 compoundPath=CompoundPath['AIR_Z'], 

                 formula=['Comp(2,H)']) 
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    CurveSpatial2D[Name2+'_H_'+str(i)].exportTXT(txtFile=Name2+'_H_'+str(i), 

              mode='add') 

 

CurveSpatial2D[Name2+'_H_'+str(i)].delete() 

 

MATLAB script to process exported 𝑩 and 𝑯 

clear 

 

start_sol = 0; 

end_sol = 600;  

num_sols = end_sol-start_sol+1; 

 

index=start_sol-1; 

 

f_name1 = 'LAM_Z_B'; 

f_name2 = 'LAM_Z_H'; 

f_name3 = 'AIR_Z_B'; 

f_name4 = 'AIR_Z_H'; 

 

for n = 1:num_sols 

fname = sprintf('lam data(NO20_saturated)\\%s_%d.txt',f_name1,(n+index));      %input    

file = fopen(fname,'r'); 

lines = textscan(file,'      %f      %f      %f      %f      %f',21,'HeaderLines',21); 

%skin 21 lines and read the next 20 lines 

LineData = cell2mat(lines); 

B_lam_data(1:21,n) = LineData(1:21,5); 

fclose(file); 

 

clear fname file lines LineData 

 

fname = sprintf('lam data(NO20_saturated)\\%s_%d.txt',f_name2,(n+index));      %input 

file = fopen(fname,'r'); 

lines = textscan(file,'      %f      %f      %f      %f      %f',21,'HeaderLines',21); 

LineData = cell2mat(lines); 

H_lam_data(1:21,n) = LineData(1:21,5); 

fclose(file); 

 

clear fname file lines LineData 

 

fname = sprintf('lam data(NO20_saturated)\\%s_%d.txt',f_name3,(n+index));      %input 

file = fopen(fname,'r'); 

lines = textscan(file,'      %f      %f      %f      %f      %f',2,'HeaderLines',21); 

%skin 21 lines and read the next 2 lines 

LineData = cell2mat(lines); 

B_air_data(1:2,n) = LineData(1:2,5); 

fclose(file); 

 

clear fname file lines LineData 

 

fname = sprintf('lam data(NO20_saturated)\\%s_%d.txt',f_name4,(n+index)); 

file = fopen(fname,'r'); 

lines = textscan(file,'      %f      %f      %f      %f      %f',2,'HeaderLines',21); 
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LineData = cell2mat(lines); 

H_air_data(1:2,n) = LineData(1:2,5); 

fclose(file); 

end 

 

mu0=4*pi*(1e-7); 

mur = 5000; 

thk = 2e-4; 

f = 10000; 

omega=2*pi*f; 

sigma = 1/(5.2e-7); 

skindep=sqrt(2/(omega*sigma*mu0*mur)); 

 

delta_t = (2e-4)/600; 

t = (0:600)*delta_t; 

Hs_air = H_air_data(1,:); 

Hs_lam = H_lam_data(1,:); 

 

for i = 1:length(B_lam_data) 

    B_lam_mean(i) = mean(B_lam_data(1:21,i)); 

end 

 


