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## List of Figures

1.1 Figure from Caselli \& Myers (1995). The plot shows the relation between the non-thermal line width and radii of high and low mass cores, shown in the top and bottom panels, respectively. The low mass cores line broadening has a significant contribution from thermal motion in the gas whereas in the massive cores the contribution from thermal motions is minimal compared to the non-thermal motions of the core.
1.3 Figure from Guszejnov \& Hopkins (2015) showing how a protostellar core collapses and fragments, producing multiple protostars. From left to right we see time advance and two main fragments forming. Yellow arrows represent that a fragment of the core is collapsing under its own self gravity. The darker the shade of the clouds the denser they are. The circles with lines radiating from them in the right most plot show the protostars themselves.
1.4 Observed SEDs for each of the protostellar classes. The time each protostar remains in each class increases from top to bottom. The left-hand column shows the SED expected for each class and the right-hand column shows a sketch of the corresponding protostellar system. Figure taken from André (1994).22
1.5 Schematic view of accretion onto a protostar from its circumstellar disk. From left to right the main features are the accretion columns, material flowing along magnetic field lines onto the star, the jet emitting disk (JED) and the standard accretion disk. Figure taken from Combet \& Ferreira (2008).
1.6 Cumulative fraction of surface densities for surveys of GB+Taurus, c2d and Orion, taken from Bressert et al. (2010). Panel (c) is especially important as it shows (via the vertical lines) the different surface density thresholds used in the literature to define a stellar cluster. The observations of YSO surface densities show a smooth continuous distribution, such that the chosen thresholds in the literature do not constrain "monolithic" or "hierarchical" star cluster formation.
1.7 Locations of stars (black points) in the ONC (Hillenbrand \& Hartmann, 1998). The ONC is an example of a region with little to no substructure. Parker (2014) finds a Q-value of $\sim 0.9$, which while marginal, is consistent with a lack of substructure in the ONC. Figure from Biazzo et al. (2011) where they look at the chemical properties of the filled stars. The empty stars are targets originally analysed in D'Orazi et al. (2009).
1.8 Plot of previously known members of Taurus (filled red circles) and new members found in the survey (blue crosses) by Luhman et al. (2017). The regions outlined in blue are red are the areas surveyed using SDSS (Finkbeiner et al., 2004). The grey shading represents the dark clouds in Taurus, with darker shades corresponding to greater extinction (Dobashi et al., 2005). Taurus is an example of a substructured region with Cartwright \& Whitworth (2004) finding it to have a Q-value of 0.45 , corresponding to a fractal dimension of 1.6 (see § 2.3.2).
1.9 Figure taken from Kroupa (2001) showing the IMF for $10^{6}$ stars. The thin and thick dotted lines show two random distributions drawn from the IMF. The intervals labelled along the top show what regions are described using different power laws.
1.10 The probability density function (Equation 2.4) from Maschberger (2013) is shown by the solid black line. The blue dashed line shows a comparison to the Kroupa IMF and the green dashed line shows the Chabrier IMF (Chabrier \& Baraffe, 1997). Figure taken from Maschberger (2013).
1.11 Plot showing the IMF of stars and the dense core mass function (DCMF). The difference between the DCMF and the IMF can be explained as star formation is not efficient, so the peak of the IMF will correspond to a lower mass compared to the DCMF. Figure taken from Alves et al. (2007).
1.12 Plot showing the percentage of stars in a group that have protoplanetary disks around them plotted against their ages. The solid black line shows the fitted exponential model. A disk half-life of 2.5 Myr is found. Figure taken from Mamajek (2009).
1.13 Figure taken from Andrews et al. (2018) demonstrating the wide range of different morphologies that protoplanetary disks can have. If certain morphologies are linked to specific dynamic events is under active investigation and could help further constrain the initial conditions of star formation.
1.14 JWST image of $\rho$ Ophiuchi. The image shows objects at different stages in the star formation process, with several embedded sources with clearly visible bipolar outflows emanating from them. The main outflow originates from an embedded source in the upper right quarter of the image. In the middle bottom is a new main sequence star that has cleared away its natal cloud, creating a cavity. Credit: NASA, ESA, CSA, STScI, Klaus Pontoppidan (STScI), Image Processing: Alyssa Pagan (STScI).
2.1 Examples of fractal and radially concentrated regions with 1000 stars with 1 pc radii. The top left panel shows a highly substructured region with a fractal dimension of $D_{\mathrm{f}}=1.6$, the top right panel shows a region with no substructure with fractal dimension $D_{\mathrm{f}}=3.0$. The bottom left panel shows a region that is centrally concentrated with a density index of $\alpha=2.0$ and the bottom right panel shows a region with no central concentration with $\alpha=0.0$. Panels (a) and (b) taken from BlaylockSquibbs \& Parker (2023)
2.2 Schematic of a block time step scheme. Red arrows show the times when different rungs have the same time and are in sync, it is at these points that stars can move up and down rungs depending on the accuracy needed in their calculations. The further down the hierarchy the smaller the time step is, which results in more accurate calculations. Figure taken from Dehnen \& Read (2011)
2.3 Diagram showing the tree structure that Kira utilises. The very top node (the root node) represents the entire simulation, the next layer down and below is where the direct force calculations are performed. Top nodes are either individual stars or higher order systems. This diagram shows a three body exchange interaction with time increasing from left to right. Bodies 1 and 2 are in a binary pair, approaching body 3 . Body 3 becomes bound to 2 and as a result body 1 is ejected and is represented as a single node in the tree. Credit: Starlab, https://www.sns.ias.edu/~starlab/index.html
3.1 INDICATE for regions with different spatial distributions. Panel (a) shows the mean indices found for 100 different realisations of ideal SFRs of differing fractal dimension and radial densities with the error bars representing the standard deviation of the mean indices. Panel (b) shows the median indices for the same regions and the error bars here represent the median absolute deviation. Panel (c) shows the mean of the median indices found for each of the 100 regions with the error bars representing the standard deviation of the mean. In panel (d) the mean maximum indices are shown with the error bars being the standard deviation of this value.
3.2 From left to right the columns show the different mass configurations for each of the synthetic regions' 50 most massive stars and their respective INDICATE results. From top to bottom shows the 50 most massive stars from the substructured region with fractal dimension of $D_{\mathrm{f}}=1.6$, smooth centrally concentrated with density exponent $\alpha=2.0$ and the uniformly distributed region. The solid black line in the colour bar shows the significant index (calculated using 100 repeats), the dashed black line is the median INDICATE index for the entire subset and the dotted black line is the median INDICATE index for the 10 most massive stars.
3.3 Substructured synthetic SFR of 1000 stars with $D_{\mathrm{f}}=1.6$. The top row shows the INDICATE values and the bottom row shows the $\Sigma$-m plots. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The colours in the top row show the INDICATE indexes for each star with the scale being the same as the radial region to allow comparisons using the colour alone. The solid black line, dashed black line and the dotted black line in the colour bar are the significant index, median index of all stars and the median index of the 10 most massive stars, respectively. In the second row, the median surface density of the stars is shown by the black dashed line, the median surface density of the 10 most massive stars is shown by the red dash-dotted line.
3.4 Substructured synthetic SFR of 1000 stars with $D_{\mathrm{f}}=1.6$. The top row shows $\Lambda_{\text {MSR }}$ results and the bottom row shows the CDF of all the stars radial distance from the origin. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The top row shows the $\Lambda_{\text {MSR }}$ values and their associated errors with the black lines, the red dash dotted line is the canonical value used to signify mass segregation. In the bottom row the black line represents the CDF of radial distance from the centre for all the stars, the red dashed line is the CDF for the 10 most massive stars.
3.5 A synthetic, centrally concentrated star-forming region of 1000 stars with radial density exponent $\alpha=2.0$. The top row shows the INDICATE values and the bottom row shows the $\Sigma$-m plots. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The colours in the top row show the INDICATE indexes for each star with the scale being the same as the radial region to allow comparisons using the colour alone. The solid black line, dashed black line and the dotted black line in the colour bar are the significant index, median index of all stars and the median index of the 10 most massive stars, respectively. In the second row, the median surface density of the stars is shown by the black dashed line, the median surface density of the 10 most massive stars is shown by the red dash-dotted line.
3.6 A synthetic, centrally concentrated star-forming region of 1000 stars with radial density exponent $\alpha=2.0$. The top row shows $\Lambda_{\text {MSR }}$ results and the bottom row shows the CDF of all the stars radial distance from the origin. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The top row shows the $\Lambda_{\text {MSR }}$ values and their associated errors with the black lines, the red dash dotted line is the canonical value used to signify mass segregation. In the bottom row the black line represents the CDF of radial distance from the centre for all the stars, the red dashed line is the CDF for the 10 most massive stars.
3.7 A synthetic uniform distribution of 1000 stars. The top row shows the INDICATE values and the bottom row shows the $\Sigma$-m plots. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The colours in the top row show the INDICATE indexes for each star with the scale being the same as the radial region to allow comparisons using the colour alone. The solid black line, dashed black line and the dotted black line in the colour bar are the significant index, median index of all stars and the median index of the 10 most massive stars, respectively. In the second row, the median surface density of the stars is shown by the black dashed line, the median surface density of the 10 most massive stars is shown by the red dash-dotted line.
3.8 A synthetic uniform distribution of 1000 stars. The top row shows $\Lambda_{\text {MSR }}$ results and the bottom row shows the CDF of all the stars radial distance from the origin. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The top row shows the $\Lambda_{\mathrm{MSR}}$ values and their associated errors with the black lines, the red dash dotted line is the canonical value used to signify mass segregation. In the bottom row the black line represents the CDF of radial distance from the centre for all the stars, the red dashed line is the CDF for the 10 most massive stars. .
3.9 The Taurus SFR. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant INDICATE index is shown by the solid black line, the median index for all the stars is shown by the dashed black line and the median index for the 10 most massive stars is shown using the dotted black line in the colour bar.
3.10 INDICATE plot of the ONC. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant index from INDICATE is shown with the solid black line in the colour bar, the median index of all the stars is shown by the dashed black line and the median index for the 10 most massive stars is shown by the dotted black line. .
3.11 Plot of NGC 1333. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant index from INDICATE is shown in the colour bar by the solid black line, the median index for all the stars is shown by the dashed black line and the median index for the 10 most massive stars is shown by the dotted black line. . .
3.12 Plot of IC 348. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant index from INDICATE is shown by the solid black line in the colour bar, the median index for all the stars is shown with the dashed black line and the median index for the 10 most massive stars is shown with the dotted black line.
3.13 Plot of $\rho$ Ophiuchi. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant index from INDICATE is shown by solid black line in the colour bar, the median index for all the stars is shown by the dashed black line and the median index for the 10 most massive stars is shown using the dotted black line.
3.14 INDICATE using a Poisson distribution as the control field for the synthetic regions used in the main work. From left to right (a) is the substructured region with fractal dimension $D_{\mathrm{f}}=1.6$, (b) is the centrally concentrated, smooth distribution with density exponent $\alpha=2.0$ and (c) shows the uniform distribution. The control field is extended beyond the data to remove edge effects when measuring to the $5^{\text {th }}$ nearest neighbour. The most massive stars are shown by the black crosses in all the panels and the small black points are the Poisson control field. The colour map has been scaled based on the index results of the smooth, centrally concentrated distribution.
3.15 Histograms showing the INDICATE index distribution for 3 different realisations of different fractal distributions. (a) shows 3 different $D_{\mathrm{f}}=1.6$ distributions, (b) 3 different $D_{\mathrm{f}}=2.0$ distributions, (c) 3 different $D_{\mathrm{f}}=2.6$ distributions and (d) shows 3 different $D_{\mathrm{f}}=3.0$ distributions. The range of index values increases with more substructure as stars are more likely to have a higher INDICATE index in highly substructured regions.
3.16 Histograms showing the distribution of the INDICATE indexes for each of the synthetic SFRs shown in this chapter. The vertical dashed line represents the significant index for each region.
4.1 Mean of the mean Mahalanobis distances calculated in the 3D phase space for sets of 100 different SFRs plotted against the structural parameter used to make the sets. The red triangles are the smooth, centrally concentrated radial regions, the purple star (on top of the red triangle with the structural parameter equal to 2.5) is the Plummer sphere and the black crosses are the fractal regions. The error bars show a single standard deviation. .
4.2 Plots of the mean Mahalanobis distance calculated in both the 3D and 6D phase spaces against time for regions with both high initial volume densities and high degrees of substructure (i.e. fractal dimension $D_{\mathrm{f}}=1.6$ with radii of 1 pc ) consisting of 1000 stars. The shaded areas show the range of mean Mahalanobis distances found across all 10 of the simulations at the current time. The solid lines show the mean of the mean Mahalanobis distances across all 10 simulations. The blue area and solid blue line shows the 3D phase space and the black dashed line and the grey area show the same but for the 6 D phase space.
4.3 The mean Mahalanobis density against time for each of the 10 subvirial (left-hand panel) and supervirial simulations (right-hand panel) with fractal dimension $D=1.6$ and radii of 1 pc . The simulations consist of 1000 stars. The blue shaded area shows the minimum and maximum mean Mahalanobis density (in the 3D phase space) found across all 10 of the simulations at the current time. The solid blue line shows the mean of the means for the Mahalanobis density in the 3D phase space. The grey shaded area and the dashed black line shows the same but for the Mahalanobis density calculated in the 6D phase space. The mean number densities of the 10 simulations is around $314 \mathrm{stars} \mathrm{pc}^{-3}$ with a mean stellar mass density of around $201 M_{\odot} \mathrm{pc}^{-3}$.
4.4 Plots showing the mean Mahalanobis density against time for each of the 10 subvirial (left-hand panels) and supervirial (right-hand panels) simulations with fractal dimension $D_{\mathrm{f}}=1.6$ and radii of 5 pc . These simulations have a low initial stellar number density with a mean around 3 stars pc ${ }^{-3}$ and a mean stellar mass density of around $1.6 M_{\odot} \mathrm{pc}^{-3}$. The shaded blue area shows the minimum and maximum mean Mahalanobis density found across all 10 simulations in the 3D phase space. The solid blue line shows the mean of the means Mahalanobis density against time. The shaded grey area and the dashed black line show the same but for the 6 D phase space.
4.5 Plots of the mean Mahalanobis distance from each star to the average in simulations without primordial substructure, i.e. a fractal dimension of $D_{\mathrm{f}}=3.0$, over time. The shaded blue area and solid blue line show the minimum and maximum mean Mahalanobis distance found across the 10 simulations and the solid blue line shows the mean of the means across all 10 simulations, respectively. The Mahalanobis distance is calculated in the 3D phase space for the blue area and line and calculated in the 6D phase space, shown by the grey shaded area and the black dashed line.
4.6 The mean Mahalanobis density against time for each of the 10 subvirial (left-hand panel) and supervirial (right-hand panel) simulations without primordial substructure (fractal dimension $D_{\mathrm{f}}=3.0$ ) and radii of 1 pc . The shaded blue area and solid blue line show the range of mean Mahalanobis densities calculated in the 3D phase space and the mean of the means found across all 10 simulations, respectively. The grey shaded area and the dashed black line show the same but for the 6D phase space. .
4.7 The mean Mahalanobis density against time for each of the 10 subvirial (left-hand panel) and supervirial (right-hand panel) simulations without primordial substructure (fractal dimension $D_{\mathrm{f}}=3.0$ ) with radii of 5 pc . The shaded blue area and solid blue line show the range of mean Mahalanobis densities calculated in the 3D phase space and the mean of the means found across all 10 simulations, respectively. The grey shaded area and the dashed black line show the same but for the 6 D phase space.
4.8 The mean Mahalanobis density calculated for 3D and 6D phase spaces plotted against other methods of quantifying structure for 10 subvirial and supervirial simulations which are initially substructured with fractal dimension $D_{\mathrm{f}}=1.6$ and 1 pc radii. The left-hand panels show the results for the subvirial regions and the right-hand panels show the results for the supervirial regions. The initial values at 0 Myr are represented by the black circles, the blue crosses show 1 Myr and the red triangles show 5 Myr. The grey open circles show the comparison of the 6D Mahalanobis density at 0 Myr , the open grey crosses show it for 1 Myr and the open grey triangles for 5 Myr . From top to bottom the rows show the different methods which $\bar{\rho}_{\mathrm{m}, 20}$ is plotted against, with the top row showing $\Lambda_{\mathrm{MSR}}$, second row showing $Q$ and the bottom row showing $\Sigma_{\mathrm{LDR}}$.
4.9 The mean Mahalanobis density calculated for the 3D and 6 D phase spaces plotted against other methods of quantifying substructure for 10 subvirial and supervirial simulations which have little to no initial substructure with fractal dimension $D_{\mathrm{f}}=3.0$ and 1 pc radii. The left-hand panels show the subvirial results and the right-hand panels show the supervirial regions. The initial values at 0 Myr are represented by the black circles, the blue pluses show 1 Myr and the red triangles show 5 Myr . The mean 6D Mahalanobis densities at $0 \mathrm{Myr}, 1 \mathrm{Myr}$ and 5 Myr are shown by the grey open circles, grey open crosses and grey open triangles, respectively. From top to bottom the rows show the different methods which $\bar{\rho}_{\mathrm{m}, 20}$ is plotted against, with the top row showing $\Lambda_{\mathrm{MSR}}$, second row showing $Q$ and the bottom row showing $\Sigma_{\mathrm{LDR}}$
4.10 The mean Mahalanobis density ( $\bar{\rho}_{\mathrm{m}, 20}$ ) plotted against the mean Mahalanobis distance $\left(\bar{M}_{\mathrm{d}}\right)$ for highly substructured regions with fractal dimensions $D_{\mathrm{f}}=1.6$ and initial radii of 1 pc . Each region contains 1000 stars. The black circles the values at 0 Myr , the blue plus signs are the values at 1 Myr and the red triangles are the values at 5 Myr . The grey open circles, crosses and triangles show the same information but for the Mahalanobis distance and density calculated in the 6D phase space.
4.11 The mean Mahalanobis density ( $\bar{\rho}_{\mathrm{m}, 20}$ ) plotted against the mean Mahalanobis distance $\left(\bar{M}_{\mathrm{d}}\right)$ for substructured regions with fractal dimensions $D_{\mathrm{f}}=3.0$ and scales 1 pc for different snapshots. Each region contains 1000 stars. The black circles the values at 0 Myr , the blue crosses are the values at 1 Myr and the red triangles the values at 5 Myr . The grey open circles, crosses and triangles show the same information but for the Mahalanobis distance and density calculated in the 6D phase space.
5.1 Example of host stars in high and low density regimes in initial snapshots from single simulations with planets either at 5 AU or $30 \mathrm{AU} . P_{\text {high }}$ is the probability that the host star belongs to the high density regime. The vertical grey dash dotted line is the Mahalanobis density of the host star which the region is centred on. The solid black line shows the Gaussian mixture model, with its two components shown by the black dashed lines. The vertical blue dotted line shows the median Mahalanobis density of the region. The top row shows examples from a simulation with planets initially at 5 AU and the bottom row shows results for a simulation with planets initially at 30 AU . The left-hand column shows host stars in low phase space density regimes and the right-hand column shows host stars in high phase space density regimes.
5.2 Plot showing the distribution of stars in the synthetic field constructed from single random snapshots taken from each of the 20 simulations in a set. This plot shows the distribution of stars taken from the set of initially high mass density simulations with planets initially at 5 AU from their host stars.
5.3 The shaded areas show the range of mean 6D Mahalanobis densities found across all 20 simulations for the different subsets. The grey, green and blue shaded areas show the range of mean Mahalanobis densities found across all 20 simulations for non-hosts, former hosts and hosts, respectively. The black, green and blue lines show the mean of the mean Mahalanobis densities found for each of the subsets. The top row from left to right shows the results for high and low spatial density simulations with planets initially at 30 AU . The bottom row from left to right shows the results for high and low spatial density simulations with planets initially at 5 AU .
5.4 Violin plots of the number of times host stars are found in either low, ambiguous or high phase space density regimes across all 20 simulations in the four sets for the initial snapshot and the final snapshot. The median is shown by the white dot, the black bar shows the interquartile range and the line shows the full range of the data. The shaded area shows the probability of counting a particular value, where the width of the plot corresponding to the probability of measuring this value. Panels a), b), c) and d) in both subfigures correspond to the 30 AU high mass density, 30 AU low mass density, 5 AU high mass density and 5 AU low mass density sets, respectively.
5.5 Violin plots of the number of times perturbed host star are found in either low, ambiguous or high phase space density regimes across all 20 simulations in the four sets of simulations for the initial snapshot and the final snapshot. The median is shown by the white dot, the thick black bar shows the interquartile range and the thin black line shows the full range of the data. The shaded area shows the probability of counting a particular value. Panels a), b), c) and d) correspond to the 30 AU high mass density, 30 AU low mass density, 5 AU high mass density and 5 AU low mass density sets, respectively.
5.6 Violin plots of the number of times host stars are found in either low, ambiguous or high phase space density regimes across the four sets of 10 synthetic field distributions. The median number of hosts in a phase space density regime is shown by the white circle, the thick black bar shows the interquartile range, the thin black line shows the full range of values and the shaded area shows the probability of getting a particular value (wider areas meaning greater probability of getting that value). Panel a) shows the counts for the set of field distributions generated using random snapshots from simulations with planets initially at 30 AU , with high initial mass densities. Panel b) shows the same, but the field distributions are made from simulations with low initial mass densities. Panels c) shows the high mass density set and d) shows the low mass density set for field distributions made from simulations with planets initially at 5 AU .
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3.1 Results of applying INDICATE to just the 50 most massive stars in the synthetic SFRs. From left to right the columns are: the median index for all 50 stars, the median index for the 10 most massive stars, the significant index, the percentage of stars with indexes greater than the significant index and the p-value from a KS test between all 50 stars and the 10 most massive stars.
3.2 INDICATE results when applied to only the 50 most massive stars across 100 realisations of each morphology. From left to right the columns are: the median of the median indexes found for all 50 stars across all 100 realisations, the number of times the median index for the 50 most massive stars is above the significant index in a realisation, the median of the median index of the 10 most massive stars found across all regions, the number of times the median index for the 10 most massive stars is greater than the significant index for a realisation, the number of times that $\Lambda_{\mathrm{MSR}}$ detects mass segregation in the realisations that INDICATE has detected mass segregation, the median of the median indexes found for 10 randomly chosen stars across all regions, the number of times the median index of a realisation is greater than the significant index.82
3.3 INDICATE results of 100 different realisations for each of the presented morphologies. From left to right the columns are: the median of the median indexes found across all 100 realisations of clusters with different morphologies and mass configurations, the number of times a realisation's median index for all stars is above its significant index, the median of the median indexes of the 10 most massive stars, the number of times a realisation's median index for the 10 most massive stars is above its significant index, the median of the median index for 10 randomly chosen stars and the number of times a realisation's median index for 10 random stars is above its significant index.
3.4 Results of applying $\Lambda_{\mathrm{MSR}}$ and $\Sigma_{\mathrm{LDR}}$ to all 1000 stars in 100 different realisations of each morphology and mass configuration. From left to the right the columns are the number of times $\Lambda_{\mathrm{MSR}}<0.5$ (which would indicate significant inverse mass segregation, as is observed in the Taurus starforming region), the number of times $\Lambda_{\mathrm{MSR}}>2$ which counts how many times $\Lambda_{\text {MSR }}$ detects strong signals of mass segregation and the number of times the ratio $\Sigma_{\mathrm{LDR}}$ is found to be $>1$ and significant according to a KS test with a threshold p-value $\ll 0.01$.
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## Summary

Observations of star-forming regions only allow us to view a single snapshot in time of their evolution. By combining observations of different star-formation regions we can build up a statistical picture of how stars form in groups, how these groups dynamically evolve and eventually disperse into the field. But to fully understand how these regions formed in the first place we need to make use of numerical simulations which allow us to follow the evolution of a single star-forming region. Then we can make quantitative comparisons using a suite of methods that can be used to characterise star-forming regions (i.e. the spatial distribution of stars, or if a region is mass segregated and to what degree). By using these methods we can make inferences on not only the initial conditions of the observed star-forming regions (degree of substructure, local surface density and virial state), but also the initial conditions of planet formation. As these methods are used to infer the physics of star and planet formation they must be extensively tested on synthetic data to ensure that the methods are robust. The work herein is my investigations into the robustness of these methods on simulated data, and if these new methods can be used to reliably make inferences on the properties and physics of star-forming regions.

I compare two new methods to more established and widely used methods to test their reliability. I show that INDICATE, a new clustering metric which has been used to investigate the star formation history of regions, can accurately identify areas of clustering in synthetic regions and gives results in agreement with other methods. However, INDICATE cannot be used to distinguish between star-forming regions with different morphologies, but it can be used to identify the presence of mass segregation.

I investigate the evolution of phase space densities (quantified using the Mahalanobis density) of simulated star-forming regions using $N$-body simulations. This work was performed to better understand how the 6D phase space density evolves with time, and if its evolution depends on the initial conditions of the simulations. The method has been used to infer the likely star-formation conditions of exoplanet host stars with hot Jupiters being very dense. I find that using the 6D (position-velocity) phase space density of star-forming regions does not allow their initial conditions to be reliably discerned.

I finish by investigating this possible link between the 6 D phase space density of exoplanet host stars, quantified using the Mahalanobis density, and their initial formation conditions. I find that the phase space density of host stars and non-host stars does not evolve significantly differently for simulations with different initial conditions. I compare my results to previous works and find results in agreement with other works,
that the Mahalanobis density is not detecting traces of the initial conditions but is instead measuring the kinematics of the host stars.
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## Introduction

### 1.1 The Interstellar Medium

One of the earliest questions the first astronomers asked would likely have been "What are those points of light in the night sky?" We may never know what answers they came up with, but we do know the curiosity that undoubtedly led them to try in the first place. This same curiosity has sustained the field of astronomy over the millennia and has led to profound revelations of not only the stars themselves but of the origins of the elements that are vital to our very existence. Our investigations have given us answers to the questions of the very first astronomers, such as what stars are, but we are far from finished. The field of star formation still has many fundamental questions to answer such as determining if star formation is a truly universal process? There is also the question of how star formation begins in the first place; is it initiated via overdensities in the interstellar medium caused by turbulence or can supernovae trigger star formation?

The answers to these questions likely begin in the interstellar medium, which fills the space between stars in the Galaxy and primarily consists of gas. By mass the gas composition of the ISM is $70.4 \%$ hydrogen, $28.1 \%$ is helium and $1.5 \%$ is heavier elements (Ferrière, 2001).

The ISM has different phases where the density, temperature and different states of hydrogen are used to differentiate between them. The ISM has been split into six phases; molecular clouds, the cold neutral medium, regions of ionised hydrogen (Hir), the warm neutral medium, the warm ionised medium and the very local interstellar medium within 100 pc of the Sun (Redfield \& Falcon, 2008). Molecular clouds are the densest phase of the ISM with number densities between $200 \mathrm{~cm}^{-3}$ up to $10^{5} \mathrm{~cm}^{-3}$. The cold neutral medium is made up from neutral atomic hydrogen (HI), with temperatures of $\sim 100 \mathrm{~K}$ and number densities of $\sim 10-100 \mathrm{~cm}^{-3}$. The warm neutral medium and warm ionised medium share similar temperatures ( $\sim 8000 \mathrm{~K}$ ) and densities $\left(\sim 0.1-0.5 \mathrm{~cm}^{-3}\right)$. There is also the very local medium, with a temperature of $\sim 6700 \mathrm{~K}$ and density of $0.11 \mathrm{~cm}^{-3}$.

The hot interstellar medium has a temperature of $10^{6} \mathrm{~K}$ and density of $5 \times 10^{-3} \mathrm{~cm}^{-3}$ (Haverkorn \& Spangler, 2013).

The different states of hydrogen in the ISM are important as it has implications for how the different ISM phases are observed. For example, $\mathrm{H}_{2}$ can only exist in areas of sufficient density such that the $\mathrm{H}_{2}$ is shielded from UV radiation that would otherwise break it back down into atomic hydrogen (HI). But as I will now discuss, observing $\mathrm{H}_{2}$ is not practical. Instead, to understand the distribution of $\mathrm{H}_{2}$, we have to use something we can observe, like the 21 cm emission line of Hi (emission due to an electron's spin flipping, going from being in parallel with the proton's spin to antiparallel) (Ewen \& Purcell, 1951).

We cannot directly observe molecular hydrogen $\left(\mathrm{H}_{2}\right)$ as it is relatively cold in the ISM (due to self-shielding) at $\sim 10$ s K ; at this temperature $\mathrm{H}_{2}$ cannot be observed using molecular emission lines in the optical or radio (the gas would need to be several 100s K for emission lines to be present).

The energy needed for a $\mathrm{H}_{2}$ molecule to become excited is given by

$$
\begin{equation*}
E(J)=\frac{\hbar^{2} J(J+1)}{2 \mathcal{I}}, \tag{1.1}
\end{equation*}
$$

where $\hbar$ is the reduced Planck's constant $(\hbar=h / 2 \pi), J$ is the angular momentum quantum number, and $\mathcal{I}$ is the moment of inertia of the molecule. Because $\mathrm{H}_{2}$ is a homonuclear diatomic molecule and therefore has no permanent electric dipole moment we instead have to use the quadrupole electric moment. The angular momentum transition rule for electric quadrupole moments is $\Delta J=0, \pm 2$. The first excited rotational state of molecular hydrogen is calculated as follows,

$$
\begin{equation*}
\Delta E=E(J=2)-E(J=0)=\frac{\hbar^{2}}{2 \mathcal{I}_{\mathrm{H}_{2}}} \tag{1.2}
\end{equation*}
$$

the moment of inertia of $\mathrm{H}_{2}$ is $4.46 \times 10^{-48} \mathrm{~kg} \mathrm{~m}^{2}$, giving a transition energy of $7.20 \times$ $10^{-21} \mathrm{~J}$. Using $T=E / k_{\mathrm{b}}$, where $k_{\mathrm{b}}$ is the Boltzmann constant, a temperature of $\sim 520$ K is found. The typical temperature in the densest phase of the ISM (giant molecular clouds) is $\sim 10 \mathrm{~K}$, well below the calculated temperature required for emission from $\mathrm{H}_{2}$ (Wilson et al., 1997).

Due to the lack of $\mathrm{H}_{2}$ emission in the cold ISM we need to use other molecules, such as CO, as tracers. CO has an electric dipole moment with transition rule of $\Delta J= \pm 1$ and CO has moment of inertia, $\mathcal{I}_{\mathrm{CO}}=1.46 \times 10^{-46} \mathrm{~kg} \mathrm{~m}^{2}$. Using Equation 1.1 but using the dipole transition rule $(\Delta E=E(J=1)-E(J=0))$ gives an energy of $E=7.63 \times 10^{-23} \mathrm{~J}$. Using $T=E / k_{\mathrm{b}}$ the temperature required for this transition is $\sim 5 \mathrm{~K}$, below the typical temperatures within GMCs, meaning CO emissions are observable and can be used to trace the distribution of $\mathrm{H}_{2}$. In addition, the continuum emission from dust particles are also used to map out the distribution of $\mathrm{H}_{2}$ (Boulanger, 1999). This involves assuming that a certain amount of CO or dust corresponds to a certain amount of $\mathrm{H}_{2}$ (Bohlin et al., 1978; Solomon et al., 1987). For example, we assume that the gas to dust ratio (gas:dust) is 100. The conversion from a measured CO intensity to $N_{\mathrm{H} 2}$ is expressed as

$$
\begin{equation*}
N_{\mathrm{H}_{2}}=X_{\mathrm{CO}} I_{\mathrm{CO}}, \tag{1.3}
\end{equation*}
$$

where $X_{\mathrm{CO}}$ is the conversion factor and $I_{\mathrm{CO}}$ is the intensity of CO emissions (Hunt et al., 2023).

For stars to form, giant molecular clouds (GMCs) must exist for a suitable amount of time of around 10 Myr (Mouschovias et al., 2006). Estimating how long GMCs can exist for in the ISM can be determined using the following expression,

$$
\begin{equation*}
t=\frac{R_{\mathrm{c}}}{\sigma_{\nu}}, \tag{1.4}
\end{equation*}
$$

where $R_{\mathrm{c}}$ is the radius of the GMC and $\sigma_{\nu}$ is the total velocity dispersion. Using a radius of 100 pc and a velocity dispersion of $10 \mathrm{kms}^{-1}$ we get a lifetime of $\sim 10 \mathrm{Myr}$, these values are taken from the high end of the size-velocity dispersion relation observed in Larson (1981). GMCs are of particular importance in our understanding of star formation as it is only within these regions that it can get cold enough for molecular hydrogen clouds to collapse, due to self-shielding.

Observations of molecular clouds in the ISM have also revealed them to be highly turbulent (Larson, 1981). The turbulence is detected using observed line broadening in emission spectra (Ho et al., 1977). The observed broadening of emission lines cannot be explained by thermal motions alone, meaning a turbulent bulk motion of the gas is needed to produce the observed broadening (Mac Low \& Klessen, 2004). Figure 1.1 is taken from Caselli \& Myers (1995) and shows the relationship between the non-thermal line width against the size of a molecular cloud. It shows that in low mass molecular clouds line broadening is dominated by thermal motions, whereas for the massive cores the line broadening is dominated by a non-thermal component. It is this turbulent bulk motion which gives rise to over and under densities in the ISM, causing the formation of structures.


Figure 1.1: Figure from Caselli \& Myers (1995). The plot shows the relation between the non-thermal line width and radii of high and low mass cores, shown in the top and bottom panels, respectively. The low mass cores line broadening has a significant contribution from thermal motion in the gas whereas in the massive cores the contribution from thermal motions is minimal compared to the non-thermal motions of the core.

### 1.2 Virial Theorem

To understand how the gas in the ISM can collapse and form structures we use the virial theorem. The virial theorem states that the time averaged kinetic energy is twice the time averaged negative potential energy of a bound system of particles (Clausius, 1870). What follows is a derivation of the virial theorem for a spherical gas cloud.

Let us assume our cloud of gas, which is isolated and in equilibrium, can be described by a spherical distribution of $N$ point masses. Each of these points has a mass, $m_{i}$, and a position described by the vector, $\vec{r}_{i}$. The entire cloud's moment of inertia can be described as the sum of every individual point masse's moment of inertia, mathematically defined as

$$
\begin{equation*}
\mathcal{I}=\sum_{i}^{N}\left(m_{i}\left(\vec{r}_{i} \cdot \vec{r}_{i}\right)\right) \tag{1.5}
\end{equation*}
$$

Since we are assuming the cloud is in equilibrium we know that the rate of change of the moment of inertia will be zero (i.e. $\dot{\mathcal{I}}=0$ ). To calculate the time derivative of Equation 1.5 we make use of the product rule and obtain

$$
\begin{equation*}
\frac{d \mathcal{I}}{d t}=\sum_{i}^{N}\left(\frac{d m_{i}}{d t}\left(\vec{r}_{i} \cdot \vec{r}_{i}\right)+m_{i}\left(\frac{d \vec{r}_{i}}{d t} \cdot \vec{r}_{i}\right)+m_{i}\left(\vec{r}_{i} \cdot \frac{d \vec{r}_{i}}{d t}\right)\right) \tag{1.6}
\end{equation*}
$$

and because $\dot{\vec{r}}_{i}=\vec{v}_{i}$ we get,

$$
\begin{equation*}
\dot{\mathcal{I}}=\sum_{i}^{N}\left(m_{i}\left(\vec{v}_{i} \cdot \vec{r}_{i}+\vec{r}_{i} \cdot \vec{v}_{i}\right)\right) . \tag{1.7}
\end{equation*}
$$

Taking a factor of two out of the summation we have

$$
\begin{equation*}
\dot{\mathcal{I}}=2 \sum_{i}^{N}\left(m_{i}\left(\vec{v}_{i} \cdot \vec{r}_{i}\right)\right) . \tag{1.8}
\end{equation*}
$$

As the cloud is in equilibrium it follows that the second time derivative is also zero (i.e.
$\ddot{\mathcal{I}}=0)$. Using the product rule again we calculate the time derivative of Equation 1.8,

$$
\begin{equation*}
\frac{d \dot{\mathcal{I}}}{d t}=2 \sum_{i}^{N}\left(\frac{d m_{i}}{d t}\left(\overrightarrow{\left.v_{i} \cdot \overrightarrow{r_{i}}\right)}+m_{i}\left(\frac{d \vec{v}_{i}}{d t} \cdot \vec{r}_{i}\right)+m_{i}\left(\vec{v}_{i} \cdot \frac{d \vec{r}_{i}}{d t}\right)\right) .\right. \tag{1.9}
\end{equation*}
$$

Completing the calculation we get

$$
\begin{equation*}
\ddot{\mathcal{I}}=2 \sum_{i}^{N}\left(m_{i}\left(\dot{\vec{v}}_{i} \cdot \vec{r}_{i}\right)\right)+2 \sum_{i}^{N}\left(m_{i}\left(\vec{v}_{i} \cdot \vec{v}_{i}\right)\right) \tag{1.10}
\end{equation*}
$$

We can simplify the above equation by letting

$$
\begin{equation*}
\ddot{\mathcal{I}}_{1}=2 \sum_{i}^{N}\left(m_{i}\left(\dot{\vec{v}}_{i} \cdot \vec{r}_{i}\right)\right), \tag{1.11}
\end{equation*}
$$

and since $\dot{\vec{v}}_{i}=\vec{a}_{i}$ we can use Newton's second law to rewrite Equation 1.11 as

$$
\begin{equation*}
\ddot{\mathcal{I}}_{1}=2 \sum_{i}^{N}\left(\vec{F}_{i} \cdot \vec{r}_{i}\right) . \tag{1.12}
\end{equation*}
$$

Using Newton's third law we know that the force on particle $i$ due to particle $j$ is the same as the force on particle $j$ due to $i$, but in the opposite direction. Therefore

$$
\begin{equation*}
\vec{F}_{i j}=-\vec{F}_{j i} . \tag{1.13}
\end{equation*}
$$

We only care about the net force on $i$ from all the other particles, so we can rewrite equation 1.12 as

$$
\begin{equation*}
\ddot{\mathcal{I}}_{1}=2 \sum_{i}^{N} \sum_{j \neq i}^{N}\left(\vec{F}_{i j} \cdot \vec{r}_{i}\right) . \tag{1.14}
\end{equation*}
$$

Since the order in which we add forces does not matter we can express the above equation as,

$$
\begin{equation*}
\ddot{\mathcal{I}}_{1}=\sum_{i}^{N} \sum_{j \neq i}^{N}\left(\vec{F}_{i j} \cdot \vec{r}_{i}+\vec{F}_{j i} \cdot \vec{r}_{j}\right) . \tag{1.15}
\end{equation*}
$$

We can write it this way if we remember Newton's third law, which we can also use again to simplify further,

$$
\begin{equation*}
\ddot{\mathcal{I}}_{1}=\sum_{i}^{N} \sum_{j \neq i}^{N}\left(\vec{F}_{i j} \cdot\left(\vec{r}_{i}-\vec{r}_{j}\right)\right) . \tag{1.16}
\end{equation*}
$$

The gravitational force between two objects of $m_{i}$ and $m_{j}$ is

$$
\begin{equation*}
\vec{F}_{i j}=-\frac{G m_{i} m_{j}}{\left|\vec{r}_{i}-\vec{r}_{j}\right|^{2}} \frac{\left(\vec{r}_{i}-\vec{r}_{j}\right)}{\left|\vec{r}_{i}-\vec{r}_{j}\right|}, \tag{1.17}
\end{equation*}
$$

where $G$ is the gravitational constant. The fraction on the right-hand side is just the unit vector, $\hat{r}$. We substitute this back into Equation 1.16 and obtain

$$
\begin{equation*}
\ddot{\mathcal{I}}_{1}=\sum_{i}^{N} \sum_{j \neq i}^{N}\left(-\frac{G m_{i} m_{j}}{\left|\vec{r}_{i}-\vec{r}_{j}\right|}\right), \tag{1.18}
\end{equation*}
$$

which is just the gravitational potential energy of the cloud. Finally, we have the expression

$$
\begin{equation*}
\ddot{\mathcal{I}}=2 \Omega_{\mathrm{G}} . \tag{1.19}
\end{equation*}
$$

The factor of two comes from the fact that our calculation double counts the force between pairs of particles (recall Newton's third law). We can define the second term of Equation 1.6 as the kinetic energy of all the particles. Firstly we let

$$
\begin{equation*}
\ddot{\mathcal{I}}_{2}=2 \sum_{i}^{N}\left(m_{i} \vec{v}_{i}^{2}\right), \tag{1.20}
\end{equation*}
$$

which we then rewrite as

$$
\begin{equation*}
\ddot{\mathcal{I}}_{2}=4 \mathcal{K} . \tag{1.21}
\end{equation*}
$$

Substituting our expressions back into Equation 1.6 and dividing through by 2 we get,

$$
\begin{equation*}
\frac{\ddot{\mathcal{I}}}{2}=2 \mathcal{K}+\Omega_{\mathrm{G}}, \tag{1.22}
\end{equation*}
$$

which is the virial theorem, with $\ddot{\mathcal{I}}=0$ if the cloud is in equilibrium.

### 1.3 Jeans Criterion

Using the virial theorem we can calculate the mass and size a GMC, or dense core within a cloud, needs to begin collapsing under its own gravity. Using the virial theorem we know that if our molecular gas cloud is in equilibrium the following is true

$$
\begin{equation*}
2 \mathcal{K}+\Omega_{\mathrm{G}}=0 \tag{1.23}
\end{equation*}
$$

and therefore, if the cloud is out of equilibrium, and collapsing, its gravitational potential energy is greater than its kinetic energy,

$$
\begin{equation*}
-\Omega_{\mathrm{G}}>2 \mathcal{K}, \tag{1.24}
\end{equation*}
$$

which is the condition for collapse. Substituting in the equation of kinetic and potential energy for a gas into Equation 1.24 we obtain

$$
\begin{equation*}
\frac{G M^{2}}{5 R}>N k_{\mathrm{B}} T \tag{1.25}
\end{equation*}
$$

Here, $R$ is the radius of the cloud, $N$ is the number of molecules in the cloud, $k_{\mathrm{B}}$ is the Boltzmann constant and $T$ is the temperature of the cloud. We can replace $N$ with the mass of the cloud using

$$
\begin{equation*}
N=\frac{M}{m} \tag{1.26}
\end{equation*}
$$

where $M$ is the cloud mass and $m$ is the mean mass of the individual elements making it up (predominantly atomic or molecular hydrogen). Substituting for $N$ we obtain

$$
\begin{equation*}
\frac{G M}{5 R}>\frac{k_{\mathrm{B}} T}{m} \tag{1.27}
\end{equation*}
$$

assuming the cloud has constant density we can substitute for the remaining $M$,

$$
\begin{equation*}
\frac{4 G \pi R^{2} \rho}{15}>\frac{k_{\mathrm{B}} T}{m} \tag{1.28}
\end{equation*}
$$

To find the Jeans length, $R_{\mathrm{J}}$, we solve this inequality for $R$,

$$
\begin{equation*}
R_{\mathrm{J}}^{2}=\frac{15 k_{\mathrm{B}} T}{4 \mu m_{\mathrm{H}} G \pi \rho}, \tag{1.29}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant, $T$ is the temperature of the gas, $\mu$ is the number of particles making up individual elements of the gas (i.e. for an atomic hydrogen cloud $\mu=1$ and for molecular hydrogen clouds $\mu=2$ ), $m_{\mathrm{H}}$ is the mass of a hydrogen atom, G is the gravitational constant and $\rho$ is the mass volume density of the cloud.

To find the mass needed to overcome the thermal support we start again with Equation 1.27. However, this time we will substitute for $R$ assuming a constant density of $\rho$. The density of a sphere is

$$
\begin{equation*}
\rho=\frac{3 M}{4 \pi R^{3}} . \tag{1.30}
\end{equation*}
$$

We then solve for $R$ :

$$
\begin{equation*}
R=\left(\frac{3 M}{4 \pi \rho}\right)^{\frac{1}{3}} \tag{1.31}
\end{equation*}
$$

We then substitute this into Equation 1.27:

$$
\begin{equation*}
\frac{G M^{\frac{2}{3}}}{5}\left(\frac{4 \pi \rho}{3}\right)^{\frac{1}{3}}>\frac{k_{\mathrm{B}} T}{m} . \tag{1.32}
\end{equation*}
$$

Solving for $M$ gives us the Jeans mass,

$$
\begin{equation*}
M_{\mathrm{J}}=\left(\frac{5 k_{\mathrm{B}} T}{G \mu m_{\mathrm{H}}}\right)^{\frac{3}{2}}\left(\frac{3}{4 \pi \rho}\right)^{\frac{1}{2}}, \tag{1.33}
\end{equation*}
$$

with all terms being the same as in Equation 1.29.

### 1.4 Structure in the turbulent ISM

In this section I will discuss a range of structures that have been observed in the ISM in descending order of their physical scales and describe the physical characteristics inferred from observations and discuss the theoretical work undertaken to determine their likely origins.

### 1.4.1 Bubbles

Hi bubbles are observed in the cold ISM of our Galaxy using the 21 cm emission line of neutral atomic hydrogen. Hi bubbles are caused by supernovae and initially the hydrogen is ionised (becoming HiI) but as the bubble expands some Hir recombines, cooling down the bubble (Tomisaka et al., 1981). Due to the driving force from supernovae, Hi bubbles are observed to be expanding with velocities of between $5-20 \mathrm{~km} \mathrm{~s}^{-1}$ with typical radii of $\sim 100$ pc (Tomisaka et al., 1981; Spitzer, 1998). They have been observed numerous times in the Galaxy (see Ehlerová \& Palouš (2013)). They are also observed in other galaxies like NGC 628, shown in Figure 1.2, which highlights the prevalence of bubbles throughout it. The edges of these bubbles overlap and intersect with the edges of other bubbles and at these intersections Bracco et al. (2020) observed GMCs containing filamentary structures. The molecular gas appears at the edges and intersections of bubbles because as the bubbles expand they can sweep up material and compress it in a shock layer as shown in simulations from Inoue \& Inutsuka (2016).

### 1.4.2 Giant Molecular Clouds

Giant molecular clouds (GMCs) are massive structures with masses $\sim 10^{4} \mathrm{M}_{\odot}<$ $\mathrm{M}_{\mathrm{GMC}}<\sim 10^{6} \mathrm{M}_{\odot}$ and can extend for $\sim 100 \mathrm{~s} \mathrm{pc}$ (Murray, 2011). Stars form within the densest regions of GMCs, sometimes called clumps or cores, located along the lengths of filaments.


Figure 1.2: JWST MIRI observation of galaxy NGC628 showing large Hi bubbles throughout the galaxy. (C) NASA / ESA / CSA / Judy Schmidt (CC BY 2.0)

### 1.4.3 Filaments

Filaments are elongated strands of gas, usually with surface densities many times greater than the GMCs they are embedded in. Arzoumanian et al. (2019) find peak column densities of $9 \times 10^{21} \mathrm{~cm}^{-2}$ with line masses of $\sim 11 \mathrm{M}_{\odot} \mathrm{pc}^{-1}$ for filaments embedded in molecular clouds. Filaments in the Galaxy cover a wide range of physical scales, from $0.01-500 \mathrm{pc}$, and are found in both atomic and molecular phases of the ISM. This scale range comes from the meta-analysis of Hacar et al. (2022) in which they looked at available filament survey data. The justification for this range is that at scales below 0.01 pc we would enter the regime of collapsing protostellar cores, and above 500 pc would involve extracting large scale filaments from the Galactic spiral arms. In this section I will primarily be focussing on the filaments inside giant molecular clouds as it is along these that prestellar cores are observed (Pilbratt et al., 2010; Könyves et al., 2015).

The origins of filaments may be due to the intersection of shock fronts, such as when
two expanding Hi bubbles intersect (Tomisaka \& Ikeuchi, 1983). It has also been shown in simulations that filaments can form from thermal instabilities in molecular clouds (MCs) with no intersecting sheets needed (Wareing et al., 2019).

Further complicating our view of filament formation is how the different environments affect the formation process. For example, the orientation of magnetic fields within a compressed layer and whether there is gas flowing onto the sheet during the intersection will affect the mode of formation (Hacar et al., 2022).

The challenge of linking observations and theory for filaments is further compounded as there is a lack of large scale simulations ( $\sim 1000 \mathrm{pc}$ ) of cloud and filament formation that possess high enough spatial resolutions ( $\lesssim 1 \mathrm{pc}$ ) (Hacar et al., 2022). Turbulent gas motions are observed within the filaments (like in the larger scale giant molecular clouds they are found in), with velocity gradients showing gas being accreted onto filaments (Clarke et al., 2018). This lends credence to the theory of hierarchical star cluster formation (see $\S 1.7 .3$ of this chapter).

Determining if a filament is collapsing radially or not is important, as without this collapse prestellar cores will not be able to form. Prestellar cores are the immediate precursors to stars and are characterised observationally by looking for dense clumps of molecular gas that are collapsing with no IR sources within them. The virial state of a filament can be determined using the observed radial velocity dispersion. The virial line mass of a filament is

$$
\begin{equation*}
m_{\mathrm{vir}}=\frac{2 \sigma_{\mathrm{tot}}^{2}}{G} \tag{1.34}
\end{equation*}
$$

where $\sigma_{\text {tot }}$ is the total velocity dispersion (thermal and non-thermal components) and $G$ is the gravitational constant (Hacar et al., 2022). The filament will collapse if its line mass exceeds the virial line mass, $m_{\text {vir }}$. The line mass of a filament is defined as

$$
\begin{equation*}
m=\frac{M}{L}, \tag{1.35}
\end{equation*}
$$

where $M$ is the mass of the filament and $L$ is the length of the filament, both of these parameters are determined observationally using column densities (Hacar et al., 2022).

Filaments undergo collapse and fragmentation when $m>m_{\mathrm{vir}}$, forming cores along their lengths, with the separations between the cores possibly signalling different fragmentation modes (Takahashi et al., 2013; Zhang et al., 2020).

There is some discussion about a possible fundamental core separation seen in the theoretical work of Inutsuka \& Miyama (1992) where they show that an infinite isothermal uniform filament undergoing gravitational collapse will form cores with a separation given by

$$
\begin{equation*}
d_{\mathrm{cs}} \approx 4 W_{\mathrm{fil}}, \tag{1.36}
\end{equation*}
$$

where $W_{\text {fil }}$ is the width of the filament in pc. Observations of regularly spaced cores in filaments has been observed in Henshaw et al. (2016). However, when comparing the cores to theoretical predictions they find a significant difference. This discrepancy is possibly resolvable with improvements in theoretical models, moving them away from idealised cylinders of gas (as formalised in Ostriker (1964)), to more physical models which include the influence of external pressure and magnetic support, which has been motivated by observations (Chapman et al., 2011).

### 1.4.4 Cores

Cores are overdensities of molecular gas observed along filaments within GMCs (Pilbratt et al., 2010). Cores are made out of the same material of the filaments they reside in, dense molecular hydrogen and dust, with typical radii of $\sim 0.1 \mathrm{pc}$ and densities of $\sim 3 \times 10^{-17} \mathrm{~kg} \mathrm{~m}^{-3}$ (Onishi et al., 2002; Shirley, 2015; Pineda et al., 2022).

The cores are supported against gravitational collapse by their internal thermal pressure, which for stars to form needs to be overcome. To determine whether a cloud of gas or a core within it is collapsing we use the Jeans criterion, derived from the virial
theorem in $\S 1.3$ of this chapter.
The Jeans mass has some assumptions that are not representative of reality, such as the core being perfectly spherical, isothermal, of constant density and in isolation. Observations of molecular cores have shown this to be far from true, with cores having both prolate and oblate morphologies (Jones et al., 2001). Additionally, magnetic fields and turbulence within cores will act against a collapse, effectively raising the required mass needed (Pineda et al., 2022).

The Bonnor-Ebert mass is similar to the Jeans mass (same assumptions) but takes into account that a core will be embedded within another medium, which will exert a pressure on the core (Ebert, 1955; Bonnor, 1956). The Bonnor-Ebert mass for an isothermal sphere is

$$
\begin{equation*}
M_{\mathrm{BE}}=1.182 \frac{a^{4}}{\sqrt{G^{3} p_{\mathrm{ext}}}} \tag{1.37}
\end{equation*}
$$

where $p_{\text {ext }}$ is the external pressure and $a$ is

$$
\begin{equation*}
a=\sqrt{\frac{k_{\mathrm{b}} T_{\mathrm{g}}}{\mu m_{\mathrm{H}}}} \tag{1.38}
\end{equation*}
$$

which is the speed of sound in the gas, with $\mu$ being the mean molecular weight of the gas (2 in this case as the sphere is assumed to be made of molecular hydrogen) and $m_{\mathrm{H}}$ is the mass of atomic hydrogen (Galli et al., 2002).

The Bonnor-Ebert mass is lower than the Jeans mass due to the external pressure pushing material closer together increasing the density.

Determining the stability of a core observationally against gravitational collapse can be done by using virial analysis. We have already seen the virial theorem in $\S 1.2$ of this chapter for kinetic energy and gravitational energy. Below is a version showing the virial theorem but taking into account other sources of energy that will act against gravity,

$$
\begin{equation*}
\frac{\ddot{I}}{2}=2 \mathcal{K}+\Omega_{\mathrm{G}}+\Omega_{\mathrm{M}}+\Omega_{\mathrm{P},}, \tag{1.39}
\end{equation*}
$$

where $\mathcal{K}$ is the kinetic energy, $\Omega_{\mathrm{G}}$ is the gravitational potential energy, $\Omega_{\mathrm{M}}$ is the magnetic energy and $\Omega_{\mathrm{P}}$ is the external pressure (Pineda et al., 2022). In the literature it is common to perform a virial analysis using only the potential and kinetic energy, as calculating the magnetic field in regions observationally is challenging (Pattle et al., 2023).

Observationally, virial analysis is done using the one-dimensional velocity dispersion (i.e. radial velocity). We then compare the observed velocity dispersion to the predicted velocity dispersion for a cloud of mass $M$ to be in virial equilibrium. The virial theorem states that the total energy of a system is the sum of twice the kinetic energy and the potential energy:

$$
\begin{equation*}
2 \mathcal{K}+\Omega_{\mathrm{G}}=E_{\mathrm{T}} . \tag{1.40}
\end{equation*}
$$

A system is said to be in virial equilibrium when $E_{\mathrm{T}}=0$, therefore if $-\Omega_{\mathrm{G}}>\mathcal{K}$ the core is collapsing and conversely if $-\Omega_{\mathrm{G}}<\mathcal{K}$ the core is expanding (virial analysis is also used to determine if a group of stars is gravitationally bound or not). We can estimate the kinetic energy of a core using the following expression:

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2} M \sigma_{v}^{2} \tag{1.41}
\end{equation*}
$$

where $M$ is the mass of the core and $\sigma_{v}$ is the one dimensional velocity dispersion needed for the core to be in virial equilibrium. The gravitational potential energy is defined as

$$
\begin{equation*}
\Omega_{\mathrm{G}}=-\frac{G M^{2}}{R} \tag{1.42}
\end{equation*}
$$

where $G$ and $M$ are the gravitational constant and mass of the core, respectively, and $R$ is the radius of the core. Assuming the core is in virial equilibrium $\left(E_{\mathrm{T}}=0\right)$ and substituting Equations 1.41 and 1.42 into 1.40 gives,

$$
\begin{equation*}
M \sigma_{v}^{2}-\frac{G M^{2}}{R}=0 . \tag{1.43}
\end{equation*}
$$

Rearranging for the velocity dispersion of a core of mass, $M$, and radius, $R$, gives the following,

$$
\begin{equation*}
\sigma_{v}=\sqrt{\frac{G M}{R}} \tag{1.44}
\end{equation*}
$$

Therefore, if $\sigma_{\mathrm{ob}}<\sigma_{v}$ the core is not in virial equilibrium and is collapsing (the core is subvirial) and if $\sigma_{\mathrm{ob}}>\sigma_{v}$ the core is expanding (supervirial).

### 1.4.5 Thermodynamics of Core Collapse

A cloud of molecular gas can only collapse if it can cool down, reducing its thermal support. The collapse is only possible due to the interactions of $\mathrm{H}_{2}$ and dust. If we assume that the gas and dust are in thermal equilibrium (same temperature) then the dust will preferentially gain kinetic energy from direct collisions with the gas, the dust will then re-emit the gained kinetic energy at longer wavelengths (infrared) which can pass through the dense core. This continuum emission removes energy from the core, resulting in a drop in the temperature which in turn reduces the thermal support causing the core to contract. However, this contraction causes the core to heat up again to around the same temperature it started with ( $\sim 10 \mathrm{~K}$ ). The core will continue to isothermally collapse until the core's density reaches a critical value of $10^{-13} \mathrm{~g} \mathrm{~cm}^{-3}$ at which point the core becomes opaque to its own radiation, stopping energy from being lost from the continuum emission of the dust and gas, halting any further fragmentation (Low \& Lynden-Bell, 1976). Calculating the minimum Jeans mass for the critical density gives a mass of $\sim 0.004 M_{\odot}\left(\sim 4 M_{\text {Jupiter }}\right)$. A schematic of hierarchical and simultaneous fragmentation of a protostellar core is shown in Figure 1.3 from Guszejnov \& Hopkins (2015), and shows how within protostellar cores there can be multiple over densities all collapsing simultaneously. In this particular case the protostellar core produces two protostars, represented by the red circles in the right most image of the figure.

If the radius of a cloud is larger than the Jeans length then gravity will overpower


Figure 1.3: Figure from Guszejnov \& Hopkins (2015) showing how a protostellar core collapses and fragments, producing multiple protostars. From left to right we see time advance and two main fragments forming. Yellow arrows represent that a fragment of the core is collapsing under its own self gravity. The darker the shade of the clouds the denser they are. The circles with lines radiating from them in the right most plot show the protostars themselves.
the cloud's thermal support and begins to collapse. Using a typical value for a dense core of $\rho=3 \times 10^{-17} \mathrm{~kg} \mathrm{~m}^{-3}$, temperature of 10 K with $\mu=2$ as the core is made of $\mathrm{H}_{2}$ we obtain a length of $\sim 0.2 \mathrm{pc}$.

How the smallest cores fragment may have implications for the production of binary systems. For example in Figure 1.3 the densest regions that contain the protostars may undergo secondary fragmentation, producing very short period binaries with $a \leq 1 \mathrm{AU}$ (Bonnell \& Bate, 1994). Working out the minimum fragmentation length using the Jeans length we find a length of $\sim 5 \mathrm{AU}$, which if there is significant orbital decay the two protostars can move to within $<1 \mathrm{AU}$ of each other (Korntreff et al., 2012).

### 1.5 Star Formation

In the previous sections I have described the structure present in the ISM and how larger structures feed mass down into increasingly smaller physical scales and how they influence these smaller scale structures. This section now looks at the final product at the lowest end of this physical scale, stars. Before the dense prestellar cores become
hydrogen burning stars they first must pass through the protostellar phase.

### 1.5.1 Protostars

Before a star becomes a hydrogen burning main sequence star it must first gain enough mass to achieve the required temperature and pressures within its core. A star's mass could be said to be its most important single parameter as it will determine how long it will live and even the manner of its death. It is during the protostellar phase that a star will attain its final mass.

The evolution from collapsing core to main sequence star is broken down into several stages. We empirically classify these young objects into Class 0 , Class I, Class II and Class III objects. While all these objects are classified as protostars in the literature it is common to see that the embedded objects (Class 0 and Class I) are referred to as protostars and the non-embedded objects (Class II and Class III) are referred to as pre-main sequence (PMS) stars.

Throughout these phases the protostellar core is contracting, and if we were to place a new protostar on the HR diagram we would find that it is located in the top right. The protostar has a low temperature, but due to its large size on the order of $\sim 100$ s AU (due to the extended envelope) it will have a large luminosity. Because the collapse is isothermal it will have nearly the same temperature and its radius will decrease, lowering the surface area which in turn lowers its luminosity. This manifests as a near vertical downward movement on the HR diagram called the Hayashi track (Hayashi, 1961).

Different mass protostars will have different Hayashi tracks, with the lower mass protostars $\left(<0.5 \mathrm{M}_{\odot}\right)$ immediately joining the main-sequence at the end of it. For more massive protostars $>0.5 \mathrm{M}_{\odot}$ they will follow a second track called the Henyey track (Henyey et al., 1955). This starts at the end of the Hayashi track and is due to the internal structure of the protostar becoming radiative, where a subsequent increase in
temperature evaporates any remaining dust within the protostellar core. The collapse is now adiabatic, and the protostar will then increase in temperature and luminosity all the way to the main sequence (manifesting as a diagonal movement heading towards to the top-left of the HR diagram).

Due to their nature the youngest protostars are incredibly difficult to observe directly as they are embedded within a cloud of dense gas and dust. This dust is the primary cause of extinction, either through scattering of short wavelength light or the absorption and re-emission at longer (redder) wavelengths. We must therefore observe them in the submillimetre and far-IR, specifically the thermal continuum emission of the dust. Figure 1.4 is taken from André (1994) and shows the spectral energy distributions (SEDs) for different classes of objects, and also a schematic view of the corresponding protostellar systems.

A Class 0 object has the beginnings of dense protostellar core at its centre. These objects are embedded deep within the molecular cores and are detected as embedded IR sources with peaks at $\sim 100 \mu \mathrm{~m}$ (Barsony, 1994). If we assume black body emission we find that the peak corresponds to a black body temperature of $\leq 30 \mathrm{~K}$. The temperature corresponding to the peak emission is found using Wien's law,

$$
\begin{equation*}
T=\frac{b}{\lambda_{\mathrm{Max}}} \tag{1.45}
\end{equation*}
$$

where $b=2.898 \times 10^{-3} \mathrm{~m} \mathrm{~K}$ and T is the temperature.
Most Class 0 objects contain multiple IR sources; the dense core may subfragment below the opacity limit of fragmentation, producing multiple protostellar systems (Low \& Lynden-Bell, 1976). A schematic for a typical Class 0 protostellar system is shown in Figure 1.4 along with its corresponding SED. As the end of the Class 0 stage there is now a hydrostatic core; this is the seed that will gain its mass from accretion and eventually become a main sequence star.


Figure 1.4: Observed SEDs for each of the protostellar classes. The time each protostar remains in each class increases from top to bottom. The left-hand column shows the SED expected for each class and the right-hand column shows a sketch of the corresponding protostellar system. Figure taken from André (1994).

A Class I object is still embedded within an envelope of gas (diameter of $\sim 1000 \mathrm{AU}$ ) and dust that it will accrete most of its final mass from. It is during the Class I phase that the protostar will accrete most of its mass. Compared Class 0 objects a Class I's SED has a strong IR excess due to the formation of a circumstellar disk. This disk likely forms when the object is still Class 0 , and is made from material in the first hydrostatic core at the centre of the protostellar core (Machida et al., 2010). The circumstellar disk forms because of the conservation of angular momentum. The initial disk around the first hydrostatic core is thick and thermally supported and evolves into a thinner disk that becomes supported via the centrifugal force. The angular momentum is

$$
\begin{equation*}
\overrightarrow{\mathcal{L}}=m \vec{r} \times \vec{v}=\overrightarrow{\mathcal{I}} \omega, \tag{1.46}
\end{equation*}
$$

where $m$ is the mass of the protostar, $\vec{r}$ is the position and $\vec{v}$ is the angular velocity of the protostar. For completeness the other definition of the angular momentum is included in terms of the protostar's moment of inertia, $\overrightarrow{\mathcal{I}}$, and angular speed, $\omega$.

As cores collapse they will begin to spin to conserve their angular momentum, and the protostar will inherit this spin. The surrounding material around the protostar will then become a circumstellar disk.

Material is accreted from the disk onto the protostellar core along magnetic field lines (see Figure 1.5 for a schematic of this accretion), depleting the surrounding envelope. Class I (and some Class 0) objects are observed to have bipolar molecular outflows, originating from opposite poles of the object (Eislöffel, 2000).

These outflows help carry away angular momentum from the infalling material. If this was not the case then as the material is added to the protostar it would have to spin faster and faster to conserve its angular momentum. This is one possible solution to the so-called angular momentum problem. The angular momentum problem is that the GMCs from which protostars form from have very high angular momentum (very high


Figure 1.5: Schematic view of accretion onto a protostar from its circumstellar disk. From left to right the main features are the accretion columns, material flowing along magnetic field lines onto the star, the jet emitting disk (JED) and the standard accretion disk. Figure taken from Combet \& Ferreira (2008).
mass, relatively low velocities and large size) and to ensure that the angular momentum is conserved as the GMC collapses the protostar would need to spin so fast that it would shred itself to pieces (Prentice \& Ter Haar, 1971). Another way of removing the excess angular momentum may also be magnetic breaking within the protostellar cores, as the angular momentum can be transferred to the magnetic field via the twisting of the magnetic field (Mouschovias \& Paleologou, 1979; Bodenheimer, 1995).

Observationally there is a strong link between outflows and presence of a circumstellar disk Ray \& Ferreira (2021). Accretion is likely not constant and during episodes of greater accretion the outflows may increase in strength, giving rise to "gaps" in the molecular outflows and may allow the detection of protoplanets forming in the disk due to their interactions with the disk (Machida et al., 2011).

The sources of a protostar's luminosity are from accretion and internal luminosity from gravitational contraction. For both Class 0 and Class I objects the main source of
their luminosity is from accretion,

$$
\begin{equation*}
L_{\text {Accretion }}=\frac{G M_{\star} \dot{M}}{R_{\star}} \tag{1.47}
\end{equation*}
$$

where $\mathrm{M}_{\star}$ is the mass of the protostar, $\dot{\mathrm{M}}$ is the accretion rate and $R_{\star}$ is the radius of the protostar (Ray \& Ferreira, 2021). From this relation we can calculate the accretion rate by assuming the values of $M_{\star}$ and $R_{\star}$, typically $\sim 1-5 \mathrm{M}_{\odot}$ and $\sim 10 \mathrm{~s} \mathrm{AU}$, respectively. The total bolometric luminosity is dominated by this accretion luminosity with $L_{\text {Accretion }}>L_{\star}$.

Once the envelope has been accreted or expelled via outflows and stellar winds the protostar is no longer embedded. We now have a Class II protostar and is referred to as a pre-main sequence star (or a classical T-Tauri star). Now that the envelope is gone, and accretion has decreased the primary source of luminosity is the conversion of gravitational potential energy into luminosity via contraction, in other words $L_{\text {Accretion }}<L_{\star}$. The timescale of this stage can be calculated by using the viral theorem ( $E_{\mathrm{T}}=2 \mathcal{K}+\Omega_{\mathrm{G}}$ ) where we know that half of the gravitational potential energy will go into powering the luminosity. The luminosity liberated from the potential gravitational energy is

$$
\begin{equation*}
L_{\star}=\frac{1}{2}\left(-\frac{d \Omega_{\mathrm{G}}}{d t}\right) . \tag{1.48}
\end{equation*}
$$

The timescale for how long the luminosity is supplied via gravitational collapse is called the Kelvin-Helmholtz timescale and is

$$
\begin{equation*}
t_{\mathrm{KH}}=\frac{G M_{\star}^{2}}{R_{\star} L_{\star}}, \tag{1.49}
\end{equation*}
$$

where $M_{\star}$ is the mass of the protostar, $R_{\star}$ is its radius and $L_{\star}$ its luminosity. From this equation we can see that the timescale will increase as the radius of a pre-main sequence star decreases during contraction. The SED of a Class II object peaks at a
shorter wavelength of around $\sim 1.5 \mu \mathrm{~m}$ corresponding to a temperature of $\sim 2000 \mathrm{~K}$. There is still an IR excess that is likely from the presence of a protoplanetary disk. The $\mathrm{H}_{2}$ will become dissociated at a temperature of $\sim 1800 \mathrm{~K}$. Instead of the kinetic energy of gas heating the protostar up, a large portion of it will be used to break apart the $\mathrm{H}_{2}$ and causes a second isothermal collapse (Cameron, 1962; Gould, 1964).

A Class III object has a similar SED to a Class II object with the main difference being a decrease in the IR excess. This is due to both material being lost from the disk via photoevaporation from the protostar its self or from nearby massive stars, and also material being accreted by planetesimals (ALMA Partnership et al., 2015). Because of the increase in $t_{\mathrm{KH}}$ when $R_{\star}$ decreases each subsequent stage of the protostars' evolution takes and order of magnitude longer. The lifetimes of Class 0, I, II and III objects are $\lesssim 10^{5} \mathrm{yr}, \sim 10^{5} \mathrm{yr}, \sim 10^{6} \mathrm{yr}$ and $\sim 10^{7} \mathrm{yr}$, respectively. (Whitworth \& Ward-Thompson, 2001)

In summary a pre-stellar core will become a Class 0 object when a hydrostatic object forms inside it. A Class 0 object is defined as a single (or multiple) IR sources peaking at $\sim 100 \mu \mathrm{~m}$. A Class I SED will peak at $\sim 4 \mu \mathrm{~m}$, corresponding to a temperature of $\sim 700 \mathrm{~K}$. There is now an IR excess with two components, the two components are the envelope that the Class I object is embedded within and the circumstellar disk. Once the envelope is accreted or blown away (or lost via outflows) we have a Class II object with a SED showing a shorter wavelength corresponding to a higher temperature, the IR excess has also decreased significantly due to the loss of the envelope. The remaining IR excess is likely the circumstellar or protoplanetary disk. A Class III object is the stage immediately before the main sequence and the stage a protostar will spend the longest amount of time in due to the Kelvin-Helmholtz contraction timescale increasing for objects with decreasing radii. The SED is nearly identical as a Class II object but with almost no IR excess due to material in the disk having been removed via stellar winds or being turned into protoplanets. A key revelation of star formation is that
planets can form around protostars long before they become main sequence stars (ALMA Partnership et al., 2015; Segura-Cox et al., 2020; Alves et al., 2020; Parker, 2020). This is discussed in more detail $\S 1.12$.

### 1.5.2 Main Sequence Stars

A class III object becomes a main sequence star once its core has started to fuse hydrogen at a temperature $\sim 10^{7} \mathrm{~K}$ and pressure $\sim 10^{3} \mathrm{~g} \mathrm{~cm}^{-3}$ (Chabrier \& Baraffe, 1997). Hydrostatic equilibrium is now maintained via the energy released from nuclear fusion. The time spent on the main sequence is determined by how much mass the star has, with the lifetime of a star being strongly dependent on its mass. The mass luminosity relation is

$$
\begin{equation*}
\frac{L}{L_{\odot}}=\left(\frac{M}{M_{\odot}}\right)^{a}, \tag{1.50}
\end{equation*}
$$

where $M$ is the stellar mass, $L$ is the stellar luminosity and $a$ depends on the mass range of the star (Kuiper, 1938). For a typical main sequence star $a=4$ (Smith, 1983).

### 1.6 High-Mass Star Formation

Despite their short lifetimes ( $\sim 10 \mathrm{~s} \mathrm{Myr}$ ) and relative rarity there are few objects that can have such a profound impact on the ISM as high-mass stars do. They add energy to the ISM due to their strong stellar winds and produce heavier elements via nucleosynthesis when they die and explode (supernovae) (Burbidge et al., 1957; François et al., 2004). Understanding the conditions needed for high mass star formation can therefore shed light on how the ISM evolves with time, which in turn will affect any future star formation and galactic evolution (Zinnecker \& Yorke, 2007).

From empirical evidence, like the initial mass function (IMF), high-mass stars are rare. In the literature a star is considered to be a high mass star if its mass is $\geq 8 M_{\odot}$.

This is a physically motivated choice as any star with a mass greater than this will start fusing hydrogen while accretion is still occurring. This means that the star is already on the main sequence while material is still being accreted.

Observations of high mass stars show that they are often found near the centre of young star-forming regions, like the ONC (Allison et al., 2009). Loosely bound associations of massive stars are observed known as OB associations, named after their brightest members spectral types (Wright et al., 2023).

In their review Zinnecker \& Yorke (2007) discuss three theories for massive star formation, competitive accretion, monolithic core collapse and stellar mergers. In the review they make it clear that high-mass star formation is unlikely to just be a scaled up version of low-mass star formation.

The timeline of high-mass star formation can be broken down into four stages (Zinnecker \& Yorke, 2007). An initial compression of molecular gas, a collapse of gravitationally unstable overdensities to form protostars, accretion of material onto these protostars and lastly the disruption of the birth environment. Massive stars form rapidly, in $\sim 5 \times 10^{5} \mathrm{yr}$, and will have strong stellar winds and high UV fluxes.

Stars with masses $>25 M_{\odot}$ will not explode via supernovae when they die, instead they will collapse directly into a black hole. However, these massive stars will have a great effect on their surroundings via strong stellar winds before they collapse. Models have shown that stars between $9 M_{\odot}-25 M_{\odot}$ will undergo a core-collapse supernovae, enriching the ISM via nucleosynthesis and clearing it away (Limongi \& Chieffi, 2018). The current models show that the first supernovae occur after $\sim 10 \mathrm{Myr}$ in SFRs (Reiter \& Parker, 2022). The models in Limongi \& Chieffi (2018) attribute this to the rotational mixing within massive stars, which increases the duration of core hydrogen burning. This has implications as to how star clusters disperse into the Galactic field, as it is unlikely that supernovae can have a dominant role in removing gas from young clusters as most will have already dispersed in $<10 \mathrm{Myr}$, before the first supernovae have occurred.

### 1.6.1 Competitive Accretion

For a massive star forming via competitive accretion it (and its siblings) all start from cores of around a Jeans mass. In this model it is the cores located in the deepest gravitational potential wells that will produce the most massive stars, as they will have access to a greater reservoir of material to accrete compared to cores located in shallower potential wells (Bonnell, 2005).

The competitive accretion scenario implies that the most massive stars will be located at the centre of their respective clusters, surrounded by lower mass stars. This central spatial distribution of the most massive stars is called mass segregation and can either arise during the star formation process (primordial mass segregation) or later via dynamical interactions (dynamical mass segregation) (McMillan et al., 2007; Moeckel \& Bonnell, 2009).

Determining if a region is mass segregated can be done quantitative using the mass segregation ratio, $\Lambda_{\mathrm{MSR}}$ (see Chapter $2 \S 2.3$ (Allison et al., 2009)). One of the main questions in my research has been are newer methods robust at quantifying different parameters of SFRs? This is incredibly important to know as these methods are used to infer the likely formation mode of massive stars, as well as the overall state of SFRs (i.e. density, virial state and degree of substructure).

Mass segregation has been detected and quantified in the ONC using the mass segregation ratio (where $\Lambda_{\mathrm{MSR}}=2.0 \pm 0.5$, see $\S 2.3 .1$ for details) (Allison et al., 2009). To use mass segregation as a marker for competitive accretion we need to determine if the mass segregation is dynamical or primordial. Determining which kind of mass segregation we are observing is done by comparing the age of a SFR with its crossing time, $t_{\mathrm{c}}$. The crossing time of a SFR is defined as,

$$
\begin{equation*}
t_{\mathrm{c}}=\frac{R}{\sigma_{\nu}}, \tag{1.51}
\end{equation*}
$$

where $R$ is the size of the region and $\sigma_{\nu}$ is the velocity dispersion of the region.
If the crossing time is less than the age of the region then dynamical mass segregation cannot be ruled out. However, if the crossing time is greater than the age of the SFR then it indicates that the most massive stars formed approximately where we observe them, meaning the observed mass segregation is primordial (McMillan et al., 2007). However, hydrodynamical simulations have shown that when feedback and stellar winds are taken into account that the distribution of the most massive stars is not significantly different compared to the lower mass stars in a region (Parker \& Dale, 2017).

### 1.6.2 Monolithic Core Collapse

When star formation occurs within infrared-dark clouds (IRDCs) massive stars can form within "hot" cores. Hot cores consist of molecular hydrogen and have very high density $\left(10^{5}-10^{8} \mathrm{~cm}^{-3}\right)$, small size ( $\leq 0.1 \mathrm{pc}$ ), relatively high temperature ( $50-250 \mathrm{~K}$ ) and mass ( $\sim 100-300 \mathrm{M}_{\odot}$ ) (Rathborne et al., 2006). The moment protostars begin forming within dense dark cores inside the IRDCs the gas will begin to heat up. The greater the gas' temperature the greater its thermal support is against gravitational collapse, meaning more mass is needed for it to start collapsing. This manifests as an increase in the Jeans mass. If the core does not fragment and the star formation efficiency is high enough the core will produce a single high mass star (Rathborne et al., 2006).

Observing massive star formation is difficult due to the high extinction caused by the dust and is further compounded by their rarity as they are more likely to be at greater distances from us (mean distance of several kpc) (Zinchenko, 2022). Despite these challenges observations have found massive protostars within the dark cores of IRDCs (Rathborne et al., 2005; Henshaw et al., 2016; Barnes et al., 2023). Additional challenges arise due to the rapid formation rate and evolution of massive stars. It makes it incredibly difficult to find large samples of massive stars not already on the main
sequence due to their rapid formation timescales.
Evidence for monolithic collapse would be the observation of massive stars in isolation, with no lower mass stars nearby. The formation of massive stars happens very quickly with their luminosity from contraction dominating the luminosity from accretion. The young massive star will have strong stellar winds which will clear its surroundings of gas; halting further star formation in the vicinity. There are some observations that support the monolithic collapse scenario. Both Lamb et al. (2010) and Bressert et al. (2012) observe high mass stars in relative isolation. In Lamb et al. (2010) they find both high mass stars in isolation, some of which are massive runaway stars. They also find some high mass stars surrounded by small groups of lower mass stars. Similarly, Bressert et al. (2012) find isolated high mass stars (defined as $\mathrm{M} \gtrsim 30 \mathrm{M}_{\odot}$ in their work) which are unlikely to be runaway stars.

In summary, there is evidence for both monolithic and competitive high mass star formation. This leads to the likely scenario that both of these formation modes occur. This could mean high mass star formation is dependent on the initial conditions of giant molecular clouds and cores, and is not just a scaled up version of low mass star formation.

### 1.7 Star-Forming Regions

So far I have focussed on the formation of a single star within a prestellar core and briefly discussed high-mass star formation. Observations have led us to the discovery that stars form in groups of tens to thousands of members (Lada \& Lada, 2003; Bressert et al., 2010).

SFRs undergo rapid dynamical evolution, erasing any initial spatial information that may shed light on their initial conditions. Most SFRs will expand and due to the increasing influence of the Galactic tidal field (as the gravitational potential of the group decreases due to ejected stars and the loss of gas), stars will become unbound from their
natal group, and disperse into the Galaxy. There has been work that uses the spectra of stars to chemically tag them, meaning that stars with the same chemical tags likely formed from the same cloud at approximately the same time (Kos et al., 2017). The low-age spreads observed in SFRs, supports the idea that groups of stars form around the same time (Jeffries et al., 2011).

In this section I will discuss the various definitions of a cluster in the literature and some key observations of SFRs.

### 1.7.1 What is a cluster?

Due to projection effects and contamination of the foreground stars determining which stars are a part of a cluster is difficult. The fact that clusters are not single objects, but ensembles of 10s to 1000s of stars make defining boundaries challenging (i.e. where does the cluster end and the field begin?). As a consequence of this we have many definitions of a what a cluster is. This is important to highlight as if clusters are defined differently then we cannot compare them to one another as the physics we infer about clusters may depend on how we have defined a cluster in the first place. Another compounding factor is that clusters of stars can look very different from one another, see Figure 1.7 and Figure 1.8 showing the ONC and Taurus, respectively.

Regardless of the preferred definitions or naming conventions (clusters and SFRs) there is a clear distinction that can be made, that there can be gravitationally bound "clusters" and gravitationally unbound "associations" of stars (Gieles \& Portegies Zwart, 2011).

Definitions that use a physical parameter such as the surface density of a region makes sense to use where there is an obvious distinction between the clustered stars and the background field. But the issue with defining a cluster based on surface density is that there are multiple different density thresholds used to define a cluster. In Bressert
et al. (2010) they discuss the different surface densities (in terms of young stellar objects (YSOs)) used in the literature to define stellar clusters which is summarised in Figure 1.6. The range of surface densities spans from 3 to 60 YSOs pc $^{-2}$ (Carpenter, 2000; Lada \& Lada, 2003; Jørgensen et al., 2008; Gutermuth et al., 2009). In contrast Kruijssen (2012) finds no critical density of YSOs that would imply a fundamental star-formation surface density.

There is an entire suite of cluster finding algorithms, again with slightly different definitions of what a cluster is. For example the widely used clustering algorithm DBSCAN defines clusters as areas of high density surrounded by a lower density population (Ester et al., 1996).

To better understand clusters (or SFRs) a range of methods have been developed to quantify the spatial distributions of stars within them. Since stars form in substructured environments they will inherit their initial spatial distribution from the collapsing natal cloud, which in turn may affect the amount of material protostars can accrete. Constraining the initial conditions could therefore help us understand not only star formation but also the effects on the IMF (if any), the observed number of binary or higher order systems and even the effect dense SFRs will have on planet formation occurring around stars within them.

SFRs are highly dynamic; both observations and simulations have shown that stars can be ejected from their natal group (Blaauw, 1961; Oh \& Kroupa, 2016; Schoettler et al., 2020). These runaway stars can help constrain the initial stellar density of SFRs (Schoettler et al., 2020). The dynamics of SFRs are crucial to understanding the observed distribution of multiple systems in the Galactic field; most stars are observed to be in binary and higher order systems (Eggleton \& Tokovinin, 2008; Raghavan et al., 2010). Simulations have shown that the field population of multiple systems in the field cannot be reproduced via dynamical capture; instead the field population we observe must have mostly formed in binary or higher order systems. Then in the dense star-forming regions,


Figure 1.6: Cumulative fraction of surface densities for surveys of GB+Taurus, c2d and Orion, taken from Bressert et al. (2010). Panel (c) is especially important as it shows (via the vertical lines) the different surface density thresholds used in the literature to define a stellar cluster. The observations of YSO surface densities show a smooth continuous distribution, such that the chosen thresholds in the literature do not constrain "monolithic" or "hierarchical" star cluster formation.
via direct interactions, the systems will lose members (Parker et al., 2009; Goodwin, 2010; Marks \& Kroupa, 2011).

### 1.7.2 Monolithic Cluster Formation

In monolithic cluster formation all the gas is within the final volume of the cluster before stars begin to form (Longmore et al., 2014; Williams et al., 2022). Regions of the gas cloud will become over dense, exceeding the Jeans mass and will collapse, becoming prestellar cores. Once the protostars have formed at the centres of the cores their stellar winds will expel any remaining gas in the region, removing the gravitational potential which keeps the stars bound. This removal of gas decreased the gravitational potential of the stellar cluster and is thought to be why stellar clusters are dispersed into the galactic field (Fellhauer \& Kroupa, 2005; Moeckel et al., 2012).

Observationally we see what looks like the product of monolithic cluster formation in the ONC shown in Figure 1.7. The ONC shows a smooth, radial distribution of stars, as expected from monolithic formation.

### 1.7.3 Hierarchical Cluster Formation

In the hierarchical cluster formation model there is a lot happening at the same time. Filaments within the GMCs are collapsing and fragmenting along their lengths forming prestellar cores, while at the same time the GMC is also collapsing (Williams et al., 2022). Filaments can overlap forming hub-and-spoke systems, with the filaments funnelling material into the hubs Anderson et al. (2021). Massive star formation has been observed within these hubs (Xu et al., 2023). Star formation is occurring throughout the GMC and eventually, through mutual gravitational attraction, all the subgroups of stars can merge into one cluster (Bate, 2012, 2014; Grudić et al., 2018).

Observationally we expect the stars within regions that form via a hierarchical pro-


Figure 1.7: Locations of stars (black points) in the ONC (Hillenbrand \& Hartmann, 1998). The ONC is an example of a region with little to no substructure. Parker (2014) finds a Q-value of $\sim 0.9$, which while marginal, is consistent with a lack of substructure in the ONC. Figure from Biazzo et al. (2011) where they look at the chemical properties of the filled stars. The empty stars are targets originally analysed in D'Orazi et al. (2009).


Figure 1.8: Plot of previously known members of Taurus (filled red circles) and new members found in the survey (blue crosses) by Luhman et al. (2017). The regions outlined in blue are red are the areas surveyed using SDSS (Finkbeiner et al., 2004). The grey shading represents the dark clouds in Taurus, with darker shades corresponding to greater extinction (Dobashi et al., 2005). Taurus is an example of a substructured region with Cartwright \& Whitworth (2004) finding it to have a Q-value of 0.45 , corresponding to a fractal dimension of 1.6 (see § 2.3.2).
cess to inherit substructure from the collapsing gas cloud. This substructure is frequently quantified using the Q-parameter (see Chapter 2 §2.3.2) (Cartwright \& Whitworth, 2004). This is evident in young regions, or in low density regions that are expanding (supervirial). The expansion and low initial stellar density acts to reduce the number of dynamical interactions a star can have. This decrease in dynamical processing preserves the initial spatial distributions stars inherit from their formation. If a region is collapsing (subvirial) the stars will undergo far more dynamical processing, rapidly erasing traces of the initial substructure, as measured using the Q-parameter, in $<5 \mathrm{Myr}$. (Scally \& Clarke, 2002; Goodwin \& Whitworth, 2004; Allison et al., 2010). Methods need to be developed and tested to see if substructure, either spatial or kinematic can be measured for longer (see Arnold et al. (2022) in which kinematic substructure is quantified). Any such method that quantifies substructure will need extensive testing as they can be used to infer the likely formation mode of star-forming regions.

The rate of substructure erasure depends on the initial density, with high density regions undergoing a faster rate of substructure erasure than low density regions (Parker, 2014). This is unfortunate as it means that SFRs can share similar morphologies but different initial conditions.

This can be ameliorated by combining two methods that quantify the spatial distribution of stars. Two such methods, the Q-parameter and the local surface density ratio (see § 2.3) were used together in Parker (2014) to determine the initial densities of SFRs (Cartwright \& Whitworth, 2004; Maschberger \& Clarke, 2011). The desire to quantify the substructure of SFRs comes from the idea that the dynamical evolution of a region can be used as a proxy for its age (i.e. a dynamical age) helping further constrain the initial conditions of SFRs.

### 1.8 The Initial Mass Function

The initial mass function (IMF) is an empirical relation between the number of stars within certain mass ranges and was first expressed a power law in Salpeter (1955) and is

$$
\begin{equation*}
\Phi(\log (m))=\frac{d N}{d \log (m)} \propto m^{-\Gamma} \tag{1.52}
\end{equation*}
$$

where $N$ is the number of objects in the mass range $\log (m)+d \log (m)$. The power law exponent $\Gamma \approx 1.35$.

Subsequent observations have revealed a turnover in the IMF at $M \lesssim 0.1 M_{\odot}$. This turnover prevents the entire mass distribution from being described using a single powerlaw. As such a multi-power law IMF has been proposed by Kroupa (2001) in the form of the piece wise function

$$
p_{\text {Kroupa }}(m)= \begin{cases}A k_{0} m^{-0.3}, & 0.01 \mathrm{M}_{\odot} \leq m<0.08 \mathrm{M}_{\odot}  \tag{1.53}\\ A k_{1} m^{-1.3}, & 0.08 \mathrm{M}_{\odot} \leq m<0.5 \mathrm{M}_{\odot} \\ A k_{2} m^{-2.3}, & 0.5 \mathrm{M}_{\odot} \leq m<1 \mathrm{M}_{\odot} \\ A k_{3} m^{-2.3}, & 1 \mathrm{M}_{\odot} \leq m<150 \mathrm{M}_{\odot}\end{cases}
$$

where $A$ is a normalisation constant is and $k_{i}$ is a coefficient (see Pflamm-Altenburg \& Kroupa (2006) for details on calculating $k_{i}$ ) (Kroupa, 2001). The IMF is described using these four different power laws across different mass intervals. A functional form of the IMF was developed in Maschberger (2013) and is

$$
\begin{equation*}
p_{\text {Maschberger }}(m)=\left(\frac{m}{\mu}\right)^{-\alpha}\left(1+\left(\frac{m}{\mu}\right)^{(1-\alpha)}\right)^{-\beta} \tag{1.54}
\end{equation*}
$$

where $\alpha$ is the low mass index, $\beta$ is the high mass index and $\mu$ is the mean stellar mass. In § 2.1.4 I go into detail on how I use the Maschberger IMF to pick masses for the work


Figure 1.9: Figure taken from Kroupa (2001) showing the IMF for $10^{6}$ stars. The thin and thick dotted lines show two random distributions drawn from the IMF. The intervals labelled along the top show what regions are described using different power laws.
performed in the science chapters. The probability density function from Maschberger (2013) is shown in Figure 1.10.

The initial mass functions with various power laws overlaid is shown in Figure 1.9. An apparent link between the IMF and the birth environment can be seen when looking at the core mass function (CMF) (shown in Figure 1.11), this is defined the same as the IMF but instead of star masses we are instead looking at the masses of clumps of dense molecular gas. This has a similar shape to the IMF of stars but slightly offset to higher masses. This difference implies a star formation efficiency of $\sim 35 \%$. However, the SFE in GMCs can be as low as $\sim 2 \%$, with some simulations finding a time averaged SFE of $\sim 4 \%$ (up to $\sim 40 \%$ in the densest simulated clusters) (Myers et al., 1986; Bonnell et al., 2011).


Figure 1.10: The probability density function (Equation 2.4) from Maschberger (2013) is shown by the solid black line. The blue dashed line shows a comparison to the Kroupa IMF and the green dashed line shows the Chabrier IMF (Chabrier \& Baraffe, 1997). Figure taken from Maschberger (2013).


Figure 1.11: Plot showing the IMF of stars and the dense core mass function (DCMF). The difference between the DCMF and the IMF can be explained as star formation is not efficient, so the peak of the IMF will correspond to a lower mass compared to the DCMF. Figure taken from Alves et al. (2007).

From the IMF we have learnt that the Sun has a relatively high mass compared to most stars in the Galaxy. We have also observed that massive stars are relatively rare, with the average stellar mass being $\sim 0.5 \mathrm{M}_{\odot}$. Many objects formed from collapse of GMCs will be substellar objects called brown dwarfs. They are colloquially referred to as "failed stars" due to their mass being below the limit for hydrogen fusion, which is $\sim 80 \mathrm{M}_{\text {Jup }}$.

Understanding the origin of the IMF is of great importance in determining if star formation is a universal process (Padoan et al., 1997). The primary theories on the origin of the IMF focus on turbulence or competitive accretion (Klein et al., 2007).

If the mass distribution of stars is independent of the star formation environment then star formation can be said to be universal. Theory suggests that the IMF may be affected by the metallicity of SFRs, with lower metallicities producing a top-heavy IMF (Larson, 1998; Dopcke et al., 2011). This dependence on the IMF on the metallicity comes from the greater cooling that can occur in high metallicity gas, which decreases the thermal support a molecular core can have, which in turn reduces the Jeans mass (less mass needed to overcome the thermal support).

The binary fraction of regions can also be used to test the universality of star formation. In King et al. (2012) they find that if star formation is universal then all SFRs must be initially cold and clumpy (subvirial and highly substructured).

### 1.8.1 Where are all the old bound SFRs?

Very few star forming regions survive for longer than 10 Myr (with most stars forming in unbound regions), there are several theories as to why (Lada \& Lada, 2003). First, is the idea that star formation happens over a range of densities and as bound clusters must have had a very high star formation efficiency the region must have been very dense initially (Bressert et al., 2010; Kruijssen, 2012). Very dense regions are thought to be
rare, with Kruijssen (2012) estimating only $\sim 35 \%$ of stars formed in dense regions with other estimates putting it much lower, with only $\sim 10 \%$ of stars being in bound clusters today (Krumholz et al., 2019).

For stars to remain bound after the gas potential is removed they need to have a sufficiently high enough SFE ( $\epsilon$ ). The models of Shukirgaliyev et al. (2017) finds that $\epsilon \geq 15 \%$ allows a cluster of stars to remain bound, if we assume that both the gas and stars have the same spatial distribution and that the stars are in virial equilibrium with the gas.

In Kim et al. (2021) they calculate the effective star formation efficiency (eSFE) using the virial parameter of simulated regions and find it to be low, $\sim 2 \%$, which agrees within a factor of two of observations (Utomo et al., 2018).

Investigations by Goodwin \& Bastian (2006) defined the eSFE using the virial ratio and is

$$
\begin{equation*}
e S F R=\frac{1}{2 Q_{\star}}, \tag{1.55}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{\star}=\frac{\mathcal{K}_{\star}}{\Omega_{\star}}, \tag{1.56}
\end{equation*}
$$

where $\mathcal{K}_{\star}$ is the kinetic energy of the stars and $\Omega_{\star}$.
The probability of a SFR surviving gas expulsion is strongly dependent on the initial virial state at the instant of gas expulsion (Goodwin, 2009). Using the equation from Goodwin (2009) we can see that very small changes in the SFE dictate the dynamical behaviour of star clusters. For example, taking the eSFE to be $1 \%$ corresponds to a virial ratio of 0.5 (virial equilibrium) but at a eSFE of $5 \%$ the stars have a virial ratio of 0.1 (subvirial).


Figure 1.12: Plot showing the percentage of stars in a group that have protoplanetary disks around them plotted against their ages. The solid black line shows the fitted exponential model. A disk half-life of 2.5 Myr is found. Figure taken from Mamajek (2009).

### 1.9 Planet Formation in Star-Forming Regions

To date we have found 5483 exoplanet candidates, of which 3699 are confirmed ${ }^{1}$. Their ubiquity in the Milky Way is evident, meaning that each star is likely a host to multiple planets.

Planets can form around protostars while the star is still accreting material from its natal envelope (Greaves \& Rice, 2010; Vorobyov, 2011; Richert et al., 2018). Radiation

[^0]from nearby massive stars can remove material from its protoplanetary disk via photoevaporation (Scally \& Clarke, 2001; Nicholson et al., 2019; Concha-Ramírez et al., 2019; Parker et al., 2021). The density of the regions will dictate which physical process will dominate disk disruptions.

Figure 1.13 shows the wide range of morphologies that protoplanetary disks can have (Andrews et al., 2018). This has implications for how we model both star and planet formation. The role of direct interactions via fly bys in dense star-forming regions may happen for a large portion of the cluster members, leaving distinct perturbations in the circumstellar disk (Cuello et al., 2023).

### 1.9.1 Dynamical Effects on Exoplanetary Systems

In dense ( $>10^{4} \mathrm{M}_{\odot} \mathrm{pc}^{-3}$ ) SFRs it has been shown in simulations that direct interactions between stars during fly bys can truncate the circumstellar disk (Vincke \& Pfalzner, 2016).

Planets can be affected during their formation in their host protostar's protoplanetary disk Vincke \& Pfalzner (2016). Observations of protoplanetary disks using ALMA have shown that specific structures seen in them, with spirals being caused by flybys in simulations (Bae et al., 2023).

In lower density simulations ( $100-1000 \mathrm{M}_{\odot} \mathrm{pc}^{-3}$ ) planets can become perturbed to varying degrees, with some becoming free-floating "rogue" planets or stolen outright from their host star (Daffern-Powell et al., 2022).

### 1.9.2 Photoevaporation

The photoevaporation of circumstellar disks can happen in very low density SFRs ( $\sim 10$ $\mathrm{M}_{\odot} \mathrm{pc}^{-3}$ ) and can have a significant effect on not only planet formation but also planet migration (Clarke et al., 2001; Johnstone et al., 2004; Kley \& Crida, 2008; Nelson, 2018).


Figure 1.13: Figure taken from Andrews et al. (2018) demonstrating the wide range of different morphologies that protoplanetary disks can have. If certain morphologies are linked to specific dynamic events is under active investigation and could help further constrain the initial conditions of star formation.

Massive stars (>5 $\mathrm{M}_{\odot}$ ) are sources of far and extreme ultraviolet radiation, with $\nu_{\mathrm{FUV}}<200 \mathrm{~nm}$ and $\nu_{\mathrm{EUV}}<100 \mathrm{~nm}$, respectively. It is worth stating explicitly that planet formation is occurring at the same time as star-formation with SFRs and so this radiation can have an effect on the amount of material available for planets to form from, allowing time constraints on planet formation to be determined (Concha-Ramírez et al., 2019; Daffern-Powell \& Parker, 2022). This radiation, particularly the FUV, can cause protoplanetary disks to lose gaseous material, thus restricting gas giant formation. The radiation is absorbed by the dust in the disk and is remitted at longer wavelengths which heats up the dust and gas of the disk. The gas has a low escape velocity and so it is easily lost from the disk. The findings of Nicholson et al. (2019) show a correlation between the rate of circumstellar disc destruction and the initial conditions of the star-forming regions. This further highlights the importance of understanding the initial conditions of SFRs and how their evolution affects planet formation.

### 1.10 Future Observations

The James Webb Space Telescope (JWST) is already revealing new information about SFRs and the planets within them (see Lustig-Yaeger et al. (2023)).

JWST is characterising the atmospheres of exoplanets (Lustig-Yaeger et al., 2023). JWST will also allow the atmospheres of hot super-Earths (massive terrestrial planets with radii $\leq 2 \mathrm{R}_{\oplus}$ ) to be measured (Zilinskas et al., 2020).

Figure 1.14 shows an image of $\rho$ Ophiuchi taken by JWST and shows the star formation process at different stages, included embedded Class I and II objects. Their outflows clearly visible in the right half of the image. The bright new star in the lower middle of the image has cleared a cavity in its natal cloud.


Figure 1.14: JWST image of $\rho$ Ophiuchi. The image shows objects at different stages in the star formation process, with several embedded sources with clearly visible bipolar outflows emanating from them. The main outflow originates from an embedded source in the upper right quarter of the image. In the middle bottom is a new main sequence star that has cleared away its natal cloud, creating a cavity. Credit: NASA, ESA, CSA, STScI, Klaus Pontoppidan (STScI), Image Processing: Alyssa Pagan (STScI).

2

Methods

### 2.1 Constructing Synthetic Star-Forming Regions

Due to our incomplete knowledge of the star formation process and the long timescales involved we need to make use of simulations to help us constrain the initial conditions of SFRs. These simulations allow us to compare the spatial, kinematic and mass distributions to the observed distributions of stellar properties in SFRs and the field (e.g. the IMF and multiplicity fraction). The initial spatial distribution of stars in the synthetic regions are chosen to match the observed parameters of real star forming regions as closely as possible, such as density, number of members, degree of substructure and virial state. Due to the stochastic nature of star forming regions (regions with the same statistical initial conditions can evolve differently) we must make use of many simulations to allow for statistical analysis to be performed.

In this section I will discuss the spatial and kinematic construction of radially concentrated regions, Plummer spheres, substructured regions and uniform control regions. I will conclude the section with a discussion on how the masses and initial velocities of stars are chosen in the synthetic regions.

### 2.1.1 Smooth and Centrally Concentrated Regions

Some SFRs are observed to have smooth, centrally concentrated distributions that can be modelled using a radial density profile. The density profile I use is

$$
\begin{equation*}
n \propto r^{-\alpha} \tag{2.1}
\end{equation*}
$$

where $n$ is the number density, $r$ is the radial distance from the origin of the region and $\alpha$ is the radial density exponent, where higher values of $\alpha$ will produce more centrally concentrated regions (Cartwright \& Whitworth, 2004).

## Plummer Spheres

Plummer spheres have been used extensively in the literature. In fact, they became the default spatial distribution used in $N$-body simulations (Aarseth et al., 1974; Kroupa, 2008). A Plummer sphere of stars has a three-dimensional density distribution of

$$
\begin{equation*}
\rho_{\mathrm{p}}(r)=\frac{3 M_{0}}{4 \pi a^{3}}\left(1+\frac{r^{2}}{a^{2}}\right)^{-\frac{5}{2}}, \tag{2.2}
\end{equation*}
$$

where $M_{0}$ is the total mass of all stars in the sphere, $r$ is the distance from the centre of the region and $a$ is the Plummer radius which sets the physical scale of the sphere (Plummer, 1911; Kroupa, 2008).

### 2.1.2 Substructured Regions: Box Fractal Method

Some SFRs are observed to be highly substructured. To recreate this substructure in my simulations I have used a fractal generator developed in Goodwin \& Whitworth (2004) and Cartwright \& Whitworth (2004), which has been used extensively in the literature (Allison et al., 2009; Parker \& Goodwin, 2015; Portegies Zwart, 2016; Lomax et al., 2018; Daffern-Powell \& Parker, 2020).

The box fractal method can generate many regions with different degrees of substructure by changing a single parameter, the fractal dimension $D_{\mathrm{f}}$. The lower this fractal dimension, the more substructure a region will have. Panels (a) and (b) of Figure 2.1 show two example regions, one with a high degree of substructure and one with no substructure, respectively. The method works as follows. A single star is placed at the centre of a cube of side length $N_{\text {Div }}=2$. This cube is then subdivided down into $N_{\text {Div }}^{3}$ (in this case it is 8 ) sub-cubes. A star is placed at the centre of each sub-cube and each of the star's corresponding cubes has a probability of being subdivided again into 8 more sub-cubes. The probability of this happening is given by $N_{\text {Div }}^{\left(3-D_{\mathrm{f}}\right)}$ where $D_{\mathrm{f}}$ is the fractal


Figure 2.1: Examples of fractal and radially concentrated regions with 1000 stars with 1 pc radii. The top left panel shows a highly substructured region with a fractal dimension of $D_{\mathrm{f}}=1.6$, the top right panel shows a region with no substructure with fractal dimension $D_{\mathrm{f}}=3.0$. The bottom left panel shows a region that is centrally concentrated with a density index of $\alpha=2.0$ and the bottom right panel shows a region with no central concentration with $\alpha=0.0$. Panels (a) and (b) taken from Blaylock-Squibbs \& Parker (2023).
dimension of the region. Stars that do not have their cubes subdivided are removed from the region along with any previous generations of stars that preceded them. A small amount of noise is added to each of the stars to stop them having a regular grid-like structure. The process of subdivision and adding new stars is done until the target number of stars is reached or exceeded in the most recent iteration of the method. It is this final generation of stars which become the $N_{\star}$ of the region. The method will often produce more stars than desired. Excess stars are removed at random until the target number of stars is reached (Daffern-Powell \& Parker, 2020).

### 2.1.3 Uniformly Distributed Star-Forming Regions

In addition to the fractal and centrally concentrated synthetic regions I also generate uniform distributions. Whilst not physical these distributions are useful as a control distribution. Since they have no substructure, by implication any method that detects structure in them is unreliable. The uniform distribution is

$$
p(x)= \begin{cases}\frac{1}{b-a}, & a \leq x \leq b  \tag{2.3}\\ 0, & x<a \text { or } x>b\end{cases}
$$

where $a$ and $b$ are the lower and upper bounds, respectively. I pick $x$ and $y$ coordinates from a uniform distribution with lower and upper limits of -1 pc and 1 pc , respectively, to generate regions with an area of $4 \mathrm{pc}^{2}$.

### 2.1.4 Selecting Masses for Synthetic SFRs

I use the Maschberger IMF to assign masses to synthetic stars in this work (Maschberger, 2013). The Maschberger IMF's key advantage is its ease of use, in that it describes the IMF with a single function.

The probability distribution is as follows,

$$
\begin{equation*}
p(m) \propto\left(\frac{m}{\mu}\right)^{-\alpha}\left(1+\left(\frac{m}{\mu}\right)^{1-\alpha}\right)^{-\beta} \tag{2.4}
\end{equation*}
$$

where $\mu$ is the mean stellar mass, $m$ is the stellar mass, $\alpha=2.3$ is the high mass index and $\beta=1.4$ is the low mass index for the power law. These indices where chosen to match the canonical IMF from Kroupa (2008).

The function to generate stellar masses is called the quantile function and is

$$
\begin{equation*}
m(u)=\mu\left(\left[u\left(G\left(m_{u}\right)-G\left(m_{l}\right)\right)+G\left(m_{l}\right)\right]^{\frac{1}{1-\beta}}-1\right)^{\frac{1}{1-\alpha}} \tag{2.5}
\end{equation*}
$$

where $m_{l}$ is the lower mass and $m_{u}$ is the upper mass. For $N$-body simulations I use a lower mass of $0.1 M_{\odot}$, an upper mass of $50 M_{\odot}$ and a mean mass of $0.2 M_{\odot}$. In Chapter 3 I use static regions and use a lower mass of $0.01 M_{\odot}$, upper mass of $150 M_{\odot}$ and the same mean mass of $0.2 M_{\odot} . G(m)$ is called the auxiliary function and has the form

$$
\begin{equation*}
G(m)=\left(1+\left(\frac{m}{\mu}\right)^{1-\alpha}\right)^{1-\beta} \tag{2.6}
\end{equation*}
$$

The quantile function takes a value $u$ as the input which is randomly picked from a uniform probability distribution where $0<u<1$. This will output a mass that has a probability, $u$, of being picked.

### 2.2 Simulating Star-Forming Regions

The selection of initial conditions in simulations needs to be considered carefully to allow for meaningful comparison between the physics we think is occurring in our simulations and real physics we observe in SFRs. To this end I generate subvirial simulations to match observations that indicate prestellar cores may be subvirial with respect to one
another, and may then virialise to form bound smooth, centrally concentrated star clusters (Foster et al., 2015; Kuznetsova et al., 2015; Parker \& Wright, 2018). I also run sets of simulations that are initially supervirial. This is done to mimic the observations that some young SFRs ( $\sim 1-5 \mathrm{Myr}$ ) are supervirial and therefore appear to be expanding (Bravi et al., 2018; Kuhn et al., 2019; Kounkel et al., 2022).

### 2.2.1 Picking Velocities for Different Regions

For synthetic regions to be used in $N$-body simulations each star must also have an initial velocity. The initial velocities of stars will have an effect on the evolution of the region as a whole (i.e. sub- or supervirial). In this section I discuss how velocities are chosen for each of the different synthetic regions I have used.

## Initial Velocities for Smooth, Centrally Concentrated Regions

The velocities of stars in smooth, centrally concentrated regions are picked from a Gaussian distribution with mean $0 \mathrm{~km} \mathrm{~s}^{-1}$ and variance $1 \mathrm{~km} \mathrm{~s}^{-1}$. From observations, we know that some star-forming regions can have quite large velocity dispersions of $\sim 3-4 \mathrm{~km} \mathrm{~s}^{-1}$ like in the ONC, whereas in some regions they can be as low as $\sim 0.6 \mathrm{~km} \mathrm{~s}^{-1}$ like in IC 348 (Tobin et al., 2009; Cottaar et al., 2015). Regardless these initially picked velocities are scaled to ensure that the regions have the chosen virial ratio (see §2.2.1).

## Initial Velocities for Substructured Regions

For substructured regions the initial velocities of the parent stars are picked from a Gaussian distribution with a mean of $0 \mathrm{~km} \mathrm{~s}^{-1}$ and variance $1 \mathrm{~km} \mathrm{~s}^{-1}$. Subsequent child stars in the box-fractal method will inherit their parents' velocity along with a random velocity component drawn from the same Gaussian. The random velocity component is then multiplied by a factor of $\left(\frac{1}{N_{\text {Div }}}\right)^{g}$, where $g$ is the current generation of stars. Because
of this term the noise component added to subsequent generations of stars decreases with increasing $g$ (Daffern-Powell \& Parker, 2020).

The noise term scales with $N_{\text {Div }}^{D_{f}-3}$ which results in stars in proximity to each other being able to have similar velocities, and stars far apart from one another having different velocities. This is done to better match the observed velocity-scale relationship, $v(L) \propto$ $L^{0.38}$ (Larson, 1981). The box-fractal velocity-scale relation is described as $v(L) \propto L^{3-D_{\mathrm{f}}}$ where $D_{\mathrm{f}}$ is the desired fractal dimension. From this expression we can see that for highly substructured regions with $D_{\mathrm{f}}=1.6$ the velocity scaling relation will depart from the observed one from Larson (1981), with $v(L) \propto L^{1.4}$. For regions with less substructure (i.e. $D_{\mathrm{f}}=2.6$ ) the scaling relation is $v(L) \propto L^{0.4}$ which is much closer to the observed relation (Parker \& Wright, 2018).

## Scaling Velocities to Get the Desired Virial Ratio

To get SFRs with different initial virial states the velocities of all stars are scaled using the virial ratio defined as

$$
\begin{equation*}
\alpha_{\mathrm{vir}}=\frac{\mathcal{K}}{\left|\Omega_{\mathrm{G}}\right|}, \tag{2.7}
\end{equation*}
$$

where $\mathcal{K}$ is the total kinetic energy of the region and $\Omega_{\mathrm{G}}$ is the total potential energy of the region.

In Chapter 4 for subvirial simulations I use a virial ratio of $\alpha_{\text {vir }}=0.1$ and for supervirial simulations I use a virial ratio of $\alpha_{\mathrm{vir}}=0.9$. A virial ratio of $\alpha_{\mathrm{vir}}=0.5$ corresponds to the simulation being in virial equilibrium.

### 2.2.2 Two-Body Problem

Before discussing the integration scheme used in this work I will discuss using numerical methods to solve the two-body problem. The two-body problem can be solved analytically (see Foong (2008)), but for problems with $N \geq 3$ the use of numerical methods
is required. The methods used here can be expanded to solve $N$-body simulations, but they will be very time inefficient. To calculate the gravitational interactions between two bodies (with masses $m_{1}$ and $m_{2}$, respectively) and their resulting motions involves using Newton's second and third laws. The force the two bodies exert on each other is

$$
\begin{equation*}
\vec{F}_{1,2}=-G \frac{m_{1} m_{2}}{|\vec{R}|^{2}} \hat{R}, \tag{2.8}
\end{equation*}
$$

where $\vec{F}_{1,2}$ is the force acting on 1 due to $2,|\vec{R}|$ is the magnitude of the vector pointing from 1 to 2 and $\hat{R}$ is the unit vector showing the direction the force is acting. Using Newton's third law we can state

$$
\begin{equation*}
\vec{F}_{1,2}=-\vec{F}_{2,1} . \tag{2.9}
\end{equation*}
$$

A time step is defined which is $d t$. The time of the next time step is therefore

$$
\begin{equation*}
t_{\mathrm{n}+1}=t_{\mathrm{n}}+d t \tag{2.10}
\end{equation*}
$$

where $t_{\mathrm{n}}$ is the time of the current snapshot.
To find the positions of the two bodies at time $t_{\mathrm{n}+1}$ firstly the momentum of the bodies in the next snapshot needs to be calculated using

$$
\begin{equation*}
\vec{p}_{i, \mathrm{t}_{\mathrm{n}+1}}=\vec{p}_{i, \mathrm{t}_{\mathrm{n}}}+\vec{F}_{i, t_{\mathrm{n}}} d t \tag{2.11}
\end{equation*}
$$

where $\vec{p}_{i}=m_{i} \vec{v}_{i}$ is the momentum of body $i$. The position of the two bodies is then calculated using

$$
\begin{equation*}
\vec{r}_{i, t_{\mathrm{n}+1}}=\vec{r}_{i, t_{\mathrm{n}}}+\frac{\vec{p}_{i, t_{\mathrm{n}+1}}}{m_{i}} d t \tag{2.12}
\end{equation*}
$$

The choice of $d t$ will affect the accuracy of the simulation and the time it will take to complete a run of a simulation. These steps are repeated until the system has evolved to the desired time.

### 2.2.3 $N$-Body Simulations: Starlab

$N$-body simulations allow us witness the dynamics of SFRs, which take place over millions of years, over the course of a few tens of seconds. The $N$-body simulations used in this work are run using the Kira integrator, one part of the Starlab ${ }^{1}$ package (Zwart et al., 1999; Portegies Zwart et al., 2001). The other component of Starlab is SeBa, the stellar and binary evolution package (Portegies Zwart et al., 2001).

Each simulation has a population of 1000 stars and is run for a simulated time of 10 Myr as bound SFRs older than this are rare. My choice of 1000 stars comes from Lada \& Lada (2003) in which they find the following relation between the number of clusters and the mass interval of those clusters,

$$
\begin{equation*}
N_{\mathrm{cl}} \propto M_{\mathrm{cl}}^{-2} \tag{2.13}
\end{equation*}
$$

where $N_{\mathrm{cl}}$ is the number of clusters and $M_{\mathrm{cl}}$ is the mass of the cluster. This power-law is obeyed for star clusters between masses of $10<M_{\mathrm{cl}} / M_{\odot}<10^{5}$ and so my choice of 1000 stars puts the simulations close to the middle of this distribution. To generate the initial snapshot that Kira can integrate I make use of initials, a program that takes user input about the desired cluster, such as the number of stars, degree of substructure, IMF and binary population. The initial positions and velocities of stars in the generated cluster are in units of pc and $\mathrm{km} \mathrm{s}^{-1}$, respectively. initials will convert these to N -body units (see §2.2.3) to improve efficiency of the simulation and allow for greater accuracy. Kira will simulate this initial distribution of stars for the desired amount of time of 10 Myr.

An $N$-body simulation that directly calculates the forces between all stars will have quadratic time complexity $\mathrm{O}\left(N^{2}\right)$, meaning the time taken to complete each simulation will scale with the square of the number of stars in the simulation. This will make

[^1]simulations of massive clusters with large numbers of stars impractical without specialist hardware (i.e. graphical processing units) to reduce the time taken. However, there are methods to increase efficiency and decrease the amount of time it takes to run simulations, allowing them to be run on moderately powerful workstations. The Kira integrator uses a predictor-evaluator-corrector (PEC) method with different time steps for each particle, chosen such that the time intervals, $\Delta t_{n}$, are all powers of two. This allows for blocks of many stars to be advanced simultaneously. The time step for a block is defined as
\[

$$
\begin{equation*}
\Delta t_{n}=\frac{\Delta t_{0}}{2^{n}} \tag{2.14}
\end{equation*}
$$

\]

where $\Delta t_{0}$ is the largest time step in the simulation at the current time, $n$ is the time step "rung", with lower rungs having smaller time steps. Each star's $n$ is determined using the predicted future positions of stars (see Equation 2.17 below). The block time step scheme schematic is shown in Figure 2.2. The initial value of $\Delta t_{0}$ is calculated using

$$
\begin{equation*}
\Delta t_{0}=\sqrt{\eta \frac{\left|\vec{a}_{1, i}\right| \ddot{\vec{a}}_{1, i}\left|+\left|\dot{\vec{a}}_{1, i}\right|^{2}\right.}{|\stackrel{\vec{a}}{1, i}|\left|\ddot{\vec{a}}_{1, i}\right|+\left|\ddot{\vec{a}}_{1, i}\right|^{2}}} \tag{2.15}
\end{equation*}
$$

where $\vec{a}, \dot{\vec{a}}, \ddot{\vec{a}}$ and $\dddot{\vec{a}}$ are the acceleration, the first time derivation of the acceleration (the jerk) and the second and third time derivatives. $\eta$ is a parameter to control the accuracy of the simulations, nominally $\eta \approx 0.02$, giving a good balance between computation time and accuracy (Aarseth, 1985; Dehnen \& Read, 2011).

To further improve time efficiency Kira makes use of a tree structure, where nodes in the tree represent either stars or the centres of mass of multiple systems. If stars move within a certain distance of each other they are treated as a single node and if they move apart again they are treated as two separate nodes. This distance is the close encounter distance and is

$$
\begin{equation*}
R_{\mathrm{close}}=\frac{r_{\mathrm{vir}}\left(m_{1}+m_{2}\right)}{2 M_{\mathrm{tot}}} \tag{2.16}
\end{equation*}
$$



Figure 2.2: Schematic of a block time step scheme. Red arrows show the times when different rungs have the same time and are in sync, it is at these points that stars can move up and down rungs depending on the accuracy needed in their calculations. The further down the hierarchy the smaller the time step is, which results in more accurate calculations. Figure taken from Dehnen \& Read (2011).


Figure 2.3: Diagram showing the tree structure that Kira utilises. The very top node (the root node) represents the entire simulation, the next layer down and below is where the direct force calculations are performed. Top nodes are either individual stars or higher order systems. This diagram shows a three body exchange interaction with time increasing from left to right. Bodies 1 and 2 are in a binary pair, approaching body 3 . Body 3 becomes bound to 2 and as a result body 1 is ejected and is represented as a single node in the tree. Credit: Starlab, https://www.sns.ias.edu/~starlab/index.html
where $m_{1}$ and $m_{2}$ are the masses of the two stars, $r_{\text {vir }}$ is the virial radius of the cluster and $M_{\text {tot }}$ is the total mass of the cluster.

The motion of the nodes is calculated directly with respect to its parent node. The tree structure of a simulation is shown in Figure 2.3.

The integration is performed using a Hermite individual time step scheme (Makino, 1991). Each star in a simulation has the following parameters: its own time and its own time step, its position, present velocity and acceleration, and the time derivative of acceleration called the "jerk". The use of interpolation to predict the locations of stars in the next time step means fewer direct force calculations need to be done. Comparing to previous integration schemes (see Aarseth (1985)) the Hermite individual time step (HITS) schemes allow for longer time steps while maintaining the same accuracy (Makino \& Aarseth, 1992).

The predicted position and velocities of the stars are calculated using

$$
\begin{equation*}
\vec{x}_{\mathrm{p}}=\vec{x}_{0}+\dot{\vec{x}}_{0} \Delta t+\frac{1}{2} \vec{a}_{0} \Delta t^{2}+\frac{1}{6} \dot{\vec{a}}_{0} \Delta t^{3}, \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\vec{x}}_{\mathrm{p}}=\dot{\vec{x}}_{0}+\vec{a}_{0} \Delta t+\frac{1}{2} \dot{\vec{a}}_{0} \Delta t^{2} . \tag{2.18}
\end{equation*}
$$

The subscript 0 in these equations represents that those quantities are in the current time step. Using the predicted positions and velocities we can then predict the associated acceleration, $\vec{a}$, of each star and its time derivative, $\dot{\vec{a}}$, using

$$
\begin{equation*}
\vec{a}_{i}=-G \sum_{j \neq i}^{N} m_{j} \frac{\vec{x}_{i}-\vec{x}_{j}}{\left|\vec{x}_{i}-\vec{x}_{j}\right|^{3}}, \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\vec{a}}_{i}=-G \sum_{j \neq i}^{N} m_{j} \frac{\vec{x}_{i j}^{2} \dot{\vec{x}}_{i j}-3 \vec{x}_{i j}\left(\vec{x}_{i j} \cdot \dot{\vec{x}}_{i j}\right)}{\left|\vec{x}_{i j}\right|^{5}} \tag{2.20}
\end{equation*}
$$

where $\vec{x}_{i j}=\vec{x}_{i}-\vec{x}_{j}$. The corrected position and velocity of the stars are then calculated in the next time step (represented using a subscript 1) using

$$
\begin{equation*}
\vec{x}_{1}=\vec{x}_{0}+\frac{1}{2}\left(\dot{\vec{x}}_{1}+\dot{\vec{x}}_{0}\right) \Delta t+\frac{1}{12}\left(\vec{a}_{0}-\vec{a}_{1}\right) \Delta t^{2}+O\left(\Delta t^{5}\right) \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\vec{x}}_{1}=\dot{\vec{x}}_{0}+\frac{1}{2}\left(\vec{a}_{1}+\vec{a}_{0}\right) \Delta t+\frac{1}{12}\left(\dot{\vec{a}}_{0}-\dot{\vec{a}}_{1}\right) \Delta t^{2}+O\left(\Delta t^{5}\right), \tag{2.22}
\end{equation*}
$$

where $O\left(\Delta t^{5}\right)$ is the error (Makino \& Aarseth, 1992; Dehnen \& Read, 2011).
In summary the algorithm proceeds as follows:
a) Determine which star has the smallest $t_{i}+\Delta t_{i}$ and set the global simulation time to this value.
b) Using Equations 2.17 and 2.18 predict the positions and velocities of all stars at the new global time.
c) Compute the new acceleration $\left(\vec{a}_{i}\right)$ and its jerk $\left(\dot{\vec{a}}_{i}\right)$ using the predicted positions and velocities.
d) Using the predicted positions, velocities, acceleration and jerk, find the corrected positions and velocities using Equations 2.21 and 2.22.
e) Go back to step a).

To get usable data from Kira the file it outputs is run through an extraction program. The extraction program allows the user to pick the number of desired snapshots from the simulation. For example, in my simulations I extract 100 snapshots over the 10 Myr simulated time resulting in the time between each snapshot being 0.1 Myr .

## Calculations for Binary Systems

Binary systems (i.e. star-star or star-planet) are treated differently depending on the degree to which they are perturbed by external nearby stars for a particular time step. It is useful to define a hard- and soft-binary regime, where the binding energy of a binary (or higher order system) is compared to the typical energy of a star in the cluster. The gravitational binding energy of a binary system is

$$
\begin{equation*}
E_{\text {Binary }}=m_{1} m_{2}\left(\frac{|\vec{v}|^{2}}{2\left(m_{1}+m_{2}\right)}-\frac{G}{|\vec{R}|}\right), \tag{2.23}
\end{equation*}
$$

where $m_{1}$ and $m_{2}$ are the primary and secondary stellar masses, respectively. $|\vec{v}|$ is the absolute magnitude difference between the two stars' velocities and $|\vec{R}|$ is the absolute magnitude distance between them.

The typical energy of a star in a cluster is described using a Maxwellian distribution

$$
\begin{equation*}
E_{\text {Maxwellian }}=\bar{m} \sigma_{v}^{2}, \tag{2.24}
\end{equation*}
$$

where $\bar{m}$ is the mean stellar mass in the cluster and $\sigma_{v}$ is the velocity dispersion. A
binary system is "soft" if the following is true

$$
\begin{equation*}
\left|E_{\text {Binary }}\right| \ll \bar{m} \sigma_{v}^{2} \tag{2.25}
\end{equation*}
$$

and as "hard" when

$$
\begin{equation*}
\left|E_{\text {Binary }}\right| \gg \bar{m} \sigma_{v}^{2} \text {. } \tag{2.26}
\end{equation*}
$$

The behaviour of hard and soft binary systems can be summarised with the "HeggieHills" law, which states that hard binaries get harder and soft binaries get softer (Heggie, 1975; Hills, 1975). The degree of perturbation is quantified by comparing the ratio of the binding energy of the binary system with the typical kinetic energy of nearby stars that will perturb the system.

The Kira integrator solves unperturbed binary systems as a two-body problem, for moderately perturbed binary systems it will artificially slow the velocity components down and increase the perturbation (see Mikkola \& Aarseth (1998)), the positions of the stars are then extrapolated forward in time to determine future positions of the two stars. Highly perturbed systems are decomposed into their constituent parts and solved directly (Portegies Zwart et al., 2001).

## $N$-Body Units

$N$-body units are a system of rescaled physical units that allow for more accurate calculations without using more memory. Kira uses the $N$-body units scheme defined in Heggie \& Mathieu (1986). A simulation has its units scaled so that the following is true

$$
\begin{align*}
& G=1  \tag{2.27}\\
& M=1 \tag{2.28}
\end{align*}
$$

$$
\begin{equation*}
E=-\frac{1}{4} \tag{2.29}
\end{equation*}
$$

where $G$ is the gravitational constant, $M$ is the total mass of the stars in the simulation and $E$ is the total energy of the simulation. The value of $E$ comes from the radius of the cluster in virial equilibrium being set to 1 . Computers cannot represent decimal numbers exactly using floating point representation. For simple calculations this can be accounted for by simply rounding the value. However, when these calculations are done multiple times (like numerically integrating in an $N$-body simulation) with values that require large exponents to accurately describe them, the error can become significant. By using $N$-body units all the parameters of the stars are now all of order unity, which frees up memory previously used to store the exponent. This extra space can now be used to represent stellar parameters more accurately, resulting in a reduction of truncation and round-off errors. At the end of each calculation the $N$-body units are converted back into their original physical units ( pc and $\mathrm{km} \mathrm{s}^{-1}$ ).

### 2.3 Spatial and Kinematic Metrics

To better understand the star formation process we need to be able to make quantitive comparisons between observations and models. The focus of my research has been testing new methods and assessing their ability at determining the initial conditions and morphologies of simulated SFRs. Before detailing the methods I have used in my work I will provide some background on earlier methods to help contextualise the work I will present in the following sections.

Star formation is a rapid process, occurring within a few crossing times (Elmegreen, 2000), which is often less than 1 Myr. During this process, stars are forming and moving (Alcock \& Parker, 2019), further muddying the formation picture. And whilst observations of the earliest stages have improved greatly with e.g. ALMA, observations of
star-forming regions are often at older ages, where significant dynamical evolution may have taken place (Klessen \& Kroupa, 2001; Allison et al., 2010; Parker et al., 2014; Schoettler et al., 2019; Daffern-Powell \& Parker, 2020). Dynamical evolution alters the spatial and kinematic distributions of young stars, erasing the signature of the initial conditions, but can be used as a proxy for age and used to converge on a likely set of initial conditions for a given SFR (Parker, 2014). To enable comparisons of observations and simulations, methods are needed that allow different parameters of SFRs to be quantified, such as the degree of substructure and mass segregation (Cartwright \& Whitworth, 2004; Allison et al., 2009; Sánchez \& Alfaro, 2009; Alfaro \& González, 2016; González \& Alfaro, 2017; Jaffa et al., 2017; Buckner et al., 2019; Arnold et al., 2022; Joncour et al., 2018; Kuhn et al., 2014; Gouliermis et al., 2014).

Early methods such as the auto-correlation function and two-point correlation function compared the number of excess star pairings to a random distribution of stars as a function of scale (Gomez et al., 1993; Larson, 1995). These methods where used extensively to determine the degree of substructure, with early work suggesting breaks in the two-point correlation function corresponded to the Jeans length (Simon, 1997) (though see Bate et al. (1998)) and the size of the widest stellar binaries in the regions in question (Kraus \& Hillenbrand, 2008; Joncour et al., 2017).

Subsequent work made extensive use of minimum spanning trees (MSTs) to quantify structures in star-forming regions. An MST is a graph of points connected to each other in such a way that the total edge length of the graph is minimised and that all points are connected to at least one other point with no closed loops. Cartwright \& Whitworth (2004) introduced the $Q$-parameter to quantify spatial substructure, and Allison et al. (2009) introduced the $\Lambda_{\text {MSR }}$ (mass segregation ratio) method to quantify mass segregation.

Parker (2014) showed that the initial conditions of a region can be inferred from the spatial information, if a suitable number of metrics are combined, including the
relative stellar surface density around the most massive stars (Maschberger \& Clarke, 2011; Küpper et al., 2011).

The majority of the following methods are designed to operate on two or threedimensional spatial data, whereas recent observational data (e.g. from Gaia and associated ground-based surveys) has provided high resolution spatial and kinematic data, which will be six-dimensional.

### 2.3.1 The Mass Segregation Ratio - $\Lambda_{\mathrm{MSR}}$

The mass segregation ratio $\Lambda_{\text {MSR }}$ was first introduced in Allison et al. (2009) to quantify the degree of mass segregation in a star-forming region. The definition of mass segregation in this case is that the most massive stars are closer to each other than expected from the average separation of all of the stars in the region.

This method generates an MST for the chosen subset of stars; frequently this subset consists of the 10 most massive stars. It will then pick 10 random stars from the region and make an MST for these random stars. This is done 200 times to calculate the mean edge length of the randomly chosen trees. The ratio is calculated using the following equation,

$$
\begin{equation*}
\Lambda_{\mathrm{MSR}}=\frac{\left\langle l_{\text {average }}\right\rangle}{l_{10}}{ }_{-\sigma_{1 / 6} / l_{10}}^{+\sigma_{5 / 6} / l_{10}} \tag{2.30}
\end{equation*}
$$

where $\left\langle l_{\text {average }}\right\rangle$ is the average edge length found for all the randomly constructed MSTs and $l_{10}$ is the edge length of the subset's MST. It is important to note that the random MSTs can also contain members of the chosen subset.

If the ratio is $>1$ then the region's 10 most massive stars are mass segregated, if the ratio is $\sim 1$ then the most massive stars are not mass segregated and if the ratio is less than 1 they are inversely mass segregated (the most massive stars are further apart than the average stars in the region). In this work I mark the value 1 to show the boundary between mass segregation and inverse mass segregation. Following Parker \& Goodwin
(2015) I only take ratios above 2 to signify mass segregation, to avoid false positives.

Following Parker (2018) I calculate the uncertainty using the randomly constructed MSTs. Firstly, I order the lengths of the random MSTs and find the values that lie 1/6 and $5 / 6$ of the way through this list. This gives the values which correspond to a 66 per cent deviation from the median MST length.

### 2.3.2 $\quad Q$-Parameter

The $Q$-Parameter was introduced in Cartwright \& Whitworth (2004) to quantify and distinguish between different cluster morphologies. The $Q$-parameter also makes use of MSTs and proceeds as follows. Firstly, the normalised correlation length is found. This is the mean separation between all stars in a region which is then divided by the region's radius to normalise it.

The mean edge length of the region is found by constructing an MST for the region and then finding the mean edge length. The mean edge length is normalised by dividing it by $\frac{\sqrt{N_{\text {total }}} A}{N_{\text {total }}-1}$, where $N_{\text {total }}$ is the number of stars in the region and $A$ is the area of the region. I use the circular area (see Schmeja \& Klessen (2006) and Parker (2018) for a discussions on normalisation techniques), with the radius defined as the distance from the centre of mass to the most distant star. The $Q$-parameter is then defined as

$$
\begin{equation*}
Q=\frac{\bar{m}}{\bar{s}} \tag{2.31}
\end{equation*}
$$

where $\bar{m}$ is the normalised mean edge length of the MST and $\bar{s}$ is the normalised correlation length between stars. Regions with substructured morphologies have $Q<0.8$ whereas regions with smooth, centrally concentrated morphologies have $Q>0.8$.

### 2.3.3 INDICATE

INDICATE is a tool introduced by Buckner et al. (2019) to quantify the clustering tendencies of individual stars, where each star is assigned its own index from which a star's spatial distribution is determined to be random or spatially clustered. The higher this index, the greater the affiliation, or clustering of a star to others. Previous methods of quantifying structure, such as the $Q$-parameter (e.g. Cartwright \& Whitworth, 2004) involve calculating a value for the entire region which quantifies the amount of substructure present.

The INDICATE algorithm proceeds as follows. Firstly, an evenly spaced control field is generated with the same number density as the dataset. For each point, $j$, in the dataset, the Euclidean distance to the $N^{\text {th }}$ nearest neighbour in the control field is measured, and then the mean of those distances, $\bar{r}$, calculated. Then for $j$, the algorithm counts how many other points from the dataset are within a radius of $\bar{r}$. The index for point $j$ is the defined as

$$
\begin{equation*}
I_{j}=\frac{N_{\overline{\mathrm{V}}}}{N} \tag{2.32}
\end{equation*}
$$

where $I_{j}$ is the (unit-less) index, $N_{\overline{\mathrm{r}}}$ is the number of points within $\bar{r}$ of point $j$ and $N$ is the nearest neighbour number (i.e. if $N=5$ I measure the distance from data point $j$ to its $5^{\text {th }}$ closest neighbour in the control field). The index is independent of the shape, size and density of the dataset (Buckner et al., 2019).

To determine the index above which a star's spatial distribution is not random and therefore clustered INDICATE is applied to a uniformly distributed set of points (see Appendix 3.6), with the same number density as the dataset, and using the same control field.

In Buckner et al. (2020) this is repeated 100 times to remove any statistical fluctuations. In this work I present the results for running this once but I also show results for 100 repeats in Appendix 3.7. For small sample sizes of 50 stars I run 100 repeats as
these small samples are subject to fluctuations that can make a significant difference to the number of stars with indexes above the significant index.

The significant index is defined as $I_{\text {sig }}=\bar{I}+3 \sigma$ where $\bar{I}$ is the mean index of the uniform distributions and $\sigma$ is the standard deviation of mean indexes. Any star in the dataset with an index greater than $I_{\text {sig }}$ is clustered above random.

To ensure that the correct distance to the nearest neighbour is found for points on the outskirts of the regions the control grid is extended beyond the dataset. If the control grid is not extended then edge effects can make a very small change to the index of those stars (see Appendix B in Buckner et al. (2019)).

### 2.3.4 The Local Surface Density Ratio - $\Sigma_{\text {LDR }}$

The local surface density ratio $\Sigma_{\text {LDR }}$ was introduced in Maschberger \& Clarke (2011) to quantify the differences between the surface densities of subsets of stars within groups of stars and for this work I choose the 10 most massive stars as the subset of interest. The algorithm proceeds as follows. Firstly, for each star the distance to its $N^{\text {th }}$ nearest neighbour is calculated, then calculate the area of a circle with a radius equal to the $N^{\text {th }}$ nearest neighbour distance. To find the surface density of the stars the nearest neighbour number is divided by the area of the circle. In this work a nearest neighbour number of 5 is used. The ratio is defined as

$$
\begin{equation*}
\Sigma_{\mathrm{LDR}}=\frac{\tilde{\Sigma}_{\text {subset }}}{\tilde{\Sigma}_{\text {all }}} \tag{2.33}
\end{equation*}
$$

where $\tilde{\Sigma}_{\text {subset }}$ is the median surface density found for the 10 most massive stars and $\tilde{\Sigma}_{\text {all }}$ is the median surface density found for the entire region. Therefore, if $\Sigma_{\mathrm{LDR}}>1$ the 10 most massive stars are found in areas of higher than average stellar surface density, and conversely, if $\Sigma_{\mathrm{LDR}}<1$ then they are located in areas of lower than average surface density. The significance of any difference is quantified using a two-sample Kolmogorov-

Smirnov test. Where if $p \ll 0.01$ I reject the null hypothesis that the 10 most massive stars share the same underlying distribution of surface densities compared to the entire region.

### 2.3.5 The Mahalanobis Distance

The Mahalanobis distance is a metric that measures the distances of points in a distribution to the mean of that distribution where the distribution exists in an arbitrary number of phase space dimensions (Mahalanobis, 1936).

The Mahalanobis distance does this by removing any correlations in the data by multiplying the distances between points and the average of the region by the inverse of the covariance matrix; this also has the effect of re-scaling the data. Once this re-scaling has been done the Euclidean distances are found in this rescaled phase space; this is the Mahalanobis distance, $M_{\mathrm{d}}$.

Each point in a dataset is described using a vector where each element is a measured parameter of that point,

$$
\begin{equation*}
\vec{x}=\left(x_{1}, x_{2}, x_{3}, \ldots, x_{\mathrm{N}}\right)^{\mathrm{T}} \tag{2.34}
\end{equation*}
$$

where $x_{1}, x_{2}, x_{3}, \ldots, x_{n}$ are the parameters. For example, if each point has the three parameters, ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) then this is simply its physical position in three-dimensional (3D) space.

The Mahalanobis distance between a point in a distribution and the mean of that distribution in an $N$ dimensional phase space is defined as

$$
\begin{equation*}
M_{\mathrm{d}}(\vec{x}, \vec{\mu})=\sqrt{(\vec{x}-\vec{\mu})^{\mathrm{T}} \mathbf{S}^{-1}(\vec{x}-\vec{\mu})}, \tag{2.35}
\end{equation*}
$$

where the $\vec{x}$ is the vector of a point describing all its parameters, $\vec{\mu}$ is a vector of the averages of the parameters of interest and $\mathbf{S}^{-1}$ is the inverse of the covariance matrix for
all the parameters in the region.

## Mahalanobis Density

The Mahalanobis distance, $M_{\mathrm{d}}$ has been also used to define a phase space density called the Mahalanobis density, $\rho_{\mathrm{m}, \mathrm{N}}$ (Winter et al., 2020) ${ }^{2}$.

To calculate the Mahalanobis density, firstly, calculate the Mahalanobis distance between points in the phase space (i.e. distance between $\vec{x}$ and $\vec{y}$ ). Following Winter et al. (2020) I calculate the Mahalanobis distance between two points using

$$
\begin{equation*}
m_{\mathrm{d}}(\vec{x}, \vec{y})=\sqrt{(\vec{x}-\vec{y})^{\mathrm{T}} \mathbf{S}^{-1}(\vec{x}-\vec{y})} \tag{2.36}
\end{equation*}
$$

where $\vec{x}$ is the vector describing the measurements of one point, $\vec{y}$ is the vector describing the measurements of another and $\mathbf{S}^{-1}$ is the inverse of the covariance matrix of all the parameters.

The calculation of the Mahalanobis density proceeds as follows. Firstly, find the Mahalanobis distance to the $N^{\text {th }}$ nearest neighbour, then divide the nearest neighbour number by the volume whose side length is defined as the Mahalanobis distance to the $N^{t h}$ nearest neighbour. The Mahalanobis density is then defined as

$$
\begin{equation*}
\rho_{\mathrm{m}, \mathrm{~N}}=N m_{\mathrm{d}, \mathrm{~N}}^{-D_{\mathrm{p}}}, \tag{2.37}
\end{equation*}
$$

where $\rho_{\mathrm{m}, \mathrm{N}}$ is the Mahalanobis density, $N$ is the nearest neighbour number, $m_{\mathrm{d}, \mathrm{N}}$ is the Mahalanobis distance to the $N^{t h}$ nearest neighbour and $D_{\mathrm{p}}$ is the number of dimensions in the phase space (Winter et al., 2020). Once the Mahalanobis densities have been calculated they are then normalised so that the median Mahalanobis density is unity.

[^2]In this work I apply the Mahalanobis density to two different phase spaces, the positional phase space (3D) and the position-velocity phase space (6D). For this work I find the Mahalanobis distance to the $20^{t h}$ nearest neighbour in the phase space (i.e. $N=20$ ), the same as in Winter et al. (2020).
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## Chapter 3. Investigating the Structure of Star-Forming Regions Using

 INDICATE
## Summary

The ability to make meaningful comparisons between theoretical and observational data of star-forming regions (SFRs) is key to understanding the star formation process. In this chapter I test the performance of INDICATE, a method developed by Buckner et al. (2019) to quantify the clustering tendencies of individual stars in a region, on synthetic SFRs with sub-structured, and smooth, centrally concentrated distributions. INDICATE works by quantifying the degree of stellar affiliation of each individual star, and also determines whether this is above random expectation for the SFR in question.

INDICATE has been used to infer the star formation history of NGC 3372 and to investigate the spatial distribution of the most massive stars (Buckner et al., 2019). In this chapter I compare INDICATE to current methods in the literature that quantify both the clustering and mass segregation of stars. In this chapter I perform and show the results of these tests, and conclude that INDICATE is a robust clustering metric that can be reliably used to quantify the clustering of SFRs.

I show that INDICATE cannot be used to quantify the overall structure of a region due to a degeneracy when applied to regions with different morphologies. I also test the ability of INDICATE to detect differences in the local stellar surface density and its ability to detect and quantify mass segregation. I then compare it to other methods such as the mass segregation ratio $\Lambda_{\mathrm{MSR}}$, the local stellar surface density ratio $\Sigma_{\mathrm{LDR}}$ and the cumulative distribution of stellar positions. INDICATE detects significant differences in the clustering tendencies of the most massive stars when they are at the centre of a smooth, centrally concentrated distribution, corresponding to areas of greater stellar surface density. When applied to substructured regions INDICATE finds significant differences between the clustering of the most massive stars when they are located in areas of greatest clustering, and when the centre of the regions corresponds to an area of higher than average clustering. When applied to a subset of the 50 most massive stars

I show INDICATE can detect signals of mass segregation. I also apply INDICATE to the following nearby SFRs: Taurus, ONC, NGC 1333, IC 348 and $\rho$ Ophiuchi and find a diverse range of clustering tendencies in these regions.

The work in this chapter shows that INDICATE is a robust clustering metric that gives results generally in agreement with established methods, such as the $\Lambda_{\text {MSR }}$ for mass segregation and $\Sigma_{\mathrm{LDR}}$ for local surface densities of the most massive stars. The consistency of INDICATE with the established methods lends credence to the physics of SFRs inferred by using it.

### 3.1 Introduction

Star formation is observed to occur in giant molecular clouds where the stars form in embedded groups (Lada \& Lada, 2003). These embedded groups are often part of SFRs that have a range of different morphologies (i.e. smooth centrally concentrated spherical distributions or more complex substructured distributions) and densities (Bressert et al., 2010; Kruijssen, 2012). Quantifying the amount of spatial (and kinematic) substructure is key to determining whether star formation is universal (i.e. the same everywhere) or whether it is dependent on local environmental factors.

Young SFRs are often observed to be substructured and subvirial, but this substructure can be erased over a very short time period (the order of a few crossing times within substructured regions) due to dynamical interactions. These interactions lead to dynamical mass segregation (e.g. McMillan et al., 2007; Allison et al., 2009, 2010; Moeckel \& Bonnell, 2009; Parker et al., 2013; Domínguez et al., 2017) where the most massive stars migrate to the centre of the region on the order of a crossing timescale (Bonnell \& Davies, 1998). This has an important implication as the observed locations of the most massive stars are not necessarily where they formed.

INDICATE is a new method proposed in Buckner et al. (2019) to quantify the clus-
tering tendencies of points in a distribution (e.g. stars in SFRs), which they used to characterise the clustering behaviour of stars in the Carina Nebula (NGC 3372). The method was further employed in Buckner et al. (2020) to investigate the clustering tendencies of YSOs, and thus star formation history of NGC 2264 (see also Nony et al. (2021)).

### 3.2 Applying INDICATE to Synthetic Star-Forming

 RegionsHere I present the results of testing INDICATE on sets of synthetic SFRs of 1000 stars. I show three example regions to highlight the clustering differences between the morphologies tested. I show the results for a single fractal distribution of $D_{\mathrm{f}}=1.6$, a single radial distribution with $\alpha=2.0$ (see Figure 2.1) and a single uniform distribution, which acts as a control.

The creation of synthetic regions (how positions and masses are picked) is described in Chapter $2 \S 2.1$. In this chapter the lower mass limit used in the synthetic clusters is $0.01 M_{\odot}$, the upper mass is $150 M_{\odot}$ and a mean mass of $0.2 M_{\odot}$.

### 3.2.1 Can INDICATE Determine the Structure of Star-Forming

 Regions?To test INDICATE's ability to differentiate between SFRs with different initial morphologies I run it over 100 different synthetic SFRs of 1000 stars with fractal dimensions of $D_{\mathrm{f}}=1.6,2.0,2.6$ and 3.0 and smooth, centrally concentrated distributions with radial density exponents $\alpha=0.0,0.5,1.0,1.5,2.0,2.5$ and 2.9.

INDICATE quantifies the association (clustering) of stars relative to other stars by making use of a control grid of evenly spaced points that has the same number density
as the data being investigated. For each star the distance to its $5^{\text {th }}$ nearest neighbour in the control grid is found. The mean $5^{\text {th }}$ nearest neighbour distance, $\overline{\mathrm{r}}$, is found. Then, for each star count how many other stars are within this distance, $N_{\overline{\mathrm{r}}}$ (see also Chapter $2 \S 2.3 .3)$. The INDICATE index for each star is found by dividing the number of stars within $N_{\overline{\mathrm{r}}}$ by the nearest neighbour number $N$.

These results are shown in Figure 3.1, which shows the mean, median, mean median and mean maximum index for each set of these distributions. The mean and median INDICATE index is calculated by taking all the stars' indexes in the 100 different regions and finding the mean and median of them. The mean median is calculated by finding the median INDICATE index for each individual region then finding the mean of these 100 median values. The mean maximum INDICATE index is calculated by finding the maximum index is each individual region then finding the mean of these 100 values.

Figure 3.1 clearly shows that the index is degenerate because different smooth and fractal distributions can have the same index. For fractal distributions this degeneracy is present across all fractal dimensions and the index value overlaps with the centrally concentrated distributions with $\alpha<2.0$. Because the index is similar across SFRs with different geometries and levels of substructure, INDICATE cannot be used to quantify the type of geometry in the same way that the $Q$-parameter can.

I present the index distributions for three realisations of synthetic regions with different degrees of substructure in $\S 3.8$ and show that clustering tends to be higher for regions with more substructure.

### 3.2.2 Can INDICATE be used to quantify mass segregation?

To test the ability of INDICATE to detect and quantify if the most massive stars are in regions of localised above-average stellar surface density I apply it to all 1000 stars in the fractal, smooth centrally concentrated and uniform synthetic SFRs where the


Figure 3.1: INDICATE for regions with different spatial distributions. Panel (a) shows the mean indices found for 100 different realisations of ideal SFRs of differing fractal dimension and radial densities with the error bars representing the standard deviation of the mean indices. Panel (b) shows the median indices for the same regions and the error bars here represent the median absolute deviation. Panel (c) shows the mean of the median indices found for each of the 100 regions with the error bars representing the standard deviation of the mean. In panel (d) the mean maximum indices are shown with the error bars being the standard deviation of this value.
masses are randomly assigned to stars using the IMF from Maschberger (2013). The mass configurations of these regions are then changed by swapping the 10 most massive stars with the 10 stars of highest INDICATE index and by swapping the 10 most massive stars with the 10 most central stars (i.e. 10 stars closest to the origin ( 0,0 )). Comparing the median INDICATE index of all the stars in the region with the median index of the 10 most massive stars allows the relative clustering tendencies of the most massive stars to be determined. If the median index of the most massive stars is greater than the median index for the entire region then the most massive stars are more clustered than the typical star in a region, and as a consequence of this are found in locations of higher than average local stellar surface density. If the opposite is true then the most massive stars are less clustered than the typical star and in areas of lower than average local stellar surface density. To determine if any detected difference in the spatial distribution, according to INDICATE, of the most massive stars in these tests is significant I employ a two sample KS test with a significance threshold of 0.01 , below which I reject the null hypothesis that the 10 most massive stars and the entire population of stars are spatially distributed the same way. If the p-value $\ll 0.01$ then there is a significant difference in the index distributions (and therefore clustering tendencies) of the 10 most massive stars compared to the entire region.

The criteria for INDICATE to detect mass segregation is from Buckner et al. (2019) and requires that the 10 most massive stars are non-randomly clustered with respect to a subset of the 50 most massive stars (i.e. $\tilde{I}_{10}>I_{\text {sig }}$ ). To see if the 10 most massive star are spatially distributed differently than the entire subset a two sample KS test with significance threshold of 0.01 is used. The INDICATE results for the 50 most massive stars in each of example synthetic regions is shown in Table 3.1. I also show the results of measuring the mass segregation in 100 realisations of each cluster and mass configuration in Table 3.2 which shows that for most synthetic regions that INDICATE detects mass segregation in, so does $\Lambda_{\mathrm{MSR}}$.

Table 3.1: Results of applying INDICATE to just the 50 most massive stars in the synthetic SFRs. From left to right the columns are: the median index for all 50 stars, the median index for the 10 most massive stars, the significant index, the percentage of stars with indexes greater than the significant index and the p-value from a KS test between all 50 stars and the 10 most massive stars.

| Region | $\tilde{I}_{50}$ | $\tilde{I}_{10}$ | $I_{\text {sig }}$ | $\%>I_{\text {sig }}$ | p |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $D=1.6, \mathrm{~m}$ | $1.4_{-0.6}^{+0.6}$ | $1.6_{-0.8}^{+0.4}$ | 2.1 | 22 | 1.00 |
| $D=1.6, \mathrm{hmhi}$ | $1.3_{-0.5}^{+2.3}$ | $3.6_{-0.0}^{+0.0}$ | 2.1 | 38 | $\ll 0.01$ |
| $D=1.6, \mathrm{hmc}$ | $1.4_{-0.4}^{+0.8}$ | $2.6_{-0.2}^{+0.0}$ | 2.1 | 28 | $\ll 0.01$ |
| $\alpha=2.0, \mathrm{~m}$ | $2.6_{-2.0}^{+1.8}$ | $1.1_{-0.7}^{+2.0}$ | 2.1 | 52 | 0.48 |
| $\alpha=2.0, \mathrm{hmhi}$ | $5.7_{-5.0}^{+0.3}$ | $6.0_{-0.0}^{+0.2}$ | 2.1 | 64 | $\ll 0.01$ |
| $\alpha=2.0, \mathrm{hmc}$ | $5.6_{-4.9}^{+0.4}$ | $6.0_{-0.0}^{+0.0}$ | 2.1 | 62 | $<00.01$ |
| Uniform, m | $0.8_{-0.4}^{+0.2}$ | $0.8_{-0.2}^{+0.3}$ | 2.1 | 0 | 1.00 |
| Uniform, hmhi | $0.7_{-0.3}^{+0.5}$ | $1.1_{-0.4}^{+0.1}$ | 2.1 | 0 | 0.67 |
| Uniform, hmc | $0.8_{-0.4}^{+0.4}$ | $2.0_{-0.4}^{+0.4}$ | 2.1 | 10 | 0.01 |

Table 3.2: INDICATE results when applied to only the 50 most massive stars across 100 realisations of each morphology. From left to right the columns are: the median of the median indexes found for all 50 stars across all 100 realisations, the number of times the median index for the 50 most massive stars is above the significant index in a realisation, the median of the median index of the 10 most massive stars found across all regions, the number of times the median index for the 10 most massive stars is greater than the significant index for a realisation, the number of times that $\Lambda_{\mathrm{MSR}}$ detects mass segregation in the realisations that INDICATE has detected mass segregation, the median of the median indexes found for 10 randomly chosen stars across all regions, the number of times the median index of a realisation is greater than the significant index.

| Region | $\tilde{I}_{50}$ | $\#>I_{\text {sig }}$ | $\tilde{I}_{10, \mathrm{~mm}}$ | $\#>I_{\text {sig }}$ | $\#$ MS | $\tilde{I}_{10, \text { ran }}$ | $\#>I_{\text {sig }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D=1.6, \mathrm{~m}$ | 1.5 | 12 | 1.5 | 14 | 0 | 1.5 | 16 |
| $D=1.6, \mathrm{hmhi}$ | 1.7 | 28 | 3.6 | 94 | 90 | 1.7 | 35 |
| $D=1.6, \mathrm{hmc}$ | 1.6 | 23 | 3.0 | 95 | 95 | 1.8 | 29 |
| $\alpha=2.0, \mathrm{~m}$ | 1.4 | 14 | 1.5 | 29 | 1 | 1.6 | 30 |
| $\alpha=2.0, \mathrm{hmhi}$ | 2.6 | 54 | 4.8 | 100 | 100 | 2.7 | 65 |
| $\alpha=2.0, \mathrm{hmc}$ | 2.6 | 57 | 4.8 | 100 | 100 | 2.8 | 62 |
| Uniform, m | 0.8 | 0 | 0.7 | 0 | 0 | 0.7 | 0 |
| Uniform, hmhi | 0.8 | 0 | 1.2 | 15 | 11 | 0.8 | 0 |
| Uniform, hmc | 0.8 | 0 | 2.4 | 87 | 87 | 0.8 | 3 |

Table 3.3: INDICATE results of 100 different realisations for each of the presented morphologies. From left to right the columns are: the median of the median indexes found across all 100 realisations of clusters with different morphologies and mass configurations, the number of times a realisation's median index for all stars is above its significant index, the median of the median indexes of the 10 most massive stars, the number of times a realisation's median index for the 10 most massive stars is above its significant index, the median of the median index for 10 randomly chosen stars and the number of times a realisation's median index for 10 random stars is above its significant index.

| Region | $\tilde{I}_{\text {all }}$ | $\#>I_{\text {sig }}$ | $\tilde{I}_{10, \mathrm{~mm}}$ | $\#>I_{\text {sig }}$ | $\tilde{I}_{10, \text { ran }}$ | $\#>I_{\text {sig }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $D=1.6, \mathrm{~m}$ | 4.4 | 100 | 4.4 | 97 | 4.5 | 98 |
| $D=1.6, \mathrm{hmhi}$ | 4.4 | 100 | 11.8 | 100 | 4.6 | 98 |
| $D=1.6, \mathrm{hmc}$ | 4.4 | 100 | 3.5 | 84 | 4.5 | 97 |
| $\alpha=2.0, \mathrm{~m}$ | 1.8 | 2 | 2.0 | 38 | 2.0 | 41 |
| $\alpha=2.0, \mathrm{hmhi}$ | 1.8 | 2 | 22.7 | 100 | 2.0 | 32 |
| $\alpha=2.0, \mathrm{hmc}$ | 1.8 | 2 | 22.2 | 100 | 2.1 | 32 |
| Uniform, m | 1.0 | 0 | 0.9 | 0 | 0.9 | 0 |
| Uniform, hmhi | 1.0 | 0 | 2.2 | 34 | 0.9 | 0 |
| Uniform, hmc | 1.0 | 0 | 0.9 | 0 | 0.9 | 0 |

Table 3.3 shows how many times across 100 realisations for a substructured region ( $D=1.6$ ), a smooth, centrally concentrated region $(\alpha=2.0)$ and a uniform distribution the median index of the entire region of 1000 stars, the 10 most massive stars and 10 random stars are above the significant index. Table 3.4 shows the results of applying $\Lambda_{\mathrm{MSR}}$ and $\Sigma_{\mathrm{LDR}}$ to the different sets. It clearly shows that when the most massive stars are swapped with the most clustered stars according to INDICATE both $\Lambda_{\text {MSR }}$ and $\Sigma_{\text {LDR }}$ in the majority of cases detect mass segregation or that the 10 most massive stars are in areas of higher than average surface density, respectively.

For all of these tests the $\Sigma_{\mathrm{LDR}}, \Lambda_{\mathrm{MSR}}$ and cumulative distribution of stellar position (CDF) methods are also applied for comparison. I also employ the two sample KS test to determine if any $\Sigma_{\mathrm{LDR}}$ or CDF results are significantly different between the 10 most massive stars and the entire population in a region. I use the same threshold value of 0.01, below which the null hypothesis is rejected that the 10 most massive stars and all stars in a region are distributed the same way. I show INDICATE plots for the 50 most

Table 3.4: Results of applying $\Lambda_{\mathrm{MSR}}$ and $\Sigma_{\mathrm{LDR}}$ to all 1000 stars in 100 different realisations of each morphology and mass configuration. From left to the right the columns are the number of times $\Lambda_{\text {MSR }}<0.5$ (which would indicate significant inverse mass segregation, as is observed in the Taurus star-forming region), the number of times $\Lambda_{\mathrm{MSR}}>2$ which counts how many times $\Lambda_{\text {MSR }}$ detects strong signals of mass segregation and the number of times the ratio $\Sigma_{\mathrm{LDR}}$ is found to be $>1$ and significant according to a KS test with a threshold p-value $\ll 0.01$.

| Region | $\# \Lambda_{\mathrm{MSR}}<0.5$ | $\# \Lambda_{\mathrm{MSR}}>2$ | $\# \Sigma_{\mathrm{LDR}, \mathrm{Sig}}>1$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{D}=1.6, \mathrm{~m}$ | 0 | 0 | 1 |
| $\mathrm{D}=1.6, \mathrm{hmhi}$ | 0 | 94 | 71 |
| $\mathrm{D}=1.6, \mathrm{hmc}$ | 0 | 100 | 6 |
| $\alpha=2.0, \mathrm{~m}$ | 0 | 1 | 2 |
| $\alpha=2.0, \mathrm{hmhi}$ | 0 | 100 | 100 |
| $\alpha=2.0, \mathrm{hmc}$ | 0 | 100 | 100 |
| Uniform, m | 0 | 0 | 0 |
| Uniform, hmhi | 0 | 34 | 100 |
| Uniform, hmc | 0 | 100 | 9 |

massive plots in Figure 3.2, where the significant index is calculated 100 times.

### 3.2.3 Fractal Star-Forming Regions

INDICATE is first applied to all 1000 stars in a substructured SFR with a fractal dimension of $D_{\mathrm{f}}=1.6$ and the results are shown in Figure 3.3 and Figure 3.4.

## Random masses

Firstly, INDICATE is applied to all 1000 stars in a substructured SFR with a fractal dimension of $D_{\mathrm{f}}=1.6$ with randomly assigned masses. Figure 3.3(a) shows that INDICATE clearly identifies areas of high spatial clustering, and finds that $82.2 \%$ of stars have an index greater than the significant index of 2.3 . The median index of the entire region is 4.4 and for the 10 most massive stars it is 4.5 ; a KS test returns a p-value of 0.9 , suggesting that this difference is not significant and that both high and low mass stars share the same spatial distribution. Two of the most massive stars are located in the region with the highest INDICATE indexes, with a third massive star just outside this


Figure 3.2: From left to right the columns show the different mass configurations for each of the synthetic regions' 50 most massive stars and their respective INDICATE results. From top to bottom shows the 50 most massive stars from the substructured region with fractal dimension of $D_{\mathrm{f}}=1.6$, smooth centrally concentrated with density exponent $\alpha=2.0$ and the uniformly distributed region. The solid black line in the colour bar shows the significant index (calculated using 100 repeats), the dashed black line is the median INDICATE index for the entire subset and the dotted black line is the median INDICATE index for the 10 most massive stars.


Figure 3.3: Substructured synthetic SFR of 1000 stars with $D_{\mathrm{f}}=1.6$. The top row shows the INDICATE values and the bottom row shows the $\Sigma$-m plots. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The colours in the top row show the INDICATE indexes for each star with the scale being the same as the radial region to allow comparisons using the colour alone. The solid black line, dashed black line and the dotted black line in the colour bar are the significant index, median index of all stars and the median index of the 10 most massive stars, respectively. In the second row, the median surface density of the stars is shown by the black dashed line, the median surface density of the 10 most massive stars is shown by the red dash-dotted line.


Figure 3.4: Substructured synthetic SFR of 1000 stars with $D_{\mathrm{f}}=1.6$. The top row shows $\Lambda_{\text {MSR }}$ results and the bottom row shows the CDF of all the stars radial distance from the origin. From left to right the columns show the different mass configurations, random masses ( m ), high mass high index (hmhi) and high mass centre (hmc). The top row shows the $\Lambda_{\text {MSR }}$ values and their associated errors with the black lines, the red dash dotted line is the canonical value used to signify mass segregation. In the bottom row the black line represents the CDF of radial distance from the centre for all the stars, the red dashed line is the CDF for the 10 most massive stars.
region. The remaining stars are located in regions of lower spatial clustering according to INDICATE.

Applying INDICATE to the 50 most massive stars I find that $22 \%$ of stars in the subset have indexes above the significant index of 2.1. The median index for the subset is 1.4 and the median index for the 10 most massive stars is 1.6 , which is below the significant index meaning that INDICATE is not detecting mass segregation. The significant index was calculated using 100 repeats to eliminate statistical fluctuations which are present in a sample of this size. A KS test returns a p-value $=1.00$, correctly identifying that there is no difference in clustering tendencies of the 10 most massive stars and the rest of the subset.

Figure 3.3(d) shows local stellar surface density against mass, with $\Sigma_{\mathrm{LDR}}=1.3$, and a p-value of 0.7 , meaning no significant difference between the local stellar surface density of high mass stars and the entire region. This is in agreement with the INDICATE result that the most massive stars are distributed similarly to the other stars in the region.

Figure 3.4(a) shows the $\Lambda_{\mathrm{MSR}}$ result, with $\Lambda_{\mathrm{MSR}}=0.97_{-0.11}^{+0.09}$ for the 10 most massive stars which is consistent with no significant mass segregation and is in agreement with INDICATE.

Figure 3.4(d) shows the cumulative radial distribution of the 10 most massive stars and all the stars in the region. The radial distribution starts at 0.6 pc for the 10 most massive stars; this is due to the randomly assigned stellar masses, which happen to mainly be in clumps a relatively large distance away from the centre. When comparing the two distributions using a KS test a p-value $\ll 0.01$ is returned, meaning that the most massive stars could be mistakenly inferred to have been drawn from a different underlying radial distribution than all the stars.

## High Mass High Index

The 10 most massive stars are now swapped with the 10 stars that have the highest INDICATE index and these results are shown in the middle column of Figure 3.3 and Figure 3.4. Figure 3.3(b) shows the positions of the 10 most massive stars (the black crosses), which are now in positions of the highest INDICATE index.

The median index of the 10 most massive stars has increased from 4.5 to 15.3 , with the median index for the entire region staying the same at 4.4 , as does the significant index of 2.3 and the percentage of stars with indexes greater than it. These parameters stay the same as the overall geometry of the region has not changed, just the masses assigned to 20 of the stars that have been swapped. Comparing the 10 most massive stars to the rest of the population using a KS test gives a p-value $\ll 0.01$, implying a significant difference in the clustering tendencies of the most massive stars. Figure 3.3(b) shows this difference clearly, as the 10 most massive stars are now located in the most clustered locations according to INDICATE, as a consequence of this they are also now visibly more spatially concentrated.

Applying INDICATE to just the 50 most massive stars I find now that the percentage of stars with indexes above the significant index of 2.1 is $38 \%$, with a median index for all 50 stars of 1.3 and a median index of 3.6 for the 10 most massive stars. As the median index for the 10 most massive stars is above the significant index mass segregation has been detected in the region. The reason the amount of stars with significant indexes has changed is due to the fact that the swap is made in the full region of 1000 stars of which I then pick the 50 most massive stars. A KS test returns a p-value $\ll 0.01$ confirming that the tendency of the 10 most massive stars to cluster with high mass stars is significantly different to that of the entire subset of the 50 most massive stars.
$\Sigma_{\text {LDR }}$ has increased from 1.3 to 2.3, with a p-value $\ll 0.01$. Figure 3.3(e) shows the 10 most massive stars are now above the median surface density of all of the stars (shown
by the horizontal dashed black line). In this case the reason for this is that swapping stars to the most clustered areas as measured using INDICATE results in them also being swapped into areas with higher than average local stellar surface density.

I now measure mass segregation according to $\Lambda_{\text {MSR }}$ of the region, and find the 10 most massive stars have a mass segregation ratio of $\Lambda_{\mathrm{MSR}}=33.74_{-5.27}^{+2.54}$. This implies significant mass segregation. In this particular region this is because all the most massive stars are located in a single clump with a high INDICATE index.

Because all the most massive stars have been moved to the same region the average distance between them is shorter than when looking at the average distances between random stars in the region. Figure 3.4(b) shows the peak value of $\Lambda_{\text {MSR }}$ for the 10 most massive stars is $\sim 34$ which then rapidly decreases to $\sim 1$, meaning no mass segregation for lower mass stars, which is to be expected because these stars have not been swapped.

When comparing the cumulative distributions of the positions of the 10 most massive stars and all the stars (see Figure 3.4(e)), a clear difference can be seen. The distribution of positions for the 10 most massive stars is very narrow because they are in a very concentrated location therefore they are all a similar distance away from the origin. A KS test between the cumulative distribution of positions for all the stars and the 10 most massive stars returns a p-value $\ll 0.01$.

## High Mass Centre

The 10 most massive stars are now swapped with the 10 most central stars (the results for this are shown in the right-hand column of Figure 3.3) and Figure 3.4. Because of the box-fractal construction of the region the origin (at $(0,0)$ ) is in empty space, so the most massive stars are split into two groups around the origin.

The median INDICATE index for the 10 most massive stars is 2.2 (decreasing from 4.5 for the 10 most massive stars in the original region with randomly assigned masses), below the median index for the region which is 4.4. A KS test returns a p-value $\ll 0.01$
implying a significant difference in the distributions, in this case the most massive stars are in locations of lower clustering than the rest of the stars in the region. Figure 3.3(c) shows the two main groups of the most massive stars either side of the centre of the SFR and the stars here have a relatively low INDICATE index. The central locations of this region happen to be of relatively low index compared to the rest of the SFR.

Applying INDICATE to just the 50 most massive stars I find that $28 \%$ of stars have indexes above the significant index of 2.1. With a median index for the entire subset of 1.4 and 2.6 for the 10 most massive stars, which is above the significant index of 2.1 meaning the region is mass segregated. A KS test returns p-value $\ll 0.01$ confirming that the tendency of the 10 most massive stars to cluster with high mass stars is significantly different to the entire subset.

Figure 3.3(f) shows the local surface density against mass plot. The 10 most massive stars are no longer above the median local stellar surface density (black dashed line) because the points nearest to the centre of this region have a lower local surface density. $\Sigma_{\mathrm{LDR}}=0.56$ with a p-value $=0.03$, meaning no significant difference in the local surface density of the 10 most massive stars compared to all the stars. The surface densities therefore display similar behaviour to INDICATE, which also shows a decrease in the measured index.

When $\Lambda_{\text {MSR }}$ is applied to this region a significant amount of mass segregation is detected with $\Lambda_{\mathrm{MSR}}=8.87_{-0.78}^{+0.74}$, (Figure 3.4(c)). This is much lower than when swapping the most massive stars with the most clustered as measured with INDICATE, decreasing from over 30 to 8.87 in Figure 3.4(b) and Figure 3.4(c), respectively. This is due to the areas of highest INDICATE index being highly concentrated in one area, whereas in this case the most central region is in empty space, so the most massive stars are spread out around this point.

The cumulative distribution of the positions of stars is shown in Figure 3.4(f), which also shows the massive stars to be mass segregated and much closer to the centre than


Figure 3.5: A synthetic, centrally concentrated star-forming region of 1000 stars with radial density exponent $\alpha=2.0$. The top row shows the INDICATE values and the bottom row shows the $\Sigma$-m plots. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The colours in the top row show the INDICATE indexes for each star with the scale being the same as the radial region to allow comparisons using the colour alone. The solid black line, dashed black line and the dotted black line in the colour bar are the significant index, median index of all stars and the median index of the 10 most massive stars, respectively. In the second row, the median surface density of the stars is shown by the black dashed line, the median surface density of the 10 most massive stars is shown by the red dash-dotted line.
the average star. A KS test returns a p-value $\ll 0.01$.

### 3.2.4 Smooth, Centrally Concentrated Star-Forming Regions

INDICATE is now applied to a geometrically smooth, centrally concentrated distribution consisting of 1000 stars with a radial density profile exponent $\alpha=2.0$. The results are presented in Figure 3.5 and Figure 3.6.


Figure 3.6: A synthetic, centrally concentrated star-forming region of 1000 stars with radial density exponent $\alpha=2.0$. The top row shows $\Lambda_{\text {MSR }}$ results and the bottom row shows the CDF of all the stars radial distance from the origin. From left to right the columns show the different mass configurations, random masses ( $m$ ), high mass high index (hmhi) and high mass centre (hmc). The top row shows the $\Lambda_{\mathrm{MSR}}$ values and their associated errors with the black lines, the red dash dotted line is the canonical value used to signify mass segregation. In the bottom row the black line represents the CDF of radial distance from the centre for all the stars, the red dashed line is the CDF for the 10 most massive stars.

## Random Masses

The smooth, centrally concentrated region shown in Figure 3.5(a) has a clear central region where INDICATE has detected high levels of spatial clustering, finding that 44.1\% of stars are spatially clustered above random, with indexes greater than the significant index of 2.3. In this case the most massive stars are spread out across the region with none of the 10 most massive stars located in the central area. A median index of 1.8 is found for all stars and a median index of 2.0 is found for the 10 most massive stars: neither the massive stars nor rest of the population is typically in areas of non-random stellar affiliation as both have median indexes below the significant index. A KS test confirms that there is no significant difference in their spatial clustering with a p-value $=0.55$.

Applying INDICATE to just the 50 most massive stars in the region I find that $52 \%$ of stars have indexes above the significant index of 2.1, with a median index for the entire subset of 2.6 and 1.1 for the 10 most massive stars, which is below the significant index of 2.1, meaning INDICATE detects no mass segregation in the region. A KS test returns a p-value $=0.48$ implying no difference in the clustering tendencies of the 10 most massive stars compared to the rest in the subset.

Figure 3.5(d) shows the local stellar surface density against mass plot for this region with the red dashed-dotted line showing the median surface density for the 10 most massive stars and the black dashed line showing the median surface density of all the stars. A similar result is seen with $\Sigma_{\mathrm{LDR}}=1.24$ with a p-value $=0.63$ from the KS test, indicating the difference is not significant.

Figure 3.6(a) shows the mass segregation ratio for the 10 most massive stars is $\Lambda_{\mathrm{MSR}}=$ $1.00_{-0.23}^{+0.11}$ meaning that $\Lambda_{\mathrm{MSR}}$ finds no significant mass segregation for the 10 most massive stars in this region.

The cumulative distribution of positions are very similar between the most massive
stars and the rest, with p-value $=0.67$. Figure 3.6(d) shows the radial distribution of the 10 most massive stars in red; it closely matches the radial distribution of the entire region.

## High Mass High Index

As before, the 10 most massive stars are swapped with the 10 stars with the greatest clustering as measured by INDICATE. Figure 3.5(b) shows the 10 most massive stars are now located in the centre of the region. The median index for the 10 most massive stars has increased from 2.0 to 19.4 , with a p-value $\ll 0.01$ indicating a significant difference of the clustering tendencies between all the stars (which have a median index of 1.8) and the 10 most massive stars. Therefore, the 10 most massive stars are found in areas of above average stellar affiliation.

INDICATE is applied to just the 50 most massive stars in the region and finds that $64 \%$ of stars have indexes above the significant index of 2.1, with the subset having a median index of 5.7 and a median index of 6.0 for the 10 most massive stars. As the median index for the 10 most massive stars is larger than significant index INDICATE has detected mass segregation. A KS test returns a p-value $\ll 0.01$ implying a significant difference in the clustering tendencies of the 10 most massive stars despite the median indexes being similar.

Figure 3.5(e) shows the clear difference in the median surface density of the entire region (black dashed line) compared to the median surface density of the 10 most massive stars (red dashed-dotted line). $\Sigma_{\mathrm{LDR}}=17$ (increasing from 1.24) with $\mathrm{p} \ll 0.01$, in agreement with INDICATE that the 10 most massive stars are found in areas of greater stellar clustering compared to the rest of the population.
$\Lambda_{\mathrm{MSR}}$ detects significant mass segregation with $\Lambda_{\mathrm{MSR}}=28.23_{-7.20}^{+3.05}$, increasing from 1.00 when compared to this region with randomly assigned masses and is in agreement with INDICATE when applied to the 50 most massive stars. Like in the fractal region
in Figure 3.3, there is one area of high clustering, so the most massive stars are moved closer together as a result. This is also reflected in the cumulative distribution of positions (Figure 3.6(e)) with a much steeper function for the 10 most massive stars with p-value $\ll 0.01$, this is very similar to the results in Figure 3.4(e) for a fractal distribution.

## High Mass Centre

Figure 3.5(c) highlights that the most massive stars are now closer to each other after being swapped with the stars closest to the origin. The median index for the 10 most massive stars is 18.8 , larger than the median index for the region of 1.8 , meaning the 10 most massive stars find themselves in locations of greater than average stellar affiliation. A KS test returns a p-value $\ll 0.01$ finding a significant difference in the clustering tendencies of the 10 most massive stars compared to the rest.

INDICATE is applied to the 50 most massive stars and finds that $62 \%$ of them have indexes above the significant index of 2.1 , with a median index of 5.9 for the entire region and 6.0 for the 10 most massive stars. The median index for the 10 most massive stars is above the significant index and so the region is found to be mass segregated by INDICATE. A KS test returns a p-value $\ll 0.01$ implying a significant difference between the 10 most massive stars' spatial clustering and the rest.

In Figure 3.5(f) the most massive stars find themselves in areas of much higher surface density than when they were moved to areas of greatest INDICATE index. $\Sigma_{\text {LDR }}$ increases from 17 to $\Sigma_{\mathrm{LDR}}=174.72$ with a p-value $\ll 0.01$. As the median INDICATE index for the 10 most massive stars has decreased to 18.8 from 19.4 it demonstrates that INDICATE is not measuring the exact same quantity as the local stellar surface density, as if it was one would expect the median index of the 10 most massive stars to be larger than 19.4.
$\Lambda_{\mathrm{MSR}}=120.90_{-33.05}^{+15.71}$, signifying significant mass segregation for the 10 most massive stars (see Figure 3.6(c)). This is the strongest signal that $\Lambda_{\text {MSR }}$ returns for all the
synthetic SFRs shown in this chapter.
Figure 3.6(f) shows that the cumulative distribution of the positions of the 10 most massive stars are now much closer to the centre of the region than before. A KS test returns a p-value $\ll 0.01$, implying that there is a significant difference in the spatial distribution of the 10 most massive stars compared to the rest.

### 3.2.5 Uniform Star-Forming Regions

Figure 3.7 shows the results of INDICATE being applied to a uniform distribution of 1000 stars located between $-1 \leq x \leq 1$ and $-1 \leq y \leq 1$.

## Random Masses

Figure 3.7(a) shows a uniform distribution with randomly assigned masses. The median INDICATE index for the entire region is 1.0 and for the 10 most massive stars it is 0.8 and there is no significant difference between the 10 most massive stars and the rest of the region with a $p$-value $=0.68$. In this region no star has an index above the significant index of 2.4 meaning the clustering in this region is random, as is expected.

INDICATE is applied to just the 50 most massive stars and finds that no stars have an index above the significant index of 2.1. The median index for the region is 0.8 , as is the median index of the 10 most massive stars. As the median for the 10 most massive stars is below the significant index INDICATE detects no mass segregation in the region. A KS test returns a p-value $=1.00$, confirming that the 10 most massive stars and the entire subset have similar clustering tendencies.

In Figure 3.7(d) the most massive stars find themselves in similar surface density areas as the rest of the stars in the region with $\Sigma_{\mathrm{LDR}}=0.94$. No significant difference is detected with a KS test returning a p -value $=0.59$.

Figure 3.8(a) shows a very weak signal as expected of $\Lambda_{\mathrm{MSR}}=1.02_{-0.09}^{+0.11}$ meaning there is no mass segregation.


Figure 3.7: A synthetic uniform distribution of 1000 stars. The top row shows the INDICATE values and the bottom row shows the $\Sigma$-m plots. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The colours in the top row show the INDICATE indexes for each star with the scale being the same as the radial region to allow comparisons using the colour alone. The solid black line, dashed black line and the dotted black line in the colour bar are the significant index, median index of all stars and the median index of the 10 most massive stars, respectively. In the second row, the median surface density of the stars is shown by the black dashed line, the median surface density of the 10 most massive stars is shown by the red dash-dotted line.


Figure 3.8: A synthetic uniform distribution of 1000 stars. The top row shows $\Lambda_{\mathrm{MSR}}$ results and the bottom row shows the CDF of all the stars radial distance from the origin. From left to right the columns show the different mass configurations, random masses (m), high mass high index (hmhi) and high mass centre (hmc). The top row shows the $\Lambda_{\text {MSR }}$ values and their associated errors with the black lines, the red dash dotted line is the canonical value used to signify mass segregation. In the bottom row the black line represents the CDF of radial distance from the centre for all the stars, the red dashed line is the CDF for the 10 most massive stars.

Figure 3.8(d) shows the cumulative distribution of positions starting further out for the 10 most massive stars than for the entire region but quickly matches the overall distribution. No significant difference is detected with a p-value $=0.60$.

## High Mass High Index

Now the 10 most massive stars are swapped with the stars with the 10 highest INDICATE indexes (Figure 3.7(b)). Unlike in the centrally concentrated and fractal SFRs there is more than one region with relatively high indexes. The median index for the 10 most massive stars has increased from 0.8 to 2.2 , with the entire region having a median index of 1.0 , with a p -value $\ll 0.01$ when comparing the 10 most massive stars to the entire region, suggesting a significant difference. As both the median index for the region and the median index for the 10 most massive stars are below the significant index of 2.4 all the stars still have a random spatial distribution according to INDICATE.

INDICATE is applied to just the 50 most massive stars and finds that no stars have an index above the significant index of 2.1. The median index of the entire subset is 0.7 and for the 10 most massive it is 1.1 . As the median index for the 10 most massive stars is below the significant index INDICATE detects no mass segregation. A KS test returns a p-value $=0.67$ implying no difference in the distribution of the 10 most massive stars compared to the entire subset.

Figure $3.7(\mathrm{e})$ shows the median local stellar surface density of the 10 most massive stars is greater than the median local stellar surface density of the region, with $\Sigma_{\mathrm{LDR}}=$ 2.11 (increasing from 0.94 ) and a KS test returns a p-value $\ll 0.01$, meaning a significant difference in the local stellar surface density of the 10 most massive stars and all the stars.

Figure 3.8(b) shows that $\Lambda_{\mathrm{MSR}}=1.32_{-0.07}^{+0.23}$ for the 10 most massive stars suggesting that weak mass segregation is being detected, before decreasing as more stars are added to the subset. This is due to the random picking of stars for the subset MST. In Parker
\& Goodwin (2015) they suggest ignoring results of $\Lambda_{\mathrm{MSR}}<2$ to avoid false positives such as this.

In Figure 3.8(e) the cumulative distributions of positions are shown for the 10 most massive stars in red and all stars in black. A KS test returns a p-value $=0.19$ showing no significant difference.

## High Mass Centre

Now the 10 most massive stars are swapped with the 10 most central stars; shown in Figure 3.7(c). The median index for 10 most massive stars is 0.8 (the same as when masses are randomly assigned) and similarly there is no significant difference in the spatial clustering of the most massive stars and the rest of the stars with a p-value $=0.64$.

INDICATE is applied to just the 50 most massive stars and finds that $10 \%$ of stars have an index above the significant index of 2.1. The median index for the region is found to be 0.8 and 2.0 for the 10 most massive. As the median index for the 10 most massive stars is below the significant index according to INDICATE they are randomly distributed and so no mass segregation has been detected. A KS test returns a p-value $\ll 0.01$ meaning the 10 most massive stars and the rest are distributed differently as the 10 most massive stars are closer together than would be expected from a random uniform distribution.

Figure $3.7(\mathrm{f})$ shows the local surface density against mass plot. A value of $\Sigma_{\mathrm{LDR}}=$ 0.88 is found (lower than when masses are swapped with stars of greatest INDICATE index) with a KS test giving a p-value $=0.49$ implying no significant differences in the surface density of the most massive stars compared to all the stars.

Figure 3.8(c) shows the $\Lambda_{\text {MSR }}$ results and a lower value is found than for other examples with the highest masses moved to the centre. $\Lambda_{\text {MSR }}=8.25_{-1.36}^{+0.88}$ meaning mass segregation is detected for the 10 most massive stars and this quickly drops off as the rest of the stars are uniformly distributed. This is opposite to the INDICATE result which
finds no mass segregation using the given criteria but does find a significant difference in the clustering of the 10 most massive stars compared to the entire subset.

Figure 3.8(f) shows the radial cumulative distributions of positions. The 10 most massive stars show a similar trend as the fractal and smooth star-forming regions, with a much steeper function when the most massive stars are swapped with the most central stars. A KS test returns a p-value $\ll 0.01$.

### 3.2.6 Summary

The INDICATE method has clearly identified regions of clustering in the synthetic datasets. INDICATE gives results that are in agreement with $\Sigma_{\text {LDR }}$ when applied to the entire region and results that are generally in agreement with $\Lambda_{\text {MSR }}$ when applied to only the 50 most massive stars in the synthetic star forming regions. The INDICATE results when applied to all 1000 stars in the example regions are summarised in Table 3.5 the results of applying INDICATE to only the 50 most massive stars are shown in Table 3.1. The results of applying $\Sigma_{\mathrm{LDR}}, \Lambda_{\mathrm{MSR}}$ and CDF methods to the example synthetic regions are summarised in Table 3.6.

Table 3.5: Results of INDICATE being applied to all stars in the synthetic SFRs. From left to right the columns are: the median index for all stars in the region, the median index for the 10 most massive stars, the significant index and the p-value returned from a KS test comparing the indexes between the 10 most massive stars and all stars in the region. The null hypothesis is rejected when p -value $\ll 0.01$.

| Region | $\tilde{I}_{\text {all }}$ | $\tilde{I}_{10}$ | $I_{\text {sig }}$ | $\%>I_{\text {sig }}$ | p |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $D=1.6, \mathrm{~m}$ | $4.4_{-1.4}^{+2.6}$ | $4.5_{-0.6}^{+3.3}$ | 2.3 | 82.2 | 0.90 |
| $D=1.6, \mathrm{hmhi}$ | $4.4_{-1.4}^{+2.6}$ | $15.3_{-0.4}^{+0.2}$ | 2.3 | 82.2 | $\ll 0.01$ |
| $D=1.6, \mathrm{hmc}$ | $4.4_{-1.4}^{+2.6}$ | $2.2_{-0.0}^{+0.0}$ | 2.3 | 82.2 | $\ll 0.01$ |
| $\alpha=2.0, \mathrm{~m}$ | $1.8_{-1.0}^{+3.0}$ | $2.0_{-0.8}^{+2.4}$ | 2.3 | 44.1 | 0.55 |
| $\alpha=2.0, \mathrm{hmhi}$ | $1.8_{-1.0}^{+3.0}$ | $19.4_{-0.0}^{+0.8}$ | 2.3 | 44.1 | $\ll 0.01$ |
| $\alpha=2.0, \mathrm{hmc}$ | $1.8_{-1.0}^{+3.0}$ | $18.8_{-0.0}^{+0.2}$ | 2.3 | 44.1 | $\ll 0.01$ |
| Uniform, m | $1.0_{-0.4}^{+0.2}$ | $0.8_{-0.0}^{+0.4}$ | 2.4 | 0.0 | 1.00 |
| Uniform, hmhi | $1.0_{-0.4}^{+0.2}$ | $2.2_{-0.2}^{+0.0}$ | 2.4 | 0.0 | $\ll 0.01$ |
| Uniform, hmc | $1.0_{-0.4}^{+0.2}$ | $0.8_{-0.0}^{+0.1}$ | 2.4 | 0.0 | 0.64 |

Table 3.6: Results of the other methods being applied to all stars in the synthetic SFRs. From left to right the columns are: the local stellar surface density ratio, the p-value from a KS test comparing the median local stellar surface density of the 10 most massive stars to the median local stellar surface density of the entire region, the mass segregation ratio and the p-value of a KS test comparing the CDF of positions of the 10 most massive stars and all the stars in each region.

| Region | $\Sigma_{\mathrm{LDR}}$ | $\Sigma_{\mathrm{LDR}}(\mathrm{p})$ | $\Lambda_{\mathrm{MSR}}$ | CDF $(\mathrm{p})$ |
| :--- | :---: | :---: | :---: | :---: |
| $D=1.6, \mathrm{~m}$ | 1.30 | 0.69 | $0.97_{-0.11}^{+0.09}$ | $\ll 0.01$ |
| $D=1.6, \mathrm{hmhi}$ | 2.30 | $\ll 0.01$ | $33.74_{-5.27}^{+2.54}$ | $\ll 0.01$ |
| $D=1.6, \mathrm{hmc}$ | 0.56 | 0.03 | $8.87_{-0.78}^{+0.74}$ | $\ll 0.01$ |
| $\alpha=2.0, \mathrm{~m}$ | 1.24 | 0.63 | $1.00_{-0.23}^{+0.11}$ | 0.67 |
| $\alpha=2.0, \mathrm{hmhi}$ | 17.00 | $\ll 0.01$ | $28.23_{-7.20}^{+3.05}$ | $\ll 0.01$ |
| $\alpha=2.0$, hmc | 174.72 | $\ll 0.01$ | $120.90_{-33.05}^{+15.71}$ | $\ll 0.01$ |
| Uniform, m | 0.94 | 0.59 | $1.02_{-0.09}^{+0.11}$ | 0.60 |
| Uniform, hmhi | 2.11 | $\ll 0.01$ | $1.32_{-0.07}^{+0.23}$ | 0.19 |
| Uniform, hmc | 0.88 | 0.49 | $8.25_{-1.36}^{+0.88}$ | $\ll 0.01$ |

### 3.3 Testing INDICATE on 100 realisations

This section shows additional tests showing that INDICATE is robust at quantifying stellar clustering. This is done by applying INDICATE to 100 different realisations of the substructured, smooth centrally concentrated and uniform distributions presented in this work. Table 3.7 shows ranges and interquartile ranges (IQR) of INDICATE indexes of all 1000 stars over 100 different realisations of just the different cluster morphologies and shows that the spread of clustering is greater in substructured regions with an IQR of 1.6 compared to the centrally concentrated and uniform regions which have the same IQR of 0.2 . Table 3.8 shows the INDICATE index ranges for the 10 most massive stars, and that when the most massive stars are moved to the centre of centrally concentrated regions the indexes increase. Table 3.9 shows the INDICATE index ranges for 10 randomly chosen stars, and shows that when randomly picking stars across the different sets of clusters the range of indexes is different, but that within a set with a certain morphology, the results are similar regardless of the mass configuration of the region.

Table 3.7: INDICATE was applied to all 1000 stars in 100 different realisations of the SFRs presented in this chapter. The distribution of INDICATE indexes is summarised here for all stars. From left to right the columns are: the $25^{\text {th }}$ quantile, $75^{\text {th }}$ quantile, the interquartile range (IQR), minimum index, maximum index, the range between the minimum and maximum index and the median significant index found across all realisations.

| Region | $25^{\text {th }}$ Quantile | $75^{\text {th }}$ | Quantile | IQR | Min $I$ | Max $I$ | Range | $\tilde{I}_{\text {sig }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D=1.6$ | 3.8 | 5.4 | 1.6 | 2.4 | 10.0 | 7.6 | 2.3 |  |
| $\alpha=2.0$ | 1.8 | 2.0 | 0.2 | 1.6 | 2.4 | 0.8 | 2.3 |  |
| Uniform | 0.8 | 1.0 | 0.2 | 0.8 | 1.0 | 0.2 | 2.3 |  |

Table 3.8: INDICATE was applied to all 1000 stars in 100 different realisations of the SFRs presented in this chapter. The distribution of INDICATE indexes is summarised here for the 10 most massive stars. From left to right the columns are: the $25^{\text {th }}$ quantile, $75^{\text {th }}$ quantile, the IQR, minimum index, maximum index and the range between the minimum and maximum index.

| Region | $25^{\text {th }}$ Quantile | $75^{\text {th }}$ | Quantile IQR Min $I$ | Max $I I$ | Range |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $D=1.6, \mathrm{~m}$ | 3.4 | 5.7 | 2.3 | 2.2 | 8.3 | 6.1 |
| $D=1.6, \mathrm{hmhi}$ | 9.8 | 14.5 | 4.8 | 6.0 | 27.0 | 21.0 |
| $D=1.6, \mathrm{hmc}$ | 2.6 | 5.3 | 2.7 | 0.9 | 11.5 | 10.6 |
| $\alpha=2.0, \mathrm{~m}$ | 1.4 | 2.6 | 1.2 | 0.7 | 7.7 | 7.0 |
| $\alpha=2.0, \mathrm{hmhi}$ | 21.4 | 24.4 | 3.0 | 18.2 | 27.7 | 9.5 |
| $\alpha=2.0, \mathrm{hmc}$ | 20.7 | 23.6 | 2.9 | 17.8 | 27.4 | 9.6 |
| Uniform, m | 0.8 | 1.0 | 0.2 | 0.4 | 1.5 | 1.1 |
| Uniform, hmhi | 2.1 | 2.4 | 0.3 | 1.8 | 2.8 | 1.0 |
| Uniform, hmc | 0.7 | 1.2 | 0.5 | 0.4 | 1.6 | 1.2 |

Table 3.9: INDICATE was applied to all 1000 stars in 100 different realisations of the SFRs presented in this chapter. The distribution of INDICATE indexes is summarised here for 10 randomly chosen stars in each realisation. From left to right the columns are: the $25^{\text {th }}$ quantile, $75^{\text {th }}$ quantile, the IQR, minimum index, maximum index and the range between the minimum and maximum index.

| Region | $25^{\text {th }}$ Quantile $75^{\text {th }}$ Quantile IQR Min I Max I I Range |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $D=1.6, \mathrm{~m}$ | 3.7 | 5.7 | 2.0 | 1.9 | 13.6 | 11.7 |
| $D=1.6, \mathrm{hmhi}$ | 3.6 | 5.6 | 2.0 | 1.9 | 13.6 | 11.7 |
| $D=1.6, \mathrm{hmc}$ | 3.6 | 5.7 | 2.1 | 1.9 | 13.4 | 11.5 |
| $\alpha=2.0, \mathrm{~m}$ | 1.5 | 2.5 | 1.0 | 0.4 | 6.6 | 3.2 |
| $\alpha=2.0, \mathrm{hmhi}$ | 1.5 | 2.5 | 1.0 | 0.4 | 6.6 | 6.2 |
| $\alpha=2.0, \mathrm{hmc}$ | 1.5 | 2.6 | 1.1 | 0.4 | 8.0 | 7.6 |
| Uniform, m | 0.8 | 1.0 | 0.2 | 0.5 | 1.3 | 0.8 |
| Uniform, hmhi | 0.8 | 1.0 | 0.2 | 0.5 | 1.4 | 0.9 |
| Uniform, hmc | 0.8 | 1.0 | 0.2 | 0.5 | 1.3 | 0.8 |

### 3.4 Applying INDICATE to Observational Data

INDICATE is applied to the following real SFRs: Taurus, ONC, NGC 1333, IC 348 and $\rho$ Ophiuchi. For the ONC, NGC1333 and IC348 stars without known masses are ignored when performing KS tests between the 10 most massive stars and the rest of the stars in the region. The results of applying INDICATE to all points in the observational data sets are presented in table 3.10. In $\S 3.5$ I show the results of using INDICATE to detect mass segregation in the real star-forming regions.

### 3.4.1 Taurus

The Taurus SFR is located 140 pc away with an estimated age of around 1 Myr (Bell et al., 2013).

I use the dataset from Parker et al. (2011), which has 361 objects and appears to be substructured, with a central region surrounded by small groups of stars (Gomez et al., 1993). Taurus has been investigated previously and has a corresponding fractal dimension, $D_{\mathrm{f}}$, inferred from the $Q$-parameter value 0.45 of $1.55 \pm 0.25$ (Cartwright \& Whitworth, 2004). Figure 3.9 shows Taurus after INDICATE is applied, and it finds that $86 \%$ of stars are spatially clustered above random with indexes greater than the significant index of 2.1. Taurus has a median index of 6.6 for the entire region and 3.6 for the 10 most massive stars (masses are calculated in § 2 of Parker et al. (2011)). The most massive stars are highlighted with crosses in Figure 3.9, they are spread out across the SFR (see also Parker et al. (2011)), with most lying in less clustered regions. INDICATE detects no significant difference in distribution of indexes between the most massive stars and all stars with a p -value $=0.07$.


Figure 3.9: The Taurus SFR. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant INDICATE index is shown by the solid black line, the median index for all the stars is shown by the dashed black line and the median index for the 10 most massive stars is shown using the dotted black line in the colour bar.

Table 3.10: Table showing the percentage of stars in each observed region above the significant index and the results of two sample KS tests for each region. The 10 most massive stars indices are compared to all indices. A significance threshold of 0.01 is chosen to disprove the null hypothesis: that all stars in the region are distributed the same way. The ONC is the only region in which significant difference in the clustering tendencies of the 10 most massive stars is found compared to all the stars. From left to right the columns are: the name of the region, the median INDICATE index for the 10 most massive stars in the region $(\tilde{I}(10))$, the median INDICATE index for the entire region $(\tilde{I}($ all $))$, the percentage of stars in the region above the significant INDICATE index and the p-value result from comparing the spatial clustering of the 10 most massive stars to all stars in the region.

| Name | $\tilde{I}(10)$ | $\tilde{I}($ all $)$ | $\%$ above $I_{\text {sig }}$ | p -value |
| :--- | :---: | :---: | :---: | :---: |
| Taurus | 3.6 | 6.6 | 85.9 | 0.07 |
| ONC | 10.3 | 1.4 | 46.1 | 0.003 |
| NGC 1333 | 5.9 | 5.1 | 73.9 | 0.57 |
| IC 348 | 2.6 | 3.2 | 59.2 | 0.63 |
| $\rho$ Ophiuchi | 1.3 | 1.8 | 39.6 | 0.82 |

### 3.4.2 ONC

The Orion Nebula Cluster (ONC) is a very dense centrally concentrated region shown in Figure 3.10. I use the dataset from Hillenbrand \& Hartmann (1998) which contains 1576 objects. The line of empty space to the south of the area of highest index is due to a band of extinction. 641 objects do not have an assigned mass in the dataset and so are removed when comparing the indexes between the 10 most massive stars and the entire region. The distance to the ONC is around 400 pc away with an estimated age of around 1 Myr (Jeffries et al., 2011; Reggiani et al., 2011). I apply the $Q$-parameter to the stars with masses, stars without masses and all stars and find that there is no significant difference in the Q-parameter, suggesting that the three subsets follow the same spatial distribution. The median index for the ONC is 1.4, the median index for the 10 most massive stars is 10.3 with $46.1 \%$ of stars spatially clustered above random (the ONC has a significant index of 2.4). These results are similar to the synthetic region shown in Figure 3.5. A KS test gives a p-value of 0.003 , below the chosen threshold of 0.01 meaning that the 10 most massive stars have different clustering tendencies when


Figure 3.10: INDICATE plot of the ONC. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant index from INDICATE is shown with the solid black line in the colour bar, the median index of all the stars is shown by the dashed black line and the median index for the 10 most massive stars is shown by the dotted black line.
compared to the entire region.

### 3.4.3 NGC 1333

The NGC 1333 SFR (shown in Figure 3.11) contains 203 objects, 162 of which have an assigned mass in the dataset used by Parker \& Alves de Oliveira (2017) that allows us to determine any relation between the mass and clustering. The distance to the region is 235 pc with an age of around 1 Myr (Parker \& Alves de Oliveira, 2017; Pavlidou et al., 2021). INDICATE finds that $74 \%$ of stars are spatially clustered above random (the


Figure 3.11: Plot of NGC 1333. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant index from INDICATE is shown in the colour bar by the solid black line, the median index for all the stars is shown by the dashed black line and the median index for the 10 most massive stars is shown by the dotted black line.
region has a significant index of 2.4). INDICATE has highlighted an extended central region of relatively high spatial clustering, with the most massive stars spread out around this region. A median index of 5.1 is found for all stars and for the 10 most massive stars a median index of 5.9 is found with a p-value $=0.57$. This implies no significant difference in the spatial clustering of the most massive stars compared to all the stars.

### 3.4.4 IC 348

The data from Parker \& Alves de Oliveira (2017) contains 478 objects for IC 348, 19 of which do not have an assigned mass in the dataset and are ignored when comparing the clustering tendencies of the most massive stars and all stars.

The results of running INDICATE on this region are shown in Figure 3.12, clearly showing a central region of relatively higher spatial clustering. The distance to IC 348 is around $300 \mathrm{pc}($ Parker \& Alves de Oliveira, 2017) with an age between $2-6 \mathrm{Myr}$ (Cartwright \& Whitworth, 2004; Bell et al., 2013). IC 348 has been previously investigated in Parker \& Alves de Oliveira (2017) using the $Q$-parameter to determine its overall structure. It was found to have a $Q$-value of 0.85 , corresponding to a smooth and centrally concentrated distribution with a radial density exponent of $\alpha=2.5$. INDICATE is applied to IC 348 and it finds $59.2 \%$ of stars are spatially clustered above random and the region has a significant index of 2.3 . A median index of 3.2 is found for the region and a median index of 2.6 is found for the 10 most massive stars. A KS test between the 10 most massive stars and the rest of the stars gives a p-value $=0.63$, meaning no significant difference in the distribution of the most massive stars and the rest. This is because the most massive stars are spread out over the entire SFR, 5 of them are located within the central region, 4 are found between the edge of this region and the outskirts of the region, with one of the most massive stars found right at the edge of the plot.


Figure 3.12: Plot of IC 348. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant index from INDICATE is shown by the solid black line in the colour bar, the median index for all the stars is shown with the dashed black line and the median index for the 10 most massive stars is shown with the dotted black line.


Figure 3.13: Plot of $\rho$ Ophiuchi. The ten most massive stars are highlighted with crosses, the five most massive are circled. The significant index from INDICATE is shown by solid black line in the colour bar, the median index for all the stars is shown by the dashed black line and the median index for the 10 most massive stars is shown using the dotted black line.

### 3.4.5 $\rho$ Ophiuchi

I use the dataset from Parker et al. (2012) which contains 255 objects. $\rho$ Ophiuchi is located around 130 pc away with an age of around $0.3-2.0 \mathrm{Myr}$ (Parker et al., 2012; Bontemps et al., 2001).

The region is shown in Figure 3.13. INDICATE finds that $39.6 \%$ of stars are spatially clustered above random, with a significant index of 2.2 . A median index of 1.8 is found for the entire region and 1.3 is found for the 10 most massive stars, with a p-value $=0.82$ meaning no significant difference between clustering tendencies of the most massive stars
and the rest of the stars. These results are similar to IC 348 which also has its most massive stars spread out over the SFR. One of the most massive stars is located in an area of high clustering, but the rest have been spread out over relatively lower clustered locations in $\rho$ Ophiuchi.

### 3.5 Detecting Mass Segregation In Observational Data

INDICATE is applied to the 50 most massive stars in the observational data, repeating the significance calculation 100 times for each region.

I use the same criteria to determine if INDICATE has detected mass segregation as for the synthetic star-forming regions in $\S 3.2 .2$. A summary of these results is shown in table 3.11.

### 3.5.1 Taurus

The 50 most massive stars in Taurus have a median index of 1.3 and the 10 most massive a median index of 1.2.

INDICATE finds that $12 \%$ of stars have a index above the significant index of 2.5 . As the median index for the 10 most massive stars is below the significant index, so no mass segregation is detected.

A KS test returns a p-value $=0.86$ meaning no significant difference between the 10 most massive and the entire subset of the 50 most massive stars.

### 3.5.2 ONC

The median index for just the 50 most massive stars is 1.4 and the median index for the 10 most massive stars is 4.3 .

INDICATE finds that $46 \%$ of stars have a index above the significant index of 2.1. As the median index for the 10 most massive stars is larger than the significant index

Table 3.11: Results of applying INDICATE to only the 50 most massive stars in the observed star-forming regions. From left to right the columns are: the median index for the entire subset of the 50 most massive stars, the median index for the 10 most massive stars in the subset, the significant index, the percentage of stars with indexes above the significant index and the p-value from a KS test between all 50 stars and the 10 most massive stars INDICATE indexes.

| Name | $\tilde{I}(50)$ | $\tilde{I}(10)$ | $I_{\text {sig }}$ | $\%>I_{\text {sig }}$ | p |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Taurus | $1.3_{-0.5}^{+0.7}$ | $1.2_{-0.2}^{+0.2}$ | 2.5 | 12 | 0.86 |
| ONC | $1.4_{-1.0}^{+2.8}$ | $4.3_{-0.8}^{+0.1}$ | 2.1 | 46 | 0.15 |
| NGC1333 | $2.9_{-1.1}^{+0.9}$ | $2.5_{-0.6}^{+0.9}$ | 2.1 | 66 | 1.00 |
| IC348 | $4.2_{-3.4}^{+1.0}$ | $2.0_{-1.6}^{+2.6}$ | 2.0 | 62 | 0.67 |
| $\rho$ Ophiuchi | $1.0_{-0.4}^{+0.6}$ | $0.8_{-0.2}^{+0.3}$ | 2.1 | 0 | 0.39 |
|  |  |  |  |  |  |

INDICATE is detecting signals of mass segregation, i.e. the 10 most massive stars are more affiliated with other high mass stars than the typical high mass star.

A KS test returns a p-value $=0.15$ implying no significant difference between the 10 most massive stars and the 50 most massive stars' clustering tendencies.

### 3.5.3 NGC 1333

A median index of 2.9 is found for all the stars in the subset and a median of 2.5 is found for the 10 most massive stars.

INDICATE finds that $66 \%$ of stars have indexes above the significant index of 2.1. The median index for the 10 most massive stars is above the significant index but below the median index for the entire subset meaning that the 10 most massive stars are less clustered with respect to other massive stars than is typical for the region.

A KS test returns a $p$-value $=1.00$ implying no significant difference in the clustering tendencies of the 10 most massive stars and the 50 most massive stars.

### 3.5.4 IC 348

A median index of 4.2 is found for all stars in the subset and a median index of 2.0 is found for the 10 most massive stars.

INDICATE finds that $62 \%$ of stars have an index above the significant index of 2.0. The median index for the 10 most massive stars is the same as the significant index but below the median index for the subset; this may be INDICATE detecting a borderline signal of mass segregation.

A KS test returns a p-value $=0.67$ implying no significant difference in the clustering tendencies of the 10 most massive stars and the entire subset.

### 3.5.5 $\rho$ Ophiuchi

A median index of 1.0 is found for all the stars in the subset and a median index of 0.8 is found for the 10 most massive stars.

INDICATE finds that no stars have an index above the significant index of 2.1. As the median index of the 10 most massive stars is below the significant index no mass segregation is detected.

A KS test returns a p-value $=0.39$ implying no significant difference in the clustering tendencies of the 10 most massive stars compared to the overall region.

### 3.6 Poisson Control Field

The effect of changing the control field is shown in Figure 3.14. Instead of using an evenly spaced control grid with a uniform field to find the significant index I instead used a Poisson control field, then found the significant index using a Poisson distribution.

The INDICATE results using a Poisson control field as shown in Figure 3.14 are similar to when an evenly spaced control field is used with a uniform distribution to


Figure 3.14: INDICATE using a Poisson distribution as the control field for the synthetic regions used in the main work. From left to right (a) is the substructured region with fractal dimension $D_{\mathrm{f}}=1.6$, (b) is the centrally concentrated, smooth distribution with density exponent $\alpha=2.0$ and (c) shows the uniform distribution. The control field is extended beyond the data to remove edge effects when measuring to the $5^{\text {th }}$ nearest neighbour. The most massive stars are shown by the black crosses in all the panels and the small black points are the Poisson control field. The colour map has been scaled based on the index results of the smooth, centrally concentrated distribution.
determine the significant index. I calculated the significant index for each region using 20 different Poisson distributions of the same number density as the data.

The number of stars clustered above random in the fractal distribution increased to $86.8 \%$ from $82.2 \%$.

The number of stars clustered above random for the radial and uniform distributions is now $46.4 \%$ and $0.1 \%$, increasing from $44.4 \%$ and $0.0 \%$, respectively.

### 3.7 Significant Index Calculations

I calculated each of the synthetic regions' significant index using 100 repeats and found that the difference between single run calculations or using repeats is negligible, unless the overall sample size is small such as restricting the sample size to the 50 most massive stars when searching for classical mass segregation using INDICATE. In these cases it is strongly encouraged to use repeats to reduce statistical fluctuations.

For the substructured synthetic region (of fractal dimension $D_{\mathrm{f}}=1.6$ ) with 100
repeats a significant index of 2.3 is found, which is the same as for one run. The percentage of stars clustered above random also stays the same at $82.2 \%$. The median INDICATE index for all the stars in the region is also the same at 4.4. For the median index of the 10 most massive stars it has increased from 4.5 to 4.6 with a p-value $=0.86$. This is basically the same as for one iteration. When swapping the most massive stars with the stars with the highest index I find the same results as for one iteration and the same results are also found when the most massive stars are swapped with the most central stars.

The smooth, centrally concentrated synthetic region (with density exponent $\alpha=2.0$ ) has a significant index of 2.3 when calculated using 100 repeats, which is the same as when using one iteration. The percentage of stars with indexes above the significant index has also stayed the same at $44.1 \%$, as have the median indexes for the entire region and the 10 most massive stars, with respective values of 1.8 and 2.0. The results of the KS test are also the same, returning a $p$-value $=0.55$. I find the same results as a single significance calculation when running repeats after swapping the 10 most massive stars with stars that have the greatest INDICATE index and also when the 10 most massive stars are swapped with the 10 most central stars.

The uniform synthetic region has a significant index of 2.3 with 100 repeats which is different for the significant index for one iteration which was 2.4. The percentage of stars above the significant index has gone up from $0 \%$ to $0.1 \%$. The median index for the region is 1.0 and for the 10 most massive stars is 0.8 , the same as for 1 iteration. A KS test also returns the same results as for one iteration with a p-value $=0.68$. Running 100 repeats to calculate the significant index after the 10 most massive stars are swapped with the stars which have the greatest INDICATE indexes gives the same result as for one iteration (just with a different significant index of 2.4), INDICATE also finds the same result when swapping the 10 most massive stars with the 10 most central stars.

### 3.8 Index Distributions

The distribution of the INDICATE index was also investigated. This is shown in Figure 3.15 and shows the index distributions for different fractal dimensions. The more substructured a region the larger their range of index values. Figure 3.16 shows the distribution of INDICATE indexes for the synthetic SFRs in this chapter. The substructured and radial distributions show a wider range of clustering tendencies when compared to the uniform region.


Figure 3.15: Histograms showing the INDICATE index distribution for 3 different realisations of different fractal distributions. (a) shows 3 different $D_{\mathrm{f}}=1.6$ distributions, (b) 3 different $D_{\mathrm{f}}=2.0$ distributions, (c) 3 different $D_{\mathrm{f}}=2.6$ distributions and (d) shows 3 different $D_{\mathrm{f}}=3.0$ distributions. The range of index values increases with more substructure as stars are more likely to have a higher INDICATE index in highly substructured regions.


Figure 3.16: Histograms showing the distribution of the INDICATE indexes for each of the synthetic SFRs shown in this chapter. The vertical dashed line represents the significant index for each region.

### 3.9 Conclusions

I have investigated the performance of the INDICATE method to detect the spatial clustering tendencies in young SFRs. I have also assessed its ability to quantify mass segregation, and have applied it to pre-main sequence stars in nearby SFRs.

I have shown in Figure 3.1 that whilst INDICATE can be used to quantify the clustering tendencies for individual stars in a region it cannot be used to provide any further information on the overall structure of a SFR due to the degeneracy of the INDICATE index across different morphologies. I confirm that when INDICATE is applied to an entire region it can detect significant differences in the local stellar surface density between the 10 most massive stars and the entire population and will find results that are in agreement with $\Sigma_{\mathrm{LDR}}$.

When INDICATE is applied to the subset of the 50 most massive stars only it will detect when the 10 most massive stars are more clustered with respect to other massive stars and in most cases will agree with the $\Lambda_{\text {MSR }}$ method. However, INDICATE did not detect any significant clustering for the 10 most massive stars in a uniform field when the 10 most massive stars are swapped with the 10 most central stars. Using the chosen criteria for mass segregation INDICATE finds that the 10 most massive stars
are spatially distributed differently than the entire subset of the 50 most massive stars, which is confirmed using a KS test. For this region mass segregation was detected by $\Lambda_{\mathrm{MSR}}$.

When applied to nearby SFRs, INDICATE shows that there is a wide range of indexes within individual SFRs (e.g. Taurus in Figure 3.9) and between SFRs (e.g. $\rho$ Oph and the ONC, which have small ranges of indexes and larger ranges of indexes respectively). INDICATE finds the areas of clustering reliably in these regions.

I also quantify the clustering tendencies of the most massive stars in these regions compared to all the stars. In the ONC, I find significant differences in the clustering tendencies of the 10 most massive stars when compared to all the stars' finding that the 10 most massive stars are in areas of greater local stellar surface density than the average star in the region.

The other observed regions show no significant differences in the clustering tendencies of the 10 most massive stars compared to all stars in the region. This is due to the 10 most massive stars in these regions being spread out (see figures 3.9, 3.11, 3.12 and 3.13), resulting in a wider range of INDICATE indexes.

In summary INDICATE is a robust clustering metric that allows the significance of any clustering to be determined on a star-by-star basis, giving results that are consistent with other methods. When applied to just a subset of the 50 most massive stars INDICATE is able to detect mass segregation, with results in general agreement with $\Lambda_{\text {MSR }}$. Due to the robustness of INDICATE at quantifying the clustering of stars in synthetic sets, and its agreement with other methods, it can be reliably used to infer the physics of SFRs.

## 4

The Evolution of Phase Space
Densities in Star-Forming Regions

## Summary

The multi-dimensional phase space density (both position and velocity) of star-forming regions (SFRs) may encode information on the initial conditions of star and planet formation. Winter et al. (2020) developed a new metric based on the Mahalanobis distance has been used to claim that hot Jupiters are more likely to be found around exoplanet host-stars in high 6D phase space density, suggesting a more dynamic formation environment for these planets.

However, later work showed that this initial result may be due to a bias in the age of hot Jupiters and the kinematics of their host stars (discussed in Chapter 5) (Adibekyan et al., 2021; Mustill et al., 2022).

The origin of hot Jupiter host stars' having a high Mahalanobis density in 6D needs to be determined. If the origin of the overdensity can be linked to the initial conditions of star formation then it could offer an exciting new way of investigating the star formation process. Firstly, the physical interpretation of the Mahalanobis density needs investigating as due to how it renormalises and rescales the data (which removes units) any physical interpretation of the Mahalanobis metrics is inherently difficult (De Maesschalck et al., 2000; Mustill et al., 2022).

In this chapter I test the ability of the Mahalanobis distance and density to differentiate more generally between SFRs with different morphologies by applying it to static regions that are either substructured or smooth, and centrally concentrated. I find that the Mahalanobis distance is unable to differentiate between different morphologies.

I analyse the Mahalanobis density evolution of $N$-body simulations and show that the initial conditions of the $N$-body simulations cannot be constrained using only the Mahalanobis distance or density. Furthermore, I find that the more dimensions in the phase space the less effective the Mahalanobis density is at distinguishing between different initial conditions. I show that a combination of the mean three-dimensional ( $\mathrm{x}, \mathrm{y}$,
z) Mahalanobis density and the $Q$-parameter for a region can constrain its initial virial state. However, this is due to the discriminatory power of the $Q$-parameter and not from any extra information imprinted in the Mahalanobis density.

### 4.1 Introduction

Recently, in an attempt to quantify the phase space densities of exoplanet host stars Winter et al. (2020) developed the Mahalanobis density, a new application of the Mahalanobis distance (Mahalanobis, 1936).

The Mahalanobis distance has been used in astronomy for classifying objects, for example in Siegal \& Griffiths (1974) it is used to analyse and classify different types of asteroid impact craters and in Jakimiec et al. (1991) it was used to classify sunspots into groups.

Due to the differing dimensions, and units of very different scale (i.e. length in pc and velocity in $\mathrm{km} \mathrm{s}^{-1}$ ) making multivariate comparisons can be difficult. However, the Mahalanobis distance makes multivariate comparisons possible over wide ranges of dynamical scales by rescaling the axes and removing the units. Winter et al. (2020) used this method to develop the Mahalanobis density and use it to propose the hypothesis that host stars in high phase space densities are more likely to have hot Jupiter planets (planet with mass $>50 M_{\oplus}$ and $a<0.2 \mathrm{AU}$ ) around them compared to the lower phase space densities. However, Mustill et al. (2022) shows that this result may be due to a bias from the peculiar velocities of the stars. When the peculiar velocities of the stars are accounted for, there is no longer an excess of hot Jupiters in high 6D (x, y, z, Vx, Vy, Vz) phase space densities.

Irrespective of the ongoing debate surrounding the application of the Mahalanobis distance to exoplanet host stars, in this chapter I aim to test this metric more generally by applying it to synthetic static regions and assess its performance in quantifying phase

Table 4.1: This table shows the different initial conditions of the simulations. For each of these initial conditions 10 simulations are run for 10 Myr . From left to right the columns are the initial fractal dimension of the region, the number of stars, the initial virial ratio and the initial radius of the simulations in pc.

| Fractal Dimension | $N_{\star}$ | Virial Ratio | Radius (pc) |
| :--- | :---: | :---: | :---: |
| $D_{\mathrm{f}}=1.6$ | 1000 | $0.1,0.9$ | 1,5 |
| $D_{\mathrm{f}}=3.0$ | 1000 | $0.1,0.9$ | 1,5 |

space structures of $N$-body simulations of SFRs.

### 4.1.1 Simulation Setup

The simulations are setup as described in §2.1. For the subvirial simulations I scale the velocities of stars, so the simulation has a virial ratio of $\alpha_{\text {vir }}=0.1$. Supervirial simulations have stellar velocities scaled such that the virial ratio is $\alpha_{\text {vir }}=0.9$, with a virial ratio of $\alpha_{\text {vir }}=0.5$ corresponds to virial equilibrium. The initial conditions for the simulations are summarised in Table 4.1.

Masses are assigned using the Maschberger IMF (see §2.1.4) with a lower mass limit of $0.1 M_{\odot}$, upper mass limit of $50.0 M_{\odot}$ and a mean mass of $0.2 M_{\odot}$ (Maschberger, 2013).

### 4.2 Results

In this section I show the results of the Mahalanobis distance applied to both static and $N$-body simulations of SFRs with various initial conditions. I present the 3 D and 6 D Mahalanobis densities calculated in the $N$-body simulations and compare the evolution of the Mahalanobis density over time to the other methods for quantifying spatial and kinematic distributions in SFRs.

### 4.2.1 Static Regions

First the Mahalanobis distances between stars and the average point in a region is calculated, $\vec{\mu}$, I then calculate the average Mahalanobis distance for each respective region $\left(\bar{M}_{\mathrm{d}}\right)$ in the sets of synthetic and static star clusters, with each set having a different structural parameter. Each region in the set consists of 1000 stars. I calculate $\bar{M}_{\mathrm{d}}$ for substructured regions with fractal dimensions $D_{\mathrm{f}}=1.6,2.0,2.6,3.0$ and clusters with radial density profile indexes, $\alpha=0.0,1.0,2.0,2.5$. I also show the results of a set of 100 Plummer spheres which have a radial density profile described by Equation 2.2 which have an equivalent radial density index of 2.5 .

Figure 4.1 shows the mean of the means for the $M_{\mathrm{d}}$ (the Mahalanobis distance of each star to its region's averages in the 3D phase space) for the 100 clusters in each set of initial conditions. I first calculate the mean Mahalanobis distance in each of the 100 regions in the set and then calculate the mean of those means. The error bars show the standard deviation of the mean of the mean Mahalanobis distances found in each of the regions in a particular set. Figure 4.1 clearly shows that $\bar{M}_{\mathrm{d}}$ is degenerate across a wide range of morphologies, and therefore, $\bar{M}_{\mathrm{d}}$ calculated in the 3D phase space is unable to differentiate between the different morphologies. There is much more spread in the values for the Plummer sphere models compared to the radial and fractal models, with the fractals having the smallest spread of $\bar{M}_{\mathrm{d}}$ and the radial regions sitting between the two. This is due to Plummer spheres being formally infinite in extent, so the calculation occasionally has to normalise over very distant stars.

### 4.2.2 $\quad N$-body Results

Figure 4.2 shows the mean of the mean Mahalanobis distances (calculated in both 3D and 6D) found for 10 different $N$-body simulations with initial fractal dimension $D_{\mathrm{f}}=1.6$ and 1 pc radii. The left-hand panel shows the results for subvirial (collapsing) regions,


Figure 4.1: Mean of the mean Mahalanobis distances calculated in the 3D phase space for sets of 100 different SFRs plotted against the structural parameter used to make the sets. The red triangles are the smooth, centrally concentrated radial regions, the purple star (on top of the red triangle with the structural parameter equal to 2.5 ) is the Plummer sphere and the black crosses are the fractal regions. The error bars show a single standard deviation.
and the right-hand panel shows the results for the supervirial (expanding) regions. In both the sub- and supervirial cases there is a decrease in the Mahalanobis distance over time when calculated in both the 3D and 6D phase spaces. For the initially subvirial simulations the 3D Mahalanobis distance swiftly decreases at the start and then continues to decrease for the rest of the simulation but at a slower rate. For the supervirial regions there is a less pronounced decrease in $\bar{M}_{\mathrm{d}}$ compared to the initially subvirial regions. The $\bar{M}_{\mathrm{d}}$ calculated in the 6D phase space shows more modest decrease over time for both initially sub- and supervirial simulations.

Figure 4.3 shows the mean Mahalanobis density $\left(\bar{\rho}_{\mathrm{m}, 20}\right)$ calculated in both the 3D and 6 D phase spaces for two sets of 10 (one subvirial and the other supervirial) simulations with an initial fractal dimension of $D_{\mathrm{f}}=1.6$ and initial radii of 1 pc . The highest Mahalanobis densities are found in the 3D phase space ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) for the supervirial simulations; however these large final values are only present for a few of the simulations. In the 3D phase space the Mahalanobis density increases in the first 2-4 Myr, after which the density stays the same for the rest of the run time. This is most likely due to the early dynamical interactions of stars; as they move closer to each other the stars' Mahalanobis densities will increase. In $\S 4.2 .4$ I show the relationship between the Mahalanobis distance and density for the high density simulations with and without substructure. I show this for both the 3D and 6D phase spaces.

Initially, in the subvirial simulations, the 6D Mahalanobis density decreases for the first 1 Myr and then stays the same until around 5 Myr where it then starts to increase again. For the supervirial simulations this initial decrease in the 6 D phase space happens more rapidly than in the subvirial simulations. It also does not reach the low densities that the subvirial regions attain. In the supervirial regions, the stars will expand together in co-moving groups; therefore they will have similar positions but can still have velocities that exhibit kinematic substructure. In contrast, in the subvirial simulations the stars interact more and erase this substructure. The difference in the velocities explains why


Figure 4.2: Plots of the mean Mahalanobis distance calculated in both the 3D and 6D phase spaces against time for regions with both high initial volume densities and high degrees of substructure (i.e. fractal dimension $D_{\mathrm{f}}=1.6$ with radii of 1 pc ) consisting of 1000 stars. The shaded areas show the range of mean Mahalanobis distances found across all 10 of the simulations at the current time. The solid lines show the mean of the mean Mahalanobis distances across all 10 simulations. The blue area and solid blue line shows the 3D phase space and the black dashed line and the grey area show the same but for the 6 D phase space.
the 6D Mahalanobis density is much lower than the 3D density. Some of the supervirial regions attain higher 6D Mahalanobis densities compared to the subvirial regions at the end of the 10 Myr .

The Mahalanobis density and distance is also calculated for low density simulations for simulations with $D_{\mathrm{f}}=1.6$ and $D_{\mathrm{f}}=3.0$, where the initial radii regions are 5 pc (with a mean number density of around 3 stars $\mathrm{pc}^{-3}$ and a mean stellar mass density of around $\left.1.6 M_{\odot} \mathrm{pc}^{-3}\right)$. The evolution of $\bar{M}_{\mathrm{d}}$ is almost identical to the its evolution in the high density simulations, both in 3D and 6D phase spaces.

I show the evolution of the 3D and 6D Mahalanobis densities for these more diffuse simulations in Figure 4.4, which shows $\bar{\rho}_{\mathrm{m}, 20}$ plotted against time for the same substructured regions with fractal dimension $D_{\mathrm{f}}=1.6$ with initial radii of 5 pc . For the 3D phase space the same trends as in Figure 4.3 are seen but there is a slight difference for the 6D phase space. Now $\bar{\rho}_{\mathrm{m}, 20}$ decreases in the subvirial simulations as the regions evolve, and


Figure 4.3: The mean Mahalanobis density against time for each of the 10 subvirial (left-hand panel) and supervirial simulations (right-hand panel) with fractal dimension $D=1.6$ and radii of 1 pc . The simulations consist of 1000 stars. The blue shaded area shows the minimum and maximum mean Mahalanobis density (in the 3D phase space) found across all 10 of the simulations at the current time. The solid blue line shows the mean of the means for the Mahalanobis density in the 3D phase space. The grey shaded area and the dashed black line shows the same but for the Mahalanobis density calculated in the 6 D phase space. The mean number densities of the 10 simulations is around 314 stars $\mathrm{pc}^{-3}$ with a mean stellar mass density of around $201 M_{\odot} \mathrm{pc}^{-3}$.
the supervirial simulations show a steady Mahalanobis density after 1 Myr.
I show the evolution of the Mahalanobis distance (measured between the points and the mean values of the phase in each snapshot), and Mahalanobis density in the simulations that have no primordial substructure (i.e. they are uniform spheres at $t=0$ Myr).

Figure 4.5 shows the Mahalanobis distance over time for regions with a fractal dimension $D_{\mathrm{f}}=3.0$ with radii of 1 pc . For the 3D phase space there is a decrease over time for the sub- and supervirial simulations.

Comparing these results to Fig. 4.2 it is seen that the $D_{\mathrm{f}}=3.0$ regions' Mahalanobis distances decrease at a slower rate compared to regions with initially more substructure. This behaviour also results in a slightly greater 3D Mahalanobis distance being measured for regions with fractal dimension $D_{\mathrm{f}}=3.0$ at 10 Myr . However, this is not seen in the 6D phase space Mahalanobis distances which show little change over the 10 Myr in the simulations. Also, very little difference is seen when comparing the 6D Mahalanobis distances between the sub- and supervirial simulations.

Figure 4.6 shows the 3D and $6 \mathrm{D} \bar{\rho}_{\mathrm{m}, 20}$ against time for the simulations with no primordial substructure (with an initial fractal dimension $D_{\mathrm{f}}=3.0$ and radii 1 pc ). The left-hand panel shows $\bar{\rho}_{\mathrm{m}, 20}$ against time for the subvirial simulations. It shows the same increase in Mahalanobis density as the $D_{\mathrm{f}}=1.6$ simulations but is lacking the initial decrease seen in the $6 \mathrm{D} \bar{\rho}_{\mathrm{m}, 20}$ for the $D_{\mathrm{f}}=1.6$ simulations. At around 0.5 Myr a decrease in the 3D Mahalanobis density is seen, then a second period of increasing Mahalanobis density is seen around 0.9 Myr before attaining a steady Mahalanobis density for the rest of the simulations' run time. This initial increase is due to the region collapsing and stars moving closer to each other which raises the 3D Mahalanobis density. What stops it increasing further is likely the dynamical interactions causing stars to move further away from each other. Once this initial dynamical stage settles down the density can increase again due to stars being close to each other near the centre of the region.


Figure 4.4: Plots showing the mean Mahalanobis density against time for each of the 10 subvirial (left-hand panels) and supervirial (right-hand panels) simulations with fractal dimension $D_{\mathrm{f}}=1.6$ and radii of 5 pc . These simulations have a low initial stellar number density with a mean around 3 stars $\mathrm{pc}^{-3}$ and a mean stellar mass density of around $1.6 M_{\odot} \mathrm{pc}^{-3}$. The shaded blue area shows the minimum and maximum mean Mahalanobis density found across all 10 simulations in the 3D phase space. The solid blue line shows the mean of the means Mahalanobis density against time. The shaded grey area and the dashed black line show the same but for the 6 D phase space.

The right-hand panel of Figure 4.6 shows the 3D and 6D Mahalanobis density calculated for regions that are initially supervirial. The "bump"-like feature is much smaller for the 3D phase space calculations than in the initially subvirial simulations. The decrease in the bump compared to the subvirial simulations is due to the fact that the stars are constantly and continuously moving away from each other, meaning that the slight increase that is still present is due to small groupings of stars clumping together. Similar behaviour is seen for the 6D phase space in both the subvirial and supervirial simulations.

The 3D and 6D Mahalanobis densities for simulations with $D_{\mathrm{f}}=3.0$ and initial radii of 5 pc are shown in Figure 4.7. These low density simulations have mean number density of around $1 \mathrm{star}_{\mathrm{pc}}{ }^{-3}$, or mean stellar mass density of around $0.7 M_{\odot} \mathrm{pc}^{-3}$. I find similar results to the more dense subvirial simulations, where the 3D Mahalanobis density clearly traces the bump of the collapse, which then decreases as stars move apart.


Figure 4.5: Plots of the mean Mahalanobis distance from each star to the average in simulations without primordial substructure, i.e. a fractal dimension of $D_{\mathrm{f}}=3.0$, over time. The shaded blue area and solid blue line show the minimum and maximum mean Mahalanobis distance found across the 10 simulations and the solid blue line shows the mean of the means across all 10 simulations, respectively. The Mahalanobis distance is calculated in the 3D phase space for the blue area and line and calculated in the 6D phase space, shown by the grey shaded area and the black dashed line.


Figure 4.6: The mean Mahalanobis density against time for each of the 10 subvirial (left-hand panel) and supervirial (right-hand panel) simulations without primordial substructure (fractal dimension $D_{\mathrm{f}}=3.0$ ) and radii of 1 pc . The shaded blue area and solid blue line show the range of mean Mahalanobis densities calculated in the 3D phase space and the mean of the means found across all 10 simulations, respectively. The grey shaded area and the dashed black line show the same but for the 6D phase space.


Figure 4.7: The mean Mahalanobis density against time for each of the 10 subvirial (left-hand panel) and supervirial (right-hand panel) simulations without primordial substructure (fractal dimension $D_{\mathrm{f}}=3.0$ ) with radii of 5 pc . The shaded blue area and solid blue line show the range of mean Mahalanobis densities calculated in the 3D phase space and the mean of the means found across all 10 simulations, respectively. The grey shaded area and the dashed black line show the same but for the 6 D phase space.

The time the bump occurs is delayed by several Myr compared to the higher density regions, due to the longer dynamical time scales.

### 4.2.3 Comparison to other methods of quantifying structure

I now plot the 3D and 6D Mahalanobis densities against other measures of quantifying structure in star-forming regions. Figure 4.8 shows $\bar{\rho}_{\mathrm{m}, 20}$ plotted against the established methods of $\Lambda_{\mathrm{MSR}}, Q$ and $\Sigma_{\mathrm{LDR}}$ for the simulations with initial fractal dimension $D_{\mathrm{f}}=1.6$ and radius 1 pc . For the initially subvirial simulations the $\bar{\rho}_{\mathrm{m}, 20}$ values stay below 12 for the first 5 Myr whereas the supervirial simulations can achieve much higher values. This is due to the stars in supervirial regions forming small groupings as the region expands which causes an increase in the Mahalanobis density. In contrast, for the subvirial regions more stars are interacting with each other, which erases spatial and kinematic substructure and also ejects stars (Schoettler et al., 2020). As I am measuring the mean Mahalanobis density it is sensitive to a small number of stars being ejected which
manifests as a decrease in the mean Mahalanobis density for the subvirial simulations.
I first show the Mahalanobis density versus the amount of mass segregation as defined by $\Lambda_{\text {MSR }}$ in Figure 4.8(a) and (b) (Allison et al., 2009). For the subvirial simulations mass segregation is detected for 6 of the 10 simulations at 1 Myr and only one simulation has mass segregation present at 5 Myr , with $\Lambda_{\mathrm{MSR}}>2$. The reason for the dissipation in the amount of mass segregation is due to the ejection of massive stars from unstable Trapezium-like systems (Allison et al., 2010; Allison \& Goodwin, 2011; Parker \& Goodwin, 2015). In the supervirial simulations (see panel (b)) one region becomes mass segregated at 1 Myr and another at 5 Myr . If the cluster splits in two, with the most massive stars located in one of the halves then $\Lambda_{\text {MSR }}$ can increase to the value shown in Figure 4.8(b) of around 5.5. As discussed in Parker et al. (2014), this is because the massive stars generally do not interact with each other as they do in the subvirial simulations where there is more mixing resulting in any structure in the phase spaces being erased.

The supervirial simulations display a wider spread in the Mahalanobis densities meaning that the plot of $\bar{\rho}_{\mathrm{m}, 20}$ versus $\Lambda_{\mathrm{MSR}}$ can be used to distinguish between different initial virial states after at least 5 Myr of dynamical evolution.

The clearest distinction between different times in the simulations comes when $\bar{\rho}_{\mathrm{m}, 20}$ is combined with the $Q$-parameter. Figure 4.8 (c) and (d) show this clearly for both the subvirial simulations and the supervirial simulations. The plots also show that, as expected, the supervirial simulations maintain substructure for longer, with some regions maintaining traces of substructure for 5 Myr as measured using $Q$ (i.e. $Q<0.8$ ).

Panels (e) and (f) of Figure 4.8 show $\bar{\rho}_{\mathrm{m}, 20}$ plotted against the relative local surface density ratio, $\Sigma_{\mathrm{LDR}}$. It finds an increase in the local surface density for the 10 most massive stars compared to all stars in the region for both sub- and supervirial simulations.

Interestingly the simulations with the highest local surface density around the 10 most massive stars do not necessarily have the highest Mahalanobis densities. This is
likely due to the local surface density being calculated on the plane of the sky whereas the Mahalanobis density is being calculated for the full 3D phase space.

The supervirial regions display high Mahalanobis densities at later times, it is this difference that can be used, and the different evolution of the $Q$-parameter and $\Lambda_{\text {MSR }}$ to distinguish between initial conditions after several Myr of dynamical evolution.

Using the 6D Mahalanobis density does not improve the diagnostic ability of the metric. I find that the range of $\bar{\rho}_{\mathrm{m}, 20}$ decreases when calculated in 6D. Meaning that the $\bar{\rho}_{\mathrm{m}, 20}$ values overlap making differentiating between different snapshots and virial states impractical.

I now show the same plots but for simulations with little to no primordial spatial or kinematic substructure. Figure 4.9 shows the mean 3D and 6D Mahalanobis densities plotted against the established methods for simulations that have an initial fractal dimension $D_{\mathrm{f}}=3.0$ and radius 1 pc . The Mahalanobis densities for these simulations increase over time, with supervirial simulations having higher Mahalanobis densities compared to the subvirial simulations after 10 Myr of evolution.

Panels (a) and (b) show $\bar{\rho}_{\mathrm{m}, 20}$ plotted against $\Lambda_{\mathrm{MSR}}$ for the 10 simulations. For the subvirial simulations mass segregation detected in three of the 10 simulations, for the supervirial simulations mass segregation is detected in two of the 10 simulations (recall that the threshold for declaring mass segregation is $\Lambda_{\mathrm{MSR}}>2$ ).

As for the highly substructured simulations ( $D_{\mathrm{f}}=1.6$ ), the plot of the mean Mahalanobis density when combined with the $Q$-parameter gives the clearest distinction between the different snapshots. Panels (e) and (f) show $\bar{\rho}_{\mathrm{m}, 20}$ against $\Sigma_{\mathrm{LDR}}$. It can see that the 10 most massive stars can end up in a wide range of local surface density ratios The subvirial simulations have a wider range of values, with $\Sigma_{\mathrm{LDR}}$ between 0.1 and 10, whereas the supervirial simulations all finish with $\Sigma_{\mathrm{LDR}}>1$.

The grey markers in Figure 4.9 show the 6D Mahalanobis densities against the established methods. I find once again that the spread in the Mahalanobis densities has


Figure 4.8: The mean Mahalanobis density calculated for 3D and 6D phase spaces plotted against other methods of quantifying structure for 10 subvirial and supervirial simulations which are initially substructured with fractal dimension $D_{\mathrm{f}}=1.6$ and 1 pc radii. The left-hand panels show the results for the subvirial regions and the righthand panels show the results for the supervirial regions. The initial values at 0 Myr are represented by the black circles, the blue crosses show 1 Myr and the red triangles show 5 Myr. The grey open circles show the comparison of the 6D Mahalanobis density at 0 Myr , the open grey crosses show it for 1 Myr and the open grey triangles for 5 Myr . From top to bottom the rows show the different methods which $\bar{\rho}_{\mathrm{m}, 20}$ is plotted against, with the top row showing $\Lambda_{\mathrm{MSR}}$, second row showing $Q$ and the bottom row showing $\Sigma_{\text {LDR }}$.


Figure 4.9: The mean Mahalanobis density calculated for the 3D and 6D phase spaces plotted against other methods of quantifying substructure for 10 subvirial and supervirial simulations which have little to no initial substructure with fractal dimension $D_{\mathrm{f}}=3.0$ and 1 pc radii. The left-hand panels show the subvirial results and the right-hand panels show the supervirial regions. The initial values at 0 Myr are represented by the black circles, the blue pluses show 1 Myr and the red triangles show 5 Myr . The mean 6D Mahalanobis densities at $0 \mathrm{Myr}, 1 \mathrm{Myr}$ and 5 Myr are shown by the grey open circles, grey open crosses and grey open triangles, respectively. From top to bottom the rows show the different methods which $\bar{\rho}_{\mathrm{m}, 20}$ is plotted against, with the top row showing $\Lambda_{\mathrm{MSR}}$, second row showing $Q$ and the bottom row showing $\Sigma_{\mathrm{LDR}}$.


Figure 4.10: The mean Mahalanobis density ( $\bar{\rho}_{\mathrm{m}, 20}$ ) plotted against the mean Mahalanobis distance $\left(\bar{M}_{\mathrm{d}}\right)$ for highly substructured regions with fractal dimensions $D_{\mathrm{f}}=1.6$ and initial radii of 1 pc . Each region contains 1000 stars. The black circles the values at 0 Myr , the blue plus signs are the values at 1 Myr and the red triangles are the values at 5 Myr. The grey open circles, crosses and triangles show the same information but for the Mahalanobis distance and density calculated in the 6D phase space.
decreased, making differentiating between different times or virial states impractical.

### 4.2.4 Mahalanobis Distance versus Mahalanobis Density

Figure 4.10 shows the relation between the Mahalanobis distance and density across the two different phase spaces investigated and the two different initial virial states.

In the positional phase space (3D, the coloured markers) there is significant overlap in both the Mahalanobis distance and density, making differentiating between different snapshots impractical. For the supervirial regions there is less overlap in the Mahalanobis density between the snapshots. However, there is significant overlap between the suband supervirial simulations, meaning that neither the Mahalanobis distance nor density can reliably distinguish between different virial states.

Both Figure 4.10 and Figure 4.11 shows the position-velocity phase space (6D) with the grey open markers.

Figure 4.11 shows the mean Mahalanobis distance plotted against the mean Ma-


Figure 4.11: The mean Mahalanobis density ( $\bar{\rho}_{\mathrm{m}, 20}$ ) plotted against the mean Mahalanobis distance $\left(\bar{M}_{\mathrm{d}}\right)$ for substructured regions with fractal dimensions $D_{\mathrm{f}}=3.0$ and scales 1 pc for different snapshots. Each region contains 1000 stars. The black circles the values at 0 Myr , the blue crosses are the values at 1 Myr and the red triangles the values at 5 Myr . The grey open circles, crosses and triangles show the same information but for the Mahalanobis distance and density calculated in the 6D phase space.
halanobis density for high density (radii of 1 pc ) region with little or no substructure ( $D_{\mathrm{f}}=3.0$ ).

### 4.3 Discussion

The work to test the Mahalanobis density in this chapter has been motivated due to its recent applications in quantifying the phase space of exoplanet host stars. In Winter et al. (2020) they propose that hot Jupiters are more likely to be found around host stars that are in high 6 D phase space density, as measured using the Mahalanobis density. However, this was questioned by Mustill et al. (2022) who show the peculiar velocities introduce a bias, that once accounted for, results in no significant excess of hot Jupiters around host stars in high 6D phase space density. The aim of this chapter is not to make a scientific assessment of the Mahalanobis density in its use in planet formation specifically, but simply to see how it evolves when looking at simple $N$-body simulations
of SFRs to see what information, if any, it may be able to provide about the initial conditions (i.e. virial state, density and initial morphology).

Due to the simplicity of the simulations there are a number of important caveats that must be taken into account. First, there is no galactic potential or tidal force acting on our simulated SFRs. The presence of an external Galactic tidal field would likely increase the dissolution of the SFRs by causing outlying stars to become unbound, which would in turn increase the potency of the Galactic tidal field at later ages.

Two more important caveats are that there is no gas simulated, and therefore there is no gas potential and also that the systems are fully isolated. The most important caveat that disallows direct comparison to the works of Winter et al. (2020) and Mustill et al. (2022) is that there are no planets in the simulations and so how representative these simulations are of real SFRs with exoplanet host stars is uncertain. I investigate if there is a measurable link between a star's initial formation environment and any exoplanets they may have in Chapter 5.

In $\S 4.2 .3$ I show that the 6D Mahalanobis density in isolation cannot be used to reliably infer the initial conditions of SFRs due to overlap in the sub- and supervirial values. However, when the Mahalanobis density in the 3D phase space is combined with either $\Lambda_{\mathrm{MSR}}, \Sigma_{\mathrm{LDR}}$ or $Q$ then the initial virial conditions can be inferred. This is most clear to see in Figure 4.9.

The regions that are initially supervirial attain higher final phase space densities than subvirial regions. This is somewhat counter intuitive, but is due to the fact that as the region expands small groupings of stars can form which will have similar positions and therefore higher phase space densities. In the subvirial cases lower 3D phase space densities are found due to stars being ejected and ending up in relative isolation compared to the rest of the region. Because the mean Mahalanobis density is being used the results are sensitive to only a few stars being ejected.

The initial conditions of the simulations cannot be determined using the 6D Maha-
lanobis density. One would assume that the more data there is (and therefore dimensions in the phase space), the more clearly the distinction between sub- and supervirial simulations. However, somewhat counter intuitively, adding more dimensions to the phase space effectively dilutes out any information that would allow the initial conditions to be determined in the SFRs. For example, in the $D_{\mathrm{f}}=1.6$ supervirial simulations, as the stars dynamically evolve they may get further apart spatially, but kinematically they may be quite similar. If two stars that are very far apart end up moving in the same general direction the velocity and positional phases spaces will effectively cancel each other out and therefore remove any information about the initial conditions of the region (i.e. different positions but similar velocities).

I find that the 6D Mahalanobis density for all simulations is similar at 10 Myr for both sub- and supervirial regions independent of the fractal dimension and the initial radii of the region. I therefore suggest that the Mahalanobis distance, and its associated density, are not suitable for quantifying the initial conditions of star formation, nor any subsequent dynamical evolution.

### 4.4 Conclusion

I have presented $N$-body simulations with different initial fractal dimensions, virial states and initial radii and quantify their resepective 3 D and 6 D phase space density using the Mahalanobis density. I compare the performance of the Mahalanobis density to more established methods for quantifying structure in SFRs, namely $\Lambda_{\mathrm{MSR}}, \Sigma_{\mathrm{LDR}}$ and $Q$. I also applied the Mahalanobis distance in 3D phase space to sets of static synthetic regions of different morphologies to test its ability to discriminate between different morphologies. The conclusions of the chapter are as follows:

1. The Mahalanobis distance in the 3D phase space is degenerate across a wide range of morphologies commonly observed in SFRs, associations and clusters, and so it
cannot be used to differentiate between different morphologies.
2. The 3D Mahalanobis densities, $\rho_{\mathrm{m}, 20}$ can be used to distinguish between the high and low stellar density regions with large amounts of substructure ( $D_{\mathrm{f}}=1.6$ ). The low stellar density regions show similar behaviour but delayed by around 0.6 Myr compared to the high volume density regions due to the dynamical timescales being longer. This effect is even more pronounced in the simulations with little to no initial substructure ( $D_{\mathrm{f}}=3.0$ ) where the bump occurs several Myr later than in the higher stellar density simulations corresponding to the subvirial collapse.
3. I show that the Mahalanobis density calculated in the 3D phase space can be used with the $Q$-parameter, $\Lambda_{\mathrm{MSR}}$ or $\Sigma_{\mathrm{LDR}}$ to infer information about a region's initial virial state.
4. When using the 6D Mahalanobis densities there are no significant differences between any of the simulations. Adding more parameters (adding more dimensions) to the phase space suppresses any changes in the Mahalanobis density over time.

It is therefore advised that using the Mahalanobis distance as a method to quantify the morphology of star-forming regions should be avoided due to its degeneracy across both substructured regions and smooth, centrally concentrated regions.

When applied to spatial and kinematic phase space (6D), all of its discriminatory power is washed out (similar to the issues encountered when applying the $Q$-parameter to kinematic data, Cartwright (2009)), and so I advocate using combinations of spatial and kinematic metrics instead.

In summary, I have found that the Mahalanobis density in 6D is similar for simulations with and without substructure. It is important to mention that the way the Mahalanobis density is applied in this Chapter is different to the way it is calculated in Winter et al. (2020), meaning that direct comparisons between these works should not
be made, instead what should be taken from this work is the challenge of physically interpreting the 6D Mahalanobis density, and the somewhat counterintuitive finding that the 6 D Mahalanobis density is less reliable at discerning between the different initial conditions of the simulations.

5

Phase Space Densities of Exoplanet Host Stars

### 5.1 Summary

In Chapter 4 I showed that the 6D Mahalanobis density, calculated with respect to all other stars, cannot be used to reliably infer the initial conditions of simulated starforming regions (SFRs). In this chapter I discuss my investigations into the Mahalanobis density of exoplanet host stars. There are two main tests I perform in this chapter. One is investigating how the 6D Mahalanobis density evolves for different subsets of stars (hosts, non-hosts and former hosts). The other is testing if the number of hosts in high phase space density regimes correlates to the initial density of the regions.

I will also discuss other works that have also investigated the Mahalanobis density such as Mustill et al. (2022), Adibekyan et al. (2021) and Kruijssen et al. (2021).

The main aim of this chapter is to understand the origin of the high Mahalanobis density regimes, in which Winter et al. (2020) finds an overabundance of hot Jupiter host stars. In Winter et al. (2020) they calculate the relative Mahalanobis density, different to how I calculate it in Chapter 4. In this chapter I recreate how Winter et al. (2020) calculate the relative Mahalanobis density and calculate it for $N$-body simulations of 1000 stars with $\sim 500$ Jupiter mass planets in orbit either at 5 AU of 30 AU .

I find that the Mahalanobis density of former hosts does appear to evolve differently depending on the initial density of a region. In low mass density simulations the former hosts that initially had planets at 5 AU can have much lower Mahalanobis densities than in the high mass density simulations. The 5 AU former hosts in the high mass density simulations tend to finish with a minimum mean Mahalanobis density of $\sim 1.5$ and the 5 AU former hosts in the low mass density simulations finish with minimum mean Mahalanobis densities of $\sim 1$.

When splitting the host stars into different phase space density regimes I find that most host stars are most are found in high phase space density regimes. This is true regardless of the initial conditions of the simulations. Therefore, the high Mahalanobis
density regime does not correspond to the initial conditions of the simulations (i.e. density) but rather the kinematics of the host stars themselves.

I construct synthetic field distributions by randomly picking snapshots from simulations and superimposing them. This is done to mimic the field distribution, which contains SFRs of differing ages. This is to test if the results found for the simulations are also found in noisy crowded fields. I then compare the Mahalanobis densities of hosts in the synthetic fields to the work of Winter et al. (2020), as they propose that high and low density regimes correspond to the initial conditions, specifically the density, of SFRs which the host star formed in. I find an overabundance of host stars in high phase space density regimes in the synthetic field distributions, regardless of the initial mass density of the simulations I pick the snapshots from. There is no significant difference in the proportion of host stars in high phase space density regimes in the field distributions, regardless of the initial conditions of the simulation used to construct the fields.

I count how many perturbed hosts are found in high phase space density regimes and also find that out of three density regimes (low, ambiguous or high) most perturbed hosts are found in high phase space density regimes. The overall number of perturbed hosts is lower, which means the difference between the number of perturbed hosts in low, ambiguous and high phase space density regimes is smaller. The exception to this is in the low density simulations with planets initially at 30 AU , where the number of perturbed hosts is greater, and so the number of perturbed hosts in high phase space densities is also greater.

### 5.2 Introduction

Various simulations have shown that planet formation is affected by different phenomena within SFRs. The dominant effect on planet formation in SFRs is photoevaporation (see Chapter $1 \S 1.9 .2$ ) due to nearby massive stars. Photoevaporation is a significant factor
even at relatively low stellar mass densities of $10 \mathrm{~s} M_{\odot} \mathrm{pc}^{-3}$ and will decrease the amount of volatiles in the disk (effectively quenching gas giant formation) (Nicholson et al., 2019; Concha-Ramírez et al., 2019; Parker et al., 2021).

The other major effect on planet formation is that of direct gravitational interactions between stars (see Chapter $1 \S 1.9 .1$ ). The dynamical interactions of stars will lead to some planets becoming unbound from their parent star. The proportion of stars that lose a planet can be used to infer the initial densities of SFRs (Daffern-Powell et al., 2022). Investigating the effects dynamical interactions within SFRs have on planet formation, specifically how orbits are changed due to flybys, may reveal a new way to infer the initial conditions of SFRs based on the kinds of planets we observe around stars.

To investigate this, Winter et al. (2020) developed the Mahalanobis density (see Chapter $2 \S 2.3 .5$ ) (an $N$ dimensional density metric that rescales and removes the units from the data allowing different parameters to be compared) to see if the location of Galactic exoplanet host stars' in the position-velocity phase space density depends on the type of planets observed around them.

Winter et al. (2020) focuses on hot Jupiters as their formation mechanism is still debated. There are several theories to explain the origin of hot Jupiters; they can form far away from their host star then migrate inwards (disk migration) or they may form far away from their host stars and through interactions with a third body have their eccentricity increased a significant amount. Then, through tidal interactions at the closest point in the orbit to the star the planet will lose energy, reducing its apoapsis and circularising its orbit (Dawson \& Johnson, 2018). Winter et al. (2020) proposes that the location of hot Jupiter host stars primarily being in high phase space densities is due to the initial formation conditions of the stars, imprinted in both their spatial distributions and kinematics. This high phase space density is attributed to hot Jupiter host stars forming in dense regions, meaning they will share similar velocities (co-moving) even though they may be physically far apart. Winter et al. (2020) posits that it is due to
dynamical interactions in the dense regions between stars, which they hypothesise is the primary cause of hot Jupiters' having such small semi-major axes.

In Mustill et al. (2022) they recreate the work of Winter et al. (2020) and also find an overabundance of hot Jupiters in high phase space density regimes. However, this overabundance disappears when the ages of the host stars are taken into account. The reason for this is due to hot Jupiter host stars being relatively young and young stars will have low peculiar velocities - the velocity difference between the host star compared to an ideal circular orbit around the galactic centre at a distance of the Sun. Since the hot Jupiter host stars are generally young, they will have similar velocities and therefore they will have higher phase space densities.

Other works looking into the origin of this overabundance find other possible sources other than sharing the same birth cluster. In Kruijssen et al. (2021) they propose the overabundance is primarily caused by the large scale structure in the Milky Way, with some contribution from the initial conditions of the SFR.

The work of Adibekyan et al. (2021) uses data consisting of FGK dwarf stars that have short period exoplanets. In their investigation they find there is a difference in the phase space density and the period of the exoplanets. They find that host stars in the low phase space density regimes are significantly older than hosts in the high phase space density regimes. The reasons older stars appear in low phase space densities is likely due to the greater amount of dynamical interactions they have undergone in the Galaxy. This is supported by the findings of Mustill et al. (2022), where they find that generally hot Jupiter host stars are younger, meaning that they still have similar velocities to other stars from their natal group, which for the Mahalanobis density translates as hot Jupiter hosts being in high phase space density regimes.

Table 5.1: Initial conditions of the four sets of simulations. From left to right the columns the degree of substructure, the number of stars, the minimum and maximum number of planets in each set, the virial ratio, the initial semi-major axis of the planets and the stellar mass density (volume defined as a sphere with a radius equal to the distance from the centre of mass to the furthest star in a simulation) of the simulations.

| Fractal Dimension | $\mathrm{R}(\mathrm{pc})$ | Range $N_{\mathrm{p}}$ | $\alpha_{\text {vir }}$ | $a_{\mathrm{i}}(\mathrm{AU})$ | $\tilde{\rho}\left(M_{\odot} \mathrm{pc}^{-3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $D_{\mathrm{f}}=1.6$ | 1 | $462-530$ | 0.3 | 30 | $10^{4}$ |
| $D_{\mathrm{f}}=1.6$ | 5 | $465-530$ | 0.3 | 30 | $10^{2}$ |
| $D_{\mathrm{f}}=1.6$ | 1 | $480-530$ | 0.3 | 5 | $10^{4}$ |
| $D_{\mathrm{f}}=1.6$ | 5 | $464-519$ | 0.3 | 5 | $10^{2}$ |

### 5.3 Simulations

I use simulations from Daffern-Powell et al. (2022), which were originally used to investigate how the dynamical interactions between stars in SFRs affect planetary orbits, either by changing their orbits or unbinding them from their host star. The simulations were run using the Kira integrator (see Chapter $2 \S 2.2$ ). I am using four sets of simulations, each containing 20 different realisations of SFRs with the same statistical initial conditions. All sets are initially subvirial with a virial ratio of $\alpha_{\text {vir }}=0.3$ (different to the virial ratio used in the simulations in Chapter 4 where $\alpha_{\text {vir }}=0.1$ ), the simulations each have 1000 stars and a high initial degree of substructure, $D_{\mathrm{f}}=1.6$. The regions are simulated for 10 Myr .

For all simulations $\sim 500$ Jupiter mass planets are added in orbit around randomly chosen stars with masses $<3 M_{\odot}$. The sets either have planets with initial semi-major axes of 5 AU or 30 AU . Two of the sets have an initial median stellar mass density of $\sim 10^{4} M_{\odot} \mathrm{pc}^{-3}$, with the other two having a lower median stellar mass density of $\sim 10^{2}$ $M_{\odot} \mathrm{pc}^{-3}$. The initial conditions of the simulations are summarised in Table 5.1.

### 5.3.1 The Neighbourhood Mahalanobis density

In this section I will describe the neighbourhood Mahalanobis density method that was used in Winter et al. (2020), where they assume that stars in their Gaia data belong to
either a low, ambiguous or high phase space density regime. I follow Winter et al. (2020) and split the phase space into a low, ambiguous and high density regime by assuming the Mahalanobis density distributions can be described using two Gaussians (though, see Mustill et al. (2022) where they use the Bayesian information criteria to determine the number of Gaussians that best describe the Mahalanobis density distributions and find they are best described using more than two Gaussians, something I also find when applied to my synthetic SFRs).

To calculate which density regime a host star belongs to I calculate the Mahalanobis density using the following neighbourhood method, with a large neighbourhood cut-off of 80 pc and local neighbourhood cut-off of 40 pc . These distance cut-offs are measured from the host star. The use of these neighbourhood cut-offs has been done to allow direct comparison with the findings of the original work, but due to the way the synthetic fields are constructed (made up of SFRs with ages ; 10 Myr ) an 80 pc cut-off will cover the majority of stars within the synthetic field (Winter et al., 2020). This is also the case for the individual simulations. The reason for this cut-off in Winter et al. (2020) was to avoid picking up Galactic structure but in the simulations the regions are assumed to be in isolation with no galactic structure or galactic tidal field that will affect them. The method is as follows:
a) Find a host star.
b) Define a large neighbourhood (80 pc) and a local neighbourhood (40 pc).
c) Check that the chosen host star's local neighbourhood has 400-600 stars within it. If there are fewer than 400 stars skip this host star, if it is more than 600 randomly pick 600 stars in the local neighbourhood.
d) Calculate the Mahalanobis density of the host star with respect to all other stars in the local neighbourhood, not just the ones picked in the previous step.
e) Then for each of the chosen stars (the 400-600 picked in step c)) in the local neighbourhood of the host star, calculate their Mahalanobis density with respect to all stars in their own local neighbourhoods.
f) Once the Mahalanobis density has been calculated for the host star and the chosen stars within its local neighbourhood the phase space densities are then normalised to the median. This allows comparisons between the different regions around each of the host stars.
g) Go back to step a).

Once the Mahalanobis density has been calculated for all host stars and up to 600 other stars in their local neighbourhoods I then calculate the probability that a host star is found in a higher than average Mahalanobis density compared to the stars in its local neighbourhood. I follow Winter et al. (2020) and use a Gaussian mixture model with the number of Gaussians set to two. I show examples fitting the Gaussians in Figure 5.1 for 30 AU and 5 AU hosts in the top and bottom rows, respectively.

The criteria for a host star to be in the high phase space density regime is based on $P_{\text {high }}$, the probability it was picked from the high phase space Gaussian. A probability $P_{\text {high }}>0.84$ is the criteria for the host to belong to the high phase space density regime and $P_{\text {high }}<0.16$ is the criteria for it to belong to the low phase space density regime. These values have been chosen so that the two thresholds are one standard deviation apart across the entire Mahalanobis density distribution. If $0.16<P_{\text {high }}<0.86$ the host is said to be in an ambiguous phase space density regime.

### 5.3.2 Recreating the Field

I recreate the Galactic field population by randomly picking single snapshots from each of the simulations in a set and then superimposing them to make fields of 20,000 stars. The field population of stars can be thought of as the summation of different SFRs


Figure 5.1: Example of host stars in high and low density regimes in initial snapshots from single simulations with planets either at 5 AU or $30 \mathrm{AU} . P_{\text {high }}$ is the probability that the host star belongs to the high density regime. The vertical grey dash dotted line is the Mahalanobis density of the host star which the region is centred on. The solid black line shows the Gaussian mixture model, with its two components shown by the black dashed lines. The vertical blue dotted line shows the median Mahalanobis density of the region. The top row shows examples from a simulation with planets initially at 5 AU and the bottom row shows results for a simulation with planets initially at 30 AU . The left-hand column shows host stars in low phase space density regimes and the right-hand column shows host stars in high phase space density regimes.

(a) $4 \mathrm{pc}^{2}$ from the artificial field

Figure 5.2: Plot showing the distribution of stars in the synthetic field constructed from single random snapshots taken from each of the 20 simulations in a set. This plot shows the distribution of stars taken from the set of initially high mass density simulations with planets initially at 5 AU from their host stars.
at different times in their dynamical evolution. Some stars may still be in co-moving groups (high phase space density regime, generally younger stars) while others are no longer bound to their birth cluster and are classified as field stars (low phase space density regime, generally older stars).

There are several important caveats with the way the field is generated. First, in each of the simulations the galactic gravitational tidal field is not being simulated, therefore the cluster dissolution is only due to internal interactions within a cluster. Finally, each synthetic field is made up of SFRs that share the same statistical initial conditions; in reality SFRs may have a wide range of initial conditions.

The aim of testing the Mahalanobis density on synthetic fields is to test if the number of host stars in high phase space density regimes can be detected in a field of stars. An example $4 \mathrm{pc}^{2}$ section of a synthetic field is shown in Figure 5.2 made up from snapshots picked from initially high density simulations with planets initially at 5 AU .

### 5.4 Results

In this section I show the phase space density evolution for three different populations of stars in the sets of $N$-body simulations. The host-stars, the non-host stars and the former host stars. Whether a star is a host or not is dependent on if there is a planet gravitationally bound to it or not. Former hosts are determined by comparing non-host stars in subsequent snapshots to the initial snapshot of the simulation to determine which non-hosts initially had a planet. The Mahalanobis density is calculated for all stars, relative to all other stars in the current snapshot.

I then determine the number of host stars that are found in low, ambiguous and high phase space density regimes across the 4 sets of simulations for the initial and final snapshots. This is calculated using the neighbourhood Mahalanobis density method described in this chapter. The phase space density regimes of perturbed hosts is also investigated in the final snapshots of the simulations.

I calculate the neighbourhood Mahalanobis density for 500 host stars in the sets of synthetic fields and determine the number of hosts in low, ambiguous or high phase space density regimes.

### 5.4.1 Evolution of Host Star Phase Space Densities

The 6D Mahalanobis density is calculated the same way as in Blaylock-Squibbs \& Parker (2023). It is calculated for stars with respect to all other stars. For hosts, non-hosts and former hosts the Mahalanobis densities are calculated, and the ranges of the mean Mahalanobis densities are found across the 20 simulations in each of the four sets (low and high mass density simulations with planets initially at 5 AU and low and high mass density simulations with planets initially at 30 AU ). In Figure 5.3 I show the results for the four sets. Figure 5.3 (a) shows that the hosts, non-hosts and former hosts share a similar range of Mahalanobis densities. Of particular note is the extended range of

Mahalanobis density values found for the former host stars with planets initially at 5 AU in low mass density simulations, shown in Figure 5.3 (d). This is due to the amount of energy needed to unbind a planet at 5 AU being greater than for a planet at 30 AU , and as a consequence the former host stars' velocities will be changed by a greater amount. However, this difference is only detectable on the simulated data as I know exactly which stars have lost planets.

The minimum Mahalanobis density values found for the low mass density regions is lower than in the higher mass density regions, and also takes longer to reach similar mean values. This is in part due to low number statistics as early on in the simulation there will be only a few former hosts. It takes a few Myr in these simulations for a significant number of hosts to lose their planets and become former hosts.

The range is clearly less in Figure 5.3 (b) due to the fact that planets at 30 AU will be easier to lose compared to planets at 5 AU , meaning that the change to the 30 AU former host stars' velocities will be less.

### 5.4.2 Comparing Density Regimes of Host Stars in the Initial and Final Snapshots

Here I present the number of times host stars are found in low, ambiguous and high phase space density regimes across each of the four sets of initial conditions (high and low mass density 5 AU and also high and low mass density 30 AU ). Their Mahalanobis densities are calculated using the neighbourhood method. Figure 5.4 shows the number of times host stars are found in the different density regimes, with subfigure (a) showing the results in the initial snapshots $(t=0.0 \mathrm{Myr})$ and subfigure (b) showing the results for the final snapshots $(t=10.0 \mathrm{Myr})$.

Initially most host stars are either in ambiguous phase space densities (i.e. $0.16<$ $P_{\text {high }}<0.86$ ) or high phase space densities (i.e. $P_{\text {high }}>0.86$ ). This is seen in both


Figure 5.3: The shaded areas show the range of mean 6D Mahalanobis densities found across all 20 simulations for the different subsets. The grey, green and blue shaded areas show the range of mean Mahalanobis densities found across all 20 simulations for nonhosts, former hosts and hosts, respectively. The black, green and blue lines show the mean of the mean Mahalanobis densities found for each of the subsets. The top row from left to right shows the results for high and low spatial density simulations with planets initially at 30 AU . The bottom row from left to right shows the results for high and low spatial density simulations with planets initially at 5 AU .
high and low density simulations with planets at 30 AU shown in panels a) and b) of Figure 5.4. Panels c) and d) show the same for high and low density simulations, respectively, but with planets initially at 5 AU .

Figure 5.4(b) shows the number of times host stars are found in the different phase space density regimes in the final snapshots of the simulations. The spread of values for the sets has decreased, due to there being fewer host stars at the end of all sets of simulations and dynamical interactions changing positions and velocities of the host stars, moving them into high phase space density regimes. Across the four sets I find that most host stars end up in high phase space density regimes. Stars that remain host stars after all this time will be similar to other surviving hosts in the simulations. If a host star experiences an interaction significant enough to change its velocity, lowering its Mahalanobis density, it will also likely lose its planet. Evidence of this is shown in panel a) where I show the number of times 30 AU host stars are found in high phase space density regimes. Comparing the high mass density (panel a)) and low mass density simulations (panel b)) with planets at 30 AU initially it is clear to see that more hosts end up in high phase space densities in the initially less dense simulations, as more hosts are likely to survive till the end of the simulations.

I also calculate the phase space density regimes for perturbed host stars. A host star is considered perturbed if its semi-major axis in the final snapshot has changed by more than ten per cent of its original value (either 30 AU or 5 AU ). The results of this are shown in Figure 5.5.

For all sets, perturbed hosts are found in predominantly high phase space density regimes. For simulations with planets at 30 AU with initially low mass densities the number of perturbed hosts is much greater. This is due to the fact that even in a low density environment the planets can have their orbits more easily perturbed compared to if the planets are initially at 5 AU , like in panel d) as they are less strongly bound. The number of perturbed 5 AU hosts in low mass density simulation that end up in


Figure 5.4: Violin plots of the number of times host stars are found in either low, ambiguous or high phase space density regimes across all 20 simulations in the four sets for the initial snapshot and the final snapshot. The median is shown by the white dot, the black bar shows the interquartile range and the line shows the full range of the data. The shaded area shows the probability of counting a particular value, where the width of the plot corresponding to the probability of measuring this value. Panels a), b), c) and d) in both subfigures correspond to the 30 AU high mass density, 30 AU low mass density, 5 AU high mass density and 5 AU low mass density sets, respectively.
high phase space density regimes is lower because it is much harder to perturb close in planets, unlike planets further away from their host stars.

The number of perturbed 30 AU hosts in the high mass density simulations that end up in high phase space densities is lower compared to the low mass density simulations. This is because in the high mass density simulations the 30 AU planets are more often going to become unbound, rather than just perturbed.

### 5.4.3 Density Regimes in Synthetic Fields

The Mahalanobis density is calculated using the neighbourhood method for 500 host stars in each of the four sets (each set contains 10 different synthetic fields). Figure 5.6 shows the number of times host stars are found in low, ambiguous or high phase space density regimes. I limit the analysis to 500 hosts in each of the synthetic fields to better match the initial sample size of host stars in the single simulations.

(a) Final Snapshots perturbed hosts

Figure 5.5: Violin plots of the number of times perturbed host star are found in either low, ambiguous or high phase space density regimes across all 20 simulations in the four sets of simulations for the initial snapshot and the final snapshot. The median is shown by the white dot, the thick black bar shows the interquartile range and the thin black line shows the full range of the data. The shaded area shows the probability of counting a particular value. Panels a), b), c) and d) correspond to the 30 AU high mass density, 30 AU low mass density, 5 AU high mass density and 5 AU low mass density sets, respectively.

(a) Violin plot showing the number of host stars in different phase space density regimes.

Figure 5.6: Violin plots of the number of times host stars are found in either low, ambiguous or high phase space density regimes across the four sets of 10 synthetic field distributions. The median number of hosts in a phase space density regime is shown by the white circle, the thick black bar shows the interquartile range, the thin black line shows the full range of values and the shaded area shows the probability of getting a particular value (wider areas meaning greater probability of getting that value). Panel a) shows the counts for the set of field distributions generated using random snapshots from simulations with planets initially at 30 AU , with high initial mass densities. Panel b) shows the same, but the field distributions are made from simulations with low initial mass densities. Panels c) shows the high mass density set and d) shows the low mass density set for field distributions made from simulations with planets initially at 5 AU .

All sets of synthetic fields have similar proportions of host stars in low, ambiguous and high phase space density regimes. This means that the number of host stars in high phase space densities is similar regardless of the initial densities of the star forming regions that make up the field distribution.

### 5.5 Discussion

Firstly, I will discuss the results of calculating the Mahalanobis density for three different populations (hosts, non-hosts and former hosts) in the $N$-body simulations over time. When calculated with respect to all other stars in a region the Mahalanobis density does evolve slightly differently depending on the initial conditions. The difference is most evident when comparing the phase space density of former hosts in high and low mass density simulations with planets initially at 5 AU . This difference is due to the severity of the interaction needed to remove a planet at 5 AU from its host star which changes the former host star's velocity by a greater amount. This difference in velocities between former hosts and the other two subsets manifests as a lower minimum mean Mahalanobis density (since in the 6D phase space the star has moved further away from most other stars due to its velocity being changed by a large amount).

In the simulations I have knowledge of which stars have lost planets due to dynamical interactions. While it would be worthwhile investigating if this is also seen in reality, it would be challenging as we do not know which stars are former hosts. A statistical approach would be needed involving estimating which stars in a sample have lost a planet in the past.

The main difference between Mahalanobis density evolution of the sets of simulations is due to the initial mass density of the regions. The high mass density regions finish with slightly higher Mahalanobis densities compared to the low mass density regions. The low mass density simulations typically finish with lower Mahalanobis densities than
they started with.
There is a difference in the number of host stars in high phase space densities when comparing the final snapshots of high and low spatial density simulations which is due to the fact that there will be more 5 AU host stars left at the end of simulations compared to 30 AU hosts.

Counting the number of host stars in high phase space density regimes in the field distributions shows no significant difference regardless of the initial conditions of the simulations that make the field distributions.

When comparing the number of hosts in different phase space density regimes there is still an overabundance of host stars in high phase space densities. This is seen in the final snapshots of the $N$-body simulations, in the synthetic fields and also when determining the phase space densities of perturbed host stars

### 5.6 Conclusion

In this chapter I have applied the Mahalanobis density in different ways to N -body simulations and large synthetic field distributions of stars. I have calculated the Mahalanobis density for every star with respect to all other stars in the four sets of $N$-body simulations and find that there is a difference between the minimum Mahalanobis densities of former hosts that had planets at 5 AU initially when comparing between high and low initial mass densities. Any interaction that is able to remove a Jupiter mass planet at 5 AU will change the former host stars velocity by a greater amount than for an interaction that removes a planet at 30 AU from a star. The greater the difference in former hosts' velocities to non-host stars the lower their phase space density will be.

When calculating the Mahalanobis density for the final snapshots of the simulations using the neighbourhood method I find that the proportion of host stars in high phase space density regimes does not significantly differ, regardless of the initial conditions.

This means that the Mahalanobis density cannot be used to infer the initial conditions of SFRs based on the number of host stars in low, ambiguous or high phase space density regimes.

In the synthetic fields there is no dependence on the initial conditions of the constituent snapshots on the proportion of host stars in high phase space density regimes.

In summary the Mahalanobis density cannot infer the initial conditions of the simulated SFRs based on overabundances of exoplanet host stars (regardless of their initial semi-major axis) in high phase space density regimes. The reason host stars are found more often in high phase space density regimes is due the kinematics of the host stars. Stars in the simulations will undergo dynamical processing, changing their velocities. Host stars that make it to the end of the simulations will not have undergone significant interactions with other stars. Therefore, host stars will have similar velocities to other host stars in the simulations compared to other stars in the simulations whose velocities can be very different from each other. This supports the findings of Adibekyan et al. (2021) and Mustill et al. (2022), that the phase space overdensities are due to the kinematics of host stars, not the initial mass density of the stars-forming regions. However, this does not mean the initial conditions of SFRs are not embedded in the exoplanetary system architecture, just that such information cannot be measured using the Mahalanobis density.

I find no significant difference in the proportion of perturbed hosts in high phase space density regimes between the sets with different initial conditions. There are significantly more perturbed hosts in high phase space density in the set of simulations with initial low mass density with planets initially at 30 AU , compared to low mass density simulations with planets initially at 5 AU . This is due to a preference for planets at 30 AU in low mass simulations to be perturbed rather than becoming unbound, like they do in the high mass density simulation set.

When comparing the evolution of host stars and non-host stars there is no signif-
icant difference in the evolution of their Mahalanobis densities. This further supports a kinematic origin for the host stars being in high phase space density regimes. Stars who remain hosts by the end of the simulation will have experienced fewer dynamical interactions increasing the Mahalanobis density.

While the Mahalanobis density of former-host stars does trace the dynamical evolution of different subsets to some degree. However, this is due to having all information about the stars within the simulations (i.e. which stars have lost planets).

6

Conclusions

### 6.1 Investigating INDICATE

I tested the ability of INDICATE to quantify the clustering of stars and investigated if there was a link between the degree of clustering and the morphology of the cluster. I found that INDICATE cannot be used to differentiate between different morphologies of synthetic star-forming regions like the Q-parameter can.

I found that INDICATE can be used to detect the traces of two commonly used definitions of mass segregation (i.e. the most massive stars are centrally located in starforming regions or that the most massive stars are located in areas of the greatest surface density). When INDICATE is applied to just the 50 most massive stars it finds the first definition of mass segregation in most synthetic regions when the most massive stars are swapped with the 10 most central or clustered stars.

The majority of regions that have mass segregation, as measured using INDICATE, also have mass segregation when measured using $\Lambda_{\text {MSR }}$.

I apply INDICATE to several observed star-forming regions, and find a wide range of clustering. When testing for classical mass segregation INDICATE gives results in agreement with other works. However, INDICATE finds traces of classical mass segregation in NGC 1333, but in Parker \& Alves de Oliveira (2017) they find no traces of mass segregation using the $\Lambda_{\text {MSR }}$ method.

My findings show that INDICATE is robust at quantifying the clustering of stars within synthetic and observed star-forming regions. Therefore, INDICATE can be used to infer the physics and star formation histories of star-forming regions.

### 6.2 Phase Space Densities of Star-Forming Regions

I tested the ability of the Mahalanobis density at both differentiating between starforming regions with different morphologies and its ability to infer the initial conditions
of $N$-body simulations. This work was undertaken to test the Mahalanobis density metrics ability to differentiate between simulations with different initial conditions. The motivation for these tests was due to the conclusions in Winter et al. (2020), in which they report a measurable link between stars with hot Jupiters in orbit around them and the stars initial formation environment having a high mass density. This finding was also used to propose that hot Jupiters are likely formed via external dynamical interactions with other stars in high mass density star-forming regions.

I find that the 3D Mahalanobis distance (calculated from the mean position in the cluster to each star) in unable to differentiate between clusters with different morphologies, with very different spatial distributions producing similar results. This is because the Mahalanobis density variance normalises each of the parameters in the data.

When applied to $N$-body simulations with different initial degrees of substructure, mass density and virial states I find no clear differences in the evolution of the 6D Mahalanobis density.

The 3D Mahalanobis density can be used to differentiate between highly substructured regions with different initial mass densities. For low mass density regions that are initially subvirial the peak 3D Mahalanobis density is seen around 0.6 Myr later on in low mass density simulations compared to the high mass density ones, which is expected as it takes longer for the clumps of stars to move nearer to each other. The need for the full history of the region to make this distinction limits the observational use of the Mahalanobis density when used in the way.

I combine the 3 D and 6 D Mahalanobis density with other methods, such as the Q parameter and $\Lambda_{\mathrm{MSR}}$. I find that the 3D Mahalanobis density and the Q-parameter most reliably infer the initial conditions of the simulated SFRs. However, this is mainly due to the discriminatory power of the Q-parameter.

### 6.3 Phase Space densities of Exoplanet Host Stars

The origins of hot Jupiter exoplanets is not fully understood. How do massive gas giants get so close to their host stars? The findings of Winter et al. (2020) would suggest that hot Jupiter host stars formed within high mass density regions, and within these dense regions the orbits of exoplanets can be perturbed. These perturbation leads to their orbital distance decreasing, which can lead to gas giants moving very closely to their host star. This implies that the origins of hot Jupiters is likely dynamical in nature, with interactions between the Jupiter mass gas giant and other stars causing the exoplanet to undergo orbital decay bringing it closer to its host star (Fabrycky \& Tremaine, 2007; Dawson \& Johnson, 2018). In the previous science chapter I applied the Mahalanobis density to $N$-body simulations of 1000 stars only.

This chapter continues the work of the previous, by applying the Mahalanobis density to simulations that contain planets, with the aim of investigating if there is any difference in the Mahalanobis density evolution for planet host stars, non-hosts and former hosts. In this chapter I also investigate the suitability of counting the number of exoplanet host stars in different density regimes in $N$-body simulations to determine their initial conditions.

I show that there is a slight difference in the Mahalanobis density for former host stars. This is most clearly seen for the 5 AU host stars initially in low mass density environments. This is due to any host star that loses a planet initially at 5 AU having its velocity changed a significant amount, therefore lowering its phase space density. The reason it is more evident in the low density environment is that other stars will have velocities that are more similar to their initial ones later on in time due to there being fewer dynamical interactions per star.

I also construct synthetic field distributions by picking random snapshots from simulations in each of the sets and find the same, that number of host stars in high phase
space density regimes cannot be used to infer the initial star formation conditions when looking at synthetic fields of star-forming regions of varying ages.

The Mahalanobis density is unable to differentiate between the initial formation conditions of stars based on the presence of an overabundance of host stars in a high phase space density regime. For all initial conditions tested there is an overabundance of host stars in high phase space density regimes.

I also see an overabundance of perturbed hosts in high phase space density regimes, which is present in all sets of simulations. There are far more perturbed hosts in the set of low mass density simulations with planets at 30 AU , as these planets will be much easier to perturb in low density environments compared to planets at 5 AU .

From this and Chapter 4 it is clear that the Mahalanobis density of stars cannot be used to reliably infer the initial conditions of star-forming regions. In Chapter 5 I show that the initial conditions of host stars cannot be inferred using the 6D Mahalanobis density, but I would stress that just because the Mahalanobis is not measuring a link does not mean there isn't one.

7

Future Work

### 7.1 Machine Learning Classifier

Machine learning has been used in a wide array of astronomical fields. In star formation it has been used to classify galaxies as star-forming or not, to infer the star-forming properties in galaxies and to identify star clusters (Zhang et al., 2019; Surana et al., 2020; Pérez et al., 2021)

Investigating the suitability of machine learning classifiers at identifying the initial conditions of simulated star-forming regions should be performed. There are two ways a machine learning classifier could be used to do this. Firstly, the current methods (see Chapter 2 §2.3) can all be applied to simulated regions, then a classifier can be trained on the results of these methods for large sets of synthetic star-forming regions with different initial conditions.

Secondly, the classifier could be trained directly on the positions of velocities of stars in the simulations. It would of course also have to be trained on a limited amount data to better match what observers have at their disposal (i.e. plane of sky position and proper motion).

The kinds of classifiers and how many parameters I use are both important factors. The use of binary classification is unlikely to be suitable when trying to determine the virial state of star-forming region (i.e. they can be subvirial, virial or supervirial). If the model is being trained on the outputs of the methods discussed in Chapter 2 then a random forest classifier could be used for more than two parameters, which has been previously used to infer the initial conditions of star-forming regions (i.e. see Figure 4.9 in Chapter 4). Some classes could be subvirial-high-density and supervirial-low-density as just two examples.

### 7.2 Determining the Best Metrics

Star-forming regions are complex systems where different initial conditions can produce similar looking regions. Methods that can be applied to higher dimensional data might be able to infer the initial conditions of similar looking regions by using both the spatial and kinematic information of the stars within them. However, as I have shown, one such method (the Mahalanobis density) cannot alone reliably infer the initial conditions of star-forming regions.

To improve current methods and aid in the development of new methods (or sets of methods) I plan to perform a systematic comparison of methods that quantify the different parameters of star-forming regions. By comparing all the metrics, the most effective method (or methods in combination) can be determined. A statistical analysis of the metrics would be performed. A combination of metrics could be analysed, and some probability would be given that this combination of values from the different metrics corresponds to a particular initial density, degree of substructure or virial state.

The statistical analysis of the methods would be Bayesian in nature as it would allow the inference of star-forming region initial conditions based on the outputs of the methods discussed in this work. Testing the feasibility of a Bayesian framework for inferring the initial conditions of star-forming regions is needed due to the limitation of combining the current methods, mainly that their results are qualitative rather than quantitative.

## Additional Software Acknowledgements

Plots in this work have been produced using Matplotlib 3.3.4 (Hunter, 2007). Data analysis performed using Numpy 1.20.1, scikit-learn 1.30 .1 and sci-py 1.9.0 (Harris et al., 2020; Pedregosa et al., 2011; Virtanen et al., 2020).
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