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Abstract

Supervised machine learning was used to classify v Doradus stars present in
the TESS-SPOC data pipeline, to investigate the efficacy of fast bulk classifi-
cation of pulsating stars in minimally-processed data. A fully-connected neural
network was set up and trained as a binary classifier using built catalogues of
previously confirmed pulsators of four types present in the v Doradus instability
strip, as well as known non-variable stars. During validation, the model obtained
a 94.4% precision score. The trained network was then input with binned Lomb-
Scargle periodograms of 173,398 stars within the ranges T, = 6500- 7500 K and
Tmag=9.0-12.0. The total time for the network to classify all candidates was
11.1 minutes, with a pre-processing time of ~5ms per lightcurve. The proba-
bility distributions and HR diagram positions of the output classifications were
analysed and a small set of the results visually verified. It was found that a
classifier confidence threshold of 77.4% was most suitable and yielded 7,749 po-
tential v Doradus candidates, representing 4.47% of the analysed set. Of 100 of
these visually checked, only seven were misclassified EB stars, and three likely
rotational variables. Eight of the classifications showed evidence of p-mode pul-
sations suggestive of v Doradus and 0 Scuti hybrids. This investigation shows a
way in which only minimal treatment of TESS lightcurve data is necessary for
high quality classifications of pulsators, allowing for quick identification in large
datasets. This is important, as a large and diverse pool of candidates is necessary
for thorough investigation and testing of stellar evolution models.

The code used for this research, as well as a CSV file containing the catalogue
are available at |github.com/jessie-taylor/gDorClassifier


https://github.com/jessie-taylor/gDorClassifier
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1 Introduction

Stars play a crucial role in enhancing our understanding of the Universe. Through-
out history people have tracked their movements, and tried to connect celestial
patterns with earthly occurrences. As techniques have advanced in astronomy, a
much greater accuracy has been gained in tracking these movements and fluctu-
ations, but for different reasons. Not only are we now able to track the positions
of these stars, but our ability to take precise measurements of properties such as
variations in brightness and exact colour temperature have led to a plethora of
new information, which can be used to reveal a lot more about the Universe as a
whole. Far from the primitive naked-eye observations our ancestors were limited
to, modern tools, such as precise photometry and spectroscopy, have allowed us
to make great leaps in our knowledge of the cosmos. We are now able to use
advanced tools and methods to peek within stars and uncover vital information
such as which elements make up stars. This has therefore led to an understand-
ing of how stars and their fusing of simple hydrogen and helium eventually leads
to the formation of planets and dust clouds, and the evolution of our universe
on a larger scale.

1.1 Variable Stars

The first known recorded account of variability in stars was three millennia ago,
by ancient Egyptian scribes. Contained within the Cairo Calendar is a recorded
period of 2.85 days, which evidence suggests is the periodicity of the eclipsing
binary star Algol [I]. It wouldn’t be until 1638, when Johannes Holwarda noticed
and recorded the variability of the star Omicron Ceti, that variable stars would
be recognised in modern astronomy[2]. Since then, the field and our understand-
ing has expanded greatly, with different techniques employed in order to probe
these stars for further information. We are able to use photometry to accurately
track luminosity changes in even the faintest of stars, and space-based obser-
vatories have allowed for constant observations, unrestricted by the day-night
cycle of the Earth, or pseudovariability originating from terrestrial atmospheric
perturbations.

Most stars only have small changes in observed brightness over periods shorter
than their evolutionary timescale, usually originating from magnetic effects caus-
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ing spots on their surfaces, coupled with the rotation of the star. However, there
are processes which can occur within some stars that cause intrinsic oscillations,
resulting in observed variability at the surface from expansion and contraction
of the photosphere. In the case of certain types of these pulsators, oscillations
can even originate from areas as deep as those directly surrounding the core.
These offer a unique opportunity of insight into the layers and processes that ex-
ist below a star’s surface, as the variability presented at the surface is therefore
dependent on their internal structure, size, and composition. This allows us to
probe deep within the stars, solely through observations of surface variations [3].

1.2 Oscillation Mechanisms of Stars

There are three main mechanisms which can cause a star to begin to oscillate.
The simplest is in binary star systems, where the tidal forces due to the orbits
of the stars in the system induce oscillations in one-another. The ways in which
these are presented depend upon the nature of the orbit - a circular orbit forces
oscillations in the star with a period equal to the orbital period of the sister
star. The oscillations observed in a more eccentrically orbiting system are more
complicated, but are still driven by the same mechanism, and hence maintain
strong relation to the orbital period [4]. Although the tidally driven pulsations in
binary systems are a result of external forces, rather than any intrinsic processes,
the pulsations still propagate through the entire body, and so are still valuable
in the study of variable stars.

For pulsating solar-like stars and some red giants, the main driving mechanism is
through stochastically driven pulsations in a process called convective blocking.
These occur due to a sharp interface gradient between a radiative zone and a
convective envelope. This occurs in stars with a deep convection zone that ex-
tends to the surface of the stellar body. The luminosity transport from the inner
radiative zone to the threshold of the more opaque convective zone leads to an
area with modulation in the opacity, causing to small oscillations at the inner
edge of the convective envelope [5]. These cannot be driven throughout the entire
convective envelope due to its large size. However, evidence of these pulsations
can be present at the surface due to global resonance that travels through the
rest of the envelope [6]. Due to the fact that the global oscillations presented at
the surface of the star are due to the resonance, these oscillations are lower in
frequency than oscillations created through other mechanisms.

In some types of stars there exist H and He ionisation zones, which have a very
high opacity to the radiation being emitted from the core. The gas in these
regions absorbs that energy and swells, breaking hydrostatic equilibrium. Once
expanded, the region becomes less opaque due to ionisation of the element in
the zone and thus energy is able to radiate through and escape. As the en-
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ergy escapes, and it cools, inward pressure exerted from the surrounding layers
overcomes the outward pressure of the expansion, and so the expanded region
falls back to its smaller volume. During the recompression, the material in the
layer recombines and so restores the original opacity, allowing for the cycle to
begin once again [7]. During this process the envelope is acting as a heat engine,
and produces waves of higher frequency than those observed in stochastically
driven stars. This mechanism of driving stellar pulsations is referred to as the
r-mechanism [3].

During most of their life-cycle, stars can typically be modelled to be in hydro-
static and thermodynamic equilibrium. That is, that there are two main forces
in stars - the internal pressure gradient pushing outward and the gravitational
force acting radially inward [8]. In hydrostatic equilibrium, both of these forces
are equal, leading the star to be stable in radius, and not collapse under the force
of its own gravity, nor does it expand until the point it can no longer be consid-
ered one celestial body. The forces which provide the outward pressure gradient
come from the thermal gas pressure of the star, with the energy provided to the
gas originating from within the core. This is where nuclear burning occurs and
the star fuses elements that make up its composition in nucleosynthesis, emitting
large amounts of energy outwards to other areas of the star [9].

However, stellar interiors are much more complex than just a fusion core and
a single envelope of gas. As the energy travels from the core, it must pass
through a series of layers, which are either radiative or convective in their abil-
ity to dissipate heat. Factors such as the elemental composition of a star can
have an effect on the structure within, which can be dependent on the age; the
generation it belongs to; and cosmic location in which it is formed. Low-mass
main sequence stars have large convective envelopes as their most exterior layer,
where the heat energy generated within is transferred to the surface for radiative
emission. Stars also contain multiple elements of different masses, especially as
their cores fuse fuel elements together to create more massive elements through
nuclear burning. This can lead to envelopes of different materials settling at dif-
ferent distances from the core, which may have material drawn from them into
other layers through the motion of convection [10]. These envelopes often have
different behaviours in terms of how energy is transferred through them, due to
factors such as differing densities and opacities to heat energy[11].

In intrinsically variable stars, while hydrostatic equilibrium holds true over longer
timescales, in shorter periods there are processes which occur within the different
regions within stars which can lead to pulsations. This leads to certain types of
stars expressing unique oscillations that are characteristic of that type of star.
This can be visualised on a Hertzsprung-Russell (HR) diagram, as in Fig. [L.1]
where the luminosity of stars is plotted against the effective temperature, show-
ing distributions of different types of stars in a way which helps us understand
their evolution. As shown in the diagram, it can be seen that stars which ex-
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hibit different types of pulsations can be grouped together spatially on the plot,
according to their effective temperatures and luminosities. The HR diagram is
also useful in that it can allow us to extrapolate other information about stars,
such as mass.

Different pulsators exhibit variability originating from different areas and pro-
cesses in the star, but in all of them, this comes from a short-timescale breaking
of the hydrostatic equilibrium of the body, where the internal pressure and grav-
itational force no longer are equal. The driving mechanisms for this can vary
depending on the type of star, but in all, the energy required for driving pulsa-
tions is delivered through mechanisms which shed thermal energy from central
regions to the surface of the star for emission. This energy is lost during pul-
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Figure 1.1: Hertzsprung-Russell diagram showing where groups of different types of
pulsators lie on the plot. The dashed line from around 4.7 - 3.7 log T, represents the
zero-age Main Sequence, and the two parallel long-dashed lines indicate the boundaries
of the Cepheid instability strip. Image from [3].
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sation cycles rather than through surface emission, as the star also damps the
expansion with a restoring force [3]. This restoration is done through one of the
two types of restoring force present in pulsators: pressure or gravity.

Depending upon the type of restoring force that occurs, the pulsations are re-
ferred to as p-mode or g-mode. In stars which exhibit p-mode pulsations the
restoring force is pressure, and the motions of the waves are acoustic in nature.
These are typical in higher pulsation frequency stars, such as 0 Scuti and
Cephei stars. The p-mode pulsations are confined to exterior regions of stellar
bodies due to changes in the density of stellar material as they try to travel
towards the interior, because of the corresponding change in sound speed. This
means that p-mode pulsations are also more sensitive to changes in the most
outward regions of the stars [3]. Their sibling, g-mode pulsations, or gravity-
mode pulsations, are when the restoring force is buoyancy. This leads to g-mode
oscillations being more trapped in more central regions of the star, beneath the
convective envelope, and hence much more sensitive to conditions deep within
the star, around the core [I2]. An exception here is in stars where the g-mode
pulsations are trapped by a deep convective envelope surrounding the core, such
as in Red Giants [I3]. Some g-mode pulsations are found in stars exhibiting lower
frequency oscillations, such as Slowly Pulsating B stars, and v Doradus. Fig.
shows these two types of modes of pulsations and how they are constrained to
certain parts of stars. As g-modes travel, and are sensitive to conditions around
the core, they can offer a unique insight into the conditions at the very centre of
the star. Due to the size of the convective zone in the Sun and other solar-like
stars, these modes are currently unable to be detected on the surface due to the
evanescence of the region. This makes their amplitudes much less than those de-
tected from granulation [14]. However, in some stars, the outer convective layer
can be harmonically excited by the g-mode activity and present with detectable
pulsations at the surface [3].

There exists another variation in the way a star can oscillate; with radial or
nonradial modes. In radial modes of oscillation, the entirety of the star surface
swells and contracts with spherical symmetry. For the fundamental mode of
radial oscillation, this includes the entirety of the stellar interior also moving,
with the core as a node and the surface as an antinode. For higher modes of
oscillation, nodes exist radially outward from the centre in which the matter is
not displaced, as in a longitudinal standing wave. In nonradial pulsations surface
nodes are present, around which the surface expands and collapses, in opposite
directions on each side of the node, as on a transverse standing wave. The num-
ber of nodes present in both radial and nonradial modes is dependent on the
type of driving mechanism present, as well as internal structure [3].
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Figure 1.2: Ray path diagram of p-mode pulsations (a) and g-mode pulsations (b),
modelled at higher frequencies to demonstrate how they are confined to different re-
gions in the stellar interior. In (a) the path of the p-mode waves is curved away from
the interior by changing sound speed as it penetrates deeper. In (b), the g-mode waves
are seen to be trapped by the first convective layer from the core, and so reflect back
through the central region near the core. Despite the trapping of g-modes within the
inner layers, their motion can still excite modes of oscillation in the outer layers, pro-
ducing oscillatory behaviour at the surface. Image from [3].

1.3 Asteroseismology

Asteroseismology is a relatively young field of astronomy in which stellar pulsa-
tions are analysed to probe internal structure. As pulsations originate from the
interiors of stars, and then propagate through the rest of the body through re-
flections, studying these pulsations through the frequencies and modes presented
on the surfaces of stars allows us to infer the internal structures of stars. As-
teroseismology first began emerging as a field around the early 1990s, stemming
from observations of the Sun during the 1970s using observations of changes in
limb darkening at the edge of the solar disk [I5]. This discovery opened up new
pathways into investigating the nature of stars, and allowed a view into internal
properties which could be used to confirm theories such as stellar evolution and
internal rotation [I6][17]. Using techniques from these initial helioseismological
studies, it wasn’t long until these techniques began to be used on more distant
solar-like oscillators [I8][19], as well as other types of oscillators [20][21][22].

Because of the importance of g-modes in enabling us to “see” within the stars,
work is being done on finding methods to detect these in the Sun [23], but re-
sults so far have been inconclusive [24]. Being able to infer the internal structure
through accurate mode-identification of as many types of stars as possible allows
us to test models of stellar evolution, and learn more about the conditions in
which stars formed, and how.
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1.4 Measuring Variability in Stars

Whether a star is oscillating in radial or non-radial modes, these cyclical expan-
sions present changes at the surface, which can be measured through observation
at a distance. Early examples of scientific measurements of variability were taken
using ground-based telescopes, observing over an extended period of time and
taking photometric measurements of the brightness, which could then be put
together to manually create a lightcurve [25]. As the stars vary in size and lu-
minosity during their pulsation cycle, these can be measured from our vantage
point on Earth. Spectroscopy is also a very useful tool and can be used to per-
form mode identification from the Doppler shifting of the light emitted from the
surface in motion [26].

Ground-based observing of stars presents many challenges in classical astronomy,
and even more so in asteroseismology. From the ground, atmospheric effects limit
the quality of data obtainable from observations. Limiting factors, such as the
day-night cycle of our planet, preclude the detection and recording of oscillations
with periods longer than the available night-time or visibility of the star due to
the Earth’s rotation. This introduces aliases in the data. On top of this, ground-
based observing is also weather-dependent.

Space-based Observations

To solve the problems of ground-based observing, we are now able to utilise space
telescopes to observe and collect data for us. One of the earlier space-based obser-
vation programmes was Hipparcos, launched in 1989, with the primary mission of
precision astrometry [27]. Its continuous scanning of the sky meant that the data
also could be used for a secondary purpose - to detect variability in distant stars,
which was exploited and allowed for the discovery of unprecedented numbers of
new pulsators in a short time [28][29]. Another mission of great importance in
asteroseismology was Kepler. Kepler was launched in 2009, this time with the
express purpose of obtaining time-series lightcurves from continuous observations
of around 150,000 stars in a fixed field now known as the Kepler Field. With an
array of 42 CCDs viewing the field, it performed a photometric survey with the
intention of finding exoplanets by recording transits observed across the stellar
disks. The nature of its mission and greater precision than previous instruments
made Kepler of great importance in asteroseismology and again allowed for great
leaps in pulsation detection and asteroseismic analysis [30][31][32][19].

The TESS mission

Following on from the work of Kepler; launched in 2018, the TESS spacecraft
was designed as its replacement, allowing for a much more comprehensive view
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of the sky. Rather than observing one set area of the sky as Kepler did, TESS
uses an array of four cameras to take photometric data in strips of the sky be-
fore being rotated to the next region [33]. The pattern of observations, as well
as periods of observation for the initial mission are shown in Fig [1.3l TFESS
observations yielded both short-cadence data of two minutes for specific target
stars, and long-cadence 30 minute full-frame exposures for the rest of the field of
the cameras [34]. This makes the cadence of the full-frame data have a Nyquist
frequency of 24 d~!, suitable for viewing higher frequency p-mode pulsations in
stars studied in asteroseismology. The extended TESS mission now yields 10 min
cadence full-frame lightcurve data, and 20 s short-cadence data for selected tar-

gets [35].
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Figure 1.3: Left: The field the four TESS cameras are simultaneously able to ob-
serve. Centre: Projection of the instrument view onto the hemispheres of observation,
showing each observation sector. Right: The observing strategy, showing the period
of time each observation sector will be viewed for. Image from [33].

1.5 Classitying stars

While the main focus of asteroseismology is to study the interiors of stars, it is
important that the types of pulsators useful in these studies can be easily identi-
fied in the large amounts of data that are now available. Having large catalogues
of these pulsators is imperative to allow for a greater sample of stars to study
and test our models on, spanning the entirety of the instability strip. This allows
for a greater understanding of properties of stars that exhibit these oscillations,
and the diversity of conditions under which certain modes to arise. This, in turn,
enables the confirmation and improvement of oscillation theory models.

As different types of pulsations and frequencies are unique to each type of os-
cillator, identification of these types of stars by performing a Discrete Fourier
Transform (DFT) on the time-series data is able to be carried out [36]. In Fig
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it can be seen that the different modes of pulsation occupy unique frequency
ranges. As these ranges are dictated by the structure and composition of the
star, and are coherent across each pulsator type, different patterns of oscillation
present in a periodogram (constructed as the square modulus of a DFT) can be
used to identify the type of star. The g-mode pulsations present in KIC 11145123
(Fig [1.4) are that of the type of star v Doradus. This is a type with prominent
deep g-mode pulsations, making it a good candidate for asteroseismic analysis.
The presence of both g-mode and p-mode pulsations present signify that this is
a hybrid of two types of pulsator.
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Figure 1.4: DFT amplitude spectrum of Kepler lightcurve of star KIC 11145123, a
main sequence A class star. Both g- and p-mode frequencies can be seen present in
different regions of the spectrum, as this is a hybrid of two types of pulsator. Image
from [37].

1.6 ~ Doradus

~v Doradus are a type of pulsator first defined in 1999 which exhibit high-order
non-radial g-mode pulsations in the frequency range 0.3 to 3d. They are spectral
type late-A to early-F stars located on the cooler edge of the instability strip,
and are of mass between around 1.3 to 2Mg [38][39]. They have convective
cores surrounded by radiative zones, which are enveloped by a shallow convective
region, leading to convective blocking being a driving mechanism of pulsations
[38][40]. Because of the deep near-core pulsations intrinsic to this type of star,
they are of great interest in asteroseismology [41], given that the period spacings
present are sensitive to conditions at the centre of the star [42]. Rotation periods
of this class of star are also similar to their pulsation periods, which may affect
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their oscillations [3]. Recent research has been able to use TESS data to find the
core rotation rates, which are an important component in understanding stellar

evolution models [43] [44].

1.7 ~ Doradus - 6 Scuti Hybrids

Other than solar-like oscillators, v Doradus shares part of its region on the HR
diagram with another type of pulsator, 6 Scuti [45], as shown in Fig . 0 Scuti
are p-mode pulsators which usually can easily be distinguished from the lower
frequency pulsators of the v Doradus class. However, in some v Doradus stars,
p-mode pulsations are able to be excited. KIC 11145123 (Fig is an example
of a v Doradus-0 Scuti hybrid that exhibits both g-mode and p-mode oscillations
of these two types of pulsators. As both v Doradus and ¢ Scuti share the same
region on the HR diagram, consideration must be made of hybrids of the two
when identifying new stars, and how their existence may affect classification.
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Figure 1.5: A HR diagram showing the distributions of pulsators within the insta-
bility strips of 7 Doradus (shaded area bounded by dashed lines) and § Scuti (blue
and red lines). The solid line represents the zero-age main sequence. This plot was
obtained from [46], in which these stars were identified. The grey dots represent stars
not identified as either type of oscillator (nor a hybrid of the two) in the study.
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1.8 Machine Learning

Machine learning is a term used in computing for any method of solving a problem
or performing a task where the solution is not explicitly coded. Unlike traditional
programming, machine learning involves creating algorithms in a way that allow
the machine to learn how to perform the task on its own. This has many appli-
cations, and is especially common now, as data collection methods have become
more advanced and automated, allowing data sets to reach sizes where human
analysis would be too time consuming to be feasible. One of these applications
which has great use for astronomical data is classification of observed objects in
data gathered from large sky surveys [47]. There are two main approaches in
machine learning for classifying data: supervised and unsupervised; and which
is most suited to the problem depends on the nature of the task and the data
being used [48]. For unsupervised learning, algorithms find features in the data
which can be used to organise the data into different clusters (discrete groups)
with no human guidance on input data [49]. [50] Supervised learning, in contrast
to unsupervised learning, reduces the number of possible sets the data can be
categorised as by requiring labelling of the input data, in effect enforcing which
features the algorithms look at to ensure the categorisation is as desired [51]. As
pre-labelling the input data defines and constrains the output classifications of
the algorithm, supervised learning is therefore the best applied method when the
desired output classifications are already known.

An increasingly common way of solving supervised classification problems in the
past decade has been to employ machine learning utilising Artificial Neural Net-
works (ANNs), consisting of layers of neurons. These are nodes in the network
which perform mathematical operations on the incoming information, which then
feed the outputs to each neuron in the subsequent layer. The layout of an ANN
is shown in Fig[1.6] The input layer consists of neurons the data features being
fed into the network are initially sent to, i.e. the pixels in an image for an image
classification problem. Each neuron in the input layer then sends its outputs to
the next layer, by connections which each have an associated numerical weight,
and it repeats this process for each layer until arriving at the output layer. In
an ANN set up for a classification problem, there are an equal number of output
neurons to classifications that are required. The way in which the network learns
is by then checking the outputs of those classifications against what the desired
output should be for the training set of data and adjusting the weights using an
optimiser function at the end of each epoch (once all data has passed through the
algorithm). Note that this is only true in supervised learning; in unsupervised
learning the network is looking for patterns in the data itself. Machine learning
algorithms are also analysed by measuring loss during the learning procedure,
which is the measure of accuracy of classification of each individual piece of data
during an epoch; essentially an error. Each layer between the input and output
layer is referred to as a hidden layer. Due to the large number of nodes available
in an ANN for analysing data, it is one of the preferred methods for classification
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of complex data [52]. Large networks of neurons processing input information
allow for greater ability to identify and classify from non-linear relationships in
data, as well as pick out complex features without explicit instruction. This is
an advantage over other algorithms such as linear and logistic regression, which
assume a linear relationship dependent on one variable [53][54]. As the output of
an ANN is a probability of input data belonging to a classification, it also has an
advantage over other types of machine learning approaches in classification prob-
lems, such as support vector machines and logistic regression which only provide
the predicted classification as a “yes” or “no” [55][56]. A major disadvantage of
ANNSs however is their opacity, where the decisions being made in classification
cannot be seen. This is in contrast to a decision tree algorithm, where splits
toward each decision branch of neurons are made for each individual feature,
and are transparent in their decision making. However, this transparency comes
at the cost of being limited in classifying complex features, which may require
a large number of splits which is also time consuming to set up [57]. It is these
factors which have made the utilisation of ANNs for processing complex astro-
nomical data increasingly popular in contemporary research.

[E—
Output layer
[E—
Input layer

Hidden layers

Figure 1.6: A schematic of the structure of a shallow neural network containing
two hidden layers, with neurons represented by circles. Between each layer neurons
pass their outputs and associated weights (represented by the connecting arrows) into
the next layer through a connection to each of the neurons in the next layer. In a
classification problem, the input layer neurons are fed the input data to be classified,
and the output layer neurons represent the different classes. The numbers of neurons
in each layer are unique to each ANN.
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The operation each neuron performs is given by,

hi= oY (Vi) (1.1)

where h; is the output of the neuron ¢ with inputs z;, o the activation function,
N the number of inputs, and Vj; the weights [58]. In a hidden layer, an extra
term is added within the sum in Eq as a bias, so the neuron may have a
constant value that is trainable [59]. The activation function, o, is a non-linear
function and may be selected according to the problem, a common example of
one is the Sigmoid function [60].

There is much room for flexibility in the architecture of a neural network. The
number of hidden layers needs to be selected when setting up an ANN, which
is referred to as the depth of the network. More complex problems, such as
image classification, may require a deep neural network in order to be able to
obtain meaningful results; whereas simpler problems may only require a shallow
network with as few as one hidden layer. The number of neurons in the input
layer must equal the number of features from the input data, and the number
of output neurons is equal to the number of classes. However, the numbers of
neurons in the hidden layers may be arbitrary. The dimensions of the hidden
layers are usually selected according to how well the network performs on the
data, and adjusted to find the best configuration. Likewise, there are many other
parameters, called hyperparameters, a network has which control how the model
learns. The best values for these must be found through trial-and-error, to find
the most optimised version of the network.

A problem in machine learning on small sets of data is the greater risk of over-
fitting, where the algorithm learns how to classify the specific data fed into it,
rather than by features it should ideally be identifying [61]. This can be checked
for by utilising a separate verification dataset, which the model has not seen
previously, to measure accuracy of classification.

In the age of continuous full-sky surveys, in order to be able to fully use the vast
amounts of data being collected, we must employ automatic systems, such as
machine learning. Previous research has been done on utilising neural networks
to analyse star data in bulk from both the Kepler and TESS missions, but these
commonly use heavy pre-processing which limits their throughput [41][62][63]
[64].
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1.9 Aims of this research

In order for asteroseismic analysis and research to be done on these types of
pulsators, it is important that catalogues of pre-classified stars are available.
Previous work has mostly been done exclusively on Kepler data, in order to
identify types of pulsators crucial in understanding the mechanics of stars. With
the launch of the TESS mission and its accompanying Tess Input Catalog (TIC)
now listing ~1.5 x 10° possible point source targets in its current revision, T7C-8
[65], it is more valuable than ever to have a way of quickly and reliably processing
data in order to be able to identify objects of interest. As TESS is optimised
for observations of brighter stars (unlike Kepler), this also opens avenues for
ground-based follow up investigation of catalogues created from its data.

The goal of this research was to find a method of identifying candidate stars
that have a strong indication of v Doradus pulsations being present. Due to
the size of the datasets involved, a method which required minimal processing
and human review was sought. The end result of this was a catalogue of v
Doradus candidate stars which can be further verified and studied in future
asteroseismological research.



2 Data Collection and Processing

In order to be able to use TESS data for machine learning, it must first be
processed in a way which allows the network to be able to gather meaningful
information from it. TESS data is pre-processed before publication, however,
depending on the type of research being carried out, it may require further pro-
cessing.

2.1 TESS-SPOC Pipeline

The data from TESS, once received from the satellite through the Deep Space
Network, is sent to the TESS Science Operations Center, where the raw data
is then processed in the Science Processing Operations Center (SPOC) at the
NASA Ames Research Center. Here, the full-frame images collected by TESS are
calibrated, and used to produce calibrated pixels, lightcurves, and centroids for
all target stars. The full-frame images, recorded with a cadence of 1800s (30 min-
utes), were used for the initial TESS mission long-cadence data provided through
the SPOC pipeline. The TESS-SPOC pipeline data was used in this research due
to the availability of Pre-search Data Conditioning Simple Aperture Photometry
(PDCSAP) flux data, in which systematic errors have had corrections applied
[66]. The files are finally made available through the Mikulski Archive for Space
Telescopes (MAST) [66], and are accessible through the Lightkurve Application
Programming Interface (API) [67].

2.2 Candidate Selection

Training Data

For the training data, a selection of different star types were used for training
the model. Rather than attempting to include every type of variable star, a
training set was built which consisted of stars which may either be misclassified
as v Doradus, or could also be common in the dataset which the final model will
be trying to classify v Doradus stars from. These included four types of stars in
the v Doradus instability strip in which variability may be observed, as well as
non-variable stars. The other types of objects which may exhibit variability and

15
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hence were included in the training set were Eclipsing Binaries (EBs), § Scuti,
and RR Lyrae. Both EB and RR Lyrae were chosen due to the possibility of the
observed variability frequencies being in the ranges expected from v Doradus,
and therefore having a high chance of being misclassified as v Doradus unless
the model was explicitly trained using them. § Scuti stars were included because
of the possibility of v Doradus- 9 Scuti hybrids being misclassified as v Doradus,
despite typically having much stronger p-mode pulsations. While stars previ-
ously classified as hybrids of v Doradus and ¢ Scuti were not included explicitly
in the training data, many were noted to be present in some of the § Scuti ex-
amples. Contamination of the v Doradus training data with hybrid stars was
deemed undesirable as it could lead to confusion between the classes of v Do-
radus and d Scuti, and result in misclassifications. For this reason, targets in the
~ Doradus set which contained significant p-mode pulsations were removed from
the training data. The target stars for the different classifications were obtained
from a review of catalogues created in previous research (as listed below). Each
catalogue was evaluated for its suitability for training an accurate model. It was
important that each training set was not only as large and accurate as possible,
but also contained a diverse range of each type, to avoid training the model only
to detect “perfect” examples, rather than all those that may be present in the
TESS data. Visual inspection of Lomb-Scargle periodograms of stars in these
catalogues was then performed to ensure misclassified stars were not included, in
order to reduce the chance of the classifier model learning from the wrong types
of stars for each category. Examples of each of the types of stars present in the
final training set are shown in Fig[2.1]

The ~ Doradus and § Scuti obtained were from those classified in Skarka et al.
(2022) [46]. These data were chosen due to the study’s robustness, having been
classified using the lightcurve data and then further verified with spectroscopic
analysis. This is of particular importance in the v Doradus set, where rotation-
ally variable stars may appear similar to intrinsically variable v Doradus stars.
Rotationally variable stars are stars whose observed brightness fluctuations arise
from spots on the star’s surfaces, with the brightness variation arising from the
rotation of the star. From this, 387 v Doradus star TIC IDs were obtained, and
162 ¢ Scuti IDs (differences between these numbers and the numbers in the pa-
per’s data result from there being some Kepler IDs not having a corresponding
TIC ID in the Simbad database). An extra set of ¢ Scuti IDs was then obtained
from Murphy (2019) [68], who took care to remove other types of pulsating stars
that are also present in the other classifications that will be used in the train-
ing of this model. A final visual review of periodograms of the § Scuti targets
revealed many which contain strong g-mode pulsations, as well as some with
no visible distinguishable pulsation features; these were manually removed from
the training set. While more v Doradus stars could have been obtained using
Debosscher et al. (2011) [63], it is a set known to contain errors, so was not used
in this work [41]. Examples of three v Doradus light curves in the final training
set and their associated Lomb-Scargle periodograms are shown in Fig [2.2]
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The non-variable set was also obtained from stars Skarka et al. (2022) did not
identify as any type of pulsators. This catalogue was chosen for this set as these
stars are all within the same T.g ranges as the other types of stars used to train
the model (A-F spectral types). From this, a set of 1,587 non-variable TIC IDs
were obtained. After download, the periodograms of these were then visually
checked to remove any in which significant frequencies were present, with peaks
above around half the amplitude of background noise. Those which had visible
pulsation activity of multiple frequencies in one region were also removed to en-
sure no intrinsic pulsators were included in the set.

EB stars were obtained through the Kepler Eclipsing Binary Catalog (KEBC).
This is a catalogue built up through several revisions [69][70] [71] so can be relied
upon for reliable classification. This catalogue contains many stars which TIC
IDs were unavailable for through the Simbad database [72], however, 2920 TIC
IDs were able to be obtained for the EB training set. EBs were deemed of par-
ticular importance to have in the training set, as their pulsation frequencies can
often overlap with v Doradus, but they generally have a more distinctive shape
in the rest of their Fourier transforms. Both detached and contact EB systems
were included in this set to reduce the chance of the trained model misclassifying
any type of EB as a v Doradus pulsator.

The RR Lyrae training data contained both type-ab and type-c, these were in-
cluded due to the likelihood of them being in the same effective temperature
Ter ranges as v Doradus [73]. Type-ab RR-Lyrae examples were obtained from
Drake et al. (2013) [74], as well as from Nemec et al. (2013) [75], which included
type-c RR Lyrae pulsators, although fewer due to the lack of them being detected
in the Kepler field. In total, 1378 RR Lyrae TIC IDs were added to the set.

Unclassified Data

As there is such a large amount of TESS data available, in the interest of time-
liness the candidates for analysis were selected according to two criteria in order
to create a reasonably-sized set of data to analyse: T.y, and TESS magnitude
(Tmag). The data that was obtained for the training set was analysed for each
Tmag recorded in the TIC, and the mean of the full set was calculated to be
Tmag = 10.3, with only few outliers lying outside of the 9.0 < Tmag < 12.0
range, so this range was chosen for the criteria. The Tmag of the stars matching
the majority of the training set is important, as it can greatly effect how the
lightcurve of the star appears. A star with a brighter magnitude will have a
greater signal-to-noise ratio, and too bright may overexpose in the CCD. The
T.g ranges chosen were 6500-7500 K, as that is the region of the instability strip
in which v Doradus stars lie [40]. The Python package Astroquery [76] was used
in order to obtain TIC IDs for targets within these ranges.
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2.3 Obtaining Data from the TESS-SPOC
Pipeline

Once the TIC IDs for target stars were collected for each set, the Lightkurve API
was used to download lightcurves from the MAST archives [67]. All lightcurves
used in this research were long-cadence data, as the corresponding Nyquist fre-
quency of 24d~! allows for enough frequency space to be seen to distinguish
other pulsators from v Doradus.

For the training sets, the numbers of each type of star that were able to be ob-
tained through the TESS-SPOC pipeline are represented in Table Due to
very low availability of some types of these stars through this pipeline, the search
was not limited to one certain sector, however, the distribution of stars that were
obtained was 89% in sector 14, as shown in Fig[2.3] The uneven distribution of
target stars across the sectors is largely due to sectors 14 and 15 crossing into
the Kepler Field [77], where the majority of the target stars are located.

The distributions across the sectors of the data obtained for the unclassified stars
is shown in Fig[2.4]

Table 2.1: Counts of how many of each classification were present in the final training
set. Note that the differences in numbers in the final count vary from those in Fig
due to removal of stars with pulsations present in the non-variable classification.

Classification No. of lightcurves | Source of catalogue
Non-variable 659 [46]

v Doradus 387 [46]

0 Scuti 708 [46] [68]

EB 501 [71]

RR Lyrae 46 [74][75]

2.4 Preparing the Data

Once the lightcurves were obtained through the Lightkurve API, a Lomb-Scargle
periodogram was created for each of the data [78][79]. Feeding a periodogram
into the network, rather than the full lightcurve, allows for less data points to be
used while still retaining information of the periodicity of the original lightcurve.
The Lomb-Scargle periodogram is used frequently in astronomy, as it remains
reliable when performed on data that is unevenly sampled. It also has the ad-
vantage of being able to be quickly performed, taking an order of magnitude less
than other methods [74].

Both the power and corresponding frequency values from the periodogram were
then then stored in a Python dictionary, along with the TIC ID, lightcurve meta-
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data, and target classifications (for the training data). These were then dumped
into a JSON format to allow for fast access. The types of stars were separated
into five different classes during the beginning of training so problems between
classifications of specific types of stars could be identified, and the final set repre-
sented as a binary problem with v Doradus with class identifier 1, and all others
in class 0. The training data was then split to retain 10% of each classification
for verification during training.

Multiple separate sets of mock training data were also prepared, so the architec-
ture of the network could first be tested on simpler data. These were designed so
it could be made certain the model was able to identify periodograms with ampli-
tude peaks in specific areas without the intricacies and variation of the training
data. These consisted of sets of periodogram-like structured data, containing
noise as background, and one amplitude peak at a specific frequency, individual
to each target classification they were assigned. As the unbalanced set of the
real training data could also cause problems during training, this was also tested
by creating sets mirroring the imbalance in data in the real data. Further sets
were also created with peaks closer to the amplitude of the noise, simulating low
SNR data, to ensure the model could distinguish these before the training data
was used.
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Figure 2.3: Distribution of sectors in which the downloaded lightcurves originate
from in the SPOC routine. The y-axis is represented logarithmically. The number of
lightcurves gathered from sector 14 was 2045, ten times more than that of sector 15
with 159 lightcurves yielded.
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Figure 2.4: Distribution of sectors in which the unclassified TESS-SPOC data were
obtained for classification. The upper bound of sector 26 is due to 1800 s cadence data
being unavailable for the TESS mission extension.



3 Setting Up & Training the
Model

The model was created using PyTorch [80] in Python 3.10. In order for the net-
work to be able to effectively and efficiently learn to classify data, an architecture
that was appropriate for the work being done needed to be chosen.

3.1 Initialising the Network

The model was constructed using fully-connected layers, with the Parametric
Rectified Linear Unit (PreLU) activation function, as it is well suited to clas-
sification problems [81]. As there were a low number of training examples for
the network to learn from, dropout was included. This forces the network to
ignore random nodes during training and reduce the chance of overfitting the
data, where the model learns the noise of the training set and thus is only able
to properly classify the original training data [82]. A Softmax activation function
was implemented on the final output layer of the network, as the desired output
of the network is probabilities of the classes [83]. Due to the potential problems
of training a model with such an unbalanced training set, Sigmoid Focal Loss
was used for the loss function due to its ability of weighting each class according
to the balance when calculating loss [84].

Rather than using a smoothing function on the frequency spectra, which could
remove discrete pulsation frequencies present in some stars, a binning method
was used when running the data through the model. Having this treatment at
this point, rather than in the pre-treating of the data allows for flexibility in
changing this value, and thus finding the most effective value. A higher number
of bins, such as that close to the number of original data points allows for greater
detail of the data, but negatively affects performance. A lower number of bins
effectively smooths noise, thus reducing the amount of attention the network
can pay to it. It also reduces the time taken to run each example through the
network, as the network can be smaller in dimension. There is a minimum value
at which the data are useful, as when too low the peaks are also smoothed over
and averaged to a much larger area. The most effective value for the binning
was investigated during the optimisation of the network.

23
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3.2 Optimising The Network

In order to find the best configuration for the network during training, it was
run multiple times and hyperparameters adjusted between each run, to determine
which values produced the most accurate results on the training and verification
data. The performance of the models were then analysed by looking at the loss
and performance over time. The metric which was predominantly used for the
performance was precision, as it is much more important that the data classified
as 7 Doradus contains fewer incorrect classifications, than it missing some -y
Doradus pulsators. However, recall was also measured to ensure the number
missed was within a reasonable range. Initially the sets of mock data were used
to verify the architecture was set up correctly for this type of data, and then
the real data introduced. Through feeding it through successively more difficult
tasks, each of the hyperparameters could be focussed on and adjusted one at a
time, so the differences each individual hyperparameter made on the training and
classification could be properly understood. This approach also meant that low
SNR, imbalance, and ability to discern peaks and peak ranges could be treated
as separate problems and each optimised individually.



4 Results

Through the random search method, the hyperparameters which gave the most
suitable optimisation were found. It was found that reducing the number of bins
for the periodogram data had a great effect on the precision of the trained model,
with more bins being necessary in order to obtain suitable precision. This is most
likely due to the loss of finer detail in the input data at lower bin numbers. The
most precise model was obtained with a resolution of 2639 bins for each DFT
(reduced from ~3014). This was the number of input neurons which were used
for the final version of the network. Each subsequent hidden layer was found to
be most effective when it had 854 nodes, and a total of 14 of these layers were
found to give the best results when training. This configuration gave a training
time per epoch of 27s on a single GPU configuration.

For the hyperparameters in the Sigmoid Focal Loss function, it was found that a
v value of 3.7977 was most the effective to account for the imbalance in the target
classifications of the data it was trained and verified on. The « value was not
included in the random search, to reduce the number of hyperparameters varied
and thus reduce time required for the random search, but preliminary tests found
the most effective value was 0.50, so that was used in the final model.

4.1 Training the model

Once the best hyperparameters were obtained using a random search, the model
was trained for 450 epochs and the results from each epoch recorded and anal-
ysed. The values of precision and recall obtained from each epoch were then
used, along with loss trends, to select the best epoch to use as the model for
classifying the TESS-SPOC data. As can be seen in Fig [4.1] there is an inverse
relationship between the precision and recall for each training epoch. A higher
number of true positives (true v Doradus classifications) identified came at the
cost of also having the potential v Doradus set polluted with more false-positive
misclassifications. As this model is designed to be used on very large datasets, a
lower precision can potentially mean misclassifications in amounts far too high
to be able to manually verify, and so a higher precision at the expense of recall
was chosen for the model.

The final model chosen was from the 10th training epoch and had precision,

25
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recall, and F1 scores of 94.4%, 44.7%, and 0.607, respectively, during validation
testing during training.
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Figure 4.1: Heatmap showing distribution of training epochs and their resulting
precision and recall values from validation tests of each model iteration during training.
Values from all 450 training epochs were used in this plot.

A confusion matrix showing a breakdown of the class labels for each star in the
validation data is shown in Fig[4.2] The low recall score is made obvious here,
showing the false negatives (v Doradus stars predicted as non-y Doradus) as
highly populated. The high precision of the trained model is also visible in the
confusion matrix, with all but one other type of star having no false positive
predictions. The only false positive prediction was from an EB star, which is
unsurprising as it is common for variations in EB systems to have long periods
and therefore frequencies which occupy the same region as v Doradus stars, as
can be seen in Fig[2.1] The false positive EB star compared to a true v Doradus
star can be seen in Fig[4.3] This star, TIC 122717066, is a spectroscopic binary
star [85], and the more compact “comb”-like structure of its periodogram is not
visible at the resolution offered by the data used in this research, which most
likely contributed to the network being unable to identify it correctly.

The probability distribution in Fig shows the classifier’s confidence of pre-
dicted v Doradus predictions from the training validation data, and the data
misclassified in the confusion matrix in Fig can be seen highlighted in red.
It can be seen that there is a clear trend forming in the distribution of correct
classifications, with the peak lying at lower confidence levels, which is expected
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with a model with a lower recall. Notably, the highest confidence obtained for a
star was for the incorrectly classified EB star, which may be due to the lack of
visible structure of the periodogram.

Non-variable
y Dor

6 Scuti

Target

EB

RR Lyrae 1.8%

Non-y Dor y Dor
Prediction

Figure 4.2: Heatmapped confusion matrix with all stars in the validation set shown
with their original labels. Unmarked white boxes indicate no classifications made
for that cell, and the percentages in each cell show how much the data with the
corresponding training labels (targets) and classifier predictions represent of the total
verification data. Cell colour is proportional to the value.

1.0 —— TIC 229783648 - y Doradus

—— TIC 122717066 - Misclassified EB

Normalized power (Flux?)

0 5 10 15 20
Frequency (d™1)

Figure 4.3: A comparison of a misclassified EB star compared to a correctly classified
~v Doradus star. Powers of the frequency spectra have been normalised, as the EB has
two orders of magnitude greater power on the periodogram data. It can be seen that
the most prominent frequencies lie in similar regions, which is most likely the reason

for the misclassification. This is not a typical EB periodogram, which an example of
can be see in Fig IE
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Figure 4.4: Probability distribution of stars in validation set classified as v Doradus.
The incorrect classifications are highlighted in red.

4.2 Classifying TESS Data

In total, 173,398 stars were run through the classifier model, taking a total
amount of time of 11.1 minutes (3.843 milliseconds per star), not including pre-
processing time to generate the Lomb-Scargle periodograms (~5 ms per lightcurve).
30,993 of the TESS-SPOC stars were classified as potential v Doradus candidates,
representing 17.87% of the total set. The classifier’s confidence scores for each of
the v Doradus predictions can be viewed as a probability distribution in Fig|4.5]
From this, it can also be seen that half of the classifications were obtained with a
confidence level of 64.0% or above, and only 25% of them held a confidence level
of 56.6% or below. The top 25% of classifications were able to be identified with
a confidence of 77.4% or above, representing 7,749 total potential candidates, or
4.47% of the total set.

Fig |4.6] shows the stars classified with a 50% confidence threshold plotted on a
HR diagram in comparison to the distribution of stars the classifier identified
as non-vy Doradus. The region in the centre of the instability strip can clearly
be seen as containing the largest amount of v Doradus classifications, verifying
that the model used was able to correctly identify pulsators of this type. How-
ever, there still remains a large amount of stars at lower temperatures which
were classified as 7 Doradus on the main sequence. This problem is rectified by
increasing the confidence threshold for a classification to only include positive
classifications in the 75th percentile, as seen in Fig[4.7, Here, the vast majority of
classifications are confined to well within the boundaries of the instability strip,
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and this can be seen more clearly in Fig where the distribution of positive
classifications peaks only within the temperature ranges 6900 to 7200 K.

[ y Doradus classifications
25th Percentile
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Figure 4.5: Histogram of probability density for stars classified as v Doradus from
the TESS-SPOC data. The percentile cut-offs are marked by the coloured dashed
lines, with 50% of the v Doradus classification lying above the orange line. Due to the
large number of high confidence classifications near 1.0, the y-axis has been displayed
logarithmically. Despite the large spread of classifications at lower probabilities, the
majority of classifications lie at very high confidences, as evidenced by the location of
the 50th percentile marker.
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Figure 4.6: Two HR diagrams, represented as heatmaps. The left panel shows stars
classified as v Doradus by the classifier, and the right panel contains stars which were
not identified as v Doradus. The solid line represents the zero-age main sequence,
and the dashed line the boundaries of the v Doradus instability strip, obtained from
[86]. The majority of the stars classified lie within the instability strip, with the
exception of at lower temperatures, where the dataset contained the most stars. These
classifications are obtained with a 50% confidence threshold.
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Figure 4.7: Asin Fig this plot represents the TESS-SPOC data in a HR diagram,
with the v Doradus classifications on the left, and the rest of the data run through the
classifier in the right panel. This is with the confidence level set at a higher threshold of
77.4%, representing the 25% of the data the classifier gave the greatest probability for,
as obtained from Fig The majority of data eliminated by this higher confidence
threshold lie outside of the instability strip.
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Figure 4.8: Histogram of T.g distributions of stars classified as v Doradus (top
frame), and those not identified as 7 Doradus pulsators (bottom frame) for the 75th
percentile of classification confidences. The colour gradient of the plot maps to bar
sizes. The highest density of v Doradus classifications are within the ranges of 6900
and 7200 K. Introducing a higher confidence threshold has greatly reduced the amount
of lower temperature classifications that are present outside the instability strip limit

in Fig [1.6]



5 Discussion

From the distributions of v Doradus classifications on the HR plots in Fig
and Fig [4.7, the classifier network can provide results that would be expected
of a distribution of v Doradus variables. This is further confirmed through the
Teg distribution of classifications in Fig[4.8 Due to the density of classifications
in the lower temperatures outside of the expected region in the 50% threshold
HR diagram, it is obvious that a higher classification threshold is able to provide
more reliable results and so that is what was used for the rest of this analysis.
The shape of the distribution of the positive classifications in the HR diagram
for higher confidence classifications agrees very well with the theoretical insta-
bility strip, which drifts to lower temperatures as the stars age; ~6850-7360 K
at zero-age, and ~6560-7000 K for terminal-age main sequence stars [87]. This
can be seen as the distribution tends towards lower temperatures as the log(g)
value decreases.

From the results with the higher confidence threshold applied, v Doradus clas-
sifications made up 4.47% of the total stars within the T, and Tmag ranges.
This is in agreement with, although slightly lower than, the 6.01% proportion
found in Kepler data using feature-based machine learning in [41], and 7.48%
from non-neural network classification of DFTs of Kepler data in [40].

The plot of the recall vs precision during training, Fig shows that in the
model there was little trade-off between precision and recall, as most values were
high on recall - this may have been influenced by the fact that a limited validation
set was used. There is a slight trend in lower precision at higher recall, which
will be due to the model “overclassifying” non-y Doradus stars as v Doradus.
This was avoided in the final model by ensuring that the precision of the version
of the model used was more important than the recall. For building a catalogue,
it was deemed that the reliability of given v Doradus classifications was more
important than their overall number.

Using a small and limited training set of data can have detrimental effects on
a network’s ability to train. Problems that may arise because of this include a
propensity for the network to very quickly learn the full set of training data and
begin overfitting. It can also make trends in accuracy metrics more difficult to
identify as each example represents a much larger part of the set of data than if a
large set was used. This leads to much less stable metrics over training epochs, as
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each individual reclassification can shift the values significantly. Because of this,
wider trends had to be used in determining what was happening during training,
and so the point at which overfitting may be occurring was harder to detect.
However, building a better picture of how the network was training by utilising
more than one metric (training and validation accuracy, precision, recall, and
loss) provided more reliable insight. Imbalances in training data sets also leads
to issues with learning. In this research, as the problem was approached as a
binary problem, the minority class was v Doradus, meaning that the type of star
it was most important for the classifier to learn was much more difficult for it to
be able to properly understand the nuance and diversity of these types of stars
[88]. The implementation of the sigmoid focal loss function allowed this problem
to be managed, but it is obvious that this is not a replacement for a good quality
and numerous dataset.

The result of finding higher numbers of input and hidden neurons is unsurprising,
as lower numbers of input neurons require less detail to be present in the input
data. This however does come with the cost of longer processing times, although
as the number of hidden network layers was able to be kept relatively low, the
final computation time of 3.843 ms per star classification is well within reason
and makes this approach more than suitable for classification of pulsators from
large sets of data.

The issue of confusion between EB stars and ~ Doradus is an issue with the
model, and has been in previous classification research using machine learning
[41][64]. As machine learning is an “opaque” method, i.e. it is impossible to
know the criteria the network is using for classification, it is hard to identify why
the EB star was misclassified with such a high confidence in the verification data.
It is most likely that the presence of variability in the same frequency ranges as
~v Doradus stars is the greatest factor in this. From a visual inspection of 100
of the classifications, seven of these were found to likely be EB stars, and all
had their highest peaks (if not all peaks) within the v Doradus pulsation fre-
quency range, supporting this hypothesis. Three other non-y Doradus pulsators
were identified, with frequency power spectra of potentially rotationally variable
stars, however, these types of stars can be difficult to distinguish even through
visual inspection, as discussed in [46]. It is a possibility that training for rota-
tional variables by adding a catalogue of these into the training data may have
improved the ability for the network to discern between the two. The confidence
levels of the suspected rotational variables were all below 80%, while the average
for the misclassified EBs was 92.53%. As many of these were very likely EB stars
from visual inspection, it is believed that these misclassifications are a result of
low numbers of training examples of both sets. Using a larger training set may
have given the network the opportunity to learn more of the nuances between
these types of stars. Within the set of 100, there were also eight v Doradus-0
Scuti hybrid candidates identified, all with the ¢ Scuti p-mode pulsations with
lower amplitudes than the v Doradus pulsations. Accounting for the findings of
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the visual search, it is reasonable to assume that this catalogue contains ~6,974
~ Doradus pulsators, of which, 9% are hybrids with § Scuti.

The greatest limitation in this research was the amount of training data. As most
of the catalogues the training data was obtained from were from investigations on
data from other missions, the process of obtaining the data included finding TIC
identifiers for the stars from Simbad, and then searching MAST for data associ-
ated with that TIC. For some catalogues, the data needed to be obtained from a
cone search as no identifiers were listed in the catalogues. These extra steps in-
cluded meant that for some catalogues, the number of stars that lightcurve data
was able to be obtained for was limited. Adjusting the cone search parameters
may have yielded more results, reducing the number of lightcurves which were
unable to be obtained, and using this method for all catalogues may have yielded
larger training sets. During visual inspection of the periodograms when verifying
the results it was noted that the classifications made with high confidences all
had high signal-to-noise ratios, meaning that a lot of v Doradus stars must be
missing from the set. This is also obvious when comparing Figs [£.4] and [4.5] in
which the distribution of true v Doradus during validation matches that of the
lower confidence predictions obtained from the TESS-SPOC data, which have
been excluded from the final set of classifications here.

Further research into this method could include investigating how well the model
performs for stars of other variable types. As there is currently only a limited
amount of known v Doradus to train the network on, the ability for detection of
other pulsators that are more well documented may be higher.



6 Conclusions

A fast machine learning algorithm was implemented to classify v Doradus pul-
sators from TESS data. Lomb-Scargle periodograms constructed from TESS-
SPOC lightcurves for 173,398 unique stars with effective temperatures in the
range 6500-7500 K and TESS magnitudes between 9.0-12.0 were obtained. These
were then run through a classifier which had been trained on five separate clas-
sifications of stars: non-variable, v Doradus,  Scuti, EB, and RR Lyrae. The
classifier was set up to treat this as a binary problem, so all star types other than
~v Doradus were put under one class label during training. The distributions of
these classifications on a HR diagram were then analysed and the 75th percentile
of classification probability was used for the final classifications. From this, 7,749
high quality classifications were obtained. A portion of these were then visually
checked to ensure robustness and it was found that of the 100 classifications vi-
sually checked, 90% of the set contained likely v Doradus stars. The majority
of misclassifications were from EB stars with variability frequencies in the same
range as pulsations of v Doradus g-modes.

This research has shown that the method of using a neural network classifier
on minimally-treated lightcurve TESS-SPOC data is a reasonable approach that
can yield reliable results. The short computation times of ~5ms to pre-process
and ~4 ms for classifying each lightcurve make this method of classification well
suited for use in bulk classification in pipelines of large-scale sky surveys.

It is the intention that this research makes possible for asteroseismological inves-
tigation into a wider range of v Doradus stars than previously available. This
catalogue can also be used for higher quality model training in future research,
allowing for much less imbalanced and larger training sets, as the small number of
classifications currently available has been a limitation in training networks. Util-
isation of networks such as this, which allow bulk classification in large datasets,
can greatly aid in the advance of our knowledge of stellar evolution and structure
by providing researchers a diverse range of examples of even the most rare types
of pulsators.
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