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Abstract
Diagnostic technologies will play a critical role in addressing current and future healthcare
challenges, with the greatest impact through implementing these technologies at the point
of care (PoC). For truly widespread deployment, these PoC technologies should be low-cost
and amenable for mass manufacture, even in resource-limited settings, without compromising
analytical performance.

Discrete, extended gate pH-sensitive field-effect transistors (dEGFETs) fabricated onwidely
used printed circuit boards (PCBs) are a low-cost, simple to manufacture analytical technol-
ogy. Electrodeposited iridium oxide (IrOx) films have emerged as a promising pH-sensitive
transducer due to their facile deposition. While IrOx is predicted to have a beyond-Nernstian
pH sensitivity, the performance measured experimentally is typically lower and variable.

This thesis demonstrates a dEGFET pH sensor based on PCB extended gate electrodes and
electrodeposited IrOx, which repeatedly displays beyond-Nernstian pH response. Using com-
plementary surface-analysis techniques, it is shown the high pH sensitivity and repeatability
is determined both by the chemical composition and critically the uniformity of the IrOx film.
Electrochemical polishing of the extended gate electrode prior to electrodeposition enhances
IrOx uniformity, leading to a median pH sensitivity of 70.7 ± 5 mV/pH (n=56) compared to
31.3 ± 14 mV/pH (n=31) for non-polished electrodes.

The applicability of these devices is demonstrated through the quantification of the β-
lactam antibiotic ampicillin, via the pH change that occurs due to hydrolysis catalysed by
β-lactamase enzymes. This lays the foundations for a susceptibility assay towards the public
health challenge of antimicrobial resistance (AMR). Additionally, this thesis explores the in-
tegration of electronically controlled microfluidic valves onto the PCB substrates, towards the
development of lab-on-chip systems and PoC diagnostics.

The highly sensitive and repeatable dEGFET sensors presented here show great promise
as a low-cost diagnostic technology. Moreover, the use of PCB substrates is suitable for man-
ufacture in resource-limited settings, enabling widespread diagnostic testing.
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Chapter 1

Introduction

This chapter provides the rationale for this research and articulates its specific objectives, after
which the thesis outline is presented.

1.1 Motivations for Widespread Deployment of Diagnostic
Testing

There exist many current and future healthcare issues globally where diagnostic testing is a
key component of the solution. This was clearly illustrated by the covid-19 pandemic where
a broad array of tests were essential to inform the response [1].

“Gold standard” methods such as polymerase chain reaction (PCR) provided highly sen-
sitive, accurate and reliable results to inform policymakers and clinicians, but require skilled
operators and are costly. Lateral flow devices (LFDs) were used widely to offer rapid results
to end users and highlighted the power of diagnostic tests that can be deployed at point of
care (PoC).

Beyond global pandemics, there remains an urgent need to develop diagnostic tests that
are suitable for deployment at PoC. This requires the development of new technologies that
must be simple to use, while still providing analytical performance metrics that are suitable
for clinical utility. Critically, for routine use towards common healthcare problems, sensor
fabrication must be low-cost, high yield and ideally utilise existing infrastructure.

1.1.1 Antimicrobial Resistance (AMR)

There is continued and growing concern about the impact of antimicrobial resistance (AMR),
sometimes referred to as drug resistant infections (DRI). These terms refer to the ability of
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microbes, including viruses, fungi, parasites and bacteria, to continue to grow in the presence
of antimicrobial compounds such as antibiotics.

It is already estimated that AMR causes 700,000 deaths per year and has been predicted to
grow to 10 million per year by 2050, alongside the associated healthcare repercussions costing
$100 trillion globally [2]. Although this exact value is disputed [3], there is consensus that
its impact will worsen and could lead to the development of AMR in many common bacterial
infections, posing a risk to patients undergoing otherwise low-risk procedures.

Bacteria that survive exposure to an antibiotic intended as a treatment can evolve to be-
come resistant to that drug. This process, known as drug resistance, has occurred naturally
since the first antibiotics were discovered. Historically, the periodic introduction of new an-
tibiotics was effective in combating drug resistance, however the reserve of new antibiotics
has been depleted faster than new drugs can be developed, due to the complexity of drug
discovery and lack of return on investment [4]; even with the impending need for additional
antibiotics.

Many health organizations demand that healthcare staff reduce antibiotic distribution in
all settings, where antibiotics should only be prescribed when the infection is known to be
susceptible to that specific treatment [2, 5]. Currently, healthcare staff do not have the tech-
nology to test for antibiotic susceptibility at the point of prescription, as the established meth-
ods using bacterial growth take approximately 24 hours to return a result. Often the best
balance of time, cost and patient satisfaction is to prescribe antibiotics without knowledge of
the susceptibility to the drug, which may be updated following testing at a later time.

An informed approach is required at the PoC, based on rapid testing of patient samples to
assist healthcare staff. Information on the susceptibility of an infection to available antibiotics
will result in better patient outcomes and potentially slow the evolution of DRIs so we can
maintain essential access to potent antibiotics. For healthcare challenges such as the fight
against AMR, any PoC diagnostic test must be simple and cheap to manufacture to enable
widespread deployment.

1.1.2 Faecally Contaminated Water

The importance of low-cost sensor technologies is exemplified by deployment of healthcare
technologies in low- and middle-income countries (LMICs). A notable example is the contam-
ination of drinking water with pathogenic bacteria, which leads to unnecessary illness and
death across developing nations; 2.39 billion cases of diarrhoeal disease were estimated in
2015 alone, resulting in 1.8 million deaths [6], many of which are associated with the con-
sumption of contaminated drinking water.

In economically developed nations, treated water is often distributed through piped infras-
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tructure resulting in few outbreaks or deaths from contamination [7]. In LMICs, without this
infrastructure, contamination can enter a water source through many pathways [8], including
run-off from animal waste. It is widely agreed, testing is the only reliable method of identify-
ing if a water source is contaminated and forms an essential part of a multi-faceted solution,
in tandem with appropriate water treatment and education [9].

Water testing in developed countries is performed by bacterial culture. While well estab-
lished, this is a slow and skilled process which is rarely suitable for deployment in LMICs.
New approaches to monitor water quality are urgently required. For widespread usage in
LMICs, these analytical technologies would ideally be suitable for manufacture using existing
infrastructure and capabilities within the country.

Current practices for diagnostic testing across these and many other global issues are im-
perfect. The quantity of tests performed is often inadequate and a delayed time to result may
limit their impact. PoC diagnostic testing is ideal, with automation to ensure simplicity and
a rapid response that can better inform decisions. To fully realise their potential, PoC tests
should not sacrifice sensitivity or specificity compared to lab based methods, and most impor-
tantly they must be suitable for widespread deployment by reducing the cost and complexity
of fabrication.

1.2 Thesis Goal & Overview

Motivated by the need for PoC diagnostic technology that can be fabricated using low-cost
and simple processes, this thesis focuses on the development of a pH sensor based on discrete
field effect transistors (FETs) and printed circuit board (PCB) substrates that can be applied
as a biosensor towards a broad range of global issues. This platform technology is demon-
strated towards an assay that can detect the enzymatic turnover of the antibiotic ampicillin;
the mechanism of action of β-lactam resistant bacterial infections. This thesis also presents
an initial exploration of electronically actuated microfluidic valves integrated onto the PCB
substrate towards PoC automation and a complete lab-on-chip (LoC) device. Finally, early
stage testing of the PCB pH sensor for detection and quantification of deoxyribonucleic acid
(DNA) amplification is presented.

Chapter 2: Literature Background and Theory

This chapter begins by briefly discussing the wide variety of biosensors that have been em-
ployed within the literature, before focusing on ion-sensitive field effect transistors (ISFETs)
as pH sensors. Underlying theory required to understand operation of electrochemical pH
sensors is presented, before moving onto topics specific to ISFET and derivative devices. The
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broad array of substrates and pH sensing materials used across literature including current
and emerging technologies are also presented.

Chapter 3: Methods and Experimental Techniques

This chapter details the fabrication procedures of the pH-sensitive, extended gate ion-sensitive
field effect transistors (EGFET) based on discrete FETs, alongside operating principles of the
key experimental and characterisation techniques used within the experimental chapters.

Chapter 4: PCB dEGFET Characterisation

This chapter explores development of the discrete extended gate ion-sensitive field effect tran-
sistor (dEGFET) in which the extended gate electrode is fabricated on PCB and modified by
electrodeposition of iridium oxide (IrOx). It showcases a facile approach for electrode treat-
ment prior to electrodeposition, which drastically increases median pH sensitivity and signifi-
cantly enhances reproducibility. A combination of complimentary surface analysis techniques
are used to understand the electrochemical, physical and chemical properties, which show
the high pH sensitivity and repeatability of the dEGFETs are dependent on both the chemical
composition and, critically, the uniformity of the IrOx film.

Chapter 5: Biological Assay & Detection

Work in this chapter applies the IrOx, PCB-based dEGFET to detection and quantification of
enzymatic activity via turnover of β-lactamase antibiotics towards the global issue of AMR. In
this assay, enzymatic turn-over of ampicillin leads to a bulk pH change based on the selection
of a suitable buffering capacity, as discussed at the beginning of the chapter alongside the
underlying principles and relevant literature. Results demonstrate the ability of the dEGFET
to detect this pH change using both kinetic and endpoint measurements.

Chapter 6: Electrowetting Valves

In this chapter, the motivation for the development of automated sample delivery onto the
sensor surface using on PCB microfluidics and electronically controlled electrowetting valves
is presented, including current literature on lab-on-PCB devices suited for PoC. The theory
that enables device operation and manipulation of system characteristics is presented, before
capillary flow is realised on the PCB substrate through polydimethylsiloxane (PDMS) flow
channels. Electrochemical techniques are used to characterise the deposition and removal of
a hydrophobic film applied to the valve electrodes.
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Chapter 7: LAMP Future Work & Conclusions

The chapter initially summarises the work presented across this thesis before a brief discussion
of future work related to the β-lactamase assay and electrowetting valves. Initial research is
also presented towards the detection and quantification of isothermal DNA amplification using
the low-cost PCB dEGFET sensors, alongside discussion of future work that could fully realise
such an assay on discrete PCB based sensors.
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Chapter 2

Sensor Theory & Literature Review

This chapter begins by briefly discussing biosensor modalities that have been employed within
the literature, before focusing on ion-sensitive field effect transistors (ISFETs) as pH sensors.
Underlying theory required to understand the operation of electrochemical pH sensors is pre-
sented, before moving onto topics specific to ISFET and derivative devices. The broad array of
emerging substrates and pH sensing materials reported across literature are also presented.

2.1 Biosensors

Biological sensors (biosensors) can be considered as having two key aspects, a component for
recognition of a biological or chemical target and a physico-chemical transducer to detect the
interaction between the recognition element and the target [10]. Figure 2.1 shows a variety of
modalities across both aspects, which are often followed by signal conditioning and processing.

2.1.1 Bio-recognition

The recognition stage utilises an interaction with the target in the form of a physical, biological
or chemical alteration. The biochemical target (biomarker) dictates suitable recognition ele-
ments, where the interaction is selective and specific to that molecule, protein, cell or nucleic
acid [12].

Perhaps the most common of these bio-recognition elements are antibodies, which are pro-
teins that bind to their antigen, often another protein or virus. Assays utilising this mechanism
are named immunoassays [13] where the antibody-antigen binding can be detected directly,
for example through the associated change in mass or electrical charge, or indirectly through
the inclusion of additional label such as an enzyme [14] or fluorophore, leading to a change
in redox activity, colour or fluorescence.
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Figure 2.1: General schematic of a biosensor and the range of modalities via which it can
operate. Adapted from [10, 11].
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There is growing interest in the use of aptamers [15], oligonucleotide sequences that act as
artificial chemical antibodies. Once a range of candidate aptamers has been identified, often
through a process known as systematic evolution of ligands by exponential enrichment (SE-
LEX) [16], their affinity (KD) and specificity towards the target can be evaluated. Importantly,
these aptamers can be produced artificially without the need for animals, at higher quantities
and at lower costs than antibodies. Antibodies and aptamers are both often directly immo-
bilised on the surface of a transducer or nanoparticles using an appropriate surface chemistry
such as exposed carboxyl or aldehyde groups.

Nucleic acid based biosensors utilise the strong affinity between base pairs on complimen-
tary regions of nucleotide strands for high specificity towards target nucleic acid sequences
[17, 18]. The ability to synthesize deoxyribonucleic acid (DNA) strands of increasing length
has helped facilitate the growth of this bio-recognition element. Immobilisation of these nu-
cleic acids is often performed using thiols and amine groups.

Enzymatic biosensors rely on an enzyme to catalyse a reaction with the target, where
the resulting product such as hydrogen peroxide, protons and other chemical molecules is
monitored [19].

Whole cells are also being explored as a form of bio-recognition element, where devia-
tion away from their normal cellular activities can be used to indicate the presence of target
analytes, and can again be monitored by a signal transduction element [20].

To ensure specificity and to reduce non-specific binding to the surface from molecules
within the sample matrix that are not the target, a broad range of blocking agents are used
including bovine serum albumin (BSA), casein, poly-lysine and the developing field of polymer
brushes. More information on the importance of blocking within surface bound biosensors can
be found in literature [21, 22].

2.1.2 Signal Transduction

The second stage of any biosensor is a form of signal transduction which detects and ideally
quantifies the interaction between the bio-recognition element and target. This transducer el-
ement transforms the bio-recognition signal into another, via some physico-chemical method,
where the three main categories are optical, electrochemical and mass based, although novel
approaches exist [10]. As shown in Figure 2.1 each of these categories contains a variety of
approaches within.

Optical transduction methods are compatible with most biorecognition methods, can pro-
vide low detection limits and are insensitive to electromagnetic noise. The optical signal itself
can be detected using several spectroscopic methods, with the most popular being fluores-
cence and surface plasmon resonance (SPR) based [23]. Within florescence biosensors this
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fluorescent signal can be inherent to the molecule of interest, or more commonly via a report-
ing label such as intercalating dyes and fluorophore. SPR utilises a polarised light source,
prism and detector to deduce a refractive index change at the sensor surface, as the target
molecule binds with an appropriate receptor on its surface.

The two main mass-based techniques are quartz crystal microbalance (QCM) and mi-
cro cantilevers, which both fit under the umbrella term of micro-electro-mechanical systems
(MEMS) [24, 25]. In QCM, changes in mass occurring as target molecules bind to a piezo-
electric sensor are seen as shifts in resonant frequency of its electronically driven oscillations.
Micro cantilevers operate via a similar mechanism, where a cantilever is commonly fabricated
with one end fixed to a substrate and the other free hanging over a small cavity, with changes
in mass altering the oscillating frequency. Both methods allow for quantification, based on
knowledge of the bound molecules’ structural properties, using the Sauerbrey equation.

Electrochemical transducers are commonly categorised based on the different electronic
parameter which they measure, being amperometric, potentiometric, and impedimetric [26,
27]. Amperometric sensors operate via the most widely used mechanism, by monitoring the
current produced by the redox activity of an electroactive species. The most well-known ex-
ample of an amperometric sensor is the blood glucose sensor, which measures the current
caused by redox active H2O2, which is produced in quantities proportional to glucose, by glu-
cose oxidase (GOx) enzyme activity [28]. Such amperometric devices measure the current at
a constant potential. A variation named voltammetric sensing varies the potential while the
current is monitored.

Impedance based devices monitor the capacitive and resistive properties of electron trans-
fer at a working electrode, through analytes and receptors, which are often immobilised on
the electrode surface [29, 30]. Potentiometric sensors measure the non-faradaic charge accu-
mulated at the interface of a working electrode, where the field is dominated by ion-selective
electrodes (ISE) [31].

In conclusion, themake-up of any biological sensor is focused around the target biomolecule,
as this defines the compatible bio-recognition elements and by extension the range of appropri-
ate signal transducers. A wide array of both recognition and transduction elements are under
active research, although many do not match the requirements for a point of care (PoC) device
outlined in chapter 1.

One promising approach utilises specific enzymes to catalyse reactions involving the target
biomarker and the resulting production of protons. In a weakly buffered environment this
production of protons will result in acidification of the solution, which can be monitored as
a pH change using a pH sensitive transducer. This approach enables flexible detection of any
enzyme catalysed reaction that produces a pH change. In order to fully understand a system
built around these phenomenon, the underlying theory behind pH must be explored.
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Figure 2.2: pH scale showing H+ and OH− concentrations in mol/L.

2.2 pH

pH is a characteristic of an aqueous solution, obtaining its name as a shortening of power of
hydrogen. Specifically, pH represents the activity of positively charged hydrogen ions (protons)
within a solution.

At low concentration (below circa 0.1 M) the proton activity is commonly assumed to be
equivalent to the proton concentration. At higher concentrations the close proximity of ions
results in steric and charge based interactions that restrict the ability for all ions to interact,
resulting in an effective lower activity than the concentration present. The relationship for
proton concentration is presented in equation 2.2.1.

pH = −log10([H
+]) (2.2.1)

Lone hydrogen ions do not persist in aqueous solutions due to a high charge density, where
interaction with nearby atoms is more energetically favourable. Instead they form hydronium
ions H3O+, where one water molecule donates a H+ ion to another as described in equation
2.2.2. This phenomenon is known as the self-ionisation of water and is often assumed to occur
in all aqueous solutions, equation 2.2.3 shows this reaction, with the forward and reverse
reactions in constant equilibrium.

2H2O ⇀↽ H3O
+ +OH− (2.2.2)

H2O ⇀↽ H+ +OH− (2.2.3)

As seen in equation 2.2.1 the concentration of H+ ions can be used to obtain a value for
solution pH, where the concentration of hydroxide ions (OH−) will be inversely proportional.
The pH scale is shown in Figure 2.2 alongside the number of ions present. Pure water at 25°C
contains equal concentrations of H+ and OH− ions at 107 M, hence the term ‘neutral’ pH.
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Equation 2.2.4 is known as the Henderson-Hasselbalch equation, an approximation for the
pH of an aqueous acid solution in relation to the acid dissociation constant, pKa, where [HA]
is the concentration of the weak acid species and [A−] is the concentration of conjugate for
that species in a general equation 2.2.5.

pH = pka + log10
[A−]

[HA]
(2.2.4)

HA ⇀↽ A− +H+ (2.2.5)

The acid dissociation constant quantifies the varying degree to which H+ ions within spe-
cific molecules will dissociate (equation 2.2.6).

Ka =
[A−][H+]

[HA]
(2.2.6)

log10[H
+] = log10Ka + log10

[HA]

[A−]
(2.2.7)

It is often referred to in the inverse logarithm form (pKa) given the ability to relate the pH
of the surrounding solution as in equation 2.2.7. From this form, using equations 2.2.1 and
2.2.6, the final form as shown in equation 2.2.4 is reached. This equation shows the pKa value
of a molecule is the pH at which half of the protons have dissociated.

I note, this form of the Henderson-Hasselbalch equation is an approximation as it does not
consider the self-dissociation of water, which becomes more significant below a molarity of
≈ 10−4 M and at extremes of pKa; < 3 and > 11. The more precise calculation was not used
in this work but detail is available within the literature [32].

2.2.1 Measuring pH

There are a variety of methods for measuring the activity of H+ ions in solution and deter-
mining a value for pH. It is possible to monitor changes using pH-sensitive indicator dyes,
where a visual colour change occurs as alterations in the molecular structure result in varying
absorption spectra. As shown in Figure 2.3 for the indicator Phenol Red, specific groups on
the molecule are amphoteric, where they can both accept and donate H+ ions, depending on
the solution pH, based around their pKa. A range of indicators are available which each show
varying colour changes over a window of ≈ 2 pH units.

In this work Phenol Red is utilised, which shifts from yellow at pH 6.2 to fuchsia at pH 8.2
(Figure 2.3). A change across this range is visible to the naked eye, although quantifying the
precise pH is difficult by simple observation, instead requiring an optical system and calibration
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Figure 2.3: Chemical structure of Phenol Red pH indicator dye in response to varying solution
pH. Adapted from [33].

information to relate the absorbance to a pH value. This method is also unable to provide
information on pH changes beyond the dynamic range of the indicator. Universal indicators
combine dyes with overlapping pH ranges to enable monitoring over a larger dynamic range,
but again suffer from challenges in quantification of pH.

Electrochemical pH meters can provide a precise pH value and are commonly used in
lab settings in the form of a glass bulb pH meter. Figure 2.4 shows the reference electrode,
associated internal solutions and porous frits, which result in a stable reference potential (more
detail provided in section 2.3.6). A differential measurement is made between this and the
potential measured across the H+ sensitive amorphous silicate glass membrane, to calculate
the solution pH. The potential of the internal interface is stable due to the isolated pH buffer in
contact with the AgCl coated wire, whereas at the outer-face of the glass membrane, protons
displace metal cations originally present within the matrix [34]. Thus the target solution H+

concentration is reflected as a changing potential at the outer-face of the glass membrane.

Assuming regular calibration with stable solutions of known pH, such meters provide an
accurate measure of pH and are simple to use. There are disadvantages to glass bulb pH me-
ters, namely the fragility of the glass probe which is submerged into solution. Due to the time
taken for metal cations to diffuse through the glass membrane, providing the necessary small
leakage current to measure a potential difference, they also offer a limited rate of response to
changes in pH, in the order of tens of seconds [35]. Finally it can be shown the maximum pH
sensitivity of these devices is 59.2 mV/pH, which limits the change in pH that can be resolved,
this is derived in section 2.3.5.

An alternative electrochemical approach for measuring pH is to utilise an ISFET, which is
durable, amenable to miniaturisation and offers a rapid response to changes in pH. For PoC
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Figure 2.4: Glass pH meter, consisting of a pH sensing electrode and a double junction refer-
ence. Adapted from [33].

biosensors these are favourable characteristics and as a consequence ISFET technologies were
selected for use within this work.

2.3 ISFET Theory

ISFET devices fundamentally build on the operation of a metal-oxide-semiconductor field ef-
fect transistor (MOSFET) which are explained first before modifications are considered.

2.3.1 MOSFET

The schematic structure of a complementary metal-oxide-semiconductor (CMOS) MOSFET is
shown in Figure 2.5. The MOSFET is a three electrode device where the voltage applied to the
gate electrode determines the conductivity between the source and drain electrodes; power
MOSFETs as an exception may have a fourth body electrode connected to the source. Charge
carriers can be electrons or holes, named n-channel and p-channel respectively. Different
levels of doping within the conduction channel can produce two different forms of device,
enhancement and depletion.

Initial operation will be described for a n-channel enhancement mode transistor. Differ-
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Figure 2.5: Schematic of MOSFET structure, showing three electrodes and regions of doped
semiconductor [36].

ences between MOSFET varieties, such as charge carriers and doping will be explained sub-
sequently.

Again referencing Figure 2.5, we see a structure consisting of two heavily doped regions
which act as the source and drain of the device, interfaced viametal contact. These two heavily
doped regions sit within the body of the device, made up of oppositely doped semiconductor.
On top of this structure a thin metal oxide (commonly SiO2) is deposited, used as an insulator
with high dielectric constant, which is capped with a metal gate electrode.

This metal-oxide-semiconductor stack behaves like a capacitor, with a characteristic input
resistance of > 1014 Ω, resulting in no current flow through the gate. Instead, the build-up
of charge carriers at this electrode generates an electric field across the dielectric through
polarisation, that effects charge carriers in the semiconductor. Movement of charge carri-
ers towards the semiconductor-oxide interface increases conduction between the two heavily
doped regions.

2.3.1.1 MOSFET Varieties

Asmentioned previously, there exists heavily doped regions within an oppositely charged body,
meaning p-channel and n-channel devices are possible with holes and electrons as charge
carriers respectively. There are also two forms beyond this, depletion and enhancement, where
the discussed conduction channel at the surface may not be present at fabrication. A total of
4 varieties are available, as shown in Figure 2.6.
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Figure 2.6: Diagrams of 4 MOSFET modes of operation: N-channel enhancement, N-channel
depletion, P-channel enhancement, and P-channel depletion [36].

In depletion mode, the conducing channel is present when no gate voltage is applied, to
prevent current flow a voltage must be applied. For n-channel devices this is a negative voltage
and positive for p-channel. In an enhancement mode device there is no conducting channel
with zero voltage applied, to enable conductance a voltage must be applied. A positive bias
will attract electron charge carriers in a n-channel device, whereas a negative gate voltage is
required to attract holes in p-channel.

Both depletion and enhancement operation possess an equivalent drain-source current
IDS versus gate source voltage VDS response, except for a linear offset based on VGS axis as is
shown in Figure 2.7. This trend breaks down at large gate source voltages.

Traditionally a MOSFET is used to reflect a 0 or 1 state, making use of the saturation region
where the current density within the channel is at saturation. ISFET pH sensors are designed
to operate within the linear/triode region, as shown for a n-channel MOSFET in Figure 2.7,
where there is a linear relationship between device current and drain-source voltage. A third
region where no channel is formed due to an insufficient voltage is possible, where no current
will flow; although a small number of charge carriers may pass due to thermal energy, leading
to a leakage current.

In conclusion, a changing bias voltage on the gate of a MOSFET is capacitively coupled to
alter the current which flows between the source and the drain. When placed in the triode
region this relationship is linear, which is key to operation of ISFET devices.
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Figure 2.7: Drain-source current as a function of drain-source voltage for the BSS159 n-
channel MOSFET, plotted for varying gate-source voltages. Adapted from [37].
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Figure 2.8: Diagram of ISFET structure, showing an ion-sensitive material as the oxide gate,
exposed to an electrolytic test solution [36].

2.3.2 ISFET

The voltage at the gate electrode is applied via a connection to external circuitry in a MOSFET.
In contrast, the ISFET bias is produced by a build-up of ions at the interface between an
electrolyte and an ion-sensitive layer, with a voltage offset applied by a reference electrode
to bias the transistor into the linear-triode region. Figure 2.8 shows a diagram of an ISFET,
further discussion on the motivation for its use in this work can be found in section 2.4.

2.3.3 Site Binding Model

To fully understand operation of ISFET sensors and its variants, it is key to explore the elec-
trochemical phenomenon occurring at the surface-solution interface. The site binding model
[38, 39] describes the properties of an oxide-aqueous electrolyte interface, with a focus on
the resulting surface charge. It describes the equilibrium which is obtained between the sur-
face sites and protons in the electrolyte. In a pH sensitive material these sites are amphoteric,
meaning they are able to both donate and accept protons [40].

Figure 2.9 shows how proton donors and acceptors are assumed to form at the solution-
surface interface for a typical metal-oxide substrate [41]. A neutral site is converted into a
proton donor when a H+ dissociates, leaving a charged O− at the surface. A proton acceptor
is formed when a hydrogen ion in solution associates to a surface molecule and forms OH+

2 .
Equation 2.3.1 shows this represented as an equilibrium reaction for a traditional pH sensitive
metal oxide layer [38, 42]. H+ ions are small and mobile, enabling them to diffuse to the
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Figure 2.9: Site binding model showing neutral, proton donor and proton acceptor sites.
Shown also is the trend between dominant amphoteric site and the solution pH relative to
the surface PZC [36].

surface through layers of other charged molecules, relating the surface concentration directly
to that observed in the bulk.

MO− +H+

−−−⇀↽−−−
−H+

MOH +H+

−−−⇀↽−−−
−H+

MOH+
2 (2.3.1)

The solution pH dictates the number of sites that will be in proton donor or acceptor states,
which in turn dictates the surface potential at that pH. At an acidic pH, proton donors will
dominate due to increased H+ ions in solution. At a basic pH, less H+ ions are in solution,
leading to proton acceptor sites dominating. Where amphoteric sites are balanced between
proton donor and acceptor sites is the point of zero charge (PZC) [43].

2.3.4 Electrochemical Double Layer (ECDL)

Figure 2.10 shows amphoteric sites at the surface as described by the site binding model.
Ionic molecules within solution move towards the surface in order to neutralise surface charge
at pH values other than PZC. The sites dictated within the site binding model impact the
arrangement of ions in solution to create what is known as the electrochemical double layer
(ECDL) at the surface-solution interface.

Over time a number of theories have been developed to explain the ECDL [44]. The first
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widely accepted approximation was the Helmholtz model developed in 1879 [45], which
made assumptions about an uniform and stable layer of counter-ions moving to the surface
to neutralise the surface charge. The Gouy-Chapman model [46] modified this to consider a
gradient of charge moving from the surface into the bulk, driven by diffusion and described
by the Boltzmann distribution. The model described in this work is a combination of the two
theories introduced by Stern in 1924 [47], which additionally provides a more detailed view
of the inner layer of molecules, including how the closest approach of molecules will depend
on their ionic radius and solvation status; electrostatically shielded by water molecules of a
favourable dipole.

Figure 2.10 shows the regions modelled using the Gouy-Chapman-Stern approach, where
the surface is in a state dominated by proton donors and the solution is of pH further basic
than the PZC; in aqueous phase and with general electrolytes present. Visible are the distinct
regions outlined by the model of the inner Helmholtz plane (IHP), outer Helmholtz plane
(OHP) and the Gouy-Chapman diffuse layer, leading to bulk solution [48].

The IHP is a charged layer of ions that are adsorbed onto the surface. In Figure 2.10 these
are negative adsorbed on a surface dominated by positive charge acceptors. These molecules
will be partially solvated, as the adsorption to oppositely charged surface sites via van der walls
or Coulombic interactions dominates over the dipole of water molecules [49]. Water molecules
found in this region close to the surface will obtain dipoles based on the local charge.

The OHP is populated by fully solvated ions that approach the surface to neutralise the
charge of the remaining amphoteric sites. The distance of their approach is limited by the
bound water molecules. I note, the packing of the electrolytic ions is dependent on their
relative physical size and charge. These two layers make up the Helmholtz plane, both with
a linear potential relationship, although the IHP possessing a steeper gradient.

Extending beyond the Helmholtz plane is the diffusive Gouy-Chapman region, which ex-
tends out to the bulk solution. In this region, solvated ions arrange to neutralise the charge
created by the surface and inner Helmholtz layers, with the potential across this diffusive layer
following a Boltzmann distribution.

The bulk solution contains an even distribution of charge throughout. In an aqueous so-
lution with no additional ions, an ECDL will be formed, but only involving polarised water
molecules, where the dipole is oriented to neutralise amphoteric surface sites.

2.3.4.1 ECDL Capacitance

The overall distribution of charge across the layers leads to regions of opposite charge, effec-
tively resulting in the creation of multiple parallel plate capacitors.

The total differential capacitance (CInterface) within the ECDL is a combination of the ca-
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Figure 2.10: Representation of the ECDL combined with site binding model. This is shown
for a state where pH < pHpzc, which dictates the distribution of amphoteric sites and thus the
average surface charge. Potentials and capacitances at the different planes are illustrated.
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pacitances from the Helmholtz layer (CHelm) and the Gouy-Chapman layer (CGouyChapman)
as shown in equation 2.3.2 [11]. In the ISFET, CInterface is coupled capacitively across the
transistor gate dielectric and effects ion flow within the MOSFET channel. For other electro-
chemical models which include a range of other capacitances relevant for CMOS integrated
circuit based ISFETs, see [50].

1

CInterface

=
1

CHelm

+
1

CGouyChapman

(2.3.2)

Equation 2.3.3 for CHelm is a result of the two parallel planes of charge associated with the
IHP and OHP, where A is the surface area of the interface, ε0 is the permittivity of free space,
εr the relative permittivity of electrolyte and LOHP is the distance from the OHP to the solid.

CHelm =
AεOεr
LOHP

(2.3.3)

Equation 2.3.4 for CGouyChapman considers the potential of the diffuse region, where the
charge decays exponentially, modelled in differential form [51, 52]. The ε0εr

LD
term is the

capacitance of two plates, with the Debye Length LD a measure of how far an electrostatic
effect persists into solution, representing the capacitive plate at the limit of the Gouy-Chapman
region. The cosine portion describes the effect of mobile charges, where z is the valence of
ions, ΨG is the potential over the diffuse layer and Vt is the thermal voltage. Within LD the
bulk concentration of ions is n0 and q is electron charge. The characteristic thickness of the
diffuse layer for a simple salt solution at 25 °C and 100 mM is 9.6 Å [51].

CGouyChapman =
εOεr
LD

cosh

(
zΨG

2Vt

)
, LD =

√
ϵ0ϵrVt

2n0z2q
(2.3.4)

These equations show that the interfacial capacitance within the ECDL, and thus the elec-
tric field generated at the ISFET gate, is dependent on the potential at the surface, which itself
is influenced by the ion type and concentration, alongside environmental temperature. This
is unlike a traditional capacitor where the potential applied would not impact its capacitance.

2.3.4.2 ECDL Potential

After reaching the equation to describe the capacitance of this ECDL, this can be related to the
resulting impact on the potential at the electrode interface.

Equation 2.3.5 allows calculation of ΨInterface, which is the total potential dropped across
all capacitive regions at the electrode-electrolyte interface, at a specific pH between the surface
and bulk solution [52]. pHpzc being the pH at which amphoteric sites alone cause neutral
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surface change and pH being the current value. k, T and q are all constants in standard
conditions.

ΨInterface = 2.3
kT

q
α(pHpzc − pH) (2.3.5)

Shown in equation 2.3.6 are two auxiliary equations required for calculating ΨInterface

[53]. α is a dimensionless scaling factor describing the sensitivity and takes a value between
1 (ideal) and 0, where CInterface is the total capacitance of the double layer as obtainable
using equation 2.3.2. βint is the intrinsic buffer capacity of the oxide surface (here assuming
a silicon oxide dielectric) and describes the efficiency of surface sites to accept H+ based on
small changes in local pH. The βint value is specific for a material and may vary based on
the precise structure of that sample, where a poor intrinsic buffer capacity results in a device
sensitivity below its theoretical maximum.

α =

(
2.3kTCInterface

q2βint + 1

)−1

βint =
δ([AO−] + [AOH+

2 ])

δpH
(2.3.6)

Ψinterface is shown to be related to a range of properties of the electrolyte such as pH and
temperature, alongside properties of the electrode such as the intrinsic buffer capacity and
the PZC pH. I note, changes to the ECDL caused by larger molecules such as enzymes or
imperfections in the electrode surface are not considered in this model, further detail can be
seen in other published work [51].

2.3.5 Nernst Equation

The response of pH sensitive surface coatings can be determined from the Nernst equation,
shown in its original form in equation 2.3.7. Here,E is the electrode potential,E0 the standard
electrode potential and R, T and F are standard constants [54]. Q is the reaction quotient,
a term completed from the equilibrium reaction occurring in solution, n is the number of
electrons transferred during the reaction.

E = E0 +
RT

nF
ln(Q), Q =

[products]

[reactants]
(2.3.7)

Assuming the general reaction shown in equation 2.3.8 for a reversible metal-metal oxide
couple, this can be written as equation 2.3.9 [55, 56].

MOx + hH+ + ne− ⇀↽ MOx−h +H2O (2.3.8)

E = E0 −
h

n

2.303RT

F
pH (2.3.9)

22



As can be seen from equation 2.3.9, under constant conditions, the magnitude of the pH
response is determined by the stoichiometric coefficient of hydrogen ion activity (h) and the
number of electrons transferred during the redox reaction (n), such as those values from re-
action 2.3.8.

For all traditional pH-sensitive coatings, h and n are equal [57] leading to a maximum
sensitivity of 59.2 mV/pH; the Nernstian limit as calculated in equation 2.3.10. In practice
however, the response of pH sensing layers observed experimentally is typically lower than
the Nernstian limit.

E = E0 +
1

1

2.303RT

F
pH = 59.2mV /pH (2.3.10)

These theoretical concepts are key to understanding pH-sensitive ISFET device operation,
section 2.4 will continue to discuss ISFETs and their derivative technologies within literature.
Reference electrodes are first discussed as these are required for operation of ISFET.

2.3.6 Reference Electrodes

Reference electrodes are essential in many electrochemical characterisation techniques and
sensors, in ISFET systems they enable biasing into the triode region. An ideal reference elec-
trode provides a fixed potential that is independent of solution conditions. In contrast, the
potential at a working electrode is often likely to change as a function of solution pH, ion type
and concentration, temperature and other molecules within the matrix.

Standard hydrogen electrodes (SHE) are seen as the gold standard, which involve bubbling
hydrogen gas around a Pt electrode within an acidic electrolyte. This results in a standard
potential (E0) of 0V which remains stable amongst changing solution conditions (with the
exception of temperature, which in standard conditions is 25°C). Use of these electrodes is
not practical in many applications due to the requirement for consistently passing hydrogen
gas [58]. Saturated calomel electrodes (SCE) are solid state and provide a stable potential
of +0.242 V vs. SHE, although have fallen out of favour due to the environmental concerns
of mercury [54]. Large currents flowing through these reference electrodes will cause the
potential to change and should be avoided.

The (Ag/AgCl/Saturated potassium chloride (KCl)) double junction electrode has ulti-
mately become the standard reference electrode with a potential of +0.197 V vs. SHE that
remains stable if the internal concentration of Cl− ions is kept constant [54]. These electrodes
are suitable across a large dynamic range of pH, use non-toxic components and are inexpensive
to manufacture.

Some works utilise quasi-reference electrodes, where inferior stability to changing solu-
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Figure 2.11: Diagram of a double junction Ag/AgCl/Saturated KCl reference electrode.
Adapted from [63].

tion conditions (such as pH, temperature, ion type and concentration) are accepted due to
improved integration and lack of glass assembly as in Ag/AgCl/KCl electrodes [59, 60, 61].

2.3.6.1 Ag/AgCl/Saturated KCl

In this work, an Ag/AgCl/KCl electrode (RE-1CP, ALS Japan) is used to bias the transistor
into the triode region. The same reference electrodes were used in all electrochemical mea-
surements, and ensured any change in potential of the electrochemical cell are a result of ion
concentration at the working electrode rather than reference electrode instability [62].

A diagram of an Ag/AgCl/KCl reference electrode is shown in Figure 2.11. It consists of a
solid Ag wire coated in insoluble AgCl salt, which is in turn in a sealed environment containing
additional AgCl salt. An internal ceramic frit junction separates this from a saturated KCl
electrolyte, which is again sealed by a second ceramic frit at the base of the electrode, where
it will be in contact with the solution under test. These porous ceramic frits enable mutual
ion transfer across the membrane, which does lead to small quantities of KCl leaching into
solution over time.

The key reaction occurs at the interface between the Ag wire and AgCl salt, which is out-
lined in equation 2.3.11. Constant Cl− ion concentration is required to maintain the electrode
half cell reaction in equilibrium and maintain a stable electrode potential. The saturated KCl
solution provides these Cl− ions as they move through the porous internal junction, with satu-
ration being the easiest method of ensuring no change in ion concentration. The almost iden-
tical mobility of the K+ and Cl− ions (alongside similar concentration) makes this a favourable
electrolyte to supply Cl− ions, as the potential at the interface between the saturated KCl and
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test solution is minimised [64].

Ag + Cl− ⇐⇒ AgCl + e− (2.3.11)

Alongside the requirement for a constant excess of Cl− ions, temperature can also influ-
ence the electrode potential at the interface, where reaction seen in equation 2.3.11 occurs;
the main source of instability in Ag/AgCl reference electrode if not within a temperature
controlled system. Separately, current flow through the reference electrode can catalyse the
interface reaction, leading to a change in potential.

2.4 pH targeted Ion-sensitive Electrode Literature

This section considers literature on the development of ISFETs, derivative technologies and
low-cost pH sensing electrodes, especially printed circuit board (PCB) based potentiometric
sensors, or those that utilise a metallic Cu layer on which they deposit a pH sensitive layer.

2.4.1 ISFET

This work focuses on the electrochemical sensing modality of ISFETs, specifically those with
H+ sensitive membranes that function as pH sensors. Originally introduced by Piet Bergveld in
1970 [65], this technology has now been commercialised successfully through the IonTorrent
[66] and DNAe [67] next-generation sequencing (NGS) platforms.

ISFETs used in NGS systems are typically realised as bespoke integrated circuits (IC) man-
ufactured using CMOS technology. This enables the fabrication of high-density ISFET arrays
to meet the highly multiplexed detection requirements of NGS, utilising a silicon nitride pH
sensitive layer [11, 68].

Obtaining a complete CMOS integrated fabrication process is not trivial, with some systems
requiring either non-CMOS compatible layer deposition methods [69], or utilising compatible
but less sensitive pH layers like silicon oxynitride [70]. Devices with various levels of CMOS
integration, including exploitation of back-end-of-the-line (BEOL) fabrication steps have been
demonstrated as tools for indirect detection of loop-mediated isothermal amplification (LAMP)
amplification, via weakly buffered bulk pH change assays [71, 72] or as ion-sensitive biosen-
sors [73]. More detail is available on CMOS-based ISFET technology, including novel sensing
materials in a review article [74].

Non-ideal effects with ISFETs have naturally been the focus of much work, as research has
sought to improve the overall performance of sensors for realisation in commercial products.
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Mitigation against parasitic capacitances has been explored [74], and external conditions such
as temperature and light are known to alter the pH response of some materials [75].

The largest body of research is understanding and addressing drift, and resulting hysteresis
within devices, which is accepted to be asymmetric depending on the direction of pH change
[76]. The fundamental mechanism that leads to drift is believed to be trapped charges [77,
78] however an universal approach to prevent this phenomenon has not been found.

An approach to reduce drift is the use of a reference field effect transistor (REFET). Instead
of the ion-sensitive membrane being exposed to solution as in an ISFET, a REFET uses a surface
which is insensitive to changes in pH [79, 80]. If both devices are matched electronically and
exposed to the same sample, external environmental effects and non-ideal properties of the
sensors will be common to both the ISFET and REFET, allowing for isolation of the pH change.

There are numerous applications for pHmeasurement where the high multiplexing offered
by CMOS ISFETs is not required and instead other characteristics should be prioritised such,
as reducing cost and complexity of fabrication.

2.4.2 EGFET & dEGFET

As stated previously, ISFET devices only differ structurally from MOSFETs through the a lack
of gate metal, instead an electrolyte under test makes contact with the gate dielectric (Figure
2.8). Extended gate ion-sensitive field effect transistors (EGFET) extend the gate from the
transistor via a conducting electrode to force a physical separation, providing simple separa-
tion of liquid phase from the electronic components. A device of this nature can be seen in
Figure 2.12a and was first published in 1983 by Van Der Spiegel et al. [81] for sensing of ionic
species (H+, Cl− and F−). Since its inception, EGFET fabrication has strived towards highly
multiplexed operation, but at reduced cost compared to ISFETs due to the simplified encapsu-
lation [82, 83]. EGFET literature was absent from Bergveld’s 30 year review on ISFETs [84],
but reviews on the topic are available [85, 86].

Low-cost, single device ISFETs can be realised using commercial off-the-shelf discrete FETs
coupled to an extended gate electrode that is rendered pH sensitive. Such discrete extended
gate ion-sensitive field effect transistors (dEGFETs) are a further variation on the ISFET con-
cept, with a variety of names across literature such as separative EGFET or ExFET. They were
first realised in 2000 [87] and provide further physical separation of the field effect transistors
(FETs) from the pH-sensitive layer (Figure 2.12b), simplifying packaging and encapsulation.
Moreover, in contrast to CMOS-based ISFET ICs, the dEGFET structure is compatible with a
wide range of substrates and sensing layers, which can be selected to balance device cost and
ease of manufacture with high pH sensitivity and biological compatibility.

Naturally, due to this flexibility afforded by the dEGFET structure, a large range of extended
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Figure 2.12: Diagrams of a typical EGFET structure a) and that of a dEGFET device b) [36].

gate substrates and pH sensitive layers have been trialled across research. For example, tak-
ing inspiration from CMOS ISFETs, Ahmed et al. [88] employed a doped silicon substrate that
also operated as a pH sensitive layer through etching of the surface with hydrogen fluoride
to create a porous layer, with a resulting pH sensitivity of 56 mV/pH. Extended gate elec-
trodes fabricated on glass have also been used widely, due to the established techniques for
evaporating the necessary conducting and pH sensitive layers onto the material [89, 90, 91].
Alongside use of commonplace lab substrates, is a group of materials intended to reduce the
cost of devices, such as paper, a range of plastics [92, 93] and textiles [94].

2.4.3 dEGFET pH Sensors Based on PCB Substrates

While a range of substrate materials have been explored, PCBs have emerged as a highly
compelling choice for the fabrication of extended gate electrodes. As a consequence of be-
ing widely used across the consumer electronics industry, the material is readily available at
low cost and there exists multiple established approaches for manufacturing patterned PCB
substrates at scale.

Moreover, recent research has demonstrated the possibility of integrating microfluidic
channels within PCBs, enabling the realisation of lab-on-chip (LoC) or lab-on-PCB devices
that combine sensing and fluidics on the same substrate [95, 96]. On chip heating steps such
as those required for DNA amplification have also been successfully integrated onto PCB sub-
strates [97, 98]. Chapter 6 provides more examples on current literature around LoC and
lab-on-PCB microfluidics.

Despite these advantages, the copper electrodes used in PCBs are inherently weakly pH-
sensitive up to a maximum of 28 mV/pH in literature [99, 100]. It is thus necessary to include
pH sensing layers with improved sensitivity.
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Indium tin oxide (ITO) is an example of a pH sensitive layer commonly deposited on a
range of substrate materials, consistently achieving 53 mV/pH sensitivity [101, 93]. SnO2

[92, 91] has been demonstrated with 58 mV/pH sensitivity, approaching the theoretical limit
of 59.2 mV/pH, as has also been shown for TiO2 [102]. Other research has considered novel
sensing materials such as carbon nanotubes (34 mV/pH) [90].

Examples of pH sensing layers deposited on PCB dEGFET devices specifically, exhibit a
response well below the traditional Nernstian limit as described in section 2.3.5, these include
TiO2 [103] and Parylene-C [104] exhibiting 22 mV/pH and 16 mV/pH respectively.

2.4.4 Iridium Oxide pH Sensing Layers

Recent attention has focused on metal oxide sensing layers [105] such as iridium oxide (IrOx)
that have the potential to offer enhanced pH sensitivity. IrOx can be deposited via a range
of processes, some of which have been shown to lead to pH sensitivity beyond the traditional
Nernstian limit [106]. Much of the knowledge in the use of IrOx films was originally obtained
from IrOx coated electrodes being widely used for neural stimulation and recording [107].

IrOx films deposited by thermal oxidation, sputtering [108, 109] or sol-gel [57] approaches
are de-hydrated and offer a maximum sensitivity of 59.2 mV/pH. In contrast, hydrated IrOx
films, such as those electrodeposited onto the electrode surface (sometimes referred to as an-
odic/electrodeposited iridium oxide films (AIROF/EIROF)), offer increased sensitivity up to
88.8 mV/pH.

Hydroxide groups at the surface of IrOx layers deposited via all methods protonate and
deprotonate in the same manner as traditional pH sensitive materials; as described in section
2.3.3. Possible forms of iridium oxides and oxyhydroxides are shown in Table 2.1, while
equations 2.4.1 and 2.4.2 show an example of this deprotonation and protonation respectively,
for one specific IrOx complex.

IrO(OH) −→ IrOO− +H+ (2.4.1)

IrO(OH) +H+ −→ IrO(OH2)
+ (2.4.2)

However, in addition to protonation/deprotonation reactions, the increased sensitivity
within hydrated IrOx films originates from redox reactions between specific complexes of Ir3+
and Ir4+ oxidation states [106, 110]. If the site binding model is considered for these specific
iridium complexes, the resulting half equations for reduction (equation 2.4.3) and oxidation
(equation 2.4.4) occur.
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Table 2.1: Possible complexes of iridium oxides and oxyhydroxides [106].

Ir3+ Ir4+

IrO(OH) IrO2

Ir(OH)3 IrO(OH)2

Ir2O3 Ir(OH)4

Ir2O(OH)4 Ir2O3(OH)2

Ir2O(OH)6

Ir(OH)3 −→ Ir(OH)2O
− +H+ (2.4.3)

Ir2O(OH)6 −→ Ir2O(OH)3O
3+
3 (2.4.4)

Equation 2.4.5 shows the full equilibrium reaction, where iridium oxide in a specific 3+

oxidation state complex transitions to a complex with a 4+ state.

2Ir(OH)2O
− +H2O ⇀↽ Ir2O(OH)3O

3−
3 + 3H+ + 2e− (2.4.5)

Equation 2.4.5 shows an imbalance between h (protons) and n (electrons), resulting in
an enhanced theoretical pH sensitivity when substituted into the Nernst equation (equation
2.4.6).

E = E0 +
3

2

2.303RT

F
pH = 88.8 mV /pH (2.4.6)

It should be noted that while a change in Ir oxidation state is universally agreed to con-
tribute to the enhanced pH sensitivity, consensus has yet to be reached around the mechanism
described in equation 2.4.5 [111, 112, 113]. Moreover, the oxidation state of the IrOx layer
is linked to the degree of hydration within the film.

Hydrated IrOx films produced by low cost and simple to implement electrodeposition pro-
cesses are favourable for producing these highly pH-sensitive films [106, 114, 115]. A brief
discussion around methodologies for electrodeposition can be found in section 3.4.3.1.

IrOx films have been explored for use as pH sensing electrodes [116, 117, 118] in which
the open circuit potential (OCP) of an IrOx coated electrode is used as a measure of pH. In
such devices, pH sensitivities of up to 79mV/pH have been obtained, albeit with slow response
times (≈ 10 s) [119]. While ISFET and dEGFET devices provide fast response times which
enable characterisation of rapid kinetics [120], ISFETs with IrOx pH-sensitive films have yet
to be demonstrated that approach the theoretical maximum pH sensitivity [121, 122].
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There exists only a single study that has explored the pH sensitivity of IrOx films deposited
on PCB-based electrodes [123]. While this device confirms the possibility of high pH sensi-
tivities (73 mV/pH), the electrodes required both an Au finish during PCB fabrication and an
additional Au nanoparticle electrodeposition prior to IrOx film deposition.

This work intends to explore this combination of PCB and a IrOx sensing layer with a
discrete EGFET to realise a low-cost pH sensor based on widely available technologies. Al-
though ion-sensitive devices capable of quantifying changes in pH are used across analytical
chemistry, environmental monitoring and bioscience, this device will be applied as a biological
sensor towards biomarkers of interest via pH change assays.

The pH sensitivity and repeatability of electrodes from this work are compared against
other potentiometric pH sensors fabricated using PCB substrates and IrOx sensing layers in
Table 2.2 and 2.3 respectively.
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Chapter 3

Methods & Experimental Techniques

This chapter outlines the methods required to realise this body of work. Working principles of
experimental techniques are briefly summarised, with additional detail added where pertinent
to operation or data interpretation specific to this work.

3.1 Chemicals

0.05 M potassium phosphate (KPI) buffers were prepared using phosphate monobasic/dibasic
(Sigma Aldrich, UK). These ranged from pH 6 to 8 at intervals of 0.5, with pH confirmed to be
within 0.01 pH using a commercial Mettler Toledo pH meter (FiveEasy and Inlab Expert Pro).
Citric acid solution was prepared at 10% w/v from a powder (Sigma Aldrich, UK). Ultrapure
water (18.2 MΩ/cm, MilliQ) was used for preparation of all aqueous solutions.

3.2 PCB Design

The extended gate electrodes were designed using Eagle software and manufactured by a
commercial printed circuit board (PCB) supplier (Eurocircuits, Belgium). The Cu electrodes
were supplied without surface finish on an improved FR4 substrate (Technolam GmbH, NP-
155FR). The Cu layer thickness was measured to be 30 ± 1.7 µm (Bruker DektakXT; n =
6). Prior to use, all electrodes were submerged in 10% citric acid (Sigma Aldrich, UK) for 15
minutes to remove visible oxide from the contact pads.
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Figure 3.1: System diagram including biasing electrode, readout circuitry and the extended
gate PCB electrode. Adapted from [95].

3.3 Discrete EGFET Readout and Bias Circuit

The PCB discrete extended gate ion-sensitive field effect transistor (dEGFET) pH sensor was
connected to a biasing and readout circuit, shown in Figure 3.1, that was fabricated in-house
based on a previous design [95]. The gate voltage is the sum of the voltage on the double
junction Ag/AgCl/Saturated potassium chloride (KCl) bias electrode (ALS, Japan) and the
potential across the electrode-electrolyte interface at the PCB electrode, as shown in equation
3.3.1.

Vgate = Vbias + Vinterface (3.3.1)

Vbias was fixed for each transistor based on experimental measurement to bias the device
into the centre of its linear triode region (see section 2.3.1.1) such that a change in Vinterface

will lead to a linear change in Vgate. After sweeping Vbias between -0.6 V and -1.4 V, the
optimum bias voltage was identified in the centre of the triode region where the dynamic
range is the greatest. Further detail on the cause of a potential difference at the surface-
solution interface and the role of the bias electrode can be found in section 2.3.2.

The readout circuitry employs a constant-voltage constant-current (CVCC) configuration,
such that the source-drain current through the transistor is fixed at 120 µA. Rout, in tandem
with a second constant current source, dictates the source-drain voltage which here was fixed
at 1.2 V. A change in Vinterface and thus Vgate, results is a change in source voltage (Vsource)
which is mirrored across the operational amplifiers. The electrical isolation enabled by the
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Figure 3.2: Output of the dEGFET readout circuitry in response to a potential sweep between
-2.5 and 0 V applied to the transistor gate. Linear fit performed in Origin Pro.

high input impedance of the operational amplifiers prevents loading of the transistor and
unwanted changes to the transistor biasing. A Picolog 1216 12-bit analog-to-digital converter
(ADC) (Pico Technology, UK) was used to digitise the resulting output signal, measured with
respect to ground, with readings taken every 8 ms and no averaging performed.

All components are discrete surface-mount devices (SMD) including the BSS159N deple-
tion mode n-type metal-oxide-semiconductor field effect transistor (MOSFET), selected due
to its low cost and low gate leakage current. LM334M/NOPB was used as a current regulator,
LT3045EMSE#PBF-ND as a voltage regulator and LTC6079IGN#PBF as a dual operational
amplifier package. DC power was supplied by an external voltage source (GW Instek GPS-
4303) while the bias voltage was supplied to the reference electrode using a Keithley 2400
Sourcemeter.

The performance of this readout circuitry was measured by applying a gate bias voltage
between 0 and -2.5 V, and monitoring the output voltage. Figure 3.2 shows the response,
including a prominent linear region where a linear fit shows a strong adjusted R2 value over
a 1.5 V range.

3.4 Electrochemical Techniques

As discussed in chapter 2, electrochemical phenomena at the surface-solution interface of the
PCB electrode are key to the operation of dEGFET devices. Electrochemistry is used more gen-
erally in this work to probe the manufactured PCB electrodes, as well as at multiple stages in
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Figure 3.3: Diagram showing a typical three-electrode electrochemical cell, consisting of a Cu
working, Pt counter and Ag/AgCl reference electrode [36].

the fabrication of the devices. This section provides information on the utilised electrochemical
techniques towards realisation of the dEGFET devices in chapter 4 and electrowetting valves
in chapter 6. A SP-300 Biologic potentiostat was used for the electrochemical measurements
within this work.

3.4.1 Electrochemical Cells

To perform electrochemical measurements a three-electrode cell (Figure 3.3) was used con-
sisting of a Cu PCB working electrode, a Pt wire counter electrode and an Ag/AgCl/Saturated
KCl reference electrode.

In this arrangement, a voltage is applied between the working and reference electrode,
where the reference electrode is able to provide a known and stable voltage relative to a
working electrode where the electrochemical properties are to be studied. The operating
principle of the Ag/AgCl electrode that results in a stable potential is explained in section
2.3.6.

A third electrode is required to enable a current to flow after a potential is applied. Current
flow through the reference electrode may alter its potential, introducing additional voltage
drops within the system which can not be isolated. In this case a Pt electrode acts as the
counter electrode where current flow can be sourced.
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Figure 3.4: Diagram showing input waveforms for Chronoamperometry a) and CV b) electro-
chemical techniques.

3.4.2 Chronoamperometry

One of the simplest measurements that can be performed using a potentiostat and three elec-
trode cell is the application of a constant voltage between the working and reference electrode
(voltage against time shown in Figure 3.4a). The resulting current between the working and
counter electrode can be monitored over time, resulting in the technique named chronoam-
perometry.

This method was used in chapter 6 during the investigation into electrowetting valves
for controlled release of reagents around microfluidic channels. The PCB working electrode
was coated with a hydrophobic molecule and the measurement performed with KPI as the
electrolyte.

3.4.3 Cyclic Voltammetry

Cyclic voltammetry (CV) utilises the same three-electrode chemical cell previously described
and was used for two different purposes related to the PCB dEGFET sensors. Firstly, to probe
the required potential to catalyse reduction and oxidation (redox) reactions, as a method for
monitoring the redox active molecules on surface and in solution. Secondly, the technique was
used to electrochemically deposit an iridium oxide (IrOx) layer on PCB dEGFET electrodes
from an Iridium Oxalate deposition solution.

The potential is cycled between two voltages at a constant rate (defined in mV/s) as shown
in 3.4b and the resulting current between the working and counter electrode monitored. Fig-
ure 3.5 shows a typical cyclic voltammogram for a single, reversible redox couple [124].

Redox active molecules are expected to produce peaks at specific voltages (although de-
pendent on the scan rate), where the theoretical separation (Ep,a − Ep,c) for an ideal single
electron, reversible reaction is 56.5 mV. Many redox active molecules and reactions are quasi-
reversible or non-reversible and exhibit an increased peak separation.
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Figure 3.5: Typical cyclic voltammogram obtained for a system containing a single reversible
redox couple. Adapted from [125].

The area between the cathodic half of the cycle and the backwards baseline represents the
cathodic charge storage capacity (CSCc), which is correlated with the density of redox active
groups when adjusted for electrode area [126]. The current value outside of these redox
peaks on the positive half cycle can be defined as the non-faradaic capacitance, a physical
phenomenon representing the capacitance of the electrochemical double layer (ECDL) at the
surface [127].

In this work, multiple electrolytes were used when performing CVs to isolate redox peaks
on surface as opposed to those in solution. This includes KPI buffer at pH 7, alongside multiple
forms of the iridium oxalate deposition solution introduced subsequently in this work. For
this electrochemical characterisation the potential was cycled between -0.5 V and 0.8 V vs.
Ag/AgCl at a scan rate of 100 mV/s. CV peak analysis was performed using Origin Pro with a
linear baseline fit to the non-Faradaic background current.

3.4.3.1 Electrodeposition of Iridium Oxide

Potential cycling was also used to electrochemically deposit a hydrated IrOx layer onto the
surface of the PCB electrodes. Deposition is performed onto a working electrode submerged
in an iridium oxalate deposition solution. Yamanaka [128] was the first to prepare a deposition
solution, intended to be used in electrochromic displays.
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Since Yamanaka’s work, research efforts have explored a variety of iridium salts [129, 130]
with a view to reduce the stabilisation time. One successful approach is to heat the solution
to 90 °C for 10 minutes [116].

The deposition mechanism is now widely accepted to involve IrOx nanoparticles [131]
which are electrochemically reduced into IrOx ions and subsequently bind to the electrode
when in close proximity. No consensus on the specific species involved in the deposition has
been reached [132, 133].

Iridium Oxalate for use in this work was prepared using the following protocol, as outlined
initially by Yamanaka [128]:

1. Iridium chloride hydrate (IrCl4 · H2O: 0.15 g) (Alfa Aesar, UK) was dissolved in 100
mL of water by magnetic stirring for 30 min.

2. 1 mL of aqueous hydrogen peroxide solution (H2O2: 30% wt.) (Sigma Aldrich, UK) was
added and stirred for 10 min.

3. Oxalic acid ((COOH)2 · 2H2O: 0.5 g) (Sigma Aldrich, UK) was added and stirred for 10
min.

4. Anhydrous potassium carbonate (K2CO3) (Sigma Aldrich, UK) was finally added to
adjust the solution pH to 10.5.

5. The resulting solution was left to stabilise for 3 days, after which it transitions from
yellow-green and adopts a dark blue colour (Figure 3.6).

Electrochemical reduction, which drives deposition from the iridium oxalate solution onto
an electrode surface, has been demonstrated using constant current, constant voltage, pulsed
potential and potential cyclingmethods [119, 134, 135]. These approaches enable monitoring
of the deposition as it progresses, most commonly during potential cycling depositions.

A variety of potential cycling deposition parameters are covered in the literature, varying
the range, cycle number [134] and scan rate [131]. Elsen et al. [119] performed a study to
monitor the impact of deposition parameters on sensitivity and found the Nernstian slope of
the pH response is effectively independent of the deposition method.

Deposition conditions used in this work were informed by a protocol from literature [136]
which provided layers of consistent mechanical stability (found above 20 potential cycles) and
a potential range that was compatible with the electrode surface. All sensors underwent 50
potential cycles between 0.8 and -0.5 V vs. Ag/AgCl at 100 mV/s and at room temperature.
A Biologic SP-3000 potentiostat was used in a three electrode configuration, where the CVs
obtained during deposition are shown in chapter 4.
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Figure 3.6: Images of the iridium oxalate solution immediately after preparation (0 Days) and
after it has stabilised (3+ Days).

A custom 3D printed jig (Figure 3.7) was used to control submersion depth and separation
of the three electrodes within the cell, particularly important to ensure consistent Cu working
electrode surface area for later analysis of CVs obtained during deposition.

3.4.4 Electrochemical Polishing

Chronoamperometry was utilised to electrochemically polish Cu electrodes, with a 60% dilu-
tion of stock 85% Phosphoric Acid (Fluorochem, UK) as the electrolyte. A 1.4 V potential was
applied for 6 minutes [137, 138].

Electrochemical polishing focuses on a metallic work-piece which serves as the anode,
with a metallic counter electrode as the cathode. As a voltage is applied, surface molecules
are oxidised resulting in a current flow. These oxidised molecules subsequently dissociate into
the surrounding electrolyte and are reduced at the cathode. Anodic levelling occurs during this
electropolishing process, as illustrated in Figure 3.8, where protruding regions are favourably
oxidised due to increased current density at these sites. The resulting effect is a reduction in
surface contamination and roughness, where the finish often appears visually reflective.

Larger current flowing at protruding regions is accepted across literature, although the
precise mechanism is not agreed upon [138]. Recent work [139] further explored the most
favourable theories around the development of a viscous region that forms close to the elec-
trode surface during polishing. They probed the rate of water acceptor reactions at varying
distances from the surface, monitoring electronic current flow in a water electrolysis reac-
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Figure 3.7: Custom 3D printed IrOx electrodeposition jig.

tion to provide additional information on the nature of this viscous layer. This also aids in
understanding the cause of preferential current flow and etching at protrusions.

With a potential applied, greater than+0.375 V for Cu but below the potential of significant
oxygen evolution (+1.7 V for aqueous phase), the metal ions at the surface dissociate into
solution, as per equation 3.4.1 for Cu electrodes deposited on the PCB substrates. A thin
initial copper oxide (CuO) layer on the surface reacts in a similar way [140], with an additional
O2+ molecule moving into solution. This removal of CuO species to reveal bulk Cu was also
observed using X-ray photoelectron spectroscopy (XPS) analysis of polished sensors within
this work (section 4.2.5).

Cu −→ Cu2+ + 2e− (3.4.1)

Figure 3.8a shows the subsequent hydration of these Cu2+ ions by water molecules which
screen the ionic charge with a negative dipole (δ−) facing inwards. This results in a δ+ facing
outwards where the solvated ion acts as a positively charged ion available for ionic flow in the
system between the anode and cathode.

As shown in Figure 3.8b, this leads to a depletion region with a relative lack of water
molecules (termed water acceptors), a relative increase in other molecules such as phosphoric
acid and its ions, and a resulting increase in viscosity in this depletion layer. As new Cu2+

ions dissociate into solution, the water acceptors that will screen these molecules must diffuse
from the bulk solution.

Water acceptors preferentially diffuse to the surface protrusions due to their proximity, for
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Figure 3.8: Schematic representation showing a Cu surface undergoing electropolishing in an
initial state (a) and in steady state (b) [139].

42



which the viscous depletion layer amplifies the diffusion time between regions of different
height on the surface. This leads to increased ion flow of solvated ions away from the area
towards the cathode and increased current density at these protruding sites as Cu dissociates
into solution.

There is scope for optimization of the electrolyte in which polishing is performed, with a
range of literature on the topic for established applications such as electronics, machinery and
consumer products. Additives that increase viscosity in this depletion layer such as starch,
ethylene glycol [137] and alcohols [141] can be added to phosphoric acid to further reduce
prioritise surface protrusions.

Electrolyte selection can also be optimised in relation to its environmental sustainability,
considering solutions which are easier to dispose of and safer to handle whilst offering similar
polishing capabilities. Ionic liquids are a promising alternative [142, 143], as are deep eutectic
solvents (DES) which are biodegradable [144].

Phosphoric acid was ultimately used in this work due to being an established electrolyte
within metalworking, enabling proof-of-concept when applied to preparation of the PCB elec-
trodes discussed in chapter 4. Future work could seek to optimise this protocol.

3.5 Physical Characterisation Techniques

3.5.1 Atomic Force Microscopy (AFM)

Atomic force microscopy (AFM) images were obtained using a Bruker Bioscope Resolve in
tapping mode with a RTESPA300 tip. Surface roughness analysis was performed using Gwyd-
dion. AFMwas used tomonitor topographical information of the dEGFET sensor surface across
various stages in the fabrication process. Figure 3.9 shows the hardware common within an
AFM system, involving a micro-electro-mechanical systems (MEMS) cantilever, photo detec-
tor, laser source, multi-axis stage and feedback controller.

AFM can be used in multiple imaging modes, the most common being contact, non-contact
and intermittent contact [145]. An implementation of intermittent contact mode was used in
this work, specifically tapping mode where the MEMS cantilever is piezoelectrically driven to
oscillate close to its resonant frequency. As the tip mounted on the underside of the cantilever
contacts the surface, repulsive forces decrease the oscillation amplitude, and the z stage moves
the tip away from the surface to maintain near resonant oscillations. Reflection of a laser off
the back of the cantilever onto the spatially sensitive photo-detector is used to monitor the
cantilever oscillation, which combines to create a final height map of the surface. The lag
measured between the drive signal and the output of the photo-detector forms a phase map,
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which can provide additional information on surface material properties.

This resulting height image provides quantifiable topographical data, reported often as a
surface roughness through a range of parameters; in this work often reported as root mean
squared (RMS) roughness. Resolution of AFM systems can be greater than 1 nm laterally and
0.025 nm vertically [146].

There are several limitations of AFM relevant to this work, which were considered to ensure
validity of the obtained data and subsequent analysis. AFM has a limited scan area, 100 µm
on the Bruker Bioscope Resolve used in this work. Multiple images across different regions
were used to obtain a representative understanding of surface topography across the sample
surface. AFM also has a limited dynamic range for features in the z direction, reported as
15 µm in the system specification. This made it difficult to image dEGFET sensors with IrOx
films using AFM, due to features on this surface exceeding this vertical magnitude.

Captured AFM images often required plane fitting, to account for mounted samples not
lying perfectly parallel to the sample stage, due to the macro scale roughness of the FR4
substrate in this work. Two areas were selected where their average height is calculated and a
linear offset applied to the entire dataset so that these two average heights are set to be equal.

AFM images can also be susceptible to artefacts from non-ideal interactions between the
tip and surface [145]. This includes tip convolution where the tip has a large radius with
respect to the feature that is to be visualized, artefacts from steep sample topography, and
the tip getting stuck and causing spurious oscillation of the cantilever. Due to the samples
being hard metallic surfaces and possessing minimal small features these artefacts were not
common issues and tip deconvolution was not implemented.

3.5.2 Scanning Electron Microscopy (SEM)

Scanning electron microscopy (SEM) was performed using a JEOL 7800F Prime scanning elec-
tron microscope. Images were taken with 5 kV beam energy and a working distance of 10 mm.

SEM utilises a high energy beam of electrons, that act as the source of incident energy, to
image a sample [147]. Electrons generated from a source are accelerated to high energies (>
2 kV) using a large potential difference in the column (Figure 3.10). Lenses, either electro-
static or magnetic, collimate and focus the beam of electrons to the sample surface. Much of
the complexity in engineering high quality SEMs involves the quality of the focusing in this
column, for which literature provides more detail [148]. Due to the electrons being focused to
a single collimated point, the beam is raster scanned across the surface to build up an image.

As the sample is imaged, the surface is bombarded with electrons which must be given
a path to dissipate, or the sample will become negatively charged and deflect the incoming

44



Figure 3.9: Generalized schematic of an atomic force microscope (AFM) with essential hard-
ware components. Adapted from [145].

electrons preventing imaging. For this reason, samples must grounded to the SEM stage, and
be naturally conducting or have a thin metallic layer deposited to act as a charge dissipation
layer.

As shown in Figure 3.11 electrons bombarding the surface interact with atoms in the sam-
ple to produce an array of different products, which all provide different information about
the sample. Images in this work are produced from secondary electrons (SE) which result
from inelastic interactions. Due to the low energy of SE, as a result of losses in those colli-
sions, they only escape the sample from near the surface (several nanometres), resulting in
SE providing topographical information as the electron yield is higher in topographically rich
regions compared to planar surfaces [148].

Detectors capture the ejected SE and provide a signal proportional to the number of sec-
ondary electrons as the beam is raster scanned across the imaging area. The images obtained
in this work utilised an Everhart-Thornley electron detector, which also collected a lower pro-
portion of back scattered electrons (BSE). These provide atomic information based on elastic
collisions between incident electrons and atomic nuclei. Atoms of high atomic number, Z, are
stronger scatterers of these incident electrons, meaning the strength of the signal is related to
their Z number [148].
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Figure 3.10: Diagram of SEM with key hardware components, including two types of electron
detector and a X-ray detector for EDX. Adapted from [149].

Figure 3.11: Interaction volume of SEM electron beam, various signals generated from the
interaction. Adapted from [150].

46



3.6 Chemical Characterisation Techniques

3.6.1 Energy-dispersive X-ray Spectroscopy (EDX)

An Oxford Instruments AZtec energy-dispersive X-ray spectroscopy (EDX) system containing 2
detectors as part of a JEOL 7800F Prime SEMwas used for elemental analysis. EDX maps were
collected using a beam energy of 5 keV with fixed acquisition settings (×3,300 magnification,
frame duration of 40 s, frame count of 10, and 50 µs dwell time). EDX analysis was performed
using the Oxford Instruments AZtec software.

EDX is a chemical characterisation method often installed as part of a SEM as it requires
many of the same components for operation, with the exception of an alternative detector
[151]. This integration means traditional topographical SEM images can be overlayed with
chemical data derived from EDX images. Instead of monitoring the electrons emitted from
interactions with the sample, the characteristic X-rays produced due to atomic excitation by
the incident electron beam are detected, as shown in Figure 3.11. The intensity and energy
of these characteristic X-rays provide quantifiable elemental information.

Specifically, incident electrons collide with ground state electrons in electron shells around
the atomic nucleus, as shown in Figure 3.12 [152]. When a vacancy is created in an inner
orbital, an electron in a higher energy state will transfer to this lower energy state with the
excess energy emitted in the form of a X-ray. The precise energy of this X-ray is a function
of the element of which the orbiting electron collided, and the atomic orbitals from which
the electron decayed from and into. The intensity of each wavelength provides quantifiable
information on the concentration of atomic species, and the location of the incident beam
provides spatial information.

Table 3.1 shows a small selection of energy levels with electron configurations and Inter-
national Union of Pure and Applied Chemistry (IUPAC) notation, which indicate the initial
and final energy level between which an electron transitions [153]. IUPAC notation uses its
first character to indicate the shell the electron decays into, and the second the shell the elec-
tron originated from. A shortened version of this notation is sometimes used where only the
excited state is given, and the subscripts may be dropped when unknown or irrelevant.

Of note for this work, the interaction volume of the incident electrons is related to the inci-
dent electron beam energy, with this volume dictating how much of the signal is contributed
from the sample surface relative to the bulk [151]. The beam energymust also be large enough
to excite electrons to the next energy level for all elements of interest as previously described.
5 keV was used in this work to ensure sufficient energy for detection of all elements of interest,
while minimising the contribution of the underlying Cu/FR4 substrate in the detected signal.

The technique provides quantifiable information and is a high throughput analysis method
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Table 3.1: Electron energy levels and transitions between them represented using the IUPAC
notation [154].

Inner Orbital Excited Orbitals IUPAC Notation

K(1s−1
1/2)

L3(2p
−1
3/2) K–L3

L2(2p
−1
1/2) K–L2

M3(3p
−1
3/2) K–M3

M2(3p
−1
1/2) K–M2

L3(2p
−1
3/2)

M5(3d
−1
5/2) L3–M5

M4(3d
−1
3/2) L3–M4

L2(2p
−1
1/2) M4(3d

−1
3/2) L2–M4

M5(3d
−1
5/2) N7(4f

−1
7/2) M5–N7

due to the minimal sample preparation required and real time results as part of the existing
SEM set-up. Limitations of the technique include the previously mentioned penetration depth
of the electron beam into the sample, which prevents isolated surface level investigation. El-
ements H and He are undetectable due to the lack of outer electron shells from which de-
excitation can occur. X-rays of light elements (Z ≈ < 10) are typically difficult to detect due
to their low energies which are readily absorbed by the specimen, however the utilised Oxford
Instruments system is capable of quantifying elements with an atomic number of Be and above
due to the two Ultim Max detectors [152].

Furthermore, the energy of emitted characteristic X-rays is similar across many elements
and energy shell transitions. The Oxford Instruments system uses expected compositional
information about the sample, alongside detection of decays from multiple energy states and
high-performance electronics, to aid element identification.

3.6.2 X-ray Photoelectron Spectroscopy (XPS)

XPS is a highly surface sensitive chemical analysis technique that can provide quantifiable
elemental information, including bonding pairs and oxidation states. A system diagram is
shown in Figure 3.13. It relies on the photoelectric effect where electrons are ejected from
their orbitals due to electromagnetic radiation incident on a sample, if the energy of the inci-
dent photons is greater than its binding energy [156]. The energy of the incident photons is
determined by the frequency of the X-rays emitted from the source. The energy of the emit-
ted electrons is dependent on the element and specific orbitals from which the electron was
ejected. The number of electrons emitted from the sample at any one energy can be used to
quantify the relative concentration of each element through the process of peak fitting.

During the peak fitting process, the energies of detected electrons are assigned to the or-
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Figure 3.12: Collisions occurring between incident electrons and electrons orbiting atomic
nuclei that produce characteristic X-rays. Adapted from [155].

bitals from which they were emitted (e.g. 1s). For orbitals beyond the innermost shell, the
spin angular momentum leads to a splitting of the observed energies. This is represented as
shown in Table 3.1, by adding the summation of the angular momentum quantum number
and the spin angular momentum number [153]. Peak fitting is a complex process, and a mix
of expected sample elemental content, alongside reference literature and databases are used
to inform the process.

The analytical depth of XPS is typically around 5 - 10 nm, although incident X-rays pene-
trate deeper into the sample, ejected electrons must leave the specimen without scattering to
be detected [157]. In this work, I exploited the low analytical depth of XPS to complement
and confirm findings from the higher throughput EDX system. The requirements for XPS sam-
ple preparation and high vacuum pressure increase processing times. Additionally, due to the
sample being exposed to high energy X-rays, the method is considered to be destructive [158].

XPS data presented in this work was obtained by Dr. Ben Coulson and Dr. Toby Bird
on a custom XPS system at the University of York under the supervision of Dr. Andy Pratt.
Experiments were performed in an ultrahigh vacuum system with a base pressure of < 3 ×
10−10 Millibar, using a monochromated Al Kα source at 1486.6 eV (Omicron XM 1000) and a
power of 220 W. An aperture diameter of 6 mm was used with the sample normal at 45° to
both the X-ray source and the entrance optics of the hemispherical energy analyser (Omicron
EA 125). XPS spectra were referenced to adventitious carbon peak at 284.8 eV.

Binding energies were attributed using the National Institute of Standards and Technol-
ogy (NIST) database [159], with values for Ir oxidation states informed by literature [160,
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Figure 3.13: Schematic Diagram of XPS system.

161]. Peak deconvolution and fitting were carried out manually in conjunction with Dr. Toby
Bird using XPSPEAK 4.1 software. Subsequently, atomic % for elements and species were ob-
tained using the integral of the respective spectra using OriginPro peak find, against a Shirley
background, and applying the appropriate correction factors [162].
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Chapter 4

PCB ISFET Characterisation

This chapter presents the development and characterisation of a highly sensitive pH sensor
based on low-cost and widely available printed circuit board (PCB) substrates.

4.1 Electrode Preparation

The pH-sensitive, discrete extended gate ion-sensitive field effect transistor (dEGFET) platform
discussed in section 3.3 consists of a 5 mm diameter Cu electrode fabricated on a PCB, that
is electrodeposited with an iridium oxide (IrOx) film. Electrodeposition was performed using
a three-electrode cell consisting of a Cu PCB working electrode, Pt wire counter and Ag/AgCl
reference electrode immersed in an iridium oxalate solution [128], prepared as described in
section 3.4.3.1. Electrodeposition was performed using cyclic voltammetry (CV), allowing the
growth of the IrOx film to be monitored. The voltage applied to the Cu working electrode
was cycled 50 times between 0.8 and -0.5 V vs. Ag/AgCl at 100 mV/s, more details on the
selection of the deposition parameters are found in section 3.4.3.1.

Figure 4.1 shows the resulting cyclic voltammograms (CVs) every 10 cycles. The iridium
redox peaks have been attributed using CVs, taken before and after IrOx deposition, in differ-
ent electrolytes and informed by literature. Peaks caused by other redox active molecules are
annotated on Figure 4.3a, with further discussion on the attributing process and supporting
CVs presented in section 4.2.2.
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Figure 4.1: Cyclic voltammetry during electrodeposition of an IrOx film on the extended gate
Cu PCB electrode, with Ir reduction/oxidation peaks between oxidation states indicated.

4.2 Characterisation

4.2.1 pH Sensitivity of IrOx Coated PCB Electrodes:
unpolished vs. polished

The IrOx-coated Cu PCB electrode is connected to the gate electrode of a discrete metal-oxide-
semiconductor field effect transistor (MOSFET) mounted on a separate PCB that includes the
associated bias and readout circuitry. The pH sensitivity of the IrOx coated electrodes was
determined by exposing the IrOx surface to a range of 50 mM KPI buffer solutions of differ-
ing pH. Figure 4.2a shows the output voltage of an unpolished, IrOx-coated electrode as a
function of solution pH while Figure 4.2b shows the mean voltage recorded at each pH. Here,
unpolished refers to those electrodes which were only cleaned by 15 min immersion in citric
acid prior to electrodeposition. While the dEGFET clearly showed reversible changes to solu-
tion pH, the pH sensitivity, defined as the gradient of the straight line fit to the data in Figure
4.2b, was only 31.4 mV/pH; far below the theoretical limit of 88.8 mV/pH. Moreover, the pH
sensitivity of these unpolished electrodes was highly variable, as shown in Figure 4.2c, with a
median value of 31.3 mV/pH (n = 31 electrodes) and a standard deviation of 14 mV/pH.

In contrast, Figure 4.2a and 4.2b also show the shift in dEGFET output voltage using Cu
electrodes that were electropolished prior to IrOx electrodeposition; polishing detailed in sec-
tion 3.4.4. Here, the dEGFET displayed a pH sensitivity of 73.3 mV/pH; well beyond the
traditional Nernstian limit. Moreover, electropolishing of the electrodes markedly improved
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Figure 4.2: a) dEGFET output voltage using IrOx pH sensitive layer electrodeposited on un-
polished and polished PCB electrodes. The solution pH is indicated at the top of the graph
for each 60 s data collection window. b) Mean voltage of each plateau plotted against pH.
c) pH sensitivity of unpolished and polished sensors. Box shows median value, 25th & 75th

percentiles, while whiskers show ± 1 SD. All points are displayed in the half violin plot.
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the reproducibility of the pH sensitivity. Specifically, from measurements of a large number
(n = 56) of nominally identical, polished electrodes exhibited a median pH sensitivity of 70.7
mV/pH and a standard deviation of only 5 mV/pH (Figure 4.2c).

To better understand the origins of the high pH sensitivity and reproducibility of polished
Cu electrodes, a detailed study of the physical, chemical and electrochemical characteristics
of the IrOx films electrodeposited on unpolished and polished electrodes was conducted.

4.2.2 Electrochemical Analysis of IrOx Deposition

Figure 4.3a shows typical CVs recorded during electrodeposition of IrOx on both unpolished
and polished Cu electrodes for the first and final full voltage cycles. All curves are represen-
tative with raw data for 3 independent electrodes shown in Figure 4.3b and 4.3c.

Differences between the unpolished and polished samples are observed in the first full volt-
age cycle of the CV (Figure 4.3a cycle 2). Specifically, the non-faradaic current for the unpol-
ished electrodes is roughly twice that observed for electropolished electrodes. This component
is associated with the capacitance of the electrode-electrolyte interface where the larger ca-
pacitance of the unpolished electrode can be ascribed to either an increased surface roughness,
leading to a larger apparent electrode surface area, or the existence of a thin contamination
layer at the electrode surface.

Further analysis of the CVs is performed to identify the origin of redox peaks, as labelled in
Figure 4.3a. Figure 4.4 shows CVs of unpolished electrodes in a range of electrolytes, before
and after IrOx deposition, used to isolate and identify these peaks. KPI buffer was 50 mM
concentration and pH 7. The oxalate solution contained all components of the iridium oxalate
deposition solution, excluding the iridium chloride hydrate. This solution was made by adding
1mL of 30% aqueous hydrogen peroxide and 0.5 g of oxalic acid to 100mL of de-ionised water.
Anhydrous potassium carbonate was used to adjust the solution pH to 10.5 before being left
for 3 days, to mimic the protocol used for the iridium containing solution.

Figure 4.4a and 4.4c are CVs taken prior to deposition of IrOx on the sensor surface,
enabling the elimination of Ir as a redox active group from both the electrode surface and in
solution. This isolates contributions from the Cu electrode and components other than Ir in
the oxalate deposition solution. Of note is the reduction peak around -0.3 V vs. Ag/AgCl that
is much larger on the unpolished electrodes. This can be ascribed to the to the reduction of
Cu2+ to Cu0 based on results in literature [163, 164, 165], where the adjusted peak shapes
in Figure 4.4c are the result of components within the oxalate solution. The presence of Cu2+

is believed to be within a native oxide layer at the surface of unpolished electrodes (this is
further supported by chemical analysis, see sections 4.2.4 & 4.2.5).

Figure 4.4b and 4.4d are measured with the IrOx film deposited on the surface, enabling
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Figure 4.3: CV during deposition of IrOx films compared on both unpolished and polished
sensors a), with three repeats for each b) - c) for the first and final full voltage cycles.
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Figure 4.4: Cyclic voltammograms obtained in KPI buffer before a) and after b) deposition
of the IrOx layer. CVs obtained in the oxalate solution (i.e. the iridium oxalate deposition
solution without addition of the iridium salts) before c) and after d) IrOx deposition.
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identification of redox groups associated with IrOx, and were found to be in agreement with
those found in literature [166, 129]. Cu peaks remain present in Figure 4.4b, however their
magnitude is significantly smaller than the contribution from the IrOx film, seen here as broad
peaks. It is also likely the contribution from the Cu electrode has decreased due to reduced
electrochemical accessibility following deposition of IrOx. Figure 4.4d shows greater visibility
of the Ir oxidation states when performed in the oxalate solution.

As the number of voltage cycles progresses during deposition, reduction and oxidation
peaks associated with redox active groups within the IrOx film emerge. Specifically, oxida-
tion peaks associated with the Ir3+ - Ir4+ and Ir4+ - Ir5+ transitions are observed at 0.05 V and
0.41 V vs. Ag/AgCl respectively. The cathodic charge storage capacity (CSCc), which corre-
lates with the density of redox active groups in the IrOx film, can be calculated from the time
integral of the CV cathodic current coupled with the electrode area (0.785 cm2) [126]. At the
end of deposition, shown in Figure 4.3a, a significantly higher CSCc is observed, associated
with an increased density of redox active groups, on the unpolished electrodes (13.51 ± 2.03
mC/cm2) than on those that had been electrochemically polished (5.13 ± 0.46 mC/cm2). As
the high pH-sensitivity of IrOx films is associated with this redox activity, one might natu-
rally assume that unpolished sensors with the greater density of redox active groups would
inherently provide higher pH sensitivity. This is contrary to what is observed in this work,
where the polished electrodes associated with a lower density of redox active groups display
the higher sensitivity.

4.2.3 Physical Characterisation via SEM & AFM

Scanning electron microscopy (SEM) and atomic force microscopy (AFM) were performed to
characterise the electrode surface morphology, comparing differences between the electrodes
before and after electropolishing, and following IrOx deposition. The difference in surface
roughness between unpolished and polished Cu electrodes can be seen clearly in the repre-
sentative SEM images of Figure 4.5a and 4.5b and in the AFM images of Figure 4.6a and
4.6b respectively. The surface of the unpolished Cu electrode was seen to be covered in a
network of deep grooves (Figure 4.5a and 4.6a) and exhibited a root mean squared (RMS)
surface roughness of 275 ± 36 nm. After electropolishing, the grooves were seen to have
significantly reduced in depth leading to a surface that resembled flat terraces, possibly poly-
crystalline domains, that extend over areas of 10’s µm2 (Figure 4.5b & 4.6b). Accordingly, the
surface roughness also reduced significantly to 62.7 ± 23 nm. Here, the mean RMS roughness
was calculated from AFM images of 4, nominally identical electrodes with each surface being
imaged at 3, different 50 µm2 scan regions (raw data Figure 4.6c).

SEM images of the IrOx film, electrodeposited on the Cu electrodes reveal individual
nanoparticles and clusters of nanoparticles that decorate the surface of both unpolished (Fig-
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ure 4.5c) and polished electrodes (Figure 4.5d). The diameters of the individual particles are
around 100 - 200 nm while the nanoparticle clusters range between 1 - 20 µm. The clusters
are believed to be greater than 15 µm in height, as attempts to obtain AFM images of the IrOx
film consistently exceeded the AFM dynamic range of 15 µm.

Particle analysis of SEM images was performedwith ImageJ using the Otsu intensity thresh-
old algorithm to quantify nanoparticle size and density [167]. While nanoparticles were ob-
served following IrOx electrodeposition on both unpolished and polished electrodes, particle
analysis reveals marked differences in the average nanoparticle diameter (Figure 4.7a) and
surface coverage (Figure 4.7b).

On average, the nanoparticle clusters are around 3 × larger in diameter on unpolished
compared to polished electrodes and cover a larger area of the unpolished electrode surfaces.
The higher surface coverage of IrOx nanoparticle clusters is consistent with CV analysis of
the electrodeposition process that revealed a greater density (2.6 ×) of redox active groups
in IrOx films on unpolished sensors. This data suggests that the high surface roughness and
surface contamination associated with unpolished electrodes leads to the preferential deposi-
tion of IrOx nanoparticle clusters, likely through field enhancement and local suppression of
interfacial charge transport, both of which are reduced following electrochemical polishing of
the Cu electrode surface prior to electrodeposition.

4.2.4 Energy-dispersive X-ray Spectroscopy (EDX)

Having confirmed the physical characteristics of the electrodes and associated IrOx films,
energy-dispersive X-ray spectroscopy (EDX) was next employed to examine the chemical com-
position of IrOx films electrodeposited on both unpolished and polished electrodes. EDX anal-
ysis of the Cu electrodes prior to IrOx deposition confirms only Cu, C and O are present.

Figure 4.8a compares the elemental ratios between unpolished and polished Cu electrodes
prior to IrOx deposition. Polished electrodes show consistently lower C and O contamination
(2% combined across the complete surface compared to 7.9% on unpolished electrodes). No-
tably, oxygen contamination is 4.5 × greater in unpolished devices. This is in agreement with
previously presented CV deposition data for unpolished electrodes where a redox peak as-
cribed to reduction of CuO and a higher interfacial capacitance associated with a thin native
oxide at the electrode surface were observed.

The spatial distribution of C and O contamination on blank Cu electrodes was observed
from EDX maps. Unpolished surfaces (Figure 4.9a) show broad background contamination
across the surface (≈ 5% C), interestingly there are many regions of elevated contamination
(often comprising > 30% C & > 5% O). Such areas of high contamination will locally im-
pede the electrodeposition process and thus reduce the uniformity of the resulting IrOx film.

58



Figure 4.5: SEM images of a) unpolished and b) electrochemically polished Cu electrodes on
PCB before deposition of IrOx. SEM images of the IrOx film electrodeposited on c) unpolished
and d) polished Cu electrodes.
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Figure 4.6: AFM images of unpolished a) and polished b) blank Cu electrodes. c) shows
mean RMS roughness as calculated using ImageJ from AFM images of four, nominally identical
electrodes before and after electropolishing with each surface being imaged at three, different
50 µm2 scan regions.

Figure 4.7: Analysis of average nanoparticle diameter a) and particle coverage b) following
electrodeposition of IrOx on 6 unpolished and 6 polished Cu electrodes. Data extracted from
ImageJ analysis where the Otsu intensity algorithmwas used for particle detection. Box shows
median value and 25th and 75th percentiles, while whiskers show ± 1 SD from the mean.
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Figure 4.8: a) Relative elemental composition of unpolished and polished Cu electrodes prior
to IrOx deposition. The atomic weight % for each element was calculated from the average
value across 3 scan regions and 2 samples of each type. Error bars correspond to the standard
deviation. b) Relative elemental composition of IrOx film electrodeposited on unpolished and
polished Cu electrodes.

In contrast, elemental maps of polished electrodes (Figure 4.9b) show no areas of elevated
contamination and background contamination is much reduced (< 0.5% combined C and O).
There is also a reduction in the standard deviation of elemental composition across the sur-
face, suggesting a more consistent and uniform chemical composition of the polished electrode
surface.

Figure 4.8b shows EDX analysis of the IrOx films electrodeposited on both polished and un-
polished electrodes and confirms the added presence of Ir, and an increase in O concentration.
Although Ir and Cu are shown to have broad coverage across both unpolished and polished
electrodes, the ratio of Ir to Cu is lower on the polished electrodes (0.82 : 1 in contrast to 2.34
: 1 on unpolished electrodes). Moreover, EDX images (Figure 4.10) confirm the nanoparticles
and clusters observed in the SEM images (Figure 4.5c & 4.5d) contain Ir. These findings are
in agreement with analysis of CV and SEM data that revealed greater surface coverage of the
unpolished electrode surface with Ir containing nanoparticle clusters.

4.2.5 X-ray Photoelectron Spectroscopy (XPS)

EDX provides high throughput and quantifiable chemical analysis, however the incident elec-
tron beam penetrates beyond the surface of the sample, to a depth much greater than the IrOx
layer thickness. As a result, the EDX signal associated with IrOx deposited samples contains
a contribution from the bulk Cu substrate. The low analytical depth (typically around 5 -
10 nm) associated with X-ray photoelectron spectroscopy (XPS) was exploited to better un-
derstand the chemical composition of the electrodeposited IrOx film. Initial broad spectrum
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Figure 4.9: EDX elemental maps overlayed on SEM images of unpolished a) and polished b)
blank Cu electrodes. All images were obtained with x1000 magnification, 5 kV beam energy
and 10 mm WD, with normalised TruMap data based on counts over the imaging duration.

Table 4.1: Extracted XPS elemental atomic % and notable species ratios of unpolished and
polished sensors, before and after IrOx film deposition.

Cu 2p [At.%] C 1s [At.%] O 1s [At.%] Ir 4f [At.%] Cu:Ir ratio Cu0% / Cu2+% Oxide % Ir3+% / Ir4+%
Blank - Unpolished 4.8 71.1 24.1 - - 59.8/40.2 66 -
Blank - Polished 12.0 57.5 30.5 - - 79.4/20.6 48 -
IrOx Film - Unpolished 1.8 37.3 55.2 5.7 1 : 3.17 27.3/72.7 - 41.5/58.5
IrOx Film - Polished 2.2 39.8 50.9 7.1 1 : 3.23 18.1/81.9 - 45.9/54.1

data for uncoated electrodes and for IrOx films deposited on both unpolished and polished
electrodes are shown in Figure 4.11.

As with EDX of the blank unpolished Cu electrodes (Figure 4.9), XPS revealed a higher
combined atomic % of carbon and oxygen contaminants adsorbed on the surface, summarised
in Table 4.1. Deconvolution of the O 1s region, indicates that 66% of the oxygen on the surface
of unpolished electrodes (Figure 4.12e) is associated with a surface oxide compared to only
48% in polished electrodes (Figure 4.12f). Differences in the ratio of copper species also
indicate the presence of an oxide layer on the surface of unpolished electrodes compared to
the polished electrodes. Specifically, for unpolished electrodes (Figure 4.12a) the bulk Cu0

signal accounts for 59.8% of the total copper, the remaining (40.2%) being Cu2+ associated
with cupric oxide (CuO). This contrasts with the polished electrodes (Figure 4.12b) in which
the oxide is removed by the process of electropolishing, leading to a reduction in the Cu2+

species to 20.6%. The higher fraction of surface Cu in its bulk state (79.4%) is better suited
to uniform electrodeposition of IrOx layers.

XPS spectra of IrOx films deposited on unpolished electrodes also show persistently ele-
vated levels of contamination compared to films deposited on electropolished Cu electrodes.
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Figure 4.10: Separated SEM and EDX maps for Cu sensors with IrOx deposited are shown for
unpolished a) and polished b) sensor surfaces. Only Cu and Ir coverage are shown, detected
by X-rays emitted as electrons decay from L and M orbitals respectively, into the ground state.
All images were obtained with x1000 magnification, 5 kV beam energy and 10 mm WD, with
normalised TruMap data based on counts over the imaging duration.
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Figure 4.11: XPS broad scan spectra for all 4 imaged sensor types. Indicated are the electron
energy levels by which the elemental peaks are attributed.
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Figure 4.12: Deconvolution and compositional analysis of all elements of interest on blank Cu
electrodes, sensors in both unpolished and polished state are shown. The polymer contami-
nation peak g) is believed to be associated with the epoxy and other polymers from the FR4
substrate, a result of the many different oxygen environments found within the FR4 epoxy
resin. Integration areas account for the contamination peak via subtraction of the overlapping
integration area.
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Summarised in Table 4.1 and presented per deconvoluted region in Figure 4.13 and 4.14.

Moreover, Cu, likely associated with the underlying Cu electrodes, is also observed in XPS
spectra of IrOx coated electrodes (Figure 4.11c and 4.11d). The thickness of IrOx layers
electrodeposited by cyclic voltammetry has been measured at around 40 nm [119, 168]. This
is much larger than the analytical depth of XPS suggesting that the IrOx layer (shown in Figure
4.5c and 4.5d SEM images) is not uniform, leading to exposed regions of bulk Cu electrode.
It is possible this combined IrOx/Cu surface directly leads to the observed pH sensitivity of
the layer, and their ratio is proportional to the resulting pH response. The non-linear trend
displayed in Figure 4.15 could be due to additional effect of the exposed Cu.

Notably, given the accepted dependence between pH sensitivity of IrOx films and the Ir
oxidation state [169], the increased pH sensitivity observed in polished samples could in part
be ascribed to the oxidation state of the Ir. However, deconvolution of the Ir 4f region (Figure
4.13c and 4.13d) shows a marginally higher fraction of Ir4+ with respect to Ir3+ in unpol-
ished (58.5%), compared to polished sensors (54.1%). Given that the IrOx film deposited on
polished electrodes show a greater pH sensitivity, it is clear that factors additional to the Ir
oxidation state play a role in determining the observed improvement in pH sensitivity.

4.2.6 Discussion

From the comprehensive physical and chemical analysis, it can be concluded that high median
pH sensitivity and repeatability associated with IrOx films electrodeposited on polished Cu
electrodes relates to the improved uniformity of the IrOx films. Specifically, localised regions
of high oxide and carbonaceous contamination (as observed on unpolished electrodes) impede
faradaic transport of electrons across the electrode-solution interface, leading to preferential
formation of IrOx nano-structures at local surface regions (Figure 4.5c) rather than electrode-
position of an uniform film. These contaminants are removed effectively by electropolishing,
as shown by both EDX (Figure 4.8a) and XPS analysis (Figure 4.12a & Figure 4.12b), enabling
electrodeposition of IrOx to occur more uniformly across the electrode surface (Figure 4.5d),
although a reduced number of nanoparticle clusters are still observed.

In addition, the high surface roughness associated with the unpolished sensors (Figure
4.5a) would also lead to an electric field that varies locally at the surface, further reducing
uniformity of the IrOx electrodeposition process. In contrast, the largely smooth copper sur-
face following electropolishing of the Cu electrodes (Figure 4.5b) supports the growth of a
more uniform IrOx film leading to the high reproducibility in pH sensitivity observed for pol-
ished sensors.
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Figure 4.13: Deconvolution and compositional analysis of unpolished and polished electrodes
after deposition of an IrOx film. Here, the unpolished electrode displayed a pH sensitivity of
37.8 mV/pH while the polished sensor was measured to have a pH sensitivity of 73.2 mV/pH.
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Figure 4.14: Deconvolution and compositional analysis of unpolished and polished electrodes
after deposition of an IrOx film. Here, the unpolished electrode displayed a pH sensitivity of
37.8 mV/pH while the polished sensor was measured to have a pH sensitivity of 73.2 mV/pH.
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4.2.7 pH Sensitivity within Polished Sensors

While this analysis reveals the importance of IrOx uniformity, the redox activity of the Ir
complexes within the hydrated IrOx film also influences the observed pH-sensitivity of devices.
Additional analysis was performed of deposition cyclic voltammograms for 5 independent IrOx
films on polished Cu electrodes. These voltammograms are shown in the inset of Figure 4.15.

The magnitude of the Ir3+ to Ir4+ oxidation peak for each of these sensors is plotted in
Figure 4.15 as a function of the measured pH sensitivity; there is also contribution in this
peak region from oxidation of Cu0. The area under this peak is a measure of the number of
Ir3+ molecules in complexes that can transition to the Ir4+ oxidation state. As discussed in
section 2.4.4, it is these oxidation state changes that provide beyond Nernstian pH sensitivity
associated with IrOx.

A direct correlation is revealed between the measured pH sensitivity and surface concen-
tration of redox active Ir3+ complexes. This indicates an IrOx layer consisting of a greater
surface concentration of Ir3+ complexes that can be oxidised to Ir4+ will result in increased
pH response of the electrode, in agreement with literature. This remaining trend explains the
small device-to-device variability observed for polished Cu electrodes (± 5 mV/pH) and this
understanding could be used to further improve repeatability, but was not explored in this
work.

4.3 Conclusion

A low-cost and simple to manufacture pH sensor has been demonstrated, that comprises a
discrete transistor, coupled to an extended gate Cu electrode manufactured on PCB that is
rendered pH-sensitive through an electrodeposited IrOx film. In contrast to previous dEGFETs
on PCB, the sensors displayed beyond-Nernstian pH responses with very low device-to-device
variability. These excellent performance characteristics arise from the improved uniformity of
the IrOx film achieved by electropolishing the Cu electrodes prior to IrOx deposition, which
not only removes oxides and adventitious carbon contamination but also reduces the electrode
surface roughness leading to IrOx films of increased uniformity.
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Figure 4.15: (Inset) IrOx deposition CVs within polished sensors, final cycle shown for each
sensor. (Main) Extracted Ir3+ peak current versus measured device pH sensitivity; where peak
current is adjusted to the oxidation non-faradaic background current.
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Chapter 5

Biological Assay & Detection

This chapter briefly introduces recent literature and novel approaches for antibiotic suscepti-
bility assays, before detailing the detection of β-lactamase enzymatic turnover of penicillin an-
tibiotic. Under appropriate buffer conditions, this turnover results in acidification of the local
environment which was used to detect and quantity ampicillin concentration using the printed
circuit board (PCB) discrete extended gate ion-sensitive field effect transistor (dEGFET) sen-
sors developed in chapter 4, through both a kinetic and endpoint analysis approach.

5.1 Introduction & Literature

As mentioned in section 1.1.1, antimicrobial resistance (AMR) is already challenging our abil-
ity to deal with routine infections and the impact of drug resistant infections (DRI) will con-
tinue to grow in the short term. A key part of the solution to AMR are new diagnostic tech-
nologies that can be used at the point of care (PoC), to rapidly profile the antimicrobial sus-
ceptibility of an infection and reduce prescription of inappropriate or ineffective treatments.

A broad range of antibiotics exist [170], which can be categorised by the mechanism by
which they inhibit bacterial processes [171]. The most commonly prescribed class are β-
lactam antibiotics [172, 173]which inhibit formation of the bacterial cell wall. Thewidespread
use of these antibiotics has naturally lead to the evolution of multiple mechanisms of resistance
[174, 175, 176]. The assay presented in this chapter focuses on detection of bacterial resis-
tance to β-lactam antibiotics where the mechanism is the production of enzymes that modify
the active component on the antibiotic structure, rendering them ineffective.

Current antimicrobial susceptibility tests (AST) rely on bacterial growth to evaluate re-
sistance to specific antimicrobials. For example, the disk diffusion assay uses an agar plate
inoculated with bacteria from a clinical sample, on which paper discs containing potential an-
tibiotic treatments are placed [177]. The growth, or inhibition of growth, around each disk is
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subsequently measured after a period of incubation to identify bacterial susceptibility. While
well-established and inexpensive, such AST are typically slow, requiring two bacterial cultur-
ing steps of approximately 24 hours each [178]. This often leads to the test not being utilised,
as healthcare systems and patient expectations are not compatible with this delay. While ge-
nomic methods which detect and amplify genes associated with AMR have been demonstrated
[179, 180], these methods typically require preparation in a laboratory setting by trained pro-
fessionals, and often still rely on culturing of clinical isolates, not meeting PoC requirements.

These examples emphasise the need for AST that can be performed rapidly and be used at
the PoC to inform antibiotic susceptibility at the point antibiotics are prescribed [181]. This
has led to a range of novel AST that do not require time consuming and lab-bound culturing
steps but instead determine resistance to specific classes of antibiotics or mechanisms of re-
sistance. Many of these technologies focus on the most prevalent antibiotics and associated
resistance mechanisms, such as degradation of β-lactam antibiotics by β-lactamase enzymes.

Multiple optical transduction approaches to detect enzymatic degradation of β-lactam an-
tibiotics have been demonstrated, such as fluorescence [182] and colourimetric [183]. These
commonly utilise optically active β-lactam-mimics such as nitrocefin which changes absorption
spectra when hydrolysed by β-lactamases, enabling detection via a spectrophotometer at 490
nm. The NDP test [184], named after the three scientists credited with its origin, instead uses
a pH sensitive dye for colourmetric readout. Rather than use of an optically active β-lactam-
mimic, the hydrolysis of an antibiotic by bacterial β-lactamases is exploited. The NDP assay is
performed in a weakly buffered solution, where the bulk pH changes as cefotaxime molecules
are hydrolysed, pH indicator Phenol Red then undergoes a visible colour change. The initial
study showed its efficacy on 255 different bacterial strains, with a sensitivity of 92.6% and
specificity of 100%, where the test also completes in under 2 hours. Its disadvantage lies in the
need for a bulky spectrophotometer for optical readout, and the remaining need for growth
of bacterial colonies or blood cultures before the test can be started.

The pH change of a weakly buffered solution due to β-lactamase activity can also be de-
tected and more accurately quantified electrochemically. Recently, ion-sensitive field effect
transistor (ISFET) sensors have been exploited to detect this pH change in work by Kotsakis
et al. [185]. Specifically, imipenem hydrolysis by free carbapenemases were detected using a
commercial ISFET flow cell and external double junction Ag/AgCl reference electrode. They
found it was important, when the testing bacterial suspensions, to normalise against a control
of the suspension alone, due to pH instability in an un-buffered environment and intact bacte-
rial cells disturbing the electrochemical double layer (ECDL). The limit of detection (LoD) was
dependent on the specific enzyme produced by the Enterobacterale, with greater activity re-
sulting in an increased pH change. For example, New Delhi metallo-beta-lactamase (NDM) re-
sulted in a LoD of 0.4 nM and Verona integron-encoded metallo-beta-lactamase (VIM) a value
of 130 nM. Kotaskis’ et al. work, serves as a proof of concept for electrochemically detecting
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the solution pH change caused by enzymatic hydrolysis of antibiotics. Commercially available
complementary metal-oxide-semiconductor (CMOS) ISFETs are however used, which are cur-
rently a specialist device, limiting widespread deployment of the technology due to cost when
compared to discrete field effect transistors (FETs).

The work presented in this chapter seeks to explore the suitability of low cost dEGFET
systems based on PCB extended gate electrodes towards β-lactam susceptibility testing. These
devices, which can be fabricated with facile methods accessible in developing countries, are
used to detect and quantify ampicillin concentration in the presence of β-lactamase enzymes,
as would be produced by resistant bacteria.

5.2 Assay Theory

The assay is designed to monitor β-lactamase mediated hydrolysis of the penicillin class β-
lactam antibiotic ampicillin. β-lactam antibiotics contain a 4 remembered ring structure
named the β-lactam ring, which acts as the active portion of the molecule, visible in Fig-
ure 5.1a and highlighted in blue. Bacteria that are resistant to β-lactam antibiotics commonly
produce enzymes, known as β-lactamases, which can hydrolyse the β-lactam ring rendering
it ineffective.

Hydrolysis of the β-lactam ring leads to the production of an additional carboxylic acid
and an amine group, which both remain part of the hydrolysed penicillin module shown in
Figure 5.1. At appropriate pH values, this carboxylic acid deprotonates, changing to the overall
solution pH. If the solution pH is not within the appropriate range, based on the pKa of the
resulting hydrolysed penicillin molecule, then the solution pH will not change.

Previous pKa simulations [36] explored to what extent the carboxylic acid groups on both
intact and hydrolysed penicillin groups deprotonate, as a function of the pH of the surrounding
solution. These simulations, shown in Figure 5.2, revealed that above pH 5.2, the hydrolysed
β-lactam deprotonates to a greater extent than the original penicillin molecule such that at
pH 7, 54% greater H+ ions are donated from the hydrolysed form compared to the intact
molecule. Below a pH of 5.2, the amine groups on the molecule become protonated. I note,
it is not expected the β-lactamase enzyme will remain active at this pH.

5.3 Determining Suitable Assay Buffer

An appropriate buffer was selected, such that deprotonation of the hydrolysed β-lactam would
lead to measurable change in the pH of the solution, while simultaneously maintaining activity
of the β-lactamase.
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Figure 5.1: Schematic structure showing both intact penicillin β-lactam antibiotic a) and its
hydrolysed form b). The β-lactam ring is highlighted in blue. Following hydrolysis by β-
lactamase, an additional carboxylic acid (highlighted in red) is produced within the molecular
structure [36].

Figure 5.2: Calculated number of dissociated H+ ions per molecule of intact (black) and hy-
drolysed (red) ampicillin between pH 4 and 10. The blue trace shows the number of H+ ions
added into solution for each ampicillin molecule that is hydrolysed [36].
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5.3.1 pH Buffer Theory

pH buffer solutions pair a weak acid with its conjugate base (or the inverse), to maintain a
stable pH when a strong acid or base is added. Consider the Henderson-Hasselbalch equation
5.3.1 and the dissociation of a weak acid and conjugate salt as in the general equation 5.3.2.

pH = pKa + log10
[A−]

[HA]
(5.3.1)

HA ⇀↽ A− +H+ (5.3.2)

It can be shown that at a pH equal to the acid dissociation constant pKa, there are an equal
number of proton donors and acceptors. A buffer has the greatest ability to resist pH change
at values close to its pKa, known as its buffer capacity (β). The useful pH range of a buffer is
often considered to be pKa ± 1 pH unit, where its ability to buffer is deemed to have fallen
significantly [35].

Equation 5.3.3 can be used to obtain buffer capacity, where ∆Ca is the concentration of
H+ ions added in M, and ∆pH is the change that occurs. Using ± 1 pH unit as the accepted
useful pH range, Figure 5.3 simulates the relationship between moles of strong acid added
and the resulting pH delta for 500 mM KPI buffer with a pKa of 7.21; negative concentrations
of acid are the addition of OH− dominant base [36].

β =
∆Ca

∆pH
(5.3.3)

5.3.2 Buffer Calculations

For this work, the buffer capacity was set to enable initial operation of the enzyme, while
low enough so that the subsequent production of H+ ions will result in a pH change of the
surrounding environment.

The optimal pH for the β-lactamases used in this work is pH 7 for β-lactamase I, and pH 6.6
- 7.25 for β-lactamase II [186, 187]. For this reason, a buffer with an initial pH value of 7 was
selected for this work. Moreover, potassium phosphate (KPI) buffer was selected due to its pKa

of 7.21.

To ensure efficient operation of the enzyme within the assay, the addition of clinically
relevant levels of ampicillin (44.3 - 177.6 µg/ml) should not drastically shift the initial buffer
pH [188] . In this work, a value of < 0.75 pH units was used as the designed maximum shift
in pH, following addition of ampicillin at the upper range of clinically relevant concentrations.
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Figure 5.3: Response of KPI buffer pH (pKa = 7.21) to addition of strong base or acid, used
as a measure of buffer capacity [36].

This value was chosen to maintain enzyme activity and to keep the buffer capacity within the
linear region during this initial phase.

Simulations presented in Figure 5.2 were used to estimate to what extent the overall ampi-
cillin molecule would deprotonate and contribute to a pH change based on the complex in-
teraction between multiple amphoteric sites and the molecule pKa. This shows a maximum
estimated deprotonation of 37% for addition of intact Ampicillin at pH 7.

Utilising equation 5.3.3, a value for the required buffer capacity can be calculated. Here
delta pH is 0.75 and the concentration of ampicillin was assumed to be 200 µg/ml, corre-
sponding to a molarity of 572.39 µM (ampicillin molecular weight = 349.41 Da). Finally,
the maximum simulated deprotonation of 37% is used to normalise the H+ ions released into
solution, resulting in a buffer capacity of 282.4 ×10−6 M /∆ pH.

Equation 5.3.4 is used to calculate the corresponding buffer concentration which describes
the relationship between buffer capacity (β) and buffer molar concentration (THA), for a spe-
cific buffer based on the dissociation constant (Ka) and pH (via the concentration of H+ ions
[H+]). For the pH 7 KPI buffer in this work, H+ is 0.1 ×10−6 M and Ka is 6.3 ×10−8. I note,
the full definition for buffer capacity includes two additional terms, however these dominate
separately at extreme pH values < 2 and > 12, which are conditions this assay will not enter
[189].

β ≈ 2.303
THAKa[H

+]

(Ka + [H+])2
(5.3.4)
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Figure 5.4: Calculated buffer capacity of pH 7 KPI buffer across a range of concentrations.

The relationship between buffer capacity and concentration is shown in Figure 5.4. At the
required capacity for this assay, calculated to be 282.4 ×10 −6 M/∆ pH, the buffer concentra-
tion should be 517 µM. In this work, a rounded 500 µM was selected for ease of preparation,
and due to previous assumptions made that overestimate the required buffering capacity.

Potassium sulphate was also added to the buffer to provide additional ions for transfer in
the dEGFET system, where 50 mM concentration shifted the solution pH by less than 0.1 due
to being a neutral salt.

A commercial pH meter was used to measure the change in pH of the 500 µM pH 7 KPI
buffer after addition of varying concentrations of ampicillin and to confirm the pH did not
shift > 0.75 units beyond the initial pH 7. Figure 5.5 shows the change in pH reaches around
0.5 pH units with the addition of 200 µg/ml of ampicillin. Using these experimental results
and equation 5.3.3 for buffer capacity, a value for the deprotonation of ampicillin within this
system was calculated, resulting in a value of 24% as opposed to the simulated 37%. The
experimental pH shift caused by addition of ampicillin to the low molarity buffer was smaller
than that calculated, but was still used within this work. Further work could further optimise
this β-lactam assay pH buffer.

In conclusion, this assay has been designed to operate with a low molarity (0.5 mM) pH 7
KPI buffer with additional 50mMpotassium sulphate for increased conductivity. At this pH it is
favourable for the carboxylic acid of the hydrolysed penicillin molecule to deprotonate based
on its pKa alongside providing an optimal region for enzyme activity. The buffer capacity
has been set at this value to absorb initial changes which may be caused by the weak acid
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Figure 5.5: The pH delta as measured using a commercial pH meter between the assay buffer
and the pH value after spiking with a range of ampicillin concentrations. Error is the SD across
three measurements per concentration.

properties of intact ampicillin, but to result in a pH change as hydrolysis of the ampicillin
molecule progresses.

5.4 Assay Method

Stock solutions of a β-lactamase blend (Sigma Aldrich, UK, L7920) of recombinant enzymes
expressed in Escherichia coli were prepared by dissolving in 50 mM KPI (pH 7) buffer, stored
at -20 °C, and used without further dilution. Each aliquot contained 40-70 IU β-lactamase I
and 6-10 IU β-lactamase II. Solutions of anhydrous ampicillin (Sigma Aldrich, UK, 271861)
were made in 0.5 mM KPI (pH 7) buffer with 50 mM potassium sulphate (Sigma Aldrich, UK).

5.5 Kinetic Assay

The assay was performed, and the resulting pH change monitored via the output voltage of
the PCB dEGFET sensors developed in chapter 4. ISFET sensors were exposed to solutions of
different ampicillin concentration (up to 200 µg/ml) in KPI buffer. 100 µL of the aliquoted
β-lactamase blend was subsequently added to 15 ml of the ampicillin solution and a datapoint
was recorded every 8 ms.

78



The theoretical response shape of dEGFET output against time, after challenge with the
β-lactamase enzyme blend is expected to be the combination of three effects. The response of
a weak buffer to pH change, which depends on the distance between current pH and the pKa

as shown in Figure 5.3, expected to be small relative to the other two effects.

Enzymatic activity will initially drive a linear pH change while the ampicillin is in excess,
as the concentration of ampicillin reduces, the rate of reaction will decrease as their interac-
tions are limited by diffusion. Enzyme activity is also dependent on solution pH, although
its response shape is not provided by the supplier due to blend batch-to-batch variation and
dependence on the substrate. Both the reduction in ampicillin concentration and change in
enzyme activity are expected to reduce the rate of pH change in a non-linear fashion after this
initial linear region.

The current solution pH also impacts the proportion of H+ ions which dissociate from
hydrolysed ampicillin molecules, due to behaving as a weak acid as discussed and simulated
in section 5.2. This effect will also reduce the rate of pH change in a non linear fashion, with
greater impact for higher concentrations of ampicillin due to a larger expected pH delta.

5.5.1 Kinetic Raw Data Response

Figure 5.6 grey) shows representative responses of kinetic measurements on a PCB dEGFET
sensor, where a rapid change in the device output voltage can be seen that occurs shortly after
injection of the β-lactamase enzyme. It is interesting to explore the shape of this response,
in context with the response of experiments performed at multiple ampicillin concentrations
and control experiments in the same figure.

Measurements containing both ampicillin and active enzyme show an immediate increase
in output voltage, associated with a shift towards more acidic pH. The magnitude of the pH
shift is related to the concentration of ampicillin in the analyte, as expected due to the pro-
duction of H+ ions caused by hydrolysis of the ampicillin by the β-lactamase enzyme. The
relationship between ampicillin concentration and maximum pH change is explored in sec-
tion 5.5.3.

Control experiments were performed to ensure the observed response was due to the en-
zymatic turnover of ampicillin. With no enzyme present in solution, the dEGFET response
does not deviate from the same linear drift seen prior to injection (Figure 5.6 purple). Inter-
estingly, an immediate change in dEGFET response is observed (blue) when enzyme is added
to an ampicillin-free solution, although in the opposite direction to when both ampicillin and
β-lactamase are present, suggesting a more basic solution pH. Additional control measure-
ments were performed to confirm the cause of this pH change observed in the enzyme-only,
no ampicillin control.
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Figure 5.6: Raw output traces from PCB dEGFET devices, measuring a change in output volt-
age across a range of ampicillin concentrations and control measurements of the β-lactam
assay.
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Firstly the pH of the aliquoted β-lactamase blend was measured using a commercial pH
meter, to a value of pH 7.15 ± 0.2 (n=5). To separate the impact of this pH change alone
on the no-ampicillin control, from any effects caused by the presence of β-lactamase enzyme
within the buffer. An additional measurement was performed on the dEGFET system.

100 µL of blank KPI buffer at pH 7.15 was injected to 15 ml of blank KPI buffer pH 7, where
the overall pH delta as measured by the dEGFET was 0.078 ± 0.024 (n=5). Extracting this
same delta from no ampicillin controls, where the injected aliquot contained enzyme, a pH
delta of 0.064 ± 0.011 (n=4) was calculated. This shows the majority of the pH shift observed
upon injection of the enzyme is caused by the pH of the injected solution. The discrepancy
is potentially caused by the enzyme by nature being a charged molecule that may absorb H+

ions into protonation sites within its structure, which would reduce the pH of the solution.

A control was also performed (Figure 5.6 green) with addition of inhibited enzyme, in-
tended to confirm that the observed dEGFET response was due to hydrolysis of ampicillin by
the β-lactamase enzyme. For these measurements, the β-lactamase enzyme was inhibited by
incubating the stock solution with 10 mM sulbactam (Alfa Aesar, J66235) which binds to the
active site of the enzyme and prevents its ability to hydrolyse the ampicillin [190]. I note,
the enzyme blend includes a range of enzymes, including metalloenzymes that are not inhib-
ited by sulbactam and thus some activity is expected to remain, albeit significantly reduced.
This inhibited enzyme was subsequently injected into a 200 µg/ml ampicillin solution. At the
point of injection, I observed the same trend seen with the ampicillin-free control, namely an
immediate fall in output voltage caused by the pH of the injected solution.

These measurements and controls suggest this initial pH change is caused by ampicillin
hydrolysis by the β-lactamase enzyme. When the enzyme is injected but no hydrolysis occurs,
this is due to the lack of ampicillin or inhibition of the enzyme. In these cases a small pH
change occurs in the opposite direction due to the pH of the injected enzyme in the low buffer
capacity analyte.

5.5.2 Kinetic Secondary Trends

Here, the dEGFET response after the initial region is considered. Measurements without en-
zyme injection exhibit the same linear sensor drift across the whole 15-minute measurement
window (Figure 5.6 yellow and purple). In contrast, with both ampicillin and enzyme present,
(Figure 5.6 red and grey), a secondary effect begins to dominate the response after 6-10 min-
utes of the reaction proceeding, this manifests as the dEGFET output voltage plateauing and
then trending downwards. This is contrary to the theoretical response outlined in section 5.5.

Additional understanding is obtained when these responses are compared to measure-
ments taken with a dEGFET sensor using an iridium oxide (IrOx) pH sensing layer, deposited
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Figure 5.7: Output traces from gold dEGFET devices with ampicillin present at 150 µg/ml and
without ampicillin present [36]. Output traces have been smoothed with a rolling average
filter.

onto an Au/Cr electrode on a glass substrate, performed by Dr. Callum Silver [36]. Figure
5.7 shows the differing response where the pH gradient changes after an initial linear region,
as expected from discussion in section 5.5.

An additional control type is presented in Figure 5.8 to further isolate the origin of the
secondary response observed on Cu electrodes. For these experiments, 200 µg/ml ampicillin
in the standard buffer was incubated with the enzyme blend for 45 minutes at 37 °C without
exposure to the Cu sensor. The enzyme was subsequently removed using 10 kDa Amicon spin
columns (Sigma-Aldrich, UK, UFC5010).

Figure 5.8 shows the dEGFET output response after exposure to the pre-hydrolysed ampi-
cillin, where the output signal reduces a similar magnitude to that seen after sufficient hydrol-
ysis has occurred when in contact with the sensor. At the injection point, the expected small
bulk pH change due to the pH of the injected enzyme blend is seen, after which the response
is flat indicating no further interactions.

This suggests that the negative slope in the output signal after plateauing, only occurs
when the IrOx coated Cu electrode is exposed to hydrolysed ampicillin. This is further sup-
ported by the dEGFET response at various ampicillin concentrations (raw data Figure 5.9),
that show a relationship between the magnitude of this secondary signal decay and the ampi-
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Figure 5.8: Measurement performed by exposing the Cu dEGFET sensor to 0.5 mM KPI buffer
containing pre-hydrolysed ampicillin at a concentration of 200 µg/ml. The initial slope is a
consequence of this exposure to pre-hydrolysed ampicillin.

cillin concentration as shown in Figure 5.10. Here∆ pH was calculated between the peak and
a point after 5 minutes has elapsed.

Finally, an inhibited form of the enzyme, injected into 200 µg/ml ampicillin (Figure 5.6
green), shows a heavily reduced peak height caused by hydrolysis when compared to the same
concentration of ampicillin with uninhibited enzyme. This remaining peak is suspected to be
caused by specific enzymes within the utilised blend operating via different mechanisms, of
which metalloenzymes are not inhibited by sulbactam. This peak is elongated due to the effec-
tive lower concentration of enzymes. The drastic inhibition of the enzyme observed using this
method served to show that heavily reducing enzymatic activity leads to reduced hydrolysis.

Although the secondary reduction of the dEGFET output voltage has been isolated and
is known to only occur with the presence of hydrolysed ampicillin and when using Cu elec-
trodes, the precise mechanism is not known. Additional investigation would be required to
understand the deviation of Cu sensors from the theoretically expected response (section 5.5)
shown on gold electrode sensors. It may be caused by Cu ions leaching into solution from the
electrode surface, which interact with the hydrolysed ampicillin molecule. The presence of
Cu ions in solution changes the ability of groups on the hydrolysed molecule to protonate/de-
protonate, which is already a known capacity of the molecule as discussed earlier in section
5.2. Zaworotko et al. shows the potential for Cu ions to interact with sites on the ampicillin
molecule and alter its pKa [191], supporting this theory.
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Figure 5.9: Raw dEGFET output traces obtained on PCB electrodes, across 4 ampicillin con-
centrations.

Figure 5.10: Reduction in pH measured 5 minutes from the peak for raw data across 4 ampi-
cillin concentrations. Error bars represent ± 1 SD across 3 repeats at each concentration.
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Figure 5.11: dEGFET output trace (black), with smoothing (red) and linear adjustment
(green), applied as described in section 5.5.3.

5.5.3 Kinetic Analysis

After considering raw kinetic data obtained using the dEGFET in the β-lactamase assay, the
results and associated control measurements, the ability to detect the change in pH caused
by hydrolysis of ampicillin by β-lactam enzyme is confirmed. The rate at which the dEGFET
output changes upon injection of the enzyme, compared to the consistent rate with no enzyme
present, was exploited to quantify the initial ampicillin concentration.

Measurements were first corrected for the slow, linear drift, sometimes present and a com-
mon characteristic of extended gate ion-sensitive field effect transistors (EGFET) sensors. Lin-
ear correction was applied based on the gradient of the 90 second period prior to injection.
The linear fit was performed on weighted adjacent-averaged data which removes errors in
fitting caused by quantisation of the dEGFET output data from the Picoscope analog-to-digital
converter (ADC).

Figure 5.11 shows a complete raw trace with quantisation and linear slope, alongside the
smoothed data and the resulting trace after smoothing and linear drift correction have been
applied. These provide a flat linear response at the point of injection. It is accepted this only
partially accounts for sensor drift due to the non-linear response over longer time periods,
however the subsequent results in this section show these are insignificant compared to the
pH change seen when ampicillin hydrolysis occurs, over the reaction time-frame.
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Figure 5.12: pH change calculated from the dEGFET output and calibrated with sensor per-
formance for 200 µg/ml ampicillin (grey), including smoothing and linear correction. Rate of
pH change obtained using the first derivative of the pH change (red).

After drift correction, the rate of pH change for all relevant sensors was calculated by
obtaining the first differential of the pH change with respect to time, as is shown in Figure
5.12 for 200 µg/ml ampicillin. The highest magnitude rate in the 5 - 10 minutes (300 - 600 s)
window was selected, this was the period after injection over which the signal took the longest
to plateau. The pH change observed after enzyme injection is seen alongside the increased
rate seen during this period, calculated to the value of 0.0079 ∆ pH/s ± 0.0010.

The resultingmaximum rate of pH change is presented in Figure 5.13 for ampicillin concen-
trations between 0 and 200 µg/ml. This calibration curve shows a linear relationship between
the ampicillin concentration and the maximum rate of pH change, which differs from the lo-
gistic response expected as outlined in section 5.2, where trends from overcoming the buffer
capacity and production of H+ from enzymatic turnover combine. This change in response is
potentially due to the interaction with Cu discussed in section 5.5.2.

The LoD of the kinetic assay was calculated using the method described in [192]. A limit of
blank (LoB) was first calculated using the mean and standard deviation (SD) of blank samples
(n=3) as in equation 5.5.1.

LoB = blankmean + (1.645× blankSD) (5.5.1)
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Figure 5.13: Calibration curve for kinetic β-lactam assay between 0 and 200 µg/ml.

Figure 5.14: Control experiments for kinetic β-lactam assay, showing response with ampicillin
present is a result of enzymatic hydrolysis.
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Subsequently the LoD was calculated using the SD at the lowest measured ampicillin con-
centration according to equation 5.5.2. For this assay, the LoD was found to be 44.61 µg/ml
of ampicillin.

LoD = LoB + (1.645× low ampicillinSD) (5.5.2)

For completeness, the same kinetic analysis was also performed for all control measure-
ments, as shown in Figure 5.14. Of note, it was not expected to observe hydrolysis of the
ampicillin without the enzyme present, as at room temperature, pH 7 and acetate/borate
buffers, the half-life of ampicillin is 27 days [193].

5.5.4 Kinetic Conclusions

In the presence of the β-lactamase enzyme, a linear relationship is seen between the ampicillin
concentration and the maximum rate of change of the dEGFET output caused by the ampicillin
hydrolysis. There could be multiple effects which cause deviation away from the expected
sigmoidal response. Firstly, the downward reduction in dEGFET output in the presence of
hydrolysed ampicillin, enzyme and Cu is expected to have an impact. Although this has been
seen to dominate hydrolysis in a 5-10 minute time frame, it is expected the phenomena will
also occur as soon as the ampicillin begins to be hydrolysed. Secondly, the change in pH is
measured over a short time period (< 5minutes), where the pH changemay not have exceeded
the buffer capacity. The pH response of the buffer to addition of acid should be slowly varying
and linear within the buffer capacity region. The interaction between these phenomena and
resulting expected trend was not explored further.

5.6 Endpoint Methodology

Due to interactions between the Cu electrode and assay components, an endpoint measure-
ment approach was explored that significantly reduces the interaction time between the Cu
electrode, enzyme and hydrolysed ampicillin. The endpoint measurement consisted of im-
mersing the sensor for 10 seconds in the ampicillin containing solution while the output volt-
age was recorded. The β-lactamase enzyme is then injected at 100 µl per 15 ml using a pipette
and three aspiration-dispense cycles completed before incubating for 45 minutes. After incu-
bation, the IrOx coated PCB electrode is again placed into the solution and the output voltage
recorded for a 10 second duration. Raw data resulting from these measurements is shown in
Figure 5.15.

Some sensors (typical examples shown in Figure 5.16) were seen to show significant mea-
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Figure 5.15: Change in dEGFET output voltage as a result of the bulk pH change caused in
solution by ampicillin turnover after 45 minutes. An x-axis break is added to account for the
45 minute incubation.

surement drift upon re-submersion after the 45 minute incubation period. The cause of this
drift is believed to be caused by the same interaction seen in kinetic measurements between
hydrolysed ampicillin and Cu ions that have leached into solution, as the effect was never
observed on control measurements without hydrolysed ampicillin present.

It is suspected, this effect is not present on all measurements due to differing extent to
which the Cu substrate is covered in IrOx. On sensors with an uniform coating of IrOx, the
short exposure time between sensor and solution in endpoint measurements does not allow
enough time for sufficient Cu to leach into solution, for the effect to be observed. Whereas
in kinetic measurements the exposure time between sensor and solution is greater, leading
to consistent Cu ion leaching, including on electrodes with a highly uniform IrOx coating. A
linear slope was fitted to this region, measurements which exhibited a drift with an absolute
slope greater than 100 V/s at re-submersion were discounted.

I note, variation in the timing of the measurement step after initial injection will add error
to the results. Improving the timing as part of a manual system is challenging. To obtain
higher accuracy, an automated system is required, such as through the use of a microfluidic
system with electronically actuated valves as discussed in chapter 6.
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Figure 5.16: dEGFET output for sensors which demonstrate a rapidly changing response at
re-submersion after 45 minute incubation. A gradient magnitude > 100 V/s was considered
a rapidly changing response and measurements over this threshold are discounted due to the
error introduced.

5.6.1 Endpoint Calibration Curve without pH Calibration

The change in dEGFET output voltage after 45 minute incubation with β-lactamase blend
plotted against an ampicillin concentration between 0 and 200 µg/ml is shown in Figure
5.17. The mean value is reported at each concentration, with the error bars representing the
SD across three repeats.

A sigmoidal fit was used for the pH change response against increasing concentration of
ampicillin, influenced by the three effects discussed in section 5.5 and their dependence on
starting concentration of ampicillin.

The point at which the dEGFET output becomes non-linear depends on the ampicillin con-
centration. As the magnitude of solution pH change varies based on ampicillin concentration,
it is effected to different extents by the dissociation of hydrolysed ampicillin molecules, which
is non-linearly proportional to the H+ ions produced by hydrolysis. Differing ampicillin con-
centrations change solution pH to varying extents, which will also impact the enzyme activity.

The adjusted R2 value of the fitted sigmoidal response curve suggests a strong fit, despite
the fact that multiple sensors of differing pH sensitivity were used to generate the data. This
highlights the high reliability of the IrOx coated Cu PCB electrode fabrication process pre-
sented in chapter 4.
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Figure 5.17: Concentration curve showing change in output voltage from un-calibrated
dEGFET PCB sensors as a function of ampicillin concentration, after incubation with β-
lactamase enzyme. Error bars represent the standard deviation of repeat measurements.

5.6.2 Endpoint Calibration Curve

In order to further improve the quality of the fit, and thus enhance the accuracy of ampicillin
quantification, the data was calibrated to account for small variations in pH sensitivity between
sensors, as is common with all commercial pH meters that must be routinely calibrated using
solutions of known pH before use. Figure 5.18 shows the same data from Figure 5.17 but here
calibrated for using the measured sensitivity for each sensor.

As can be seen from the adjusted R2 value of the sigmoidal fit to the calibrated data, cal-
ibration significantly improves the quality of the fit. Figure 5.18 also shows the LoD for the
endpoint form of the assay, calculated using the same method as presented in section 5.5.3.
The LoD was found to be 31.0 µg/ml of ampicillin which compares well with levels found
clinically in urine (ranging between 44.3 - 177.6 µg/ml [188]).

5.6.3 Endpoint Conclusion

In conclusion, this work has shown the suitability of PCB dEGFETs to detect and accurately
quantify the concentration of β-lactam antibiotic, through the pH change that occurs due to
the action of a β-lactamase enzyme blend. The highest precision was demonstrated using
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Figure 5.18: Concentration curve showing change in pH measured using sensitivity calibrated
dEGFET PCB sensors as a function of ampicillin concentration. Horizontal line as 0.5 pH indi-
cates the limit of detection. All error bars are the standard deviation of repeat measurements.

endpoint analysis using calibrated sensors, where the response matches the expected logistic
response and a clinically relevant LoD of 31.0 µg/ml.

There remains potential to use kinetic analysis to provide a faster time to result, beneficial
for real world PoC applications and to potentially improve the LoD by reducing the impact of
sensor drift. Although, more work is required to understand the impact of Cu ions on enzyme
catalysed reactions.

Ultimately, the same low-cost PCB dEGFET devices could be used to monitor a range of
other enzyme-catalysed reactions relevant across a range of global challenges. One such ex-
ample is the detection of deoxyribonucleic acid (DNA) amplification reactions which can be
used to detect specific nucleic acid sequences. Chapter 7 shows initial work to realise the Cu
PCB dEGFET devices to quantify isothermal DNA amplification.
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Chapter 6

Electrowetting Valves

This chapter briefly provides the motivations behind development of electronically controlled
electrowetting valves on printed circuit board (PCB) substrates. It then discusses the tech-
nologies used for this development process and the underlying theories which enable such a
device. Experimental data is presented throughout development of the fluidic device.

6.1 Introduction & Literature

To enable widespread deployment of novel diagnostic technologies, such as those presented
in chapter 4, the sensors must not only be low-cost and facile to fabricate, but also ideally be
simple and safe to use at the point of care (PoC), often by untrained users.

A lab-on-chip (LoC) approach integrates multiple essential components e.g. sample stor-
age, processing, handling and analysis, onto a single chip, to achieve high levels of automation.
This not only reduces assay complexity but can also improve performance through increased
consistency. Manufacture of LoC devices remains a challenge, as multiple processes that may
not be compatible or are not commonly integrated can increase fabrication complexity and
cost.

Lab-on-PCB systems seek to address these challenges by using the well-established PCB
materials and fabrication processes developed by the consumer electronics industry, to cre-
ate highly integrated and low-cost LoC devices. Moreover, electronic components for con-
trol, signal processing and readout can be easily integrated, alongside microcontrollers and a
broad range of communication technologies to create complete standalone lab-on-PCB systems
[194].

A critical component of LoC systems is the inclusion of fluidic components to allow the
controlled movement and processing of liquid samples and reagents. Microfluidic channels
have been realised with a range of device structures and materials [195], including with PCB
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substrates [196]. Fluidic channels can be plasma etched directly into the FR4 substrate of
a 2 layer PCB and sealed with polyimide tape [97] or glass [197]. Polymer tapes overlayed
onto the PCB are often patterned with channels themselves [198] and sealed with another
biologically compatible polymer. Similarly, polydimethylsiloxane (PDMS) is a flexible and
optically transparent polymer that can be easily patterned using soft-lithography to create
microfluidic channels [199], with feature sizes down to 30 nm [200].

In addition to transporting fluids, there are applications where controlling the order of
reagent movement is essential, such as deoxyribonucleic acid (DNA) amplification which re-
quires the mixing of multiple reagents in a well-defined order [67]. This can be achieved
through user input, for example by breaking blister packs or manual pipetting of solutions.
However, such user intervention is not suitable for assays that require precise timing of reagent
handling steps. For these assays, entire device automation is essential. A range of valves have
been demonstrated for use within LoC devices that operate in combination with fluidic pumps
to control fluid flow through a microfluidic network [195]. These can be interfaced electron-
ically to automate operation, but the pumps are bulky and expensive, and their mechanical
nature adds noise to the system.

A range of alternative non-mechanical approaches to control fluid transport have been
investigated, including pumps based on pressurised chambers, electro-osmotic flow [201] and
capillary flow, or solid-state valves such as grooves with specific geometries [202]. In the
context of lab-on-PCB systems, approaches based on capillary flow for fluid transport coupled
with electrowetting valves are particularly relevant.

This chapter reports initial work towards a fluidic system that employs capillary flow chan-
nels and electrowetting valves fabricated on PCB. The concept is shown schematically in Fig-
ure 6.1. Microfluidic channels constructed here using PDMS, are mounted on a PCB substrate,
the channel dimensions and surface charge properties are optimised to enable passive fluid
flow via capillary action. A Cu electrode placed perpendicular to capillary flow and function-
alised with a hydrophobic molecular layer (here 1H,1H,2H,2H-Perfluorodecanethiol (PFDT)),
changes the system dynamics so as to inhibit capillary flow beyond the electrode. When a po-
tential difference is applied between the functionalised electrode and a second Cu electrode
exposed to the same capillary channel, the properties and/or structure of the hydrophobic
layer change, enabling capillary flow to resume.
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Figure 6.1: Schematic of PCB electrode and PDMS flow channel layout.

6.2 Methods

6.2.1 Surface Wettability Modification

Controlling surface wettability of materials used within the PCB fluidic system is critical to
balance capillary flow and inhibition of fluid flow at the functionalised, valve electrode.

The contact angle (CA), θC , is a common parameter used to quantify the wettability of a
surface, defined as the geometric angle of the liquid-vapor interface generated at the liquid-
solid interface of interest. Figure 6.2 shows a schematic diagram for a droplet on an idealised
surface with no roughness. θC can be calculated with Young–Dupré equation and the relation-
ship between the interfacial energy at the three interfaces, solid-liquid (γSL), solid-gas (γSG)
and liquid-gas (γLG) at thermodynamic equilibrium [203].

A FTA-100 series goniometer produced by ’First Ten Angstroms, UK’ and the sessile drop
method were used to measure CA values. Figure 6.3 shows images obtained using the system,
for a CA of 0° on plasma treated FR4 a) and 97° on PDMS b). The contrast algorithm with
spherical fit inDrop Shape Analysis (First Ten Angstroms, UK) is unable to generate an angle for
super hydrophilic surfaces like treated FR4, as the droplet blends into the substrate. A surface
can be referred to as hydrophobic (non-wettable) and hydrophilic (wettable) in relation to
aqueous solutions with which it makes contact.

The surface CA can be adjusted in a variety of ways, such as the deposition of thin material
films such as Teflon that lead to highly hydrophobic surfaces [205], or chemical modification
such as doping of polyethylene glycol (PEG) co-polymer into PDMS [206]. In this work, ul-
traviolet ozone (UV-ozone) and oxygen plasma (Ox-plasma) methods were used to modify
surface chemistry and enable a range of CA to be achieved.
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Figure 6.2: Schematic diagram of a droplet on a flat surface, showing relationship of interfacial
energy between the three phases, and the location of the reported CA. Adapted from [204].

Figure 6.3: Images from CA goniometer showing a CA of 0° on plasma treated FR4 a) and 97°
on PDMS b), as calculated using Drop Shape Analysis contrast based algorithm.
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6.2.2 UV Ozone

UV-ozone treatment is often employed as a surface cleaning method capable of removing or-
ganic contaminants. The mechanism of action (photo-oxidation) also changes the chemical
moieties at the surface of a material, which can in turn change the surface energy and wet-
tability. Atoms in the bulk of a material are commonly stable, due to balanced bonds in all
directions within the lattice, whereas surface atoms on a virgin surface are not bonded on their
outer face leading to a high surface energy (high wettability). These atoms are stabilised by
bonding to different species, often oxygen found in the atmosphere, which reduces the surface
energy (reduced wettability).

A UV-ozone system contains a high-intensity UV light source, which has strong emission
peaks at both ≈ 185 nm and ≈ 254 nm which interact differently with the surface (Figure
6.4a). The shorter wavelength of light dissociates molecular oxygen in the air, forming two
oxygen radicals. These are unstable in this lone state and highly reactive, subsequently form-
ing O3. Simultaneously, the longer wavelength of light excites organic contaminates present
on the surface, increasing the chance of a reaction when interacting with ozone. As a re-
sult, volatile species such as carbon dioxide (CO2), water (H2O) and nitrogen (N2) are formed
which can readily desorb from the surface [207].

The removal of these contaminants from the surface ultimately alters the surface energy,
while creating a more chemically uniform surface. Hydroxyl (OH) functional groups are also
formed at the surface of the material, caused by irradiation of water molecules with ≈ 254
nm light producing OH and O radicals [208]. If irradiated, OH groups near the surface do
not react with ozone, they will instead react with the surface producing oxide and hydroxide
bonds which have a high bonding energy (Figure 6.4b).

In this work, it is expected that under UV-ozone treatment, bulk Cu bonds at the surface
are replaced with Cu-OH and Cu=O bonds. It is accepted this effect is not permanent as
contaminants return to the surface, however UV-ozone offers flexibility in the surface energy
achieved by varying the treatment duration. This alters what portion of surface molecules
undergo the change to high surface energy functional groups. A short discussion on methods
for longer term alteration of surface energy is included at the end of section 6.3.1.

6.2.3 Plasma Treatment

Plasma treatment is also commonly used to remove surface contamination and alter the surface
energy. In this work Ox-plasma was utilised, where a vacuum chamber is used to evacuate the
atmosphere and replaced by oxygen gas. This is subsequently ionised by a radio frequency
(RF) voltage which forms a plasma that is highly reactive [210]. As electrons orbiting oxygen
atoms, previously excited to a higher energy state by this RF voltage, decay to lower state, they
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Figure 6.4: a) Surface bombarded with high energy UV photons and species generated from
UV interaction with the air. b) Polar surface groups generate after UV irradiation. Adapted
from [209].

release a photon with a wavelength in the UV spectrumwhich results in the characteristic glow.

There are multiple mechanisms by which the gas molecules, free radicals and electrons
within this plasma interact with surfaces [210, 211]. As with UV-ozone treatment these lead to
the removal of surface contaminants and formation of high surface energy functional groups.

6.2.4 Washburn Equation Theory

This work exploits capillary flow to move fluid through channels without the need for bulky
and expensive mechanical pumps. The Washburn equation is used to describe capillary flow
within a range of systems including porous materials and channels. A modified version of
the Washburn equation [212] is shown in equation 6.2.1, which describes capillary flow in a
channel of rectangular cross-section, where 3 walls are PDMS and one is FR4 of a PCB sub-
strate. This also assumes static contact angles as opposed to dynamic without the introduction
of significant errors [212].

ẋ =
γLV
8ηx

(
hw

h+ w

)2 [
2cos(θPDMS)

w
+

cos(θPDMS) + cos(θFR4)

h

]
(6.2.1)

The contact angles of channel wall materials (θPDMS & θFR4), and channel dimensions
(height (h) & width (w)) are the variables that dictate if capillary flow will occur. The portion
of equation 6.2.1 within the square brackets, can return a positive flow velocity (ẋ), where
capillary flow will occur or a negative value where no flow will occur. The other variables;
interfacial tension (γLV ), liquid viscosity (η), and distance of the meniscus from the inlet (x),
dictate the precise flow velocity as shown in the first portion of equation 6.2.1 which always
remains positive.
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Figure 6.5: Simulated flow velocity based on distance of the fluid along the microfluidic chan-
nel. Parameters utilised are detailed in section 6.2.4.1.

The Washburn equation is used here to balance the system parameters, so that capillary
flow transports the liquid through the channel on the FR4 substrate but flow is impeded at
the valve electrode functionalised with the hydrophobic molecule; and capillary flow is sub-
sequently resumed after biasing of the valve electrode. To satisfy this combination of re-
quirements, certain parameters will be measured and others will be guided by literature and
validated later.

6.2.4.1 Flow Velocity Dependence on Channel Meniscus Distance

Notably, the distance of the meniscus along the channel heavily influences the flow velocity.
The simulated flow velocity at distances along the channel (total length 21 mm) is plotted
in Figure 6.5 with all other variables fixed to illustrate this dependence. The water-PDMS
interfacial tension value is assumed to be 41.1 ± 6.54 mN/m based on literature [213], which
itself notes low confidence based on assumptions required from an indirect calculation of the
value, alongside the expected impact of surface roughness. Other assumed parameters for this
simulation are η = 0.98, h = 200 nm, w = 370 nm, θPDMS = 80 & θFR4 = 2.

Figure 6.5 shows the flow velocity decreases in a non-linear fashion as the distance along
the channel increases, trending towards a constant none zero value. To enable calculation of
channel and material characteristics that will enable capillary flow, the velocity at the point
halfway along the channel (10.5 mm) is considered for subsequent work; this is the location
the electrowetting valve will be placed later in device development. Section 6.3.8 compares
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Figure 6.6: Contact angle of FR4 substrate after various treatment steps used on PCB sensors
for ISFET and electrowetting valves fabrication.

this theoretical dependence of meniscus distances to flow velocity against practical measure-
ments.

6.3 Capillary Flow

This section follows the process to obtain capillary flow in fabricated devices, including mea-
suring CA of key materials to compare theoretical results to empirical data.

6.3.1 FR4 Contact Angle

The CA of the FR4 is presented (Figure 6.6) after exposure to citric and phosphoric acid,
included to mimic the cleaning procedures used in preparation of the pH-sensitive electrodes,
as discussed in chapter 4. In both cases, the CA for FR4 was above 90°. The CA of FR4 should
be maintained close to zero to support capillary flow across the FR4 surface. Initial work thus
focussed on approaches to reduce the CA of FR4. While UV-ozone treatment has been shown
to moderately reduce the CA of FR4 to below 25° [214], Ox-plasma treatment can reduce the
CA of FR4 to 0° [215]. The FR4 substrate was thus exposed to oxygen plasma using a HPT-200
system (Henniker Plasma) set to 20 standard cubic centimetres per minute (SCCM) oxygen
flow, 100 W for 20 minutes. The CA after oxygen plasma is also shown in Figure 6.6 which
revealed a significant reduction in CA to a mean of 2 ± 2°.
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This treatment was subsequently used for all PCBs. I did not explore the long-term stability
of this hydrophilisation, but it has been reported that CAs below 10° can be maintained for at
least two weeks [215]. It is also known that storage in dehumidified or vacuum conditions
can be used to extend this duration, although more a complete study is required to optimise
this process [216]. Alternatively PEG coatings can be used to reduce the CA to 0° for 80 days
[217].

6.3.2 PDMS Flow Channels

PDMS (Sylgard 184, Dow Corning) is made from two liquid components; a base elastomer
and a curing agent. When these are mixed and left to cure, a solid elastomer is formed. When
the curing process is performed within a master mould containing the complementary shape
to the desired channel design, the shape of the mould becomes imprinted in the cured PDMS.
This mould can be re-used to form multiple microfluidic devices.

The mould is often created in silicon, which is patterned using UV lithography and etching
[218]. Recent work with affordable 3D printers has demonstrated resin-based moulds can also
be used [219]. While 3D printed moulds offer rapid prototyping during development, issues
of inhibited PDMS curing have been reported when 3D printed moulds are not themselves
cured completely [220]. Keeping with the vision of low-cost and widely available fabrication
processes, here I investigated fabrication of the PDMSmoulds via 3D printing using a Formlabs
Form-3+ and Tough-2000 resin.

Figure 6.7a shows a PDMS mould consisting of 4 flow channels and other features for
alignment and electrical contact which will be used later in this work. Figure 6.7b shows a
closed form of the mould, which is secured with bolts and an inlet for the liquid PDMS.

6.3.3 PDMS Contact Angle vs. UV-ozone Duration

TheWashburn equation also highlights the importance of the PDMS contact angle for enabling
capillary flow within the system. A series of measurements were performed to characterise
the CA of PDMS when exposed to varying durations of UV-ozone, which was selected over
Ox-plasma due to the finer control offered by the reduced rate of surface modification. This
would enable selection of a CA that will not only support capillary flow, but also that places
the system in a state where capillary flow can be stopped at the valve electrode.

Figure 6.8a shows the CAmeasured at multiple regions across 3 different samples of PDMS.
Prior to UV-ozone treatment, the mean CA for the three samples ranges from 92.6° to 104.3°,
with an average standard deviation of ± 4.0°. This variation in CA between samples and
across the surface is suspected to be caused by varying surface roughness of the cast PDMS
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Figure 6.7: a) Base of 3D Printed mould, consisting of protrusions to create 4 flow channels,
a sloped inlet and an outlet. b) closed form of the mould, ensuring consistency of device
thickness.

Figure 6.8: a) CA of three PDMS samples directly after casting and prior to any additional
treatment. b) CA of the same 3 samples after varying durations of exposure to UV-ozone.
Error bars show are across 4 regions on each PDMS sample.
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(see section 6.3.4.3) and variation in dosage across the stage in the UV-ozone system.

Figure 6.8b displays the relationship between UV-ozone treatment duration and CA, show-
ing the ability to tune the CA. I note, high precision of the PDMS CA was not essential for
device operation, so no further effort was committed to reducing sample variability or the
precision of CA tuning.

6.3.4 PDMS 3D Master Mould Characterisation

As described by the Washburn equation, the channel dimensions impact the capillary flow
rate. The accuracy and consistency of the printed moulds were compared to the designed
dimensions, to understand the techniques applicability for this stage of development. Surface
roughness of the cast PDMS was also explored due to the known impact on material CA.
Alternative fabrication methods could be utilised after a future final device layout has been
decided, such as injection moulding if performance beyond that displayed here is required.

Initial channel heights and widths were selected based on literature precedent, whilst also
considering the spatial resolution of the 3D printed master moulds. The channel width was
fixed at 300 µm for all channels [212]. Much of the literature on electrowetting valves utilises
channels formed using adhesive tape which leads to channel heights below 100 µm [198,
221]. Features of this size are not recommended by the manufacturer of the 3D printer in
use. Instead, to better fit the capabilities of the 3D printer channels, varying between 100 and
300 µm were used. Section 6.3.5 includes simulations of capillary flow rates in channels of
these dimensions.

6.3.4.1 Master Height

Moulds featuring channels of 5 different heights, with two channels of each height per de-
sign, were printed to measure the accuracy and precision of the 3D printed mould compared
to the computer-aided design (CAD) files. Figure 6.9a shows raw data (DektakXT, Bruker)
obtained from 4 measurements of a 100 µm channel fabricated on a single mould, with scans
taken at 5 mm intervals. A step height function (Figure 6.9b) was applied (Gwyydion) to
obtain a value for the measured height on each scan. For any one channel on a sample, the
heights are reproducible with an average SD of 1.97 µm. Although the mean across 4 samples
(100.69 µm) matched the intended height, the SD in channel height between samples was
5.65 µm, showing there is a high level of precision, but lower accuracy.

This trend continues (Figure 6.10) as channel height increases, with high precision across
features of the same height on a single sample, but with reduced accuracy between differ-
ent moulds. The magnitude of intra- and inter-sample SD was also found to increase with
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Figure 6.9: a) 4 raw scans of 100 µm high and 300 µm wide channel in 3D printed mould,
taken 5 mm apart. b) Step height function used to extract feature height (h) and width (w),
performed in Gwyydion [222].

Figure 6.10: Measured height of 3D printed channels at 4 locations on 4 samples, across a
range of channel heights.
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Table 6.1: Tabulated data as shown in Figure 6.10, showing inter- and intra-mould trends of
channel height.

Channel Height
(µm)

Sample 1
(Mean ± SD)

Sample 2
(Mean ± SD)

Sample 3
(Mean ± SD)

Sample 4
(Mean ± SD)

Average
(Mean ± SD)

100 106.99 ± 1.65 93.31 ± 1.31 101.89 ± 1.82 100.57 ± 1.26 100.69 ± 5.64
150 160.11 ± 1.26 128.85 ± 2.67 152.12 ± 3.53 146.71 ± 4.75 146.95 ± 13.26
200 212.33 ± 5.31 173.86 ± 5.00 204.40 ± 4.18 186.50 ± 2.11 194.27 ± 17.35
250 268.87 ± 4.08 220.26 ± 7.60 253.34 ± 3.48 233.14 ± 3.38 243.90 ± 21.50
300 310.33 ± 4.09 265.42 ± 3.16 301.00 ± 7.04 286.65 ± 6.74 290.85 ± 19.55

Table 6.2: Width of channel at three heights, as a percentage of the feature height, as calcu-
lated using the Gwyddion step height function.

Distance up channel height Sample 1 Sample 2 Sample 3 Sample 4 Mean ± SD
0 % 451 456 460 452 454.8 ± 4.1
50 % 380 369 371 376 374.0 ± 5.0
90 % 283 288 284 282 284.3 ± 2.6
% Variation 0 – 90% 63 63 62 62 -
Gwyddion step function width 372.9 353.1 356.8 364.7 361.9 ± 8.8

increasing sample height as show in Table 6.1.

Given the limited accuracy of the 3D printed moulds, each new mould was measured prior
to use to confirm the channel heights were within 10 µm of the intended height. Moulds
outside of this accepted variance were rejected.

6.3.4.2 Mould Width

The precision and accuracy of 3D printed mould channel widths were also measured using a
DektakXT step profiler, compared to the designed 300 µmwidth. Channel width was extracted
at three points along the height of the channel (0%, 50% and 90%) to understand how the
width changes at different heights. These were calculated with using the Gwyddion step
height function [222], the results are shown in Table 6.2.

If a 100 µm high channel is taken as an example, at its base the channel width average is
454 µm, compared to 284 µm at 90% of its height. This shows a lack of accuracy in achieving
the designed 300 µm width, as its width varies an average of 63% between the channel base
and top. Channel width was measured to vary in a similar manner for all channel heights, as
shown in Figure 6.11.

To move forwards with device simulations for optimising capillary flow, an average width
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Figure 6.11: Average channel width for a range of designed channel heights as calculated
using Gwyddion. All widths designed to be 300 µm.

was used, calculated along its height using the Gwyydion step height function. It was accepted
this variation will affect the accuracy of the Washburn equation when applied to the system.
The average width is 345, 368, 396, 423 and 458 µm for channels of respective design heights
100, 150, 200, 250 and 300 µm.

6.3.4.3 Mould Surface Roughness

Surface roughness of the base of these 3D printed moulds was also quantified as root mean
squared (RMS) roughness (Rrms) using Gwyddion, showing a value of 6.04 ± 4.56 µm across
4 samples. This large SD relative to the mean Rrms shows the high variability in surface
roughness between samples, those with visibly damaged surfaces, such as distinct scratches,
were not used as PDMS moulds.

6.3.5 Washburn Simulations of Capillary Flow Channels

Simulations were performed to explore the balance between capillary flow through the chan-
nel and inhibition of fluid flow at the valve electrode coated with a hydrophobic molecule.
Parameters used in the simulations are outlined in Table 6.3.

Of note, the contact angle of the hydrophobic coatings to be deposited on the valve elec-
trode are reported in section 6.4.2, but are required for these simulations. The mean CA of
these deposited hydrophobic layers on Cu in this work ranged from 99.6° - 102.1° depending
on the deposition method, with the lowest value used for simulations, as this is the hardest
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Table 6.3: Values used within the Washburn equation to simulate flow velocity halfway along
the fluidic channel across a range of PDMS contact angles.

Parameter Value/Range Source
Interfacial Tension (YLV ) 41.1 ± 6.54 mN/m [213]
Liquid Viscosity (n) 0.98 mPa s [212]
Location of electrode valve (x) 10.5 mm Measured
FR4 Contact Angle (θFR4) 2 ± 2° Measured
PDMS CA (θPDMS) 75 - 100° Measured
Channel Height (h) 100 – 300 µm Measured
Channel Width (w) 330 – 480 µm Measured
PFDT CA (θPFDT ) 99.6° Measured

system to optimise for capillary flow whilst stopping at the valve electrode. These PFDT CA
values are lower than values reported in literature on ink-jet printed silver electrodes (138 -
114°) [221, 223] or gold electrodes (125°) [224].

The resulting simulated flow velocities on both FR4 regions and PFDT deposited gate elec-
trodes are shown in Figure 6.12, where the ideal range of PDMS contact angles is highlighted
and determined by the region in which the flow velocity is positive on FR4 substrate, but neg-
ative on the PFDT coated electrode. For a channel height of 250 µm and 423 µm width, this
requires PDMS with a CA between 85.4 - 117.3°.

In contrast, for a reduced channel height of 100 µm and width of 345 µm, shown in Figure
6.13, the ideal range of PDMS contact angles is 83.7 - 129.2°.

These simulations show that larger channel heights have a reduced range of acceptable
PDMS contact angles and therefore the target PDMS CAmust be above 85.4° to enable flow for
all channel heights considered in this work, with targeted upper limit of 90° to encourage faster
flow and aim for consistent flow rate. According to Figure 6.8, this equates to an approximate
UV-ozone duration of 8 - 10 minutes. Microfluidic devices were to be fabricated using the
parameters obtained using initial measurements and these simulations.

6.3.6 Device Assembly & Clamping

Attachment of the fabricated PDMS channels to the surfaces is typically achieved either using
a form of chemical bonding or by using a physical clamping device. Approaches have been
shown that are suitable for bonding PDMS to a range of polymers, such as the use of silane
chemistry [225] or Norland Optical Adhesive [226] although these are not compatible with
PCBs. Approaches designed specifically for PCBs are available [227, 228], but add complexity
to the fabrication process due to the need to only bond the PDMS to selective regions of the
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Figure 6.12: Python simulation showing the velocity 12.5 mm along a 250 µm high flow
channel, as calculated using the Washburn equation. The velocity in regions of FR4 base
material and PFDT coated Cu electrodes are plotted for a range of PDMS CA values. Optimal
CA values are calculated to be in the region 85.4 - 117.3°.

Figure 6.13: Python simulation showing the velocity 12.5 mm along a 100 µm high flow
channel using the Washburn equation. The velocity in regions of FR4 base material and PFDT
coated Cu electrodes are plotted for a range of PDMS CA values. Optimal CA values are
calculated to be in the region 83.7 - 129.2°.
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Figure 6.14: Final clamp design used for all testing of flow channels within this work, showing
top a) and bottom b) sections, fastened with nuts and bolts to 0.05 N/m.

PCB surface. It was thus decided to physically clamp the PDMS the PCB substrate.

Devices were assembled using a 3D printed clamp, which was designed to apply adjustable
but uniform force across the PDMS device, as well as ensuring the flow channels were visible.
The clamp also included access to the PDMS fluidic inlet and outlets ports. The design also
incorporated ledges for pogo pins to enable electrical contact with the valve electrodes. The
PCB clampwas designed in collaboration with an undergraduate student, Alex Pembury, under
my supervision.

Initial versions of the device used both a top and bottom plate with a recess for the PDMS
and PCB respectively, alongside cut-outs above the channels. Leaking was prominent, believed
to be due to a lack of uniform pressure around the cut-out viewing windows. It was thus
decided to remove the recess in the top plate to ensure more even clamping force across the
PDMS, similar to the design used in [218]. Rather than include an opening for viewing the
channels, the viewing area was replaced with a solid section of 3D printed clear resin, that
was polished to an optical transparency. The final design of the clamp top section is shown in
Figure 6.14a. The base plate shown in Figure 6.14b is clamped using 10 nuts and bolts at the
perimeter, tightened to 5.0 mN/m of torque.

6.3.7 FR4 Capillary Flow

To evaluate and confirm capillary flow, a device consisting of a FR4 substrate and PDMS flu-
idic channels of 300 µm diameter and heights ranging from 100, 150, 200 and 250 µm was
assembled using the 3D printed clamp. The FR4 had undergone Ox-plasma treatment for 20
minutes (CA of 0°) as described in section 6.3.1 and PDMS was UV-ozone exposed for 10 min-
utes (CA of 85°) prior to assembly. 30 µl of solution, here de-ionised (DI) water containing a
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Figure 6.15: PDMS flow channels on FR4 substrate, with channel heights of 150 µm (inner)
and 100 µm (outer). Successful capillary flow was observed through the full length of all 4
channels.

dye (Phenol Red) was pipetted into each inlet and the fluid flow imaged using an iPhone 12
Pro (Apple, US). Capillary flow was observed across the full length (21 mm) of all channels.
An image taken of 100 µm and 150 µm high flow channels are shown in Figure 6.15.

This confirms capillary flow is possible across FR4 with UV-ozone treated PDMS, across a
range of channel heights up to 250 µm using the surface properties deemed suitable using the
Washburn equation.

6.3.8 Flow Rate Empirical Analysis

A system consisting of 4, independent channels of 100 µm height, with an average channel
width of 345 µm and measured CA of 85° and 0° for the PDMS and FR4 respectively, was
fabricated. The flow rates at varying distance along the channel were measured and compared
to the theoretical result from the Washburn equation obtained in section 6.3.5.

A video was recorded at 240 frames per second (fps) and split into its individual frames,
which are known to be at 4.16 ms intervals. These images were imported into ImageJ and the
scale per pixel set to allow the distance of capillary flow to be measured. The capillary flow
velocity can then be calculated as a function of distance through the channel, results shown
in Figure 6.16.

The measured flow velocity decreases from around 115 mm/s at the fluid inlet to 20 mm/s
as the meniscus of the moving fluid column approaches the outlet. This decrease in capillary
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Figure 6.16: Flow velocity as a function of distance of themeniscus along the channel, compar-
ing simulation obtained using the Washburn equation and measurements on 4 flow channels.

flow velocity as a function of distance through a channel agrees with theoretical predictions,
although with inconsistencies, particularly after the meniscus moves > 10 mm from the inlet.
However, the Washburn equation is a very simplified model of a real capillary flow channel
that does not account for all physical phenomena e.g. momentum of the moving column of
fluid or surface roughness.

6.3.9 Blank Cu Impeding Flow

Having confirmed capillary flow through a PDMS channel clamped onto a FR4 substrate, I
next evaluated capillary flow across a Cu track fabricated on a FR4 PCB substrate. This was to
investigate whether capillary flow could be established over a valve electrode after complete
removal of the hydrophobic PFDT layer.

Figure 6.17 shows capillary channels of 200 and 250 µm height in PDMS that had under-
gone a 10 minute UV-ozone treatment. This is mounted on a FR4 PCB that includes 0.4, 0.8,
1.2 and 1.6 mm diameter Cu electrodes that are aligned perpendicular to the flow channels.
The FR4 substrate and Cu electrodes were treated with Ox-plasma for 20 minutes prior to
clamping to the PDMS channels. The image shows that 1.6 mm Cu electrodes impede capil-
lary flow within these channels, where the same was observed at all channel heights tested in
this work.
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Figure 6.17: Blank unpolished Cu electrodes perpendicular to the flow channels, preventing
capillary flow on 250 µm (inner) and 200 µm (outer) height channels.

CA measurements of these Ox-plasma treated unpolished electrodes (performed on large
PCB pads shown in Figure 6.18a and 6.18b), reveal a CA of 26.8 ± 5.2° (see Figure 6.18c).
This CA has effectively inhibited wetting of the Cu surface and thus impeded capillary flow.
Electropolishing of the electrode surface prior to Ox-plasma, using the protocol in section
3.4.4, was thus performed and was found to reduce the electrode CA to 3.4 ± 2.4° (Figure
6.18c).

Capillary flow measurements were subsequently performed using polished Cu electrodes
as shown in Figure 6.19, again with 200 and 250 µm high channels. These results show that
with electropolishing, the CA of Cu is significantly reduced to permit capillary flow within
the UV-ozone modified PDMS. I note, capillary flow was also seen with 100 and 150 µm high
channels.

Notably, it was observed that fluid would flow over electrodes < 1 mm in width, which
had not been treated by electrochemical polishing. This highlights the high experimental
variability in both the device dimensions and contact angle. However, polishing was essential
to consistently allow flow by capillary action over electrodes greater than 1 mm in width. This
additionally highlights a limitation of the Washburn equation, which does not consider the
role electrode width plays on stopping capillary flow.

In conclusion, it has been shown that capillary flow is possible using Ox-plasma and UV-
ozone to modify the wettability of the FR4 and PDMS surfaces. Electrochemical polishing is
required for Cu valve electrodes of over 1 mm in width.
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Figure 6.18: a) & b) Cu pads used to performCAmeasurements. c) CAmeasured of unpolished
and polished Cu electrodes.

Figure 6.19: Capillary flow occurring over perpendicular polished Cu electrodes due to the
reduced CA compared to unpolished electrodes.
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6.4 Investigating PFDT Deposition

The next step in the development of electronically actuated electrowetting valves is to in-
troduce a hydrophobic layer capable of stopping capillary flow at the Cu electrode. In the
phenomenon electrowetting on dielectric (EWOD), an electric field is applied between an elec-
trolyte and a surface coated in a dielectric layer, where the CA changes under the applied field.
This occurs as molecules within the dielectric are polarised by the field, resulting in a redis-
tribution of water molecule dipoles at the dielectric-electrolyte interface and a consequential
change in the surface energy.

The Nugen research group [198] exploited an alternative, non-reversible approach to the
actuation of electrowetting valves based on CA change induced by removal of surface oxides
[212]. Research has since prioritised reducing the bias required to change the surface CA. A
promising development towards this goal is the use of thin, hydrophobic monolayers [198,
224] that are attached to an electrode surface via thiol bond, and which can be electrochem-
ically reduced by biasing of the electrode leading to cleavage of the hydrophobic monolayer.

A range of thiolated molecules which can form monolayers and alter surface wettability
have been explored, such as alkanethiols e.g. 1-dodecanethiol (1DT) and 4-fluorothiophenol
(FTP) [224, 229]. PFDT remains the most established for use within electrowetting valves.
I note, PFDT has been shown to assemble on Cu surfaces [230], but not in the context of
electrowetting valves.

This work aimed to 1) identify a PFDT deposition protocol suitable for Cu electrodes on
PCB, 2) evaluate its effectiveness to prevent capillary flow in a perpendicular channel, and 3)
assess subsequent modification of the CA of the PFDT coated electrode through an external
bias. Stamping, immersion and dropcasting deposition processes were investigated, and then
performed on Ox-plasma treated, polished Cu samples as required for capillary flow once the
PFDT layer has been removed.

Cyclic voltammograms (CVs) have been used to investigate the assembly and density of
self-assembled monolayers (SAM) [231]. This requires redox active molecules, either directly
bound within the SAM or added to the supporting electrolyte [232], or exploiting the redox
activity of the electrode material itself [233]. Here, the redox accessibility of the Cu electrode
with/without the PFDT deposited layer is used to characterise the integrity of the SAM by
monitoring electron transfer at key redox potentials [231].

Initial work sought to identify a suitable potential scan region that would probe the surface,
without driving an electrochemical reaction that would lead to an irreversible change to the
surface or solution. Cu working electrodes were used with a Pt wire counter and Ag/AgCl
reference electrode within pH 7 KPI buffer, which would be used as the electrolyte for all future
CV measurements (100 mV/s scan rate). When the applied potential vs. Ag/AgCl reached
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Figure 6.20: Image of white precipitate forming around the working electrode during applied
potentials above +1.2 V.

above +1.2 V on blank Cu electrodes, a white precipitate was observed in solution alongside
a permanent change to the CVs; this same precipitate was also observed on PFDT coated
electrodes under the same conditions. Figure 6.20 shows this precipitate formed around the
blank Cu working electrode after 1 cycle.

Formation of white precipitate is believed to be due to the removal of Cu ions from the elec-
trode surface, surrounded by an electrolyte in which they are not soluble. The phenomenon
was not investigated further, instead a maximum applied potential below this threshold was
set of +0.9 V. At negative potentials beyond -1.1 V, the magnitude of suspected water hydrol-
ysis increases significantly, resulting in an usable potential range of +0.9 V to -1.1 V.

6.4.1 Polished Electrode CV & CA Repeatability

CVs of Cu electrodes following electrochemical polishing and Ox-plasma surface treatment
are shown in Figure 6.21. 4 independent samples were measured, each consisting of a 5 mm
diameter Cu electrode fabricated on a FR4 substrate, measured to be 2.9 ± 2.5°.

The oxidative peak position and magnitude are -0.328 ± 0.013 V and -0.470 ± 0.025 mA
respectively, with the non-faradaic background current measured to be 0.051 ± 0.006 mA
at 0.4 V. These peak characteristics provides a comparison for the CV properties after cleav-
age of the PFDT layer. While the CV traces are similar, the small variation in Cu redox peak
magnitude is likely caused by inconsistency of the submerged electrode area, from imprecise
mounting and small variations in surface roughness, which could be improved by optimising
the electropolishing process and controlling submersion of the working electrode using a cus-
tom jig. Peak position shifting could be caused by slight contamination or impurities in the
test electrolyte, or by changing electrode separation [124].
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Figure 6.21: CV of 4 separate Cu electrodes after polishing, showing a consistent response.

6.4.2 PFDT Deposition Methods CV & CA

Having established the expected CV for a blank Cu electrode, the hydrophobic PFDT molecule
was deposited on the Cu electrode and further CVs obtained. The measured redox activity of
the PFDT coated Cu electrode, and the resulting CAs were used to quantify the impact on the
surface wettability.

Deposition was performed via three methods common in the literature; dropcasting [223],
stamping [224] and submersion [234]. The dropcasting protocol consisted of pipetting a
solution of 1 µL PFDT in 50 µL of ethanol (EtOH) (70 mM), onto the electrode surface and
allowing the solution to evaporate for 5 minutes. Electrode functionalisation via submersion
was achieved by immersing the Cu electrode in a 100 mM PFDT in EtOH solution for 2 hours.
Finally, stamping was performed by first drying a 70 mM solution of PFDT, with EtOH as the
solvent, onto a section of PDMS for 10 minutes. This was subsequently pressed against the
electrode surface for 2 minutes to transfer the PFDT. A final rinse in EtOH and DI water was
applied to all deposition methods.

Figure 6.22 show CVs of Cu electrodes before and after deposition of the PFDT layer via
stamping a), dropcasting b) and submersion c), with two repeats shown for each. Mean
oxidative peak heights are reported per deposition method as -258 ± 9 µA (stamping), -223
± 24 µA (dropcast) and -222 ± 9 µA (submersion), showing changing redox accessibility to
the Cu electrode across the deposition methods, although with relative consistency between
each type of deposition method. Non faradaic currents at 0.4 V were measured to be 27 ±
6 µA, 20 ± 8 µA and 8 ± 1 µA, indicative of a change in capacitance of the PFDT layer.
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Figure 6.22: CV before and after deposition of the PFDT layer via stamping a), dropcasting
b) and submersion c), with two repeats shown for each. d) CA before and after deposition of
PFDT using 3 methods (n = 4 for each).
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Figure 6.23: Ratio of Cu reduction peak after PFDT deposition vs. before deposition, across
the three deposition methods.

Figure 6.22d shows the CA of the Cu electrodes before and after PFDT deposition for each
method (n=4 for each deposition method). The CA of PFDT deposited via dropcasting was
97.8°, by submersion 105.8° and by stamping 103.0°. The highest consistency was observed
for samples functionalised via submersion, with a SD of 3.7° compared to 11.2 and 8.4° for
dropcast and stamping deposition methods respectively.

The CV traces (Figure 6.22a-c) were further analysed for any relationship between the
redox accessibility of the Cu electrode and the CA of the PFDT layer. Figure 6.23 plots the CA
against the ratio of peak height after and before deposition. No clear trends are seen across
the deposition methods. Although, the ratio for submersion deposition is shown to be repeat-
able compared to the other deposition methods, which could be related to the increased CA
consistency as presented in Figure 6.22d. A relationship was expected between the reduction
in Cu redox peak magnitude, caused by PFDT deposition, and the CA of the PFDT layer. It is
believed, improved consistency of electrode area submerged in the electrolyte, more consis-
tent surface roughness and increased CA averaging across each single Cu sample would reveal
this trend.

6.4.3 Sonication After PFDT Deposition

Sonication of the PCB sensors in EtOH for 10 minutes followed by a rinse in DI water was
explored as a method to improve repeatability of the CA of the PFDT films.
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Figure 6.24: CA of Ox-plasma treated electrodes after PFDT deposition and after sonication
across 3 methods (n = 4 for each).

The resulting impact on the CA for each method of PFDT deposition (n=4) is shown in
Figure 6.24. The spread of CAs after sonication are reduced across all deposition methods,
albeit with a moderate reduction on average in the CA; submersion 100.9 ± 1.4°, dropcast
102.1 ± 3.0° and stamping 99.6 ± 3.0°. It is believed sonication removes excess molecules
that are non-specifically bound, perhaps part of a multilayer system.

Despite the moderate reduction in CA, the improved repeatability following sonication was
deemed beneficial for investigating cleavage of the PFDT and was thus included as part of the
standard protocol moving forward.

6.4.4 FR4 Contact Angle

Data suggests that deposition of PFDT on the Cu electrodes also impacts the CA of the FR4
substrate, as shown in Figure 6.25. An increase in CA was observed on the FR4 substrate after
PFDT deposition for all deposition methods, that does not return to the previous state after
sonication. Given the requirement for a low CA on the FR4 to support capillary flow, this was
explored further.

Both submersion and dropcasting result in a significant increase in CA on the FR4 105.8 ±
3.7° and 97.8 ± 11.2° respectively. This is believed to be non-specific adsorption of the PFDT
molecule that occurs as the deposition solution contacts the FR4; perhaps to exposed surface
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Figure 6.25: Unintended impact of PFDT deposition method on the FR4 contact angle, includ-
ing impact of sonication as performed on the whole PCB electrode (n = 4 for each).

epoxide groups. The higher CA from dropcasting is suspected to be due to the higher local
concentration as a result of EtOH evaporation.

In contrast, stamping minimises contact between the FR4 and the PFDT dried onto the
PDMS stamp leading to only a moderate increase in CA from 1.5 ± 1.7°, to 23.3 ± 1.3°. Any
increase is surprising given the stamp is designed to contact the Cu electrode only, localising
PFDT deposition to the electrodes. It is believed this increase in CA arises from exposure of
the FR4 substrate to EtOH and DI water during the various rinsing steps. This is confirmed by
experiments, shown in Figure 6.26, in which the CA of FR4 was measured following multiple
EtOH and DI water washes, without any PFDT.

Additional plasma treatment through a shadow mask could be used to selectively return
the FR4 CA to near 0°, however based on subsequent experiments in section 6.4.5, capillary
flow successfully occurred under the conditions with a DI rinse after deposition step.

In conclusion, deposition of PFDT by submersion leads to deposition across the entire PCB
surface, including the FR4 and secondary electrode required for activation of the electrowet-
ting valves. Dropcast deposition also suffers from similar problems due to the inability to
constrain the PFDT solution to the electrode due to the high hydrophilicity of the FR4 surface
following oxygen plasma treatment. For this reason a protocol consisting of deposition via
stamping and subsequent sonication in EtOH with DI rinse was selected.
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Figure 6.26: Control measurements to decouple impact of PFDT exposure on FR4 CA change,
showing impact of treatment and wash steps. Steps are performed in sequence on 3 samples.

6.4.5 Stopping Capillary Flow Using PFDT electrodes

Figure 6.27 shows four PDMS channels (300 µm in width and height) that are intersected by
Cu electrodes. E2 in the two fluidic channels on the right of the image have been functionalised
with PFDT via the stamping method, while those on the left remain bare Cu. The image was
captured 70 seconds after injection of liquid into the flow channel inlet. This image clearly
shows capillary flow can occur over the unfunctionalised, Cu electrodes while the PFDT coated
electrodes prevent fluid flow.

6.5 PFDT Electrochemical Cleaving

Literature suggests it is possible to cleave (electrochemically desorb) a thiolated SAM by ap-
plying specific potentials to the electrode which target the thiol bond. For thiol-gold bonds
this is widely accepted to be at -0.9 V relative to Ag/AgCl reference electrodes [235, 236],
although this value is dependent on the electrolyte. For Cu-thiol bonds, values between -1
and 1.3 V are reported as the potential at which desorption dominates over reduction of Cu
oxides [237, 238].

In contrast, literature associated with PFDT as the thiolated SAM have reported modifica-
tion of the hydrophobicity of the SAM using positive voltages ranging between +4.5 V [234]
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Figure 6.27: (Left two channels) Flow cell showing capillary flow along the full length of the
channel when E2 is blank. (Right two channels) Halting of capillary flow at electrode 2 (E2)
with PFDT functionalised.

and +2 V [198, 221]. These studies also report a relationship between the change in CA and
the applied potential, duration of application, and electrode separation, where a faster and
more consistent response time can be traded for reduced potential.

Initial measurements are performed on electrode pads submerged in bulk solution of 50
mM potassium phosphate (KPI) pH 7 to enable measurement of CA changes not possible di-
rectly in the flow cells.

6.5.1 PFDT Thiol Desorption at -1.3 V

Electrochemical cleaving at a potential of -1.3 V was attempted to specifically target the Cu-
thiol bond between the electrode and PFDT, however no change in hydrophobicity was ob-
served, with the CA remaining at 102.0 ± 1.7° (n=3). Figure 6.28 shows a representative CV
of a PFDT functionalised Cu electrode after electrochemical cleavage at -1.3 V. While there is
an increase in the magnitude of the Cu redox peak after application of -1.3 V, the peak current
remains well above the level observed on the bare Cu electrode prior to PFDT deposition.

While electrochemical desorption of thiolated SAM has been previously demonstrated, it
was not possible here to cleave the PFDT from the Cu electrode. This was not investigated
further but I note, multilayer molecular assemblies have been reported on Cu [239] and could
be prevent desorption of the surface bound molecules.
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Figure 6.28: CVs measured after application of a -1.3 V potential, attempting to cleave the
PFDT layer.

6.5.2 Disruption of PFDT Layers Using Positive Potentials

Informed by previous research, I investigated disruption of a PFDT layer printed on an elec-
trode using a potential of +2 V [198, 221]. The potential was applied for 6 second between
the PFDT coated Cu electrode and a platinum counter with approximately 1 cm of separation.
The length of the Pt counter immersed in a 50 mM KPI 7 buffer electrolyte was 4 cm.

CVs of the Cu electrode before stamped deposition of the PFDT layer and after application
of the +2 V bias are shown in Figure 6.29. For clarity, CVs are only shown for a single sensor.
The Cu reduction peak increases in magnitude after PFDT cleaving, beyond that at the Ox-
plasma stage (this was also observed on repeat experiments). Measurements of the CA of the
electrode surface also revealed changes, decreasing to 11 ± 0° after cleaving, compared to
100 ± 1° for the PFDT coated electrode. These results suggest successful cleaving of the PFDT
layer.

6.5.3 PFDT Disruption in Flow Channels

Given a+2 V constant voltage applied to the PFDT coated electrodes for 6 seconds successfully
reduced the CA of the electrode surface, the same protocol was attempted within the capillary
flow channels. Electrical connection to the PFDT coated electrowetting valve electrodes and
the bare Cu counter electrode was made via pogo pins embedded within the 3D printed clamp.
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Figure 6.29: CVs measured after application of a +2 V potential, successfully cleaving a PFDT
layer in bulk solution.

Capillary flow (of the 50 mM KPI 7 buffer) through the fluidic channels, over the un-
coated, Cu auxiliary electrode and halting of capillary flow at PFDT coated electrode were
implemented as discussed previously. However, fluid flow did not resume after application of
a +2 V potential difference between the PFDT coated electrode and Cu counter electrode.

6.5.4 Conclusion

The widespread deployment of novel diagnostics requires technologies that are low cost, able
to be manufactured at scale and simple to use. Lab-on-PCB devices aim to achieve this by in-
tegrating and automating multiple stages of an analytical technology (including sample han-
dling and sensing stages) on a single, low-cost substrate. This chapter presented preliminary
investigations into the creation of passive and active fluidic components on PCB.

Capillary flow within PDMS channels mounted on a FR4 substrate has been demonstrated,
along with the ability to arrest flow via deposition of PFDT on an electrode via a stamping
method. While modifying the hydrophobicity of a PFDT electrode following application of +2
V bias was demonstrated in an excess of electrolyte, the same conditions did not lead to the
resumption of capillary flow within the PDMS channels. Further work focussed on optimising
the electrochemical set-up, e.g. electrode spacing within the PDMS capillary flow channels,
and on characterising the structure of the PFDT layer may help identify optimal conditions for
PFDT cleave within the flow cell.
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Chapter 7

Conclusions & Future Work

7.1 Summary

This thesis has described the development, characterisation and optimisation of a discrete
extended gate ion-sensitive field effect transistor (dEGFET), based on printed circuit board
(PCB) electrodes, modified with an electrodeposited iridium oxide (IrOx) pH sensitive layer.
The pH sensor has been applied towards detection of an enzyme catalysed reaction, here the
hydrolysis of a β-lactam antibiotic by a β-lactamase enzyme, where in low molarity buffer
environments a bulk pH change occurs. Additionally, initial research into the development of
electronically controllable electrowetting valves on the PCB substrate was presented, working
towards a complete low-cost lab-on-PCB biosensor for enzyme catalysed reactions.

Diagnostic technologies will play a critical role in resolving a range of current and future
healthcare issues. For many of these challenges, the greatest impact will require implementa-
tion of the diagnostic technology at the point of care (PoC), without sacrificing performance.
Moreover, for truly widespread deployment, technologies should be low-cost and suitable for
mass manufacture, even in resource limited settings. The implementation of pH sensitive ion-
sensitive field effect transistor (ISFET) sensors, using discrete transistors coupled with PCB
substrates, such as those used widely in the consumer electronics industry, has the potential
to meet these requirements.

Chapter 4 presented the development of such a dEGFET sensor, in which the extended
gate is fabricated on PCB and modified by electrodeposition of IrOx. Critically, this work
showed that a facile electrochemical polishing treatment prior to electrodeposition drastically
increases median pH sensitivity and significantly enhances reproducibility (from 31.3 ± 14
mV/pH for IrOx on unpolished electrodes to 73.3 mV/pH after electropolishing). A combina-
tion of complimentary surface analysis techniques were used to understand the electrochem-
ical, physical and chemical properties, which show the high pH sensitivity and repeatability
of the dEGFETs are dependent on both the chemical composition and critically the uniformity

125



of the IrOx film. The IrOx oxidation state still influences the ultimate pH sensitivity, but this
is secondary to the uniformity of the film, as enabled by the removal of surface contaminants
and oxides.

Having demonstrated an approach to reliably fabricate a PCB based dEGFET, chapter 5
presented application of the pH sensor for detection and quantification of β-lactamase ac-
tivity via turnover of β-lactamase antibiotics. The buffering capacity of the assay was set to
enable acidification of the local environment at clinically relevant antibiotic concentrations.
Despite interference associated with the Cu electrodes, kinetic measurements demonstrated
the ability to detect and quantify ampicillin concentration, with a limit of detection (LoD)
of 44.61 µg/ml. An endpoint form of the assay that eliminates these interferences was also
demonstrated showing a LoD of 31.0 µg/ml.

Finally, chapter 6 presented research towards the integration of electrowetting valves onto
the PCB substrate. Such valves have the potential to enable electronic control of reagents
within an automated system, which is suitable for deployment at the PoC. Passive capillary flow
through polydimethylsiloxane (PDMS) channels mounted on the PCB substrate was realised
using manipulation of surface wettability. Moreover, I demonstrated the ability to inhibit
capillary action using a hydrophobic 1H,1H,2H,2H-Perfluorodecanethiol (PFDT) layer, coated
onto an electrode surface. Electronic cleavage of this layer on Cu electrodes was shown, but
not realised within flow cells.

Below, I present further research required in order to realise full electrowetting valve oper-
ation on PCB. I also discuss future work on the β-lactamase assay and the development of an
additional enzymatic assay to detect and quantify deoxyribonucleic acid (DNA) amplification
that demonstrates the wide applicability of the PCB dEGFET platform.

7.2 Electrowetting Valves Future Work

Greater understanding of the deposited PFDT layer, through chemical and physical analysis
methods such as atomic force microscopy (AFM), scanning electron microscopy (SEM) and
energy-dispersive X-ray spectroscopy (EDX) would be beneficial for optimisation of the depo-
sition methods and cleaving process. Layer uniformity and thickness are beneficial to quantify,
associating trends between deposition protocols, cyclic voltammograms (CVs) and the impact
on contact angle (CA).

As mentioned in section 6.4, a white precipitate was formed during CVs of the blank Cu
electrodes, when a potential above +1.2 V vs. Ag/AgCl was applied for probing the redox
properties of the system. It was also found this precipitate was produced during +2 V constant
voltage cleaves longer than 6 seconds, intended to remove the PFDT layer.
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Formation of this precipitate may hint at the mechanism for which a +2 V cleave success-
fully alters the CA, possibly removing Cu molecules from the electrode surface, with PFDT
molecules remaining bound as opposed to electrochemical desorption the PFDT molecule
specifically via the thiol bond. It is believed, when this occurs in an electrolyte that the Cu is
not soluble, the precipitate forms. Future work would investigate these beliefs to confirm the
mechanism for disruption of the PFDT layer by positive potentials.

A greater understanding of these two aspects would assist in identifying solutions towards
resuming capillary flow within flow channels, after a potential has been applied to a PFDT
coated electrode. Steps could be taken to make transport of cleaved PFDT molecules away
from the valve electrode more favourable, either by increasing channel dimensions, alter-
ing the electrolyte or minimising the PFDT concentration. Parameters of electrode spacing
and electrolyte conductivity could also be considered. Additionally, compatibility of the elec-
trowetting valves with clinical samples and reagents should be explored.

7.3 β-lactamase Assay Future Work

Future work could both, better understand and optimise the β-lactamase assay, and begin to
translate the assay and related technologies towards real world application.

The assay LoD could be improved through boosting magnitude of the pH change induced
by enzymatic hydrolysis of ampicillin, through optimising the buffer capacity and starting pH.
Further research to understand the observed kinetic response and the interaction between Cu,
enzyme and ampicillin could enable use of kinetic readout to reduce the assay time to result.

Timed delivery of reagents to the surface to increase accuracy of the measurement would
further improve the LoD, alongside providing automation essential for PoC applications. For
susceptibility testing, it would be necessary to flip the assay i.e. use the dEGFET response to
quantify the concentration and activity of β-lactamase at a constant concentration of antimi-
crobial; including testing on clinical samples such as blood or plasma.

7.4 DNA Amplification Assay

Complementarymetal-oxide-semiconductor (CMOS) ISFETs have been commercialised through
the IonTorrent [66] and DNAe [67] next-generation sequencing (NGS) platforms. While these
and related technologies have been developed for a range of applications, their primary use
has been indirect detection of DNA amplification through localised change in H+ ion concen-
tration [71, 72]. Inspired by this, an interesting avenue for future research would be the use
of the PCB dEGFET platform to detect and quantify nucleic acid (NA) sequences of interest.
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Below I present preliminary data towards this goal, focussing on the detection of NA sequences
specific for Escherichia coli (E. coli), as an indicator species for faecal contamination of water.

7.4.1 DNA

Figure 7.1 shows the DNA double helix structure; two polynucleotides coiled around one an-
other, storing genetic information encoded as four bases, cytosine [C], guanine [G], adenine
[A] and thymine [T]. The backbone between these bases is formed by covalent bonds be-
tween the deoxyribose sugar of one nucleotide and the phosphate of another, to create a
sugar-phosphate structure. The deoxyribose binds one phosphate group on a 3’ carbon, and
the other to its 5’ carbon. Two polynucleotides form into the double helix structure, with
hydrogen bonds between associated bases, also shown in Figure 7.1. C with G and A with T,
known as base pairs.

7.4.2 pH Change by Nucleotide Incorporation

Quantitative polymerase chain reaction (qPCR) [241] was invented in 1991 as a technique
to amplify and thus detect specific DNA sequences, and has since become the standard for
detection of pathogens [242]. Traditionally, real-time monitoring of PCR has relied on the
inclusion of florescent molecules or dyes, leading to a change in light intensity or colour. This
allows quantification of the initial template concentration by monitoring the kinetics of the
reaction with a known rate of amplification.

An alternative method of readout can be employed, based on chemical products released at
the point of nucleotide incorporation into the DNA backbone by the polymerase [243]. Figure
7.2 shows the mechanism, where nucleophilic attack on the α-phosphate group of a nucleotide
from the terminal 3’-hydroxy group of the growing DNA strand, leads to replacement of the
proton on this terminal hydroxyl group by the nucleotide base to be incorporated. This libera-
tion of the proton to solution for each new base added to the backbone, alters the solution pH
that can be detected using pH sensitive dyes or as proposed here, using a pH sensitive ISFET.

7.4.3 Loop Mediated DNA Amplification (LAMP)

While qPCR remains the gold standard approach to DNA amplification, the amplification reac-
tion requires tightly controlled cycling of the temperature. This complicates the instrumenta-
tion required to perform qPCR and potentially precludes its application at PoC or in resource
limited settings. Research has thus been directed towards alternative DNA amplification meth-
ods with simpler temperature profiles [244].
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Figure 7.1: DNA molecular structure, with base pairing between nucleotides seen through
hydrogen bonds. The sugar-phosphate backbone joins these bases into a polymer, the de-
oxyribose sugar is seen in grey and the phosphate group in gold [240].
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Figure 7.2: Mechanism of H+ ion production at the point of nucleotide incorporation into the
DNA backbone [243].

Loop-mediated isothermal amplification (LAMP) is an example of an isothermal DNA am-
plification reaction, first published in 2000 by Notomi et al. [245]. Figure 7.3a outlines the
LAMP components with 4 primers, an outer and inner for each direction, and the target double
stranded DNA (dsDNA).

The polymerase used in a LAMP reaction (commonly Bacillus stearothermophilus (Bst) poly-
merase or a modified form with improved characteristics) is able to not only amplify DNA but
also displace dsDNA, removing the need for thermal dissociation required by traditional PCR.
This allows LAMP to be an isothermal process; the system is maintained at 65 °C where dsDNA
is in dynamic equilibrium.

Considering the forward direction in Figure 7.3a, a pair of primers will bind to the top
strand of DNA. There is an outer primer named F3 (forward, binding site 3) and a FIP (forward
Inner primer) that is made of two component parts, one being a binding site to F2 (forward
2) and another F1c (forward 1 complimentary). A set of primers do the same in the backward
direction, hybridising with the bottom target DNA strand.

As shown in Figure 7.3b, the F2 region of the FIP binds with its complementary via strand
invasion and the strand displacing polymerase extends the primer and separates the target
DNA duplex, leading to step 2. During this time the outer F3 primer will have bound to its
complimentary region that was left exposed, and synthesis from upstream target region will
subsequently displace the first product, seen displaced in step 3. As it is displaced, the end of
the product forms a self-hybridising loop structure due to inclusion of a reverse complimentary
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Figure 7.3: a) The target DNA alongside the four primers required for its amplification, FIP,
F3, BIP and B3. b) LAMP amplification steps to reach stem-loop structures, further explained
in the text [246].
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sequence in the FIP.

In step 4, the two backward primers B3 (backward, binding site 3) and BIP (backwards
inner primer), result in this annealing and displacement cycle repeating on the opposite end of
the target sequence. This stem-loop (or dumbbell) structure, shown in step 5, is the seed which
allows for factorial amplification in LAMP. From this stem-loop there are multiple locations
from which amplification can be initiated. This can occur from the exposed 3’ end or from the
location of the inner primer.

It is also possible to use LAMP with 6 primers, where a loop primer is added for each direc-
tion [247]. These primers reside in the loops of the stem-loop structures and offer additional
sites from which further amplification can be initiated. Initiation from different points allows
for a variety of different products, as depicted in Figure 7.4. These concatemers contain mul-
tiple copies of the same DNA sequence linked in series. These numerous sites for initiation,
that grow with increasing concatemer length, results in the factorial amplification. A greater
number of primers theoretically makes LAMP reactions more tolerant to non-specific ampli-
fication [245, 248], although the rapid amplification can result in non-specific amplification
occurring at a delayed point in the assay, meaning obtaining kinetic data is essential.

Much like other DNA amplification methods, readout of LAMP reactions has been per-
formed by a range of methods, traditionally optically via fluorescence [249] or turbidity [250].
A pH change produced by nucleotide incorporation has also been used as a LAMP detection
mechanism via pH sensitive dyes [251, 252, 253]. Here, I propose the pH change will be
measured using the PCB dEGFET.

7.5 LAMP Towards E. coli

7.5.1 Methods

Work by Tanner et al., linked to New England Biolabs (NEB), was used as the basis of the
LAMP assay in this work [251, 253]. Assay components and their concentrations are shown
in Table 7.1.

As mentioned E. coli, was the target in this work, specifically the uidA gene [254] due to
its almost universal presence across strains. Primers were used from within literature [249],
with the DNA sequences shown in Table 7.2.

Of note for assay operation, is the use of hot-start polymerase which controls enzyme
activity below a threshold temperature. Above this temperature the protective aptamer is
released [255], allowing for better timing of reaction start points by reducing amplification
during assay setup, caused by high primer and Mg2+ concentrations.

132



Figure 7.4: LAMP amplification steps beyond the stem-loop structure, producing a range of
concatemers [246].
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Table 7.1: LAMP assay reagents in a 25 µl reaction.

Reagent Stock Concentration Final Concentration Volume in 25 µl Intermediate Solution
MgSO4 100 mM 8 mM 2 µl

Amplification Mix

(NH4)2SO4 10 mM 1 µl
KCl 50 mM 5 µl
dNTP 10 mM 1.4 mM 3.5 µl
Phenol Red 50 mM 0.10 mM 1 µl
DI Water 7 µl
KOH (pH adjustment)
FIP/BIP 100 µM 1.6 µM

2.5 µl Primer MixF3/B3 100 µM 0.2 µM
FLP/BLP 100 µM 0.4 µM
Template DNA - - 2 µl
Warmstart Bst 2.0 120 U/µl 120 U/µl 1 µl

Table 7.2: 6 LAMP Primer sequences used in this work [249].

Primer Name Sequence (5’ - 3’)
F3 GTGGACGATATCACCGTG
B3 TGGTTAATCAGGAACTGTTGG
FIP CCGCTAGTGCCTTGTCCAGGGTGATGTCAGCGTTGAA
BIP GAATCCGCACCTCTGGCAAATCACACTCTGTCTGGCT
LoopF CCACCTGTTGATCCGCAT
LoopB TCTCTATGAACTGTGCGTCAC
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The amplification mix is set to pH 8.8 - 9.0, which after addition of the remaining reagents
and sample, places the starting assay pH at approximately 8.2. This aligns with the colour
change region of the Phenol Red indicator [253] and a region of high polymerase activity.
Only buffer carry over from the stock polymerase storage solution contributes to the overall
assay buffering capacity of 26 µM.

Potassium ions in potassium chloride (KCl) act to neutralise the charge present on the DNA
backbone, enabling association between the primers and target. Ammonium sulphate helps
prevent primers binding to mis-matched regions on the target by destabilising weak hydrogen
bonds during these interactions. Mg2+ is a key cofactor for polymerase extension and must be
present in a higher ratio than deoxynucleotide triphosphates (dNTPs) and oligonucleotides as
phosphate groups on these molecules will also bind Mg2+ ions. Higher concentrations provide
a higher rate of polymerase activity, although fidelity will reduce at excessive concentrations.

Other additives could be considered, such as Betaine to reduce secondary structure forma-
tion in GC-rich regions, caused by base stacking and may also assist Bst polymerase in strand
displacement [256]. Tween-20 at 0.1% v/v can also be added to stop non-specific binding to
the test tube walls; as a non-ionic detergent it is not expected to interfere with DNA binding
at these concentrations.

7.5.2 Target

Target DNA would reside within the structure of an E.coli cell in a real-world sample, although
in the development of this assay it was decided to target extracted DNA. This removes the need
to perform cell lysis within the assay and creates a simpler matrix for initial testing. Cell lysis
in this situation could be performed using a non-ionic surfactant like Tween-20 or Titron-100,
or through heating.

DNA purification was performed by Hannah Walker (Department of Biology, University of
York) using a QIAamp UCP Pathogen Mini (Quiagen) from a W3110 E. coli culture. Figure 7.5
shows gel electrophoresis of the extracted DNA, compared against a GeneRuler 1 kb ladder.
The gel contained 0.5% agarose, with the expected E. coli genome length of 24 kbp. A potential
difference of 110 V was applied for 5 minutes and a subsequent 70 V for 2 hours.

Figure 7.5 shows a top band of 10,000 base pairs on the DNA ladder. The extracted DNA
sits above this band, in agreement with the expected 24 kbp of the E.coli genome. A a single
broad band is present, which may indicate some fragmentation.

Nanodrop was used to quantify the concentration of DNA in the extracted sample, with a
resulting value of 170 ng/ml for the extracted sample. The Nanodrop collimates a 2 µl droplet,
measuring absorption at 260 nm to quantify the concentration using beer-lamberts law, while
removing contamination from proteins by simultaneously probing at 280 nm.
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Figure 7.5: Gel electrophoresis performed in house, showing extracted DNA sample alongside
1 kb GeneRuler. Band detection performed using GelAnalyzer V19.1 [257].
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Figure 7.6: Absorbance at 415 nm as measured using a 96 well plate spectrophotometer.
Extracted DNA is used as the target, ranging from neat concentration to a 5 fold serial dilution
in DI water. No template control (NTC) was measured alongside two further controls with no
primers or polymerase present.

7.5.3 Optical Assay Development

Firstly, the assay was developed and characterised using an established system, in this case
with a pH sensitive dye, Phenol Red. It shows a colour change from yellow at pH 6.2 to red
at pH 8.2, beyond 8.2 it is a bright fusicha colour. The colour can be detected and quantified
using a spectrophotometer [258], typically measuring at 560 and/or 415 nm [259] [258]
where 560 nm corresponds to the yellow colour as the solution pH becomes acidic, while 415
nm is violet and is absorbed to a greater extent at more basic (red) pH values. Absorbance
at 415 nm, normalised against blank amplification mix background, was selected for analysis
of this optical assay. At this wavelength, a large change in absorption occurs at the point of
amplification.

Figure 7.6 shows raw data obtained on a 96-well plate, with three repeats across a 5 fold
serial dilution of template DNA and multiple of controls. Measurements are taken at 1 minute
intervals. These results show a clear change in absorbance for all spiked samples, caused by
acidification of the local environment by base-pair sugar-phosphate backbone addition during
DNA amplification. The colour change occurs between strong red pH ≈ 8.2 and yellow (pH
≈ 6.2), suggesting a pH change of between 1.5 - 2.5 units.

Control measurements without the primers or polymerase, do not exhibit a change in ab-
sorbance, confirming the change seen in template runs is a result of DNA amplification. No
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Figure 7.7: Region of greatest absorbance change in the optical LAMP assay, showing the
selected threshold for confirmation of DNA amplification.

template control (NTC) measurements do not contain target DNA and therefore are expected
to exhibit no amplification. However, due to the rapid amplification rate fundamental to
LAMP, non-specific amplification occurs where primers bind to any DNA present in the reac-
tion, irrespective of a mismatched sequence with the designed primers [260]. It is believed the
high concentration of polymerase used in the reaction to ensure vivid colour change, further
increases the rate of non-specific amplification [261].

Figure 7.7 shows only wells containing all assay components for enhanced visibility of
the DNA amplification window. A conventional spline interpolation was applied as calculated
using OriginPro. A normalised absorbance threshold was defined at 1.4, for which colour
change of the assay was seen to be stabilising, suggesting a significant reduction in the rate
of pH change as the assay runs to completion. The cause for this could be a bulk pH shift
to a region where the polymerase has become inactive, or alternatively exhaustion of a key
reagent.

A calibration curve was produced, relating the defined threshold to the copy number of
template DNA and is shown in Figure 7.8. Copy number was calculated based on the 170
ng/ml concentration of template DNA as measured with the Nanodrop. With 2 µl of DNA
spiked into the assay, undiluted stock equates to 0.34 ng of template DNA per reaction. Equa-
tion 7.5.1 shows the translation between this weight of target DNA in ng (x) and the number
of copies [262]. The weight of the oligonucleotide was approximated using the average mass
of 1 bp of single stranded DNA (ssDNA) (bpmass), 330 g/mol, and the length of the E. coli
genome (n) consisting of approximately 4.64 million ssDNA bases [263]. Avogadro’s constant
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Figure 7.8: Calibration curve relating target DNA copy number to threshold time, showing a
strong linear relationship.

(NA) 6.022 ×1023 is the number of molecules per mole, alongside a conversion factor (c) of 1
×109. The result for the neat template DNA stocks used is 133,400 copies.

copy# =
x×NA

bpmass × n× c
(7.5.1)

In conclusion, optical characterisation of this LAMP assay shows detection of samples
spiked with E. coli DNA is possible down to a copy number of 13. Non-specific amplifica-
tion does occur, but at a delayed time point which can be disregarded using the kinetic nature
of these measurements. Future work could consider the applicability of additives to reduce the
effect of non-specific binding [260] such as Pulluan [264] or tetramethylammonium chloride
[265]. Alternative mechanisms to improve non-specific amplification would be to reduce the
number of polymerase units (to as low as 0.5 Units (U) as recommended by NEB), to optimise
the DNA primer sequence, or temperature [261].

7.6 LAMP on PCB dEGFET

Having demonstrated optical detection of LAMP, the assay was subsequently translated onto
the PCB ISFET. Issues were faced when using the system to detect and quantify the target
E.coli DNA, this section discusses the issues and presents suggestions for future work.
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7.6.1 Dri-Ref Electrode & Fluidics

To perform measurements with small sample volumes as required with the LAMP assay, the
set-up required a chamber with small sample volume and by extension, a smaller reference
electrode interface that remains capable of biasing the transistor gate.

A World Precision Instruments (WPI) Dri-Ref 2SH was used as a reference, as opposed to
a traditional double junction Ag/AgCl/Saturated KCl electrode. As well as a smaller footprint,
a Vycor frit with 40 Ȧ pore size results in reduced leakage of Ag and Cl ions into the test
solution.

The stability and potential of Dri-Ref electrodes were briefly compared to amaster Ag/AgCl
reference electrode, which has not been subjected to solutions other than its storage in sat-
urated KCl. With both reference electrodes immersed in saturated KCl filling solution, the
open circuit potential (OCP) between them is ideally zero. This would show they both are in
equilibrium at the same potential, although a small shift in OCP ± ≈ 5 mV is accepted for real
world devices, as long as this potential remains consistent with no oscillations [266]. Figure
7.9 shows the OCP for three reference electrodes, a second Ag/AgCl/Saturated KCl, a func-
tioning Dri-Ref and a faulty Dri-Ref electrode, compared to themaster Ag/AgCl/Saturated KCl
reference. The Ag/AgCl/Saturated KCl electrode shows a small offset of 0.65 mV, with high
stability. Notably, the Dri-Ref electrode shows a stable response and an offset of around 5
mV, showing acceptable real world performance. For comparison, the trace of an unsuitable
reference is shown, in this case a faulty Dri-Ref electrode, with oscillation in the OCP.

A fluidic manifold was designed and 3D printed, with a top and bottom component which
are clamped together as in Figure 7.10a. The base is printed from a thermally tolerant resin,
with a thermal deformation temperature above the 65 °C required to perform this assay. A
hotplate was used as a source of thermal energy set at a constant temperature, measurements
were performed with a thermocouple to obtain the offset inside the reaction chamber. The top
piece was printed in clear resin to monitor the reaction and alignment within the cell. Figure
7.10b shows the top piece inverted, with a 25 µl chamber for the reaction. Visible also are
mounts for pogo pins, outer protective o-ring, and a recess for a square gasket at the base of
the chamber which creates a seal to prevent liquid leaking out of the chamber.

7.6.2 Kinetic Assay

Initial measurements to detect and quantify target nucleic acids via pH change caused by DNA
amplification on the dEGFET devices were performed kinetically, where time-varying data is
collected. This continuous data acquisition improves quantification of the assay but can also
be beneficial to understand the behaviour of the sensors, which is particularly applicable due
the effects seen between the Cu surface and hydrolysed ampicillin in chapter 5.
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Figure 7.9: OCP stability of double junction Ag/AgCl/Sat. KCl and Dri-Ref reference electrodes
to a known master double junction Ag/AgCl/Sat. KCl reference.

Figure 7.10: a) Assembled fluidic manifold for use with low volume LAMP assay. b) Underside
of the top component showing the solution chamber.
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Figure 7.11: Kinetic LAMP assay measurements, showing a range of different responses.

Figure 7.11 shows a range of kinetic responses that were measured when performing the
LAMP assay on the dEGFET sensor, all with a template DNA dilution of 1:20. The traces show a
lack of consistency with some exhibiting two distinct linear regions with different rates, while
others show an exponential or logarithmic response.

There is also inconsistency in control experiments performed using the dEGFET sensor,
as shown in Figure 7.12, across a range of control assays. Amplification mix only controls
show the expected minimal change in output voltage, however NTC samples exhibit a positive
linear drift after an initial decay, although with inconsistent magnitudes. The response of a
control (purple) that includes all reagents but without heating shows the same kinetics as
the measurements in Figure 7.11, raising concerns this response shape is not caused by DNA
amplification.

IrOx coated Cu sensors exposed to the LAMP solutions intermittently show signs of adverse
reactions occurring at the surface, such as shown in the images of Figure 7.13. Changes are
observed on the area of the Cu pad exposed to solution in the chamber fluidics. Such tarnishing
of the electrode surface could clearly impact on the pH sensitivity of the device.

Further work is required to understand the link betweenmeasurement kinetics and surface
tarnishing on Cu electrodes. This would involve a range of control experiments, alongside
exploration into the resulting surface physical and chemical composition using SEM and EDX.
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Figure 7.12: Kinetic LAMP control measurements, showing unexpected responses.

Figure 7.13: PCB electrodes after running LAMP assay, showing surface tarnishing in liquid
exposed areas.
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Figure 7.14: Colourmetric LAMP assay performed in a thermocycler prior to assay start a) and
after 60 minutes b). c)-g) are the same LAMP assay, including a range of materials that are
used in the chamber fluidics or earlier versions of the system.

7.6.2.1 Material Inhibition

The pH sensitive dye was also included in the assay through this development stage to confirm
successful DNA amplification. The colour change expected as a result of amplification was not
always observed, although at this stage no trends between response shape and assay colour
change could be determined.

To understand possible causes for this lack of colour change, the assay was performed in a
200 µl PCR tube and heated to 65 °C using a thermal-cycler, with the tube spikedwithmaterials
used in the PCB dEGFET and associated fluidic assembly. It is accepted these measurements
are only a proxy to the real assay but do provide a starting point for investigation.

Figure 7.14a shows the initial solution colour at the point of enzyme addition while Fig-
ure 7.14b shows the colour change after 60 minutes for an assay in which LAMP-based DNA
amplification has occurred successfully. Figure 7.14 c-g show the same LAMP assay after 60
minute incubation, in which a range of contaminant materials used in the assembly of the
dEGFET hardware have been added. It is clear that for many of the materials the expected
colour change has not occurred, suggesting inhibition of the LAMP assay.

7.6.3 Conclusions

Further experiments are required to understand inhibition of the LAMP assay on the dEGFET
measurement system. Literature is widespread when considering inhibitors for PCR. Although
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less common for LAMP, many of the same principles are expected to apply due to the similar-
ities between the methods [267, 268].

Inhibitors can be found across numerous categories and operate via a broad range of mech-
anisms, such as metal ions, enzymes, polymers and acids, of which more detail is provided
in literature [268, 269, 270]. Future work would prioritise investigation into fluidic mate-
rials [271] and metal ions [272], with alternative materials or inclusion of additional assay
reagents considered to mitigate the impact of potential inhibitors to DNA amplification.

Cu ions from the underlying electrode are one potential inhibitor of the LAMP reaction,
and there is evidence of Cu2+ leaching into solution at a surface-liquid interface [273, 274].
Divalent metal-ion chelators such as EDTA [275] or EGTA which have a high affinity for Cu2+

over Mg2+ [276], may prevent Cu2+ ions aggregating around the DNA, causing conformational
changes [273], or favourably binding to the polymerase active region in place of the Mg2+
cofactor.

145



Abbreviations

ADC analog-to-digital converter.

AFM atomic force microscopy.

AIROF anodic iridium oxide films.

AMR antimicrobial resistance.

AST antimicrobial susceptibility tests.

BEOL back-end-of-the-line.

BSA bovine serum albumin.

BSE back scattered electrons.

CA contact angle.

CAD computer-aided design.

CMOS complementary metal-oxide-semiconductor.

CSCc cathodic charge storage capacity.

CV cyclic voltammetry.

CVCC constant-voltage constant-current.

CVD chemical vapor deposition.

dEGFET discrete extended gate ion-sensitive field effect transistor.

DES deep eutectic solvents.

DI de-ionised.

DNA deoxyribonucleic acid.

dNTPs deoxynucleotide triphosphates.

DRI drug resistant infections.
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dsDNA double stranded DNA.

ECDL electrochemical double layer.

EDX energy-dispersive X-ray spectroscopy.

EGFET extended gate ion-sensitive field effect transistors.

EIROF electrodeposited iridium oxide films.

ENIG electroless nickel immersion gold.

EWOD electrowetting on dielectric.

FETs field effect transistors.

GOx glucose oxidase.

IC integrated circuits.

IrOx iridium oxide.

ISE ion-selective electrodes.

ISFET ion-sensitive field effect transistor.

ITO indium tin oxide.

IUPAC International Union of Pure and Applied Chemistry.

KCl potassium chloride.

LAMP loop-mediated isothermal amplification.

LFD lateral flow device.

LMICs low- and middle-income countries.

LoC lab-on-chip.

LoD limit of detection.

MEMS micro-electro-mechanical systems.

MOSFET metal-oxide-semiconductor field effect transistor.

NA nucleic acid.
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NDM New Delhi metallo-beta-lactamase.

NGS next-generation sequencing.

NIST National Institute of Standards and Technology.

NTC no-template control.

OCP open circuit potential.

Ox-plasma oxygen plasma.

PCB printed circuit board.

PCR polymerase chain reaction.

PDMS polydimethylsiloxane.

PFDT 1H,1H,2H,2H-Perfluorodecanethiol.

PoC point of care.

PZC point of zero charge.

QCM quartz crystal microbalance.

qPCR quantitative polymerase chain reaction.

REFET reference field effect transistor.

RMS root mean squared.

RSD relative standard deviation.

SAM self-assembled monolayers.

SCCM standard cubic centimetres per minute.

SCE saturated calomel electrodes.

SD standard deviation.

SE secondary electrons.

SELEX systematic evolution of ligands by exponential enrichment.

SEM scanning electron microscopy.

SHE standard hydrogen electrodes.
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SMD surface-mount devices.

SPR surface plasmon resonance.

ssDNA single stranded DNA.

UV-ozone ultraviolet ozone.

VIM Verona integron-encoded metallo-beta-lactamase.

XPS X-ray photoelectron spectroscopy.
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