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Abstract

This thesis presents modelling and simulation developments for power distribution
grids of 3D tiled computing arrays (TCAs), a novel type of paradigm for HPC systems,
and tests the feasibility of such systems for HPC systems domains.

The exploration of a complex power-grid such as those found in the TCA concept
requires detailed simulations of systems with hundreds and possibly thousands of mod-
ular nodes, each contributing to the collective behaviour of the system. In particular
power, voltage, and current behaviours are critically important observations.

To facilitate this investigation, and test the hypothesis, which seeks to understand if
scalability is feasible for such systems, a bespoke simulation platform has been devel-
oped, and (importantly) validated against hardware prototypes of small systems.

A number of systems are simulated, including systems consisting of arrays of ’balls’.
Balls are collections of modular tiles that form a ball-like modular unit, and can then
themselves be tiled into large scale systems. Evaluations typically involved simulation
of cubic arrays of sizes ranging from 2x2x2 balls up to 10x10x10.

Larger systems require extended simulation times. Therefore models are developed to
extrapolate system behaviours for higher-orders of systems and to gauge the ultimate
scalability of such TCA systems. It is found that systems of 40x40x40 are quite feasible
with appropriate configurations.

Data connectivity is explored to a lesser degree, but comparisons were made between
TCA systems and well known comparable HPC systems, and it is concluded that TCA
systems can be built with comparable data-flow and scalability, and that the electrical
and engineering challenges associated with the novelty of 3D tiled systems can be
met with practical solutions.
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Introduction 1
1.1 Synopsis

In undertaking the research work and preparation of this thesis, Modelling and Sim-

ulation for Power Distribution Grids of 3D Tiled Computing Arrays, a number
of research questions have focused around the novel concept of multi-dimensional tiled
computing arrays (TCAs), and a hypothesis with respect to their feasibility and scala-
bility. In particular this concept envisages a modular computing device, a core, or node
in other terms, which is capable of interfacing directly with other computing nodes
in one dimensional (1D), two dimensional (2D) or three dimensional (3D) structures,
simply by connecting nodes directly together by means of convenient connectors. The
intention of such modules is to eliminate all of the supporting printed circuit board
structure, and the associated limitations of traditional back-plane systems, where 3D
computing topologies are obliged to map onto primarily 2D structures, racks, back-
planes, etc.

From another observational perspective, the design principle of the TCA concept is
physical 3D inter-node data-centric, allowing significant freedom concerning inter-
node data I/Os for direct neighbouring connection in 3D. This contradicts traditional
rack-based computing approaches, which might be described as back-plane centric for
both data and power connectivity. Back-plane-centric models limit both inter-board
power and data I/O paths routed via one or more of hierarchical back-plane levels, with
inherently 2D properties. However, with 3D inter-node data-centric models, whilst
data flow has the advantage of true 3D connectivity, power distribution has to conform
to the same model, leading to the specific novel problems of 3D cascaded power grids,
as presented in this thesis for the investigated TCA systems. In the literature review,
it will be seen that some other attempts to overcome back-plane centric limitations
have been explored, to gain similar benefits. It is therefore valuable to explore the
TCA model thoroughly at this time.



2 1 Introduction

1.2 Motivation

Performing computing tasks on any parallel or distributed computer systems require
mapping the tasks with their own logical topologies into given physical machines.
By doing this, the physical topology enforced by the implementation of the system
dictates the number of inter-node communication hops.

Traditionally, parallel or distributed rack-mount computers lack the availability of
the third physical-dimension of communication channels between processing elements
(PEs), e.g., inter-chip communication typically possible only on a 2D-plane of printed
circuit board. This is a potential issue which degrades the result of mapping a set of
logical tasks into a physical system, meaning the communication hops may not be
achieved as optimally as they are implied in the logical representation. An example
case of mapping is shown in Figure 1.1.

Figure 1.1: Mapping a couple of separate groups of tasks into different packaging systems. (b) is a
representation of the two groups mapped into three horizontal computing-boards, each with 9 PEs, in a
rack-mount system. (c) represents a mapping of the tasks into 27 tiles in a TCA system.
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In Figure 1.1, two separate groups of tasks as shown in Figure 1.1(a) are mapped into
a single set of 27 computing PEs. At first glance, both of Figures 1.1(b) and (c) seem
to give an identical system performance. However, it can be seen in Figure 1.1(b)
that every single node suffers from the lack of vertically physical data channels. This
results in some source-to-destination pairs in a group shown in Figure 1.1(a) requiring
additional physical communication-hops via other nodes and/or a communication
back-plane, instead of ideally single immediate-hops. On the contrary, the two logical
groups can be perfectly mapped into a TCA system as it provides the equivalent
physical communication channels available for each group of the tasks.

Therefore, this advantage of the TCA packaging is the direct motivation to investigate
the power-distribution grid of the tiled computing array in this thesis.

1.3 Thesis Scope

The 3D-TCA concept can be physically implemented into many practical hardware al-
ternatives. However, in this thesis, only some aspects, abstraction levels for modelling,
simulation framework, and hardware prototypes are investigated due to some research
limitations such as the time-frame and financial budget for hardware building. The
scope of this thesis is as follows:

▶ Hardware prototypes:
1) TCA unit-shape: A TCA unit for building a large-scale computing array is
possible with many shapes, e.g., cube, triangle, hexagon. In this thesis, only a
hexagonal-shaped tile is focused.
2) Power connector: Only an off-the-self connector model is employed for
inter-tile power and intercommunication to demonstrate a possible practical
hardware design. Whilst other practical connectors or alternative designs are
also possible, however, are not in the scope for prototype implementation.
3) Voltage regulator: Whilst the voltage control at tile level is possible with
the implementation of many types and numbers of voltage regulators, in this
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thesis, at tile level, it consists of only a single regulator, which is a step-down
switching regulator model.

▶ Models:
1) External (surface) power sources: In practice, many separate power-
sources such as multiple connectors with different acceptable voltage ranges
are possible to feed power into the whole system. However, for simplicity and
to reduce the complexity of large-scale simulations, only a single voltage-source
of 12V is assumed to be connected to all the surface input-power connections
in the simulations.
2) Power-distribution grid resistance: In a power-distribution grid, resis-
tance can technically exist in any electrically conductive media, including, the
printed circuit board’s trace resistance. However, only an inter-tile power medium
type with a straight and uniform cross-sectional shape, e.g., circle or rectangu-
lar, along the medium, and also with the same resistance value, are assumed.
Also, the heat arising from any component that may impact on resistance
changes is not in the scope of this thesis.
3) Board-level power model: The power consumption at both the whole
board level and also at the output-voltage of the regulator can vary over time
due to various factors, for instance, the type of regulator employed and the
behaviour of the onboard power loads. However, for large-scale TCA-size simu-
lations, only constant power consumption at these two levels are assumed in this
thesis for acceptable requirements such as simulation times and the machines re-
quired for simulations using a simplified board model. Also, as described earlier
regarding the voltage regulator employed in the hardware prototypes, currently
the board model also focuses upon the use of a single regulator and a single
regulated load.

1.4 Research Hypothesis and Objectives

This thesis explores the feasibility of such systems in terms of scalability of power
delivery networks, an aspect that is itself unusual as a result of the unique approaches
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taken in TCA systems. An overall hypothesis for this thesis may be defined as follows:-

It is feasible to build a physical large-scale Tiled Computing Array with the power-grid
constraints given, whilst still scaling up the system computing performance.

1.4.1 Definition

Regarding the research hypothesis, there are two key terms to be defined as follows:

▶ large-scale:. The term large-scale is considered a comparative definition. In
this thesis, it is defined, for a TCA system, as an estimation to achieve at least
10,000 tiles when constructed as a cube-size TCA to contain the same amount
of processing-element power at rack/cabinet level of a recent traditional rack-
mount system existing since a decade ago, whilst also considering the given two
constraints for the power-distribution grid in this thesis. A comparison metric
regarding this term will be elaborated in Chapter 5.

▶ constraints: There can be several electrical constraints when designing and
implementing computing devices. However, the following two key constraints
are focused in this thesis:
1) voltage drop: In this thesis, voltage drop is defined as the amount of
voltage reduction, dropping from the voltage of the external (surface) power
sources. In many cases, this term will be frequently used when discussing the
board input-voltage.
2) connector-pin current: This term refers to an electrical current flowing
through either a power (positive) or a ground (negative) pin, on a tile-edge
connector.

In order to determine if this hypothesis is valid, several important research questions
are investigated:

▶ What are the necessary design choices for constructing tileable modules?
▶ What are the component characteristics of the power grid in a TCA array?
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▶ How is system computing performance influenced by the power grid design and
limitations?

These questions are addressed in this thesis, and a number of methodologies are
utilised in order to achieve clear conclusions. In particular, the use of complex mod-
elling via MATLAB® [1] and circuit modelling/simulation tools, and the construction
of validation prototypes has been employed in order to calibrate models if needed, and
to permit deeper exploration of the topic. It will be demonstrated that power grids
are feasible in TCA systems and that they may potentially scale to many thousands
of computing nodes.

1.4.2 Research Objectives

Given the research hypothesis, in this subsection, the research objectives will be briefly
given. There are two requirements prior to set out the research objectives for the mod-
elling and simulation towards testing the research hypothesis. First, the critical compo-
nents in a TCA which contribute to the limit of the power-distribution grid’s scalability
and computing performance need to be understood. This ensures that only relevant
components will be focused upon for modelling and simulation developments.

Second, due to the existing research field of power modelling in parallel/distributed
computer systems, relevant models and simulation tools should be surveyed to be
employed or modified, if any exist, for the purpose of TCA scalability evaluations,
thus avoiding any re-invention of existing toolsets. These two requirements will be
carried out in Chapter 2. After considering the critical components, and the survey
of existing relevant models and simulation tools, the research objectives carried out
throughout this thesis are to be designed towards testing the research hypothesis,
which are as follows:

▶ Objective 1: Employing and designing models and simulation tools

After the survey of the existing models and tools, if it is found that they are not
suitable for the intended research investigation, new model designs and simula-
tion tools need to be built for representation of the novel TCA architecture.
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▶ Objective 2: Hardware validation

Whilst the models and the simulation framework are being built, both should
be verified and validated. This would initially be in comparison with expected
results, but simulation results should then also be validated for accuracy by
comparing with real hardware prototypes as far as resources permit.

▶ Objective 3: Fundamental simulation experiments

With the simulation platform having been validated, experimental cases are to
be designed to evaluate the scalability of the TCA concept in various scenarios.

▶ Objective 4: Optimised power distribution

This objective can be considered an advanced capability in simulation experi-
ments. With heterogeneous node implementation in a parallel/distributed ma-
chine, non-uniform power allocation may be involved and this also impacts upon
the behaviour of the power network in TCA systems. The optimisation per-
formed in the non-uniform simulation adjusts each tile’s regulated load-power,
trying to achieve the system-level goal, i.e., the summation of all the regulated
load-power from all the tiles in the system should be as high as possible, whilst
all the connector-pin currents are still within the desired current limit. Non uni-
form power allocation might also occur where an external power connector is
unplugged or has some form of failure. So this capability is useful for predicting
system resilience and reliability.

▶ Objective 5: Scalability evaluations

This objective can be considered the product of the collective efforts of the
preceding objectives defined, and is ultimately the purpose of the simulation
platform in exploring the hypothesis. Evaluation of the data, test cases, and
implications in the context of the stated hypothesis and research questions are
the key aims here.

▶ Objective 6: Simulation framework documentation

Tool documentation is also an important process, not only for the system de-
signers, but also for future tool extensions. Tool documentation can be seen as
an ongoing and long-term process during the current development and in future
work on the next capabilities to be added to the tool in the future. Not all of the
desired detailed documentation may be possible in a limited time-frame, how-
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ever, at least important features and useful guidelines should be included. Other
issues such as cautions and experiences from this thesis are also additionally
useful for future tool adopters and developers.

All of the research objectives will subsequently be expanded in detail in their relevant
chapters, along with discussions, including success criteria.

1.5 Contributions

This thesis makes a number of novel contributions to the field of parallel/distributed
computer systems, and in particular the novel area of 3D tiled modular arrays, an
area that has not been well explored to date. The thesis presents a number of novel
outcomes in terms of tools and methodologies that permit simulation of power grids
in such systems based upon a number of hypothetical parameters, including specific
characteristics of the essential components of the system. The novelty therefore lies in
creating a framework and using that framework to evaluate and validate 3D cascaded
power grids in novel 3D tiled modular system arrays.

Further detail on specific outcomes relating to these contributions are given below.

1.5.1 Methodology

▶ Modelling: The power-related research topics regarding traditional rack-mount
systems typically focus upon various levels of component. However, it lacks the
power modelling regarding the power-distribution grid for the whole parallel/-
computer system employable for the unique TCA power-network focused upon
in this thesis. Thus, a simplified board model is proposed to evaluate large-
scale TCA power-distribution grid scalability under the assumption of constant
board-level power consumption. The model simplification eliminates 1) the need
for modelling a complex model at board level, and 2) the issue of the global
SPICE ground-node tied to the internal grounds of a switching voltage-regulator
model. Consequently, this simplified board model mitigates several large-scale
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TCA simulation difficulties. Moreover, the simplified board model is validated
against the hardware prototypes built purposely in this thesis. Apart from the
simplified board model, the other components, which are connector pins and
intra-tile power medium are also proposed and investigated in the modelling
framework in this thesis.

▶ Simulation framework:Whilst a large number of existing interconnection net-
work performance simulators have already been proposed, None of inter-board
power-distribution grid simulation has existed specifically for the purpose of
large-scale TCA simulations. In this thesis, a whole TCA power-distribution
grid simulation framework is proposed, comprising of a large-set of automat-
ing simulation functions. The simulation framework is also well-structured for
future extensions. In terms of board-level power allocation, two schemes are
proposed, which are 1) uniform, and 2) non-uniform allocations, for optimal
power allocation given the power constraints. Whilst in traditional rack-mount
systems, the power consumption at computing-board level is not an obvious
concern to impact on the whole power-distribution grid. However, this is not
true in a TCA system, which means that board-level power consumption also
impacts on the whole TCA power-distribution grid’s behaviour and scalability.
Additionally, parallel simulation and visualisation are also the other significant
efforts made in the simulation framework.

1.5.2 Findings

The findings themselves in this thesis, as the results of the methodology proposed, are
the scalability evaluations from both the uniform and non-uniform power allocation
simulations. This shows that the large-scale TCA power-distribution grids based on
the hardware prototypes built in this thesis, are feasible. Compared to uniform power
allocation, the non-uniform power simulation framework proposed in this thesis is
able to further discover additional optimal allocation cases under the given power
constraints.
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1.6 Thesis Organisation

This thesis will be organised as follows:-

Chapter 1 introduces the overview of this thesis, motivation, thesis scope, research
hypothesis and objectives, and contributions.

Chapter 2 discusses existing concepts and principles relating to TCA, logical-to-
physical mapping problems, important surveyed previous work, beginning with sys-
tems using rack-mounted traditional packaging, followed by TCA constraints, related
models, and other relevant topics.

Chapter 3 details the simulation models and equivalent hardware prototypes and
their comparison for simulation validation purposes.

Chapter 4 elaborates the simulation framework, ranging from the creation of SPICE-
simulation entry files to the automation of scalability simulations.

Chapter 5 demonstrates and discusses key scalability simulation results, and also
provides topological simulation results as preliminary work for future tool develop-
ments.

Chapter 6 concludes all the outcomes from the modelling and simulation framework,
and discusses possible future work.



Field Survey and Literature Review 2
This thesis is focused towards modelling and simulation for power distribution grids of
3D tiled computing arrays. To undertake a suitable filed review it is necessary to un-
derstand the basic and somewhat novel concepts of the TCA, and already established
principles, alongside other surrounding relevant topics such as trends and challenges
in high performance computing (HPC).

In [2], the need for unconventional HPC architectures is discussed due to the slowing
down of Moore’s Law, and the end of Dennard scaling. Examples of these uncon-
ventional architectures are neuromorphic computing, artificial intelligence (AI) chips,
and processing in memory (PIM). Apart from these non von Neumann computing
architectures, the interconnects between any levels of computing elements are also
important. Co-packaged optical (CPO) is a technique to shorten the electrical paths
on a PCB when using conventional pluggable optic modules, by integrating both
optics and silicon onto the same package. These developing trends of both unconven-
tional computing architectures and also I/O technologies are driving the HPC systems
to new architectural designs.

Complications for high performance computing are not limited only to computing
architectures and I/O improvements. In current packaging technologies employed for
inter-chip or inter-board levels in computer systems, there are physical integration
complexities when constructing whole parallel or distributed machines. A computing
board with preset numbers of PEs, e.g., CPUs, GPUs, along with expansion slots
for memory, and peripherals, are usually mounted in a rack or cabinet. Respectively,
multiple boards are interconnected together via back-plane(s) and wiring systems for
power and intercommunication at intra-rack or inter-rack and cabinet levels. A large-
sized high performance computing board can be advantageous, supporting a large
portion of workload with multi-thread and/or shared-memory model applications on
a large single board. However, some types of computing workload may require less
memory and also need logical 3D intercommunication patterns that may be more
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suitably mapped on a physical topology and exploit the close proximity of PEs in
physical 3D space. The SpiNNaker project [3], [4] is an example of machines where
multiple PE-chips are located close together at intra- and inter- board levels with
logical 3D connectivity (hexagonal-torus topology at system level [5]) but 2D physical
implementation (inter-board level). The direct logical-to-physical task mapping issue
is due to a large-sized board and intercommunication via a back-plane and/or via
separate routing devices. However such systems limit the opportunities for direct and
short chip-to-chip communication in the third physical dimension between adjacent
boards.

Regarding power delivery systems, traditionally this consists of boards (e.g., rack-
/blade servers, etc.) powered by AC/DC units depending on specific designs chosen.
If AC-to-DC power conversion units are also part of a board, they inevitably occupy a
dedicated intra-board space for the purpose. A back-plane supporting DC power rails,
(e.g. at 12V) is also a possible design, distributing input voltages across stacked up
boards in a rack or cabinet. However, with the idea of DC back-plane powering for
multiple high-wattage boards, high electrical current distribution becomes a concern
to be carefully taken care of for electrically conductive media used in the power back-
plane (such as bus bars). Indeed, back-plane bus-bars can be quite substantial metal
components carrying heavy currents. The voltages lost in the back-plane are also an
issue to some extent.

Heat dissipation is also an important consideration. Thus, appropriate cooling systems
are required. Most modern machines are equipped with air cooling systems, whilst
some utilise liquid cooling, either by directed cooling or immersion. Whilst the trend
of the whole-system performance per power efficiency is positively increasing as shown
in Figure 2.1, it should not be underestimated for lower levels of design for heat issues
due to the high-transistor count per chip and also the density of nodes per volume.
With this consideration, liquid cooling techniques are a potential choice for current
and future high performance machines [6], [7], [8]. Examples of some of these cases
are shown in Figures 2.2 and 2.3.

Interestingly, the cooling approach taken for the Google TPU data-centre as shown in
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Figure 2.1: Energy efficiency trends reported by [9]. Each year in the graph is a combination of biannual
10 first-rank reports in June and November.

Figure 2.2 is a duplication of the data inter-connectivity problem encountered when a
3D logical topology is mapped onto a 2D rack and cabinet system architecture. This
suggests that the TCA concept also potentially has significant advantages for this
problem domain, as well as for data connectivity.

Deeply detailed investigation of cooling for TCA is beyond the scope of the thesis.
However, the cooling issue is a fundamental concern for TCA node-level design and
is a potentially fruitful area for future research projects.

With the introduction above, the topics relevant and essentially crucial to TCA eval-
uations and implementation will be discussed in the following sections.
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Figure 2.2: Examples of large scale system cooling, showing (a) TPU v3 unit, (b) TPU v3 Pod. (reprinted
from Figure 1(b-c) in [10])

Figure 2.3: Submer Immersive cooling system. (reprinted from [11])
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2.1 Existing Concepts and Principles Relating to

TCA

Before implementing real systems, typically, it is worth comprehending their back-
ground ideas. This is to realise the core-value concepts of the systems to be imple-
mented. In this thesis, the TCA structure can be implemented in many alternatives,
ranging from intra-node components, to the whole configuration of the system.

2.1.1 Short Introduction to TCA

It can be considered that the first variant design of the TCA concepts, was officially
published in a UK patent, ‘Computing devices’[12]. In that design concept, the
smallest unit, referred to as a tile or hex-tile, is a hexagonal shape package containing
computing circuitry inside. Each unit can be coupled to another one to form a 1D,
2D, or 3D array, constructing a networked computer system. An example construction
is illustrated in Figure 2.4. Constructing eight tiles into a ball module (actually a
truncated octahedron) as shown in Figure 2.4(b), gives a uniform building block for
power delivery, data communication, and pathways for cooling. With this uniformity, it
eliminates traditional hierarchical infrastructures starting from this unit level towards
the entire system.

2.4(a) 2.4(b)

Figure 2.4: Example of a TCA design proposed as ’Computing devices’ in [12]. (a) shows tile structure,
(b) shows ball structure, composed from tiles. (adapted from Figure 1 and 5 in [12], respectively)
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To give some advantageous examples, when comparing to conventional rack-mount
packaging, it can easily be observed in a TCA that an entire machine can be rapidly
composed without data cabling efforts inside the system. Except that extra wrap-
around data wires are sometimes needed in some other topologies, for example, a
torus. An example of a 3D-torus topology is shown in Figure 2.5. Also, uniform tile-
able modules remove the need for custom-system rack modules, efforts in printed
circuit board (PCB) design and manufacture of 2D-board containing complicated
hardware layouts, and all of the associated costs and environmental impacts of these
construction overheads. Although inter-module data and power wiring is not required
inside a TCA, such a machine still needs to be externally powered via connecting
points on its six rectangular surfaces. With a well-designed convenient external power-
connection module, e.g., plate, power connections can be rapidly completed in a short
time-frame and also with low composition effort. This TCA packaging design will be
thoroughly discussed along with its predecessor research and developments in this
chapter. An additional advantage of a true 3D topology is that technologies such as
optical fibre and I/O channels can be readily integrated into the balls with no external
fibre connectivity. Ball facets simply abut and permit electrical or optical data transfer
via aligned pairs of optical ports on the surface of the two facets. The principles of
integrated silicon photonics and chip to chip wave-guides are well established and
already in use.

2.1.2 TCA-concept Definition

TCA modules can have many forms. In this thesis, some particular design choices
are assumed. Some aspects of the TCA concepts have been briefly discussed earlier.
However, this subsection is dedicated to providing a concise definition of the very
fundamental conceptual idea, without expanding this into any specific hardware im-
plementation. This concept, which is referred to in this thesis as the ’Tiled Computing
Array’, or TCA, can be split into two parts defining the concept of construction:

1) Computing Array: A 1D, 2D, or 3D array of computing-related module. Each
module may be implemented as some form of packaging, for example, the hexagonal
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2.5(a) 2.5(b)

Figure 2.5: Logical views of a 2x2x2 3D-mesh and 3D-torus topologies. (a) depicts a 3D-mesh topology
(adapted from [13]), and (b) depicts a 3D-torus topology [13].)

tile or ball illustrated in Figure 2.6. Each of which contains single or multiple processing
elements (PEs), and/or other components such as memory, router, purposely for
making up the whole parallel/distributed machine.

2) Tiled: Physically constructing a parallel/distributed computer in 1D, 2D, or 3D
space, by using the modules in 1) in tiling-like action, - hence, tiled.

With this fundamental concept to ease the composition, and eliminate inter-board
wiring, racks and other hierarchies, such a system can be implemented in many phys-
ical alternatives. An example variant design of the TCA concepts can be found in
[14].

2.1.3 Geometrical Properties of Ball Arrays

As mentioned earlier, hexagonal tiles may be composed into ’ball’ modules by joining
together eight tiles in an appropriate way. Balls are then also tileable modules in their
own right.
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Figure 2.6: Example implementation alternatives of the TCA concept. (a) shows 1D tile-level array of 4
modules, whilst (b) shows a group of tile-level 2D array of 2x2 modules, and a possible 3D construction
from the tile level can be seen in (c) as a complete 3D array of 2x2x2 modules. Instead of tile-level
composition, each module may also be alternatively implemented as a single ball-shaped object. (d)
depicts a row of 1D array of 4 modules. (e) constructs a 2D-array of 4x4 modules, whilst a 3D-array of
4x4x4 modules can be constructed as shown in (f).

When a number of balls are assembled into an array, the whole system acquires
numerical and geometrical properties as functions of the array shape and key dimen-
sions. A cubic array of balls is one obvious choice and as this is a focus of the thesis,
several precise attributes of a ball-array system can be directly obtained by use of
formulae derived from the observed properties of the cubic structure. These formulae
can be employed to rapidly obtain composition-related quantities concerning array
composition. A number of properties are given in Tables 2.1 and 2.2 which represent
a single-packed cubic array (similar to a uniform lattice) and a double packed array
(with balls packed in between balls).

The formulae define the property 𝑛 as the externally visible dimension, such that a
3x3x3 array would have 𝑛 = 3 for instance. T-facets (Trapezoidal facets) represent the
6 square faced facets present in the truncated octahedron, whilst H-facets represent
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Table 2.1: Single packed cubic array quantitative equations.

Factor Equation Eqn. No
Total Cores (single) 𝐶𝑇 𝑠 = 𝑛3 (2.1)
Total Tiles (single) 𝑇𝑙𝑇 𝑠 = 8𝐶𝑇 𝑠 (2.2)

External Cores (single) 𝐶𝐸𝑠 = 𝑛3 − (𝑛 − 2)3 (2.3)
Internal Cores (single) 𝐶𝐼 𝑠 = (𝑛 − 2)3 (2.4)
Total T-facets (single) 𝑇𝑇 𝑠 = 6𝐶𝑇 𝑠 (2.5)
Total H-facets (single) 𝐻𝑇 𝑠 = 8𝐶𝑇 𝑠 (2.6)

External T facets (single) 𝑇𝐸 𝑠 = 6𝑛2 (2.7)
External H facets (single) 𝐻𝐸 𝑠 = 24𝑛2 − 24𝑛 + 8 (2.8)
Internal T facets (single) 𝑇𝐼 𝑠 = 𝑇𝑇 𝑠 −𝑇𝐸 𝑠 (2.9)
Internal H facets (single) 𝐻𝐼 𝑠 = 8𝐶𝑇 𝑠 − 𝐻𝐸 𝑠 (2.10)
T Bisection factor (single) 𝐵𝑇 𝑠 = 0.5𝑛2 (2.11)

the eight hexagonal facets of the same geometry.

The formulae allow properties such as internal, external, and total number of balls,
facets, and other features to be calculated from a given value of 𝑛. Additional prop-
erties can also then be derived. For example, the bisection factor represents how
many facets (of type T or H) are utilised to provide the bisection bandwidth. Simply
multiplying this value by the bandwidth of a facet (e.g. 1Gbps) gives the bisection
bandwidth of the whole system. Likewise, the total number of external T-facets in-
dicates how many power connections are available, and once one knows the power
capacity of a T-facet, one can calculate the entire raw power input capability of a
system of given size (𝑛𝑥𝑛𝑥𝑛) array.

However, to calculate the true behaviour of the system power distribution, internally,
requires the complex modelling of connector resistance, network voltage drop, reg-
ulator behaviour and so-on, as will be explored further within later chapters of this
thesis.
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Table 2.2: Double packed cubic array quantitative equations.

Factor Equation Eqn. No
Total Cores (double) 𝐶𝑇𝑑 = 𝑛3 + (𝑛 − 1)3 (2.12)
Total Tiles (double) 𝑇𝑙𝑇𝑑 = 8𝐶𝑇𝑑 (2.13)

External Cores (double) 𝐶𝐸𝑑 = 𝑛3 − (𝑛 − 2)3 (2.14)
Internal Cores (double) 𝐶𝐼𝑑 = (𝑛 − 1)3 + (𝑛 − 2)3 (2.15)
Total T-facets (double) 𝑇𝑇𝑑 = 6𝐶𝑇𝑑 (2.16)
Total H-facets (double) 𝐻𝑇𝑑 = 8𝐶𝑇𝑑 (2.17)

External T-facets (double) 𝑇𝐸𝑑 = 6𝑛2 + 6(𝑛 − 1)2 (2.18)
External H-facets (double) 𝐻𝐸𝑑 = 24𝑛2 − 24𝑛 + 8 (2.19)
Internal T-facets (double) 𝑇𝐼𝑑 = 𝑇𝑇𝑑 −𝑇𝐸𝑑 (2.20)
Internal H-facets (double) 𝐻𝐼𝑑 = 8𝐶𝑇𝑑 − 𝐻𝐸𝑑 (2.21)
T Bisection factor (double) 𝐵𝑇𝑑 = 0.5𝑛2 + 0.5(𝑛 − 1)2 (2.22)
H Bisection factor (double) 𝐵𝐻𝑑 = 2(𝑛 − 1)2 (2.23)

The formulae in Tables 2.1 and 2.2, have been formulated by Dr. Christopher Crispin-
Bailey.

2.2 Mapping Between Logical and Physical

Topologies

In this section, a brief introduction to the key problems seen in this thesis relating
to traditional rack-mounted construction will be given. However, the literature of
traditional rack-mount systems surveyed in this thesis will also be discussed in detail
in later sections of this chapter.

1) Mapping logical 3D topologies to the physical packaging technology:

Achieving the actual logical computing tasks of a set of parallel computational re-
quirements, (i.e. a workload) as shown in Figure 2.7, is highly dependent on the
physical topology of the parallel/distributed machine, and the restrictions it has (e.g.
rack mount and back-plane, 3D tiles, etc.). In the traditional rack-mount packaging
approach, the non-availability of the direct data channels between nodes that are
immediately located in different boards could degrade the desired logical topology
as it is implemented. Figure 2.8 shows an example of mapping tasks in Figure 2.7
onto a rack-mount system and a TCA. With the restriction of only a single physical
data channel between the vertical nodes at the corner in Figure 2.8(a), the desired
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logical computing topology is not preserved. The single isolated node that is mapped
onto a separate board above seems to be a trivial issue at first sight. However, in
the situation that this particular node demands large amounts of intercommunication
data, it could cause a bottle neck problem due to indirect hops between rack-mount
boards. A 3D tiled system would however have no such limitation and hence is the
direct motivation for TCAs to be investigated.

Figure 2.7: A logical (machine-packaging independent) computing topology of 10 tasks.

2) Physical communicating distance in three dimensions

The previous mapping issue focuses on the deformed/degraded logical computing
topology and unnecessary hop counts, which can be considered pure topological prop-
erties. However, the physical distance problem in this part is from the perspective of
the actual physical travelling distances.

This particular issue can be considered as a by-product of the previous issue mentioned
due to forcing indirect hops along 2D-planes, and often necessitating dedicated routing
devices or inter-rack data packetisation overheads (as observed in SpiNNaker for
example [3]). For a high-performance server implemented using a large circuit board
equipped with several PEs such as CPUs, GPUs, this can be seen as a single node.
However, when considering the physical communication distance between a given pair
of PEs that are located on different circuit boards, it is inevitable that a data unit
from its ’source-node’ needs to travel all the way through the intra-board circuitry
implementing some form of topology, then traversing through a board-edge cable at
the back-plane. Afterwards, typically the data unit is forwarded to at least a single
intermediate routing device such as a separate router. Finally, the data unit is fed
into the terminal board to reach its ’destination node’. This inter-board long trip is
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2.8(a) 2.8(b)

Figure 2.8: Black dots represent occupied nodes, and green dots are the tasks being mapped. (a) Mapping
a set of tasks on a plane of 3x3 nodes, and a single node on a different board in a rack-mount system.
(b) The same mapping on a TCA system with the same system size. As the last task is mapped on an
adjacent node above, and with the availability of a channel in the physical third dimension, the logical
computing topology can be maintained.

necessitated by the non-availability of a direct channel in the third dimension, resulting
in a large number of hops.

This inter-board long trip and 3D TCA alternative can be visualised in Figure 2.9 and
Figure 2.10 respectively. Therefore, a physical 3D topology permits direct connectivity
whilst a back-plane system can only provide inter-board connectivity by adding a
number of dedicated data channels or shared bandwidth back-plane data highways.
This often has further consequences such as the need for dedicated data protocols,
hardware structures and so-on to manage the data traffic.

At intra-board level, a long PCB trace can also be implemented as a single channel
between the two extreme far-end nodes. However, it incurs a reduction of channel
frequency. Examples of critical lengths degrading the signal quality can be found in
Table 2.3. Notably, in the recent (2022) white paper ”Unconventional HPC Architec-
tures” [2], short-range high-speed localised communications links are given as one of
the key requirements for future HPC systems.

3) Physical channel-lengths: Another important factor that impacts both inter-
node communication latency and throughput is the length of a channel. Physically,
a channel between a couple of immediate PEs can be an intra-board level channel,
e.g., PCB trace, or inter-board level, e.g., cable. For intra-board level, it depends on
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.

Figure 2.9: The shortest route of a data unit travelling from node 2 to node 20 between computing
boards in a rack-mount system, resulting in a hop count, at least, of 6. It is assumed that all the nodes
at the far-end of each board are directly connected to a routing system

Table 2.3: ”Critical length of common wires at 2 GHz (without equalization).” (reproduced from Table
3.2 in [15])a

Wire Type 𝑙𝑐
5 mil stripguide 0.10 m
30 AWG pair 0.56 m
24 AWG pair 1.11 m
RG59U coax 10.00 m

a With granted permission by Elsevier

the distance between PEs printed on a circuit board. However, for inter-board level,
boards are typically interconnected via cables to convey data electronically or optically.
Thus, if poor board placements are employed, or the desired logical topology is not
suitable to be implemented in rack-mounted packaging, they may incur physically
long channels (cables). A TCA can eliminate this inter-board level issue by coupling
nodes together with convenient and direct connectors, available in both horizontal
and vertical directions to form a uniform 3D-mesh topology with very short physical
channels.

4) I/O-signal driver module: With cables required to construct a system, spe-
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Figure 2.10: The shortest route of a data unit travelling from node 2 to node 20 between a couple of
adjacent balls in a TCA system (node 2 and node 11 reside in the same ball, as a ball consists of eight
tiles), resulting in a hop count of 2. A single hop count can be achieved on 3D-torus implementation with
a wrap-around channel.

cialised circuitry such as an Ethernet module may be also needed to be responsible
for maintaining the strength and quality of the signal travelling from a source node
to its destination. On the other hand, TCA can eliminate this extra overhead (which
consumes power, creates signal delays, and occupies physical circuit board space) by
directly coupling units together, with a much more tightly-coupled connection.

5) Cabling effort: The cabling efforts in traditional rack-mount systems depend
upon the complexity of the logical topology and physical placements of computing
hardware. With hierarchical structures, a well-designed cabling plan is required. The
SpiNNaker project [5] is an example that investigates the building and operating of an
unconventional architecture, and provides a collection of tools for generating cabling
plans. For a TCA system, the cabling inside the system is completely eliminated.
However, external power cables may also still be required, if the external power sources
are separated. A power plate is an optional design choice for a compact and rapid
means of system power configuration.

Referring to the definition of large-scale in this thesis, this reference point should be
well-defined and quantitative to be comparable with recent existing systems. Defining
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the term large-scale can simply specify a large number of nodes in the system. How-
ever, it is not only the number of nodes, but also the power per node that should also
be sensible for embedding at least a reasonable real-world PE and computing-related
components per node to construct a high performance system. Thus, in order to
have an agreed definition of the term ’large-scale’ in this thesis, consideration is also
given to the perspective of the power figures of recent existing systems. This is to
prevent scaling up a TCA physical system with unrealistic node-level (tile) regulated
power allocation, for example, allocating too low, e.g., the range of mW, or exceeding
the maximum regulated voltage/current specified by the regulator employed in the
current stage of the hardware prototypes.

2.3 Parallel/Distributed Computer Packaging

In this section, the survey of important traditional rack/cabinet systems will be dis-
cussed with other different techniques. This section will also emphasise how the TCA
concept investigated in this thesis is a strong motivation to tackle the problems high-
lighted earlier in this chapter.

2.3.1 Rack-mount Packaging

There have been several rack-mount systems developed. However, it is considered not
productive to exhaustively collect a large number of existing traditional systems as
they share the same characteristic of being rack-mount. Instead, in this subsection,
important and recent systems surveyed will be discussed. Recently, a group of projects,
ExaNeSt [16], [17], [18], [19], ExaNoDe [20], ECOSCALE [21], and EuroEXA [22],
developed HPC components to achieve exascale, 1018 floating-point operations per
second. The timeline of the projects is shown in Figure 2.11. The cooling system in
ICEOTOPE [23] is employed in the ExaNeSt project by immersing computing boards
in non-conductive liquid to cool down at blade-level. Frontier [24], is another recent
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HPC that achieved the first rank on High Performance LINPACK (HPL) benchmarks
[25]. Cabinets in the Frontier supercomputer is shown in Figure 2.12.

Figure 2.11: Timeline of four recent examples of Exascale projects. The period of each project duration
can be found in [20], [21], [16], [22].

Figure 2.12: Frontier supercomputer. (reprinted from [26])

Another recent unconventional high-performance machine, SpiNNaker [3], is spe-
cialised for spiking neural networks. A prominent advantage regarding power consump-
tion is that, at the chip level, it is reported that a 200MHz, 18-core chip consumes
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only 1W [27]. SpiNNaker is one of the architectures surveyed in this thesis that locates
multiple PE-chips close together in 3D space. However, SpiNNaker still needs substan-
tial wiring effort to form a 3D hexagonal torus topology. [5] investigates this wiring
issue and provides a collection of tools for generating cabling plans. MDGRAPE-4A
[28] is another recent high-performance computer specialised for molecular dynamics
simulations. This machine is topologically relevant due to being a 3D-torus system.
Even though it is designed with a similar logical topology that can also be constructed
in TCA, it can be obviously seen in [29] that the same significant effort of fibre cabling
is still required.

To end this subsection, it can be concluded that most of the high-performance com-
puters at the present are based upon rack-mount, back-planed approaches, which
have been considered very mature for decades. However, it can be seen that the
challenging complexity of hardware structures still exist. This is due to hierarchical
construction that brings about the effort of composing complete functional systems,
ranging from PEs to the entire systems. From the topological point of view, rack-
mount and back-plain systems provide the convenience of board removal and some
flexibility for constructing variants of desired topologies by typically cabling them
to routing devices. However, disadvantages are also encountered. Back-plane channel
routing extends physical lengths of data channels between inter-board PE chips, which
sometimes completely differ from the expected appearance of physical topology vs the
logical one. Cabling does not only involve interconnection-network data channels, but
also power delivery. Also, the existence of cables not only means cost, but also the
actual physical length between PEs, which impacts on communication bandwidth and
latency. Table 2.4 show a list of important surveyed rack-mount systems. Increasingly
the environmental cost of components such as densely cabled systems and complex
PCB modules are also a consideration.

2.3.2 Non rack-mount Packaging

The machines in this category are conceptually proposed or real systems. All of the
systems surveyed that are not obviously and/or substantially based on the traditional
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rack-mount packaging, are also grouped in this subsection. Whilst all of the systems in
this subsection are considered as non rack-mount systems, TCA is separately discussed
in detail to point out its unique and motivational features.

1) Relevant work in the field

In this sub-category, the TCA concept is not mainly discussed in detail, but rather
in a comparison manner, to clearly distinguish the research gap left to investigate in
this thesis. However, some prior related work also shares some of the goals that TCA
systems envisage to tackle.

Dated back to the 90s, J-Machine [30], a fine-grain parallel computer, presents an
attractive packaging architecture due to its node density and topological construction,
even though, ”chassis”, the container used in J-Machine, has a partial appearance
of rack or cabinet at a degree. However, what is more interesting is its distinctly
unique method of multiple-board composition. Boards are not only stacked up as in
traditional rack-mount systems, but are also vertically connected using elastomeric
connectors [15] to construct a 3D-mesh topology. Compared with TCA, J-machine
not only shares the similarity of 3D-mesh topology, but also includes the availability
of direct and short physical data channels between vertically immediate 2D planes of
computing nodes. However, there is also an obvious difference. A single composition
unit of TCA, tile, occupies a lower area, whilst the J-Machine board is considerably
much larger, integrating multiple chips on a single board in two dimensions.

In 1994, a 3D optical interconnection network, Optical Multi-Mesh Hypercube (OMMH)
[31], was explored. The network topology in this system is a mixture between hyper-
cube and mesh, aggregating the advantages of each topology, for example, small di-
ameter, symmetry, constant node degree, and scalability. Regarding the construction,
a plane, referred to as an, Optical Interconnect Module (OIM), is located between
a couple of PE planes. A conceptual construction is shown in Figure 2.13. The OIM
directs the optical beams from one plane to another. Despite a number of advantages
of the optical techniques in this work, there is also a disadvantage of the immature
technology for implementation at the time of this particular work [32].
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Figure 2.13: A conceptual optical realization of the space-invariant five-cube network. (reprinted from
Figure 7(b) in [31])

Figure 2.14: Sketch of the HAEC Box. (reprinted from Figure 2(a) in [33])

HAEC [33] is another system proposed to employ optical communication. A small
conceptual implementation in this work is called HAEC Box. This system employs
onboard optical waveguides for the onboard level, and wireless networking at inter-
board level. Whilst the concept is reported that the boards communicate together in
a rack, the sketch of the HAEC Box shown in Figure 2.14 shows a conceptual form,
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which is considered as having a degree of difference from the obviously traditional
form of rack-mount systems in the previous subsection. Thus, with this particular visu-
alised small-scale implementation of the concept, it is categorised in this subsection.
However, the wireless communication in this work shares the advantage of direct
communication between neighbouring nodes at inter-board level to avoid network
topologies to be physically implemented via a back-plane, which is similar to the core
idea of the TCA concept (wired communication in the current prototypes, but also
in earlier designs via wireless methods [34]).

Unlike the large number of rack-mount systems existing, whilst it is to the best effort
in this thesis to survey all of the unusual inter-board packaging techniques, only a
few of such systems have been found. Thus, this subsection will end with discussing
a series of previous work that has paved the way and is considered highly-relevant to
the TCA concept. In [35], the proposed concept is to alleviate the effort of assembling
a cluster of computing devices, each named, ’ball’, encapsulating computing elements
wirelessly powered and intercommunicated. An illustration of the concept is shown in
Figure 2.15. With non-wired power delivery and communication, these computing balls
can be randomly and rapidly put into a container. The powering method envisaged
in this work is not limited only to a light source, but also, theoretically, by liquid,
which at the same time, serving cooling purposes. However these concepts lack the
practicality of wired power grids.

Regarding the unusual wireless power and communication for clustered computer
systems, [36] and [34] further investigated the conceptual idea in Figure 2.15: For
the feasibility of implementation, [36] summarises wire-free power transmission into
six subcategories as shown in Figure 2.16, and also provides a brief overview of two
wireless technologies, which are microwave and infrared systems. Focusing on the
wireless data communication, [34] investigated the viability of a wireless interconnect
network for a highly parallel computer by modelling and creating simulation and
visualisation tools for evaluating network performance of the same ball packaging
concept. To evaluate the interconnection network performance proposed in [34], a
level of abstraction of task models is proposed.
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Figure 2.15: An illustration of a cluster of ball-shaped computing devices. (reprinted from [35])

With all the previous work in this series of prior-TCA work, it can be considered
that wireless techniques for power and data communication have been attractive.
However, the wireless computing idea for high-performance systems still needs sev-
eral improvements such as modelling and simulation methodologies. In contrast with
wireless network simulation, the modelling and simulation tools in the field of wired
interconnection network have been extensively developed. A large number of these
simulators, which prove to be mature, were also surveyed in an early stage of this
thesis. Therefore, interfacing the power-per-node data to one of these existing tools
could require less effort compared to systems with wireless communication. BookSim2
[37] is one of the prominent tools in the survey, which will also be discussed due to
its attractiveness for interconnection network performance simulation in the future.∗

This leads to a motivational decision seeking simple, viable, solutions with current
widely-used technologies, to employ wired communication in the hardware prototypes
at the current stage of the research.

2) Tiled Computing Architectures

Having proposed the wireless ball-like shape computing devices in the previous prior-

∗ Although experimental modifications have already been being carried out, the author of this thesis
considers that a number of good practices for tool-modification processes, for example, test cases,
completeness of overall functions involved (statistical-results logging functions, etc.), should be
carefully performed.
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Figure 2.16: Wire-free power transmission media. (reprinted from Figure 3.1 in [36])

TCA category, [38] and [14], briefly introduced a hexagonal unit for constructing a
3D array of multiple nodes. Subsequently, the variant was official published as patent
[12]. The hexagonal-shaped unit proposed does not focus only on dense computing
nodes, but also cooling fluid concerns in order to dissipate heat. In [12], inter-module
power and data connectivity is implemented at each of the module’s trapezoidal
edges. However, it does not detail how the power network for large-scale systems
can be handled. For this hexagonal-unit variant, to mitigate the inter-node hop-count
issue, [14] also discusses a possibility of wireless interconnection. However, compared
to wireless networking, the traditional wired interconnect method is simpler, and cost-
effective, using the mentioned trapezoidal areas to form short and direct inter-node
communication, and also without any inter-node wires.

Unlike the external power rails directly fed to each board in typical rack-mount ma-
chines, the power-network in the TCA concepts tolerates faulty inter-node rails at
a degree as multiple-edged power connecting points are available. A single unit, like
a hex-tile as called in this thesis can provide not only the diversity of power rails,
but also intercommunication routes by utilising the unique advantage of mesh-like
topology. This unusual power-route advantage, in another way, is also a challenge
for understanding of the unforeseen behaviour of the power network and electrical
constraints. A comparison of different power delivery systems can be found in Table
2.4.

To emphasise the topological aspect in a parallel/distributed machine, there could be
several component levels for hierarchical typologies, ranging from the entirety of a
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system, down to the node level. For instance, the system level can be constructed as
a 3D mesh, whilst at the node level, a sub-topology can be formed as a network of
homogeneous or heterogeneous PEs such as ring, tree, or full mesh. It is also possible
that in a heterogeneous system, each node may contain a different sub-topology
than the others. These multiple topological levels can also be applied to TCAs. The
topologies focused in this thesis are at inter-node level, which sometimes, is referred
to as inter-board for clarification as the current tile prototypes are implemented using
PCBs. However, for future TCA designs, a unit can possibly contain computing-related
components composed in a way that may look completely different than a 2D board
in the present or even a single highly integrated VLSI die. In this thesis, only the power
network is intensively investigated, however, a simple wired communication method is
implemented in the prototypes for simplicity in the current phase of investigation.

Figure 2.17: Timeline of TCA concepts and its prior work in the series of development. All the details in
the timeline can be found in [35], [36], [39], [34], [40], [41], [14], [12], and [42]. ( (1)-(2) reprinted from
Figure 7 in [14], and Figure 8(c) in [42], respectively)

Considering a single rack as a multiple-node container, if nodes as seen in Figure
2.18 operate at low-power budgets, both traditional rack-mount and TCA machines
seem to be more or less equal in terms of node density as chip-level cooling, e.g.,
per-chip fan is not necessary. For the traditional rack-mount systems, both the intra-
and inter-rack power delivery systems occupy some physical spaces, which reduce the
contiguous spaces amongst the PEs. However, for a TCA design concept, it does not
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limit the contiguous size of network, as long as the power-related constraints, e.g.,
inter-node pin currents and node-level voltage drops are in the acceptable ranges.
This means that nodes can be expanded consecutively in all the three dimensions
under the required electrical, cooling, and other engineering factors. In the sense of
the power-grid issue, this thesis essentially seeks to answer whether a large-scale of
power-grid sizing is feasible to be implemented with current technologies. Figure 2.17
depicts the timeline of related prior work towards the TCA concepts.

Figure 2.18: A panorama of the SpiNNaker 1 million core machine. (reprinted from [43])
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Table 2.4: List of hardware and network configurations in the surveyed parallel/distributed computers.

References
Topologies/
Inter-board

Communication

Inter-board
Packaging

Power
Delivery Implementation Power

(kW))

J-Machinea

[30]
3D mesh/
connector chassis bus bars

[30] chassis

OMMH
[31]

optical
multi-mesh
hypercube/

wireless (optical)
not specified not specified conceptual -

[32]
hypercube
and mesh/

wireless (optical)
not specified not specified conceptual -

MDGRAPE-4A
[44]

3D torus/
cables rack/cabinet back-plane

[29] rack/cabinet 65
[28]

HAEC
[33]

wireless
configuration/

radio
HAEC Box not specified

HAEC
playground

(network-protocol
evaluations)

1
[33]

[35],[41],
[36][34]

wireless
configuration/

radio
ball-shape
object wireless conceptual -

ExaNest
[17], [18]

hybrid [19]/
cables rack/cabinet back-plane rack/cabinet 60

[17]

A variant
in [14]

3D mesh,
(4D hypercube

at inter-PE level/
wireless (radio))

ball
constructed

from
hexagonal
module

not specified conceptual -

SpiNNaker
[3], [4]

board level:
hexagon [27]
system level:

hexagonal torus [5]/
cables

rack/cabinet back-plane
[45], [46] rack/cabinet 75

[3]

SpiNNaker 2
[47]b rack/cabinet rack/cabinet

Frontierc
[24]

dragonfly [48], [49]
cables rack/cabinet rack/cabinet 21,100

[50]

This
thesis

3D mesh
(3D torus with
external data
channels)/
connector

similarly to
[14],[12], also
investigating
power-network
for large-scale

systems

3D
power grid

hexagonal
board

and frame
prototype

see
Chapter

5

a J-Machine is not a recent machine at the time of the research, thus, the power information is not in the
interest of this thesis for comparison.

b As Spinnaker 2 is also a recent machine at the time of the thesis, explicit information for topologies, inter-
board communication, power delivery and consumption, are not found in [47]. However, [47] discusses
that it is a development based-on SpiNNaker 1.

c A single node is implemented as a blade server. It implies some form of back-plane power. However, no
explicit relevant information is found in [48].
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2.4 TCA Physical Scalability: Possible Constraints

Having described the research motivation in Section 1.2 and detailed comparison of
various packaging systems found in the literature in Section 2.3, it elaborates how
the TCA concept physically eliminates such issues arising from packaging methods
employed. However, there can also be constructional constraints specifically in tiled
computing structures, which will be discussed in the following subsections. Physical
engineering factors are left as future work, whilst the power distribution grid is the
main focus in this thesis. The investigation of this power network could not only lead
to insights into how it impacts on the physical scalability, but also involves other
aspects, such as overall system computing performance and comparability.

2.4.1 Power Networks in TCA Systems

Whilst traditional rack-mount systems share similar power delivery structures, e.g.,
back-plane, the TCA concepts introduce different possible power-network topologies
relying upon the unit shape and how they are coupled to construct the whole system.
The hex-tile unit as proposed in [12], is considered a variant design that contracts
a 3D-mesh power-network topology. Apart from the fully-connected external power
connectors at the array surfaces, internal layered-nodes are impacted by voltage drops.
This is due to the fact that powering nodes in this kind of tiled structure requires
inter-node electrically conductive media to be laid out in 3D space to distribute power
demanded by the whole meshed computing nodes. The voltage-drop issue depends
on variously collective factors, for instance, external voltage sources supplied, the de-
sign of inter and intra-node conductive media employed, the efficiency of intra-node
power regulation units, and all the components consuming power. This is effectively
a highly complex series-parallel resistance network. Designing a TCA system without
the voltage drop issue taken into account could encounter several consequent issues
for large-scale systems, e.g., more demands of higher currents and/or voltages from
the external power supply units to maintain the acceptable input-voltage ranges dis-
tributed all over the computing nodes in the entire system, or brown-out problems at
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the regulator output stages. Voltage drops on inter-node power media also mean the
waste of power for non-computing components.

Apart from this constraint of voltage drop, another electrical constraint in TCA sys-
tems is inter-node power rails’ current limits. With high voltage externally supplied,
a TCA system may not significantly suffer from the voltage drop issue if the size of
layered-array is not at a large scale. However, with high–wattage nodes in large-scale
systems, they could draw large amounts of electrical currents flowing through net-
worked power rails and finally hit the current limits of the power rails. Depending on
how these power rails are implemented, the maximum currents allowed over a single
rail can be a small value, e.g., under 1A, or much higher such as 10A. Amongst
the other constructional concerns, these dual constraints, voltage drop and power-rail
current limit, are non-traditional power-related factors that should be taken into ac-
count. The voltage drop constraint may only cause nodes not to operate within an
acceptable range of input voltages. However, an exceeded current limit can be the
undesirable root cause of many issues, ranging from degraded electrically conductive
media to permanent component damage, which could consequently lead to adversely
catastrophic physical failure in large-scale systems.

2.4.2 Physical Engineering Factors

The concepts of TCA try to remove non-computing components out of the internal
volume of the system and, ideally, to allow the actual PEs to be located as close
as possible together in a physically contiguous 3D space. However, inherent heat
dissipation from nodes is another factor of concern. For this reason, the TCA concept
is designed with cooling-aware structure, having free-space pathways for air or liquid
to cool down each unit. Whilst a design of TCA provides empty spaces for unit-level
cooling, it is considered not adequate to only pay attention at this small-scale. Finally,
all the heat produced by nodes must be managed to be taken out of the system,
meaning that system-level cooling is also an important issue. A notable example of
liquid cooling system is [51]. This cooling solution is developed for multiple large
computing boards. However, water cooling is strongly expected to be specialised
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for TCA to take the cooling-aware advantage of the empty 3D spaces. The cooling
containers in Figure 2.3 are examples of environments that a TCA array could be
entirely submerged within. An illustration for a submerging idea from [35] is also
shown in Figure 2.19.

Unlike rack-mount systems, the cooling system used in a TCA system may also indi-
rectly affect the system power-network scalability. This is due to the altered resistances
of inter-node power media, affected by the temperature in the system. Additionally,
if an in-system cooling method itself also consumes power from the power network,
e.g., node-level fan or impeller, this is also a factor impacting on the two power con-
straints. With appropriate designs of cooling and the media employed, for example,
inter-node connector pins, the effect of heat projected to inter-node resistances would
be considered negligible. This correlated cooling issue of a TCA design is not the main
focus of this thesis and expected to be tackled in the future.

Figure 2.19: Example water cooling system for the ball-shaped computing devices discussed in Subsection
2.3.2. (reprinted from Figure 8 in [35])

There can be other issues related to building a physical TCA machine aside from the
power network and heat dissipation. Materials and other construction-related issues
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are also example factors involved. Traditionally, computing boards in rack-mounted
machines may not cause weight issues as the frame of the rack itself supports all the
weights of the nodes (computing boards). On the other hand, the bottom plane of a
TCA array may need to carry all nodes above if there is not another weight-distribution
technique involved. However, the weight issue may also be considered together with
cooling. By submerging an entire TCA array in a liquid container, some form of high-
density liquid may also be investigated to 1) partially support the system weight, and
also 2) as its main cooling-purpose, to cool the system temperature down. Physical
engineering factors are also not the main focus of this thesis. However, during the
development of hardware prototypes, these factors will be empirically manifested by
themselves alongside the building of prototypes.

2.5 Related Concepts for Power Modelling

This section discusses the survey of related background and power models at impor-
tant levels of components in typical parallel/distributed machines. The contents in
this section will not be discussed in terms of comparisons in individual subsections,
but rather from the perspective of employing the relevant knowledge, methodologies,
and models, required for the modelling and simulation framework proposed in this
thesis and future work.

2.5.1 Overview of Power Modelling in Parallel/Distributed

Computers

Several previous works in the research field of power modelling in parallel/distributed
computers have paid attention to various components, ranging from the computing
node itself to the power characteristics from the whole system. In [52] and [53], sev-
eral power and energy models for HPC systems have been compiled, categorised by
components in the systems. It can be found that the interests of the surveys focus
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upon power and/or energy models for the whole power-figure of a system, intercon-
nects, down to the node level, but not those of power delivery methods. Typically the
assumption is made that traditional back-plane, e.g., bus power distribution or some
standard approach will be used. However, this may not always be a realistic option,
and certainly not in the case of the tiled TCA model.

2.5.2 Typical Inter-board Level Power Delivery in

Parallel/Distributed Computers

In Table 2.4, some power delivery methods are summarised along with other important
properties on various related works regarding packaging techniques. In this subsection,
it is dedicated for a summary of power delivery in typical parallel/distributed machines.
Apparently, the typical power delivery methods used at inter-board level are some
forms of back-plane based power configurations. Detailed surveys of this kind of back-
plane-centric power delivery are not in the scope of this thesis, as it is obviously not
comparable with the mesh-like power network in the TCA concept, which laid out all
over the entire a 3D computing array. However, to give an overall view of this kind
of power delivery method employed in typical machines, a short discussion in this
subsection is provided.

For a holistic picture of power supply system, Figure 2.20 shows the structure of
traditional data centre supply system. It can be obviously seen that the system is
dominated by DC power supply. Whilst all the loads are DC-powered, the original
power sources can be either AC or DC. To narrow it down to power components near
to the actual computing boards, various systems may employ or develop their own
power supply units (PSUs), and/or power distribution units (PDUs). Generally, one
of PSU’s functions is converting AC to a well-regulated DC power source. However,
it is also implementation specific. Some systems may only perform AC-to-AC step-
down conversion. Respectively, a PDU, as its self-explanatory name, is responsible for
distributing power through some sort of network. A PDU can be a simple small power
strip, or some form of a back-plane bus as shown in Figure 2.21. The appearances
of PDUs are not limited to these rectangular-shaped units. Some implementation
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alternatives may not even be insulated. One heat-related reason is to let the conductive
media cooled down by the cooling system employed in the facility.

Figure 2.20: Traditional data centre supply system. (reprinted from Figure 1 in [54])

Figure 2.21: Examples of power distribution units. (a) shows a power strip for AC power, and (b) shows
two rails of back-plane PDUs which can be found in a rack or cabinet. ((b) is reprinted from [55])

Relating to the inter-node power method in TCA, the meshed power network can be
technically considered as a form of PDU. This is due to the fact that in traditional
rack-mounted systems, the PDUs are the components located at some certain loca-
tions, but typically at the back-planes, to supply power to computing boards mounted
in a rack. With the same logic, the meshed power-network in TCA distributes power
to each of computing nodes all over the system, hence the name TCA power distri-
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bution grid. Internal paths between power connector facets form an internalised PDU
pathway, whereas the PDU pathways are external in traditional PCB and back-plane
systems.

Given a concise picture of typical inter-board level power delivery, it is obviously
considered that the methods employed in traditional rack-mounted systems are sig-
nificantly different from the TCA’s power delivery investigated in this thesis. In the
traditional systems, a unit, typical a board, is directly supplied with the required volt-
age. Whereas, the input voltage for a node (tile) in TCA, can be impacted by several
factors, for example, the implementation of power topology, correlated failures from
power rails nearby, electrically conductive media of the power-grid network itself, plus
the dynamics of the internal power loads at the node level such as PEs carrying out
some computing tasks with varying workload.

2.5.3 Power Modelling at the Computing-board Level

For computing-board-level power modelling, a possible method, however, considered
complicated, is to measure separate power consumed by intra-board components,
such as voltage regulators (if equipped), network chips, and PEs. Using this method,
the whole board-level power consumed can be broken down to individual components
contributing their own portions of power. The difficulty may arise upon this method as
all the components in a pre-manufactured board may have been well laid out without
voltage and/or current readout points on the PCB. In another way, a simpler method
is measuring the whole board power consumption during its operation. In particular,
this method is preferred in this thesis as from the perspective of the power network,
the whole node-level circuitry affects the input voltage and current, which is adequate
for the scalability evaluations in this thesis. However, in this subsection, only some
attractive PE power models are discussed as PEs are the main actual units to perform
computing workloads. However, as mentioned earlier, other power and energy models
can also be found in detail in [52] and [53].
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There can be many scenarios of interest in terms of statistical power data, for in-
stance, stand-by, average, or the worst case. To make the situation even more com-
plicated, considering only the PEs, they can continuously and dynamically vary their
own power loads over a fine-grained period of time domain. For CPUs, as a PE type,
special processor-level registers called performance monitoring counters (PMCs), can
be employed to create models by relating events involving the activities of the CPU.
Using this method, the model can predict power estimation at a fine-grain level over
time. Examples of PMC-based models can be found in [56], [57], [58]. The advantages
of the PMC technique also comes with some drawbacks. As these specialised hard-
ware counters are required, CPUs without PMCs can obviously not take advantage
of this processor-level power modelling idea. Another CPU-related power modelling
technique is to use CPU utilisation, [59], [60]. With this method, the CPU utilisa-
tion reported by the operating system can be related to the CPU’s power, without
requiring PMCs.

Another widely-used type of PE discussed in this subsection is field-programmable
gate array (FPGA). The idea of CPU utilisation may also be feasible for relating
power to computing workloads in an FPGA if the interested re-configurable area is
implemented as a soft-core processor with an operating system running on it to report
the soft-core CPU’s utilisation. However, a soft-core processor is implementation spe-
cific, depending on several factors such as the micro-architecture itself and the FPGA
synthesis tool employed. In another way, an FPGA vendor may provide a power esti-
mation tool, for example, Xilinx® [61] Power Estimator (XPE) [62]. The tool provides
a spreadsheet file helping with estimating the power consumption of an FPGA by
inputting various parameters of the components inside. With this tool, a user can
estimate the worst-case power by adjusting all the parameters to be both temporally
and spatially active.

2.5.4 Voltage Regulators

In this subsection, voltage regulators are discussed in the context of how they are
required in TCA, rather than in terms of comparison of various types of regulators.
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Typically, modern PEs, for instance, CPUs and FPGAs, are designed to support low
input voltages from 3.3 V or lower [63], [64]. Apart from the PEs, I/O circuitries
also rely upon operating ranges of supplying voltage requirements. This results in
input voltages of computing boards required to be in acceptable ranges of the voltage
regulators employed. In traditional rack-mount systems, as mentioned earlier, PDUs
may distribute AC or regulated-DC power directly to each node (computing board,
e.g., rack/blade server). However, in TCA it incurs voltage drops in internal layered-
nodes. Thus, the considerations of voltage regulator in TCA are not only concerning
adequate levels of external voltages supplied at the surfaces, but also ensuring the
voltage regulators employed are suitable for the voltage drop issues in the system.
With this reason, switching regulators are preferred choices compared to linear ones
due to their higher efficiency, lower heat dissipation. Figure 2.22 shows some examples
of power efficiency curves.

Regarding the voltage drop issue in TCA, it can be seen that the system can be
powered by supplying voltages at its surfaces with two different power rail models -
1) Direct supply rail model - the board’s required input voltage supplied at system
surface + without local regulators. This supplying model does not require a voltage
regulator for board input voltage, but will bring about the following problems.

▶ Board input-voltage stability: This will occur due to the voltage drops caused
by the internal and contact resistances of the inter-node power media such as
connector pins, and also the varying power by dynamic computing workloads.

▶ High currents in the power rails: As the modern PEs in a computing board
tend to be designed for low voltages but consume high wattages, directly sup-
plying the required regulated voltage at the system surfaces could cause much
higher currents all over the system. This issue will also negatively impact on the
power wasted on connector pins, and also dramatically reduce their lifespans.

▶ High-current capacity power supply units: As high currents are required, it
is straightforward that the power supply units employed need to support high-
current capacity. This may also require large-sized external conductive media
such as very-wide diameter power wires. Higher specifications of the power
supply units also mean higher costs of equipment.
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The other power rail model is - 2) local regulated power model - external higher
voltage + with local node-level regulators. Using this voltage regulation model, all
the problematic issues mentioned can be mitigated. Thus, local voltage regulators
are employed in the current TCA design. Switching regulators, as aforementioned,
have their own advantages. However, for simulation purposes they also have some
drawbacks that intensively affect simulation efforts in this thesis. With this difficulty,
one comes to the next subsection to discuss the suitability of modelling switching
voltage regulators in this thesis.

Figure 2.22: Examples of switching regulator efficiencies with varying input voltages and load currents.
(reprinted from ’Typical Performance Characteristics’, page 4 in [65])a

a With granted permission by Analog Devices, Inc.
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2.5.5 Switching Regulator: Average VS Complex Models

With the complex design of switching regulators, it incurs a drawback of long simu-
lation times. Thus, some semiconductor companies provide average models of their
switching regulators for simulation purposes together with complex (cycle−by−cycle)
models. One issue concerning any voltage regulator simulation models provided by
any companies is that if some of the ground signals of the models are directly tied
to the global ground of SPICE simulation, the simulation results will be inaccurately
simulated. This issue can be resolved by spending efforts on understating the internal
mechanism of the models and manually editing the simulation models.

However, for proprietary models, the circuit modeller may need to consult with the
companies to provide alternative models with non-globally tied grounds. This issue
can be illustrated in Figure 2.23. This grounding issue is completely eliminated by
the simplified model proposed in this thesis due to the board modelling process only
focusing upon the ground level of a single switching regulator simulation model itself,
thus it is not affected by the globally tied grounds in the original models.

The simplified model will be discussed later in Chapter 3. Regarding the averaged
models, they are able to be manually modelled by the circuit designer to simulate
the average behaviours of the regulator employed in the system. [66] provides several
average-model methodologies. However, the models require efforts to comprehend
the internal mechanism of the regulator and the process of converting a switching
model to an average one. Several works such as [67] and [68] also provide automated
methodologies for modelling average models.

Concerning the objectives in this thesis, the averaged modelling of switching regu-
lators is itself beyond the scope and not in the interest of this thesis. Rather than
investigating the averaged switching models, this thesis focuses on the perspective of
the inclusion of a suitable switching regulator model for power-grid simulation design.
Thus, it has been briefly discussed here for the completeness as part of the surveyed
related modelling methodologies.
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Figure 2.23: Example of grounding issue for a voltage regulator simulation model on a 2x2 conceptual
computing boards in a TCA. Each of the resistors surrounding each module represents inter-node power
medium resistance. (a) shows a correct modelling, whilst in (b), the ground of each regulator model is
directly tied to the global ground of the SPICE simulation. (c) shows the global positive and negative
(ground) rails. This example is only for illustrative purpose. In the actual TCA systems, it is considered
much more complex due to the 3D meshed power network.

In this thesis, this issue of the complex model is tackled by proposing a simplified
model by modelling the whole board power consumption as a single lumped-resistor∗.
This technique totally eliminates vendor-specifics, for both simulation models and the

∗ As DC power can be formulated as 𝑃 = 𝐼2𝑅, thus, the current following through a specific device
is also involved. This will be demonstrated later to show how the models and simulation framework
proposed in this thesis achieve this lumped-resistor value in Chapters 3 and 4.
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simulator itself, the effort of average modelling, and mitigates long-simulation time
issues. It will be demonstrated later that curve fitting was adequately effective under
the assumption of constant regulated load power [42]. The proposed simplified model
will be thoroughly discussed in Chapter 3.

2.6 SPICE Simulators

Given that the surveyed previous work on tiled and meshed power-network models
shows that there have not been any such suitable models developed that are applicable,
a new simulation tool-set was required, which would in this case relied upon an existing
SPICE simulator as part of the custom power-network simulation in this thesis. This
is one of the important contributions of this thesis, which will be demonstrated later.
Concerning circuit simulators to be employed in this thesis, several SPICE simulators
are available. LTspice® [69] is an example of free proprietary simulators. Whilst some
are available as open-source simulators, e.g., ngspice [70]. In this thesis, LTspice® is
required due to the switching regulator’s simulation model employed. ngspice is also
another SPICE simulator employed to demonstrate the SPICE-simulator portability
of the simplified models proposed in this thesis.

2.7 Mapping Tasks Into a Parallel/Distributed

Machine

Task mapping in this section will be discussed from the point of view of system
packaging, which impacts on how computing tasks will be actually mapped in physical
locations, rather than exhaustively discuss mapping algorithms as part of literature. In
parallel/distributed computers, different application domains can have many forms of
data communication patterns as shown in Table 2.5. A single computing job submitted
to be executed on a parallel/distributed computer can be broken down into tasks
communicating together to complete a desired set of computations. Each task in a
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job is mapped into a portion of computing elements, e.g., CPU core. This means that
an inefficiently-designed mapping algorithm is one of the factors that can adversely
impact on the physical distances and hop counts amongst those tasks allocated. Apart
from the algorithms performing task-PE mapping, in the hardware-design perspective,
the computing-node packaging systems at any level such as the PCB designs in
computing boards, how they are actually located, and hardware channels implemented
in physical 3D space, can also be factors that impact on physical distances. These
are the issues that the TCA concepts essentially aim to tackle.

In Table 2.5, It can be seen that not only node, channel, and topology, as implemented
in an interconnection network, will impact on a machine’s computing performance,
but also traffic patterns of the applications running on the network. A traffic pattern
represents how each node demands to send data units to a destination node. To
perform these traffic patterns effectively from the hardware point of view, the real
hardware design structure should be part of considerations for optimising hop counts
and channel latency to be as low as possible. On the contrary, channel bandwidth
should be maximised. Apart from the task-mapping issue, wire lengths, are also an-
other factor, which have already been mentioned in Table 2.3, providing examples of
wires’ critical lengths that impact on channel bandwidth. Short links and the high
availability of low hop-count data pathways are therefore two very valuable attributes
for HPC systems.
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Table 2.5: ”Network traffic patterns. Random traffic is described by a traffic matrix, Λ, with all entries
𝜆𝑠𝑑 = 1/𝑁. Permutation traffic, in which all traffic from each source is directed to one destination,
can be more compactly represented by a permutation function 𝜋 that maps source to destination. Bit
permutations, like transpose and shuffle, are those in which each bit 𝑑𝑖 of the 𝑏-bit destination address
is a function of one bit of the source address, 𝑠 𝑗 where 𝑗 is a function of 𝑖. In digit permutations, like
tornado and neighbor, each (radix-𝑘) digit of the destination address 𝑑𝑥 is a function of a digit 𝑠𝑦 of the
source address. In the two digit permutations shown here, 𝑥 = 𝑦. However, that is not always the case.”
(reproduced from Table 3.1 in [15])a

Name Pattern
Random 𝜆𝑠𝑑 = 1/𝑁
Permutation 𝑑 = 𝜋(𝑠)

Bit permutation 𝑑𝑖 = 𝑠 𝑓 (𝑖) ⊕ 𝑔(𝑖)
Bit complement 𝑑𝑖 = ¬𝑠𝑖
Bit reverse 𝑑𝑖 = 𝑠𝑏−𝑖−1
Bit rotation 𝑑𝑖 = 𝑠𝑖+1 mod 𝑏
Shuffle 𝑑𝑖 = 𝑠𝑖−1 mod 𝑏

Transpose 𝑑𝑖 = 𝑠𝑖+𝑏/2 mod 𝑏

Digit permutations 𝑑𝑥 = 𝑓 (𝑠𝑔(𝑥))
Tornado 𝑑𝑥 = 𝑠𝑥 + (⌈𝑘/2⌉ − 1) mod 𝑘
Neighbor 𝑑𝑥 = 𝑠𝑥 + 1 mod 𝑘

a With granted permission by Elsevier

2.8 Summary and Implications for Hypothesis

This chapter discussed previous work related to traditional rack-mount systems, the
relatively new and novel TCA concepts and highly relevant work, and also other re-
lated topics required for the modelling and simulation framework for evaluating the
feasibility of TCA power distribution grids. Even though a TCA hardware-variant has
been proposed in [12], it has not yet been implemented as a practical large-scale
system by any researcher. Thus, several aspects, for instance, engineering factors for
practical building, external power supply systems, and also in particular the power-
distribution grid, are left as research gaps in non-conventional packaging techniques
for parallel/distributed computers. Apart from the physical construction, interconnec-
tion network performance is also a subsequent issue that is impacted by different
methods of system packaging.

Having evaluated the literature in the field and the techniques and concepts that
relate to the original research hypothesis, it will now be clear that there are some key
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areas of work that need to be addressed in order to test the research aims set out in
Chapter 1, and the question:

Is it feasible to build a large-scale power-grid network of Tiled Computing Array, whilst
still scaling up the system computing performance?

And now clearly, the underlying questions include the following sub-questions:

▶ What are the necessary design choices for constructing tile-able modules?
▶ What are the component characteristics of the power grid in a TCA array?
▶ How is system computing performance influenced by the power grid design and

limitations?

In order to address these questions, a combination of theory, practical hardware con-
struction and evaluation, and system simulation and modelling will be necessary. The
remainder of this thesis explores these issues and then makes suitable conclusions.
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The abstract concept of TCA can be applied to construct many variant hardware
designs and implementation alternatives. In this thesis, hardware prototypes are built
for simulation purposes, for instance, to validate models for accuracy, and also for
gaining insights into unforeseen practical issues and suitability in various aspects.

In particular this chapter will attempt to address one of the key research questions
and two of the the three related sub-questions as stated below:

▶ Is it feasible to build a large-scale power-grid network of Tiled Computing Array,
whilst still scaling up the system computing performance?

• What are the necessary design choices for constructing tile-able modules?
• What are the component characteristics of the power grid in a TCA array?

Answering these questions, in practice, requires the development of suitable simula-
tion and modelling frameworks, and their validation against real prototypes (in order
that the simulation framework can be considered accurate and capable of making
projections of system behaviour at scale). An important part of that overall aim is the
modelling of viable component systems such as the board level models of hexagonal
tiles.

From the simulation point of view, an inter-node power-rail medium can be modelled
as a lumped resistor if considered only the pure resistive property. However, hardware
implementation can involve a range of choices, e.g., an off-the-shelf connector with
some form of materials used to facilitate power rails or grids. For example, connector
pins, a custom design of hexagonal copper-plate used for the same reason (as discussed
later in Section 3.3), both capable of supporting large amounts of electrical current,
but also incurring manufacturing difficulties.
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With the aim of being able to build real prototypes during the PhD research project,
various factors were considered such as the research objectives, construction diffi-
culties, expertise collaboration, funding, and research time-frame, some off-the-shelf
hardware components are selected for simplicity at this stage of the research, whilst
some other parts, for instance, hexagonal tile-frames and PCBs, are built as custom
components. Although there can be many possible implementation choices for a sin-
gle concept, the methodologies for modelling and creating the simulation framework
are intentionally as simple but well-structured as possible to support the simulation
demands for the hardware prototypes built in this thesis, and also for the adaptation
of future variant designs.

In this chapter, the hardware prototypes and each of the models proposed in this thesis
will be discussed in detail, whilst the whole discussion of the simulation framework
will be separately organised in the next chapter.

3.1 Relevant Research Objectives

Both the research objectives 1 and 2 are relevant to this chapter. Each of the objectives
will be elaborated and the sections in which they are achieved are also given as
follows:

3.1.1 Objective 1: Employing and Designing Models and

Simulation Tools

Methodologies/Activities:

▶ Electrical circuit design: As the scalability evaluations in this thesis focus
upon electrical quantities in the power-distribution grid model, the circuit mod-
els involve both of building the full prototype-board model and the simplified
board model for fast simulations. These can be found in Sections 3.2 to 3.4.
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▶ SPICE simulation: Understanding SPICE coding for circuit elements and sub-
circuit creation, are essential for good practice of simulation tools with modular
design. Although the final product of prototype-building is hardware, the prior
processes also involve the original voltage-regulator model SPICE-simulation.
Thus, this item can be found in Sections 3.2, 3.4, and 3.5.

▶ Model simplification: As the main purpose of the thesis is to evaluate the
scalability of the power-grid model, the drawbacks of the inclusion of switching
model of the regulator adversely affect simulation activities in terms of simu-
lation times and machine’s performance requirements. A model simplification
technique, e.g., curve fitting, is required for large-scale evaluations. A resistor
network as a result of the experimental non-conventional conductive shape is
also considered a model simplification. Thus, the main relevant parts are Sec-
tions 3.3 and 3.4.

Expectations and outcomes:

▶ Parameterised SPICE-model files for simulation: This is the key outcome,
and can be found in Section 3.4.

Success Criteria:

The models need to be designed at abstraction levels adequate for reasonable simula-
tion times and precision. Thus, the models are to be compared against real hardware
for validation of accuracy.

3.1.2 Objective 2: Hardware Validation

Methodologies/Activities:

▶ Electrical circuit design: Whilst the circuit design in the objective 1 can be
carried out solely on a SPICE simulator, the circuit design in this objective
needs some other careful consideration regarding the hardware prototypes. For
example, the limitations of circuit design for hardware validation are primar-
ily driven by the availability of funds, practicality of construction techniques,
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and timescales, available in a university research department. Nonetheless pro-
totypes needed to meet certain purposes, particularly allowing power grid be-
haviour to be physically tested and then providing suitable data for simulator
validations. The relevant parts for hardware-prototype circuit design can be
found in both Sections 3.2 and 3.5.

▶ 3D printing: Regarding the non-conventional packaging form (e.g. hexagonal
frame) existing in the TCA design in this thesis, 3D printing is employed for
customising the hardware prototype mounting frames according to the novel
tiled geometries. This task can be found in Section 3.2.

▶ Geometry: The geometric considerations in this objective require the precision
of the 3D-printed frame. Imprecise geometrically designed 3D-hexagonal tiles
could lead to sub-standard physical mating, resulting in grid-coupling issues.
Also, this task can be found in Section 3.2.

▶ Hardware prototype construction: Section 3.2 is dedicated for this item of
task. After all of the designs of circuits and packaging frames are considered,
the final process is to assemble the hardware prototypes. For example, this step
involves PCB manufacturing, soldering, connector attachment, packaging frame
refinements due to 3D-printing errors, etc. This work involved considerable
interaction with the Department of Computer Science technical team and their
support in construction procedures.

Expectations and outcomes:

▶ A set of working hardware prototypes that can be measured: The pro-
totypes successfully built can be found in Section 3.2.

▶ Validation simulations: This set of simulations is to validate the accuracy of
important parameters, starting from a single tile, to multiple combinations, and
then to complete ball modules. The simulation results are given in Section 3.5.

Success Criteria:

The accuracy of the models running on the simulation framework should be within
acceptable error percentages to gain better understanding of real hardware and the
variability of actual components in practice (for example, connector resistance, actual
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versus data-sheet and so-on). Importantly, a degree of error can be tolerated, but
being able to quantify the error range allows the simulation models to be understood
to offer realistic projections of performance within the same error range.

Given the relevant research objectives, the rest of this chapter will discuss all the
details relevant, then closing the chapter with discussing the success criteria.

3.2 Hardware Prototypes

The hardware prototypes in this thesis∗ are considered based-on variant designs in
terms of the unit shape and edge power-connection in [38], [14], and [12]. Although
the hardware prototype designs in this thesis share some similarities with the afore-
mentioned works, there are some distinctive differences that can be seen in Figure 3.1
such as tile-fan for cooling, a variant of off-the-shelf magnetic connector with pins for
data I/O and power. The embedded hexagonal-board inside is also built purposely to
support model validations in this thesis, but also provides some flexibility for assem-
bling additional components via an IC socket. The conceptual design of this variant
can also be seen in Figure 3.2.

The smallest building block of the prototypes in this thesis, referred to as hex-tile, has
alternate angles at tile-edges as depicted in Figure 3.2(a)-(c). Processing elements
(PEs), e.g., CPUs, and also memory, routing units, and power-conversion circuitry
such as voltage regulators, can be embedded inside as illustrated in Figure 3.2(b).

All six bevelled tile-edges can be used for power/ground rails and communication-
channel ports, conceptualised as shown in Figure 3.2(d). Each of the communication
I/O rails is typically routed from a dedicated pin of the embedded computing chip to
another one in an immediate neighbouring tile, however, a shared data channel like
a bus is also a possible design to broadcast a physical signal to multiple destination
nodes.

∗ All of the collaborative efforts on the hardware prototypes are given in Author’s declaration.
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Figure 3.1: (a) shows top and bottom views of a hex-tile prototype. (b) shows a half-ball (petal) com-
position. (c) shows eight tile-frames composed as a ball upon a power base-plate providing power via the
trapezoidal faces. (d) illustrates a ball with two tiles removed, being powered and demonstrating different
power loading by LED colours. (reprinted from Figure 8 in [42])a

a In the photographs, the tiles were powered by wires as the power base-plate were still in an early stage
of design.

The outer hexagonal metal grey ring which can be observed in Figure 3.1(a) is a shared
power (or ground) rail integrated with the PCB layout, and appears on both sides of
the PCB (for positive and ground rails). This tile-level metal ring can be connected to
its immediate neighbours via all the six edge-connector pins, forming a unique complex
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Figure 3.2: Illustrations of conceptual designs and a hardware prototype. (a) illustrates a conceptual
model of the tile frame. Examples of possible materials are plastic or ceramic. In (b), the tile frame is
shown with an embedded PCB or Multi-Chip-Module (MCM). As shown in (c), a tile may also be covered
with a partially transparent material, allowing the visibility of components inside. (d) shows a possible
data I/O connectivity upon each tile edge, represented by the dashed/blue lines, whilst solid/red arrows
show power and ground rails. Having composed a group of eight tiles in 3D, it can make up a truncated
octahedron, a ball-like volume shown in (e). Finally, (f) illustrates a ball-frame prototype. (reprinted from
Figure 1 in [42]a, (e) is adapted from [71])
a (a)-(c), (f), are generated by Christopher Crispin-Bailey.

power-network of a TCA design. Regarding the alternate angled edge-connectors, a
group of tiles can be formed as a 1D, 2D, or 3D-array topology of eight-tiled ball-
like unit. A theoretically truncated octahedron shape, which is equivalent to the ball
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Figure 3.3: Example of a double packed internal array of 2×2×2 grey balls embedded in between the
existing 3×3×3 array. Some of the balls are removed to expose the internal balls. (reprinted from Figure
2(b) in [42])a

a Generated by Christopher Crispin-Bailey, using OpenSCAD [72] modelling tool-set

structure can be found in [73] and [74], and is well known to be a permutahedron
with high three-dimensional packing density.

The current design of the hardware prototypes allows balls to be coupled together via
the trapezoidal edges. However, in future variants, instead of a tile, a smallest unit
of a truncated-octahedron shape is also possible. With this shape, both the square
and hexagonal surfaces can be options for different power, data communication, and
cooling purposes. To increase the node density in this ball-array system, a second
group of identical balls can be embedded using the space between balls in the existing
array. An example of ’doubled-array’ in a single TCA system is shown in Figure 3.3.
The total number of balls of a single cubic-array system with 𝑛 balls per dimension
can be formulated as 𝑛3, whilst 𝑛3 + (𝑛− 1)3 is for a doubled-array system, increasing
the density almost twice for large systems.

To supply power to a TCA ball-array, it can be conveniently facilitated at the outer
surfaces of the array, where those external balls present trapezoidal connection points
(T-facets). Full connection of all of these external T-facets maximises the power
capacity to the system and also guarantees the best current distribution in the entire
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system. However, given the power-network structure and the power demands inside
the system, an exhaustive connection scheme may be unnecessarily overpopulated,
suggesting that some other connection patterns with lower connection counts may
allow adequate power, whilst still within the constraints of voltage drop and connector-
pin current. In theory there will likely be an ideal pattern of external connections to
meet any scenario.

With this unique TCA power-network structure, and unlike traditional rack-based
system power back-planes, inter-tile voltages and currents behave differently, even
when those tiles are consuming the same amount of power. This attribute is due
to inter-node electrical resistances from the implemented conductive materials such
as connector pins, node-level power consumption itself, and the cascaded networked
power structure. It is not only the current-flow pattern in the system that is unusual
compared to rack-mount systems as a concern, but also the connector-pin voltage/cur-
rent specifications themselves at each intermediate point within the grid that must be
complied with. This power-related modelling challenge is a key motivation in this the-
sis, aiming to investigate the models, simulation framework, and hardware prototypes
for the scalability of the TCA power network.

Given the detailed concerns regarding the power network, it leads one to define impor-
tant key constraints for viable TCA systems to operate within those power attributes.
The constraints defined should ensure that every tile must be operating without elec-
trical requirements and violations. In this thesis, the electrical constraints focused
upon in the power network are defined as follows:

▶ 1) The board-level regulated output voltage is within the specified levels, for
instance, in many typical computing boards, at 5V.

▶ 2) The input voltage of the board-level power-conversion unit, e.g., voltage
regulator, is in the specified operating ranges. For example, 7V to 24V. This
ensures that the power-conversion unit correctly operates to regulate the desired
output voltage in 1).

▶ 3) Every current flowing through connector pins does not exceed the current
limit specified by the pin manufacturer, or some chosen lower limit.
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Heterogeneity is also a factor. In a real TCA system, each tile-able unit may con-
tain different components from the others, e.g., CPUs, memory, pure networking,
re-configurable devices such as FPGAs, power-storage, shared memory banks, SSDs,
GPUs, etc. Therefore, each of the constraints 1) and 2) above may not be only a
single uniform value for all nodes.

Consider for instance, tile A may require 5V output-load, whilst tile B is regulated
at 3.3V with a complete different voltage regulator profile and supplier. Whilst the
tool-sets developed are able to accept any variations in constraints, in this thesis it
is assumed, unless stated otherwise, that all tiles have the same voltage regulator.
Likewise, every regulated load-resistance in the entire system may be different, but
each is also assumed constant over a given time domain in a single simulation.

To close this introductory section for the hardware prototypes in this thesis, the
prototypes are currently designed to employ wired communication channels. However,
it is not limited to a regular 3D-mesh topology, as variant designs can be possible
via both the square and hexagonal faces of tile and/or ball compositions. An inherent
drawback of a 3D-mesh topology is the maximum hop-count for large mesh sizes. A
possible mitigation is to additionally add wrap-around channels to construct a 3D-
torus topology instead. More advance techniques such as wireless communication is
also a potential technique to mitigate wired hops. [31], [32], [34], [14], [33] also
investigated optical or wireless (radio) communication techniques. Optical data links
are also highly promising, with silicon photonics and bonding of wave-guides to silicon
die, providing a road-map for highly integrated I/O in future systems.

3.3 Arbitrary Electrically-conductive Media Designs

All the main evaluations in this thesis are based on the models built upon an off-the-
shelf connectors employed in the prototypes. However, in future work at intra-module
and inter-module (e.g., tile) developments, the models are not limited to conventional
medium shapes such as rounded/rectangular pins or internal PCB power rings or
planes. In this section, a design flow for simulating arbitrary conductive shapes is



3.3 Arbitrary Electrically-conductive Media Designs 63

briefly discussed to provide an overall view for building custom shapes to delivery
power to TCA nodes. This particular piece of development would also further open
more investigations into both power capacity and heat issues, as the conductive media
may also be employed for cooling.

Apart from the power-delivery network, a specific type of the electrically conductive
medium employed in a computing unit may not only serve power delivery purposes,
but can also help with heat dissipation, for instance, by direct contact with the IC
packages to draw heat being dissipated. Thus, designing a power medium can also
simultaneously involve cooling purposes. At an early stage of this research, some
methodologies and software packages/platforms for this design choice were also in-
vestigated. The investigation utilised existing specialised tools, rather than deeply
investigating into the properties of materials. As the current stage of the TCA proto-
types focuses on DC current, therefore, DC conduction analysis will be discussed for
the possibility of custom-shaped conductive media.

MATLAB® DC conduction solution [75] and QuickFieldtm DC conduction analysis
[76] are the two main tools surveyed in this thesis as part of the exploration of
methodologies and relevant software. Using these design environments, a custom-
shaped electrically conductive medium can be initially modelled as a 3D model using
a separate free and open-source 3D computer-aided design (CAD) modeller such
as FreeCAD [77]. Examples of DC conduction analysis on MATLAB® are shown in
Figures 3.4 and 3.5. This work may be of particular interest for future researchers
wishing to explore ways to increase the internal current capacity of the tiles or balls
as part of a TCA cascaded power grid. Options include a simple full-area PCB layer
(power-plane) dedicated to each of the power rails (positive or ground) to increase
current capacity and lower cascaded resistances, or metal components of thicker metal
form that could act as both a heat-sink and a power plane at the same time.

Having modelled a custom-shaped medium and taken a DC conduction analysis, the
obtained electrical-current data can then be used for building a simplified equivalent
circuit of resistor-meshed network. This circuit can be easily added into the hierarchy
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Figure 3.4: Example DC conduction analysis (Electrical Potential) on a hexagonal-shaped conductive
medium. (a) shows a frame view with face numbers. (b) gives an electrical potential distribution on the
object. In this particular case, an electric potential of 5V is applied on a single rectangular edge, which
can be obviously seen in the red area. All the other edges are applied with an electric potential of 0V.

of SPICE sub-circuits for voltage/current analyses in a TCA system. A possible design
flow can be illustrated in Figure 3.6.
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Figure 3.5: Example DC conduction analysis (Current Density) on a hexagonal-shaped conductive
medium. (a) shows only the y-component of the current density, and (b) combines all the x, y, and
z components, of the hexagonal medium. As this medium shape is a thin 3D object, it can be roughly
considered that most of the currents flowing in this object are only in x and y axes.
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Figure 3.6: Experimental custom electrically conductive medium shape modelling. a possible design flow
starts from modelling a custom shape, followed by (a), electrical potential/DC conduction analysis, and
finally building an equivalent lumped-resistor network. (b) illustrates an edge of the object showing an
area for current flows. (c) shows a vector-field plot of current flows in the object. This experimental design
can be part in the future simulation framework.
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3.4 Prototype Models

Traditionally, the power-delivery topologies found in rack-mount systems utilise a
busbar system [78] or some form of power network via the back-plane, distributed
to each computing board in a rack/cabinet. On the other hand, the power network
in TCA is rather a grid-like topology. Concerning power-grid models, the appearance
of the RLC network model in [79] is a good example of electrical network that has
some similarity to the power network in a TCA system. However, the model was not
intentionally investigated at the inter-board level focused in this thesis.

At a higher level, [53] surveyed several energy and power models in HPC systems,
categorised by the components of systems. It is found that the models are for either
PEs, interconnects, or at the system level, rather than the model of the power delivery
itself. Due to no identifiable existing power-network modelling and simulation tools
being found which fit the expectations of the unconventional TCA power grid, cus-
tom circuit models and simulation tools were required to be built for the constraint
evaluations. These models are also validated against the hardware prototypes. Each
of the models will be discussed in the following subsections.

3.4.1 Tile Modelling

The top-level module of the tile model consists of two sub-modules, 1) inter-tile power
medium resistance-model, which represents connector-pin resistance in the present
prototypes, and 2) the board model, representing the board power consumption of
processing element(s), and all the other components regulated by the voltage regula-
tor, including the power loss in the regulator itself. The separation of the sub-modules
allows for modular flexibility. For instance, changing the characteristics of inter-tile
coupling resistances does not affect the board model itself. A conceptualised model
of the tile simulation model is shown in Figures 3.7 and 3.8. The conceptualised tile
model represents the ’circuit-based board-resistance adjuster’ described in Subsection
4.7.1, and the software implementation, ’post-processing based’, is also discussed.
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In this thesis, the current/voltage measurement modules, and the equivalent board-
resistance adjuster are proposed with two different alternatives. These elements will
also be discussed in Subsection 4.7.1. For simulation purposes, they can be considered
auxiliary simulation components during board-resistance adjusting simulations. How-
ever, in a real hardware tile, the concept of these elements can be applied to build a
power monitoring unit to control the power consumption of the regulated load.

Figure 3.7: (a) shows conceptualised tile model. (cropped from Figure 4 in [42]). The resistors named
r_p_resist and r_g_resist represent positive and ground rails of an edge power-connection. This inter-tile
electrical medium resistance model can also be found in Figure 3.9. In (b), a legend describes the rest of
the simulation components.

3.4.2 Connector-pin Resistance Modelling

Modelling the connector-pin resistances is one of the most important modelling-
related tasks required in this thesis. The tiny resistance value of a fraction of 1Ω
seems to be trivial at first glance. However, the total cascaded resistances of con-
nector pins all over the power network should not be underestimated for large-scale
systems. In Figure 3.9, the total resistance per mated pin-pair is a combination of
1) the internal resistance of a single pin, plus 2) the contact resistance phenomenon
occurring in between.

Aside from the internal resistance of a pin, the additional surface contact-resistance
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Figure 3.8: Comparison of a tile prototype with the conceptualised tile model (cropped from Figure 4 in
[42]). Although the voltage and current measurement modules are added for simulation purposes, these
modules can also be optionally implemented in a physical tiled computing unit for power management
purposes.

does not only inherently affect the electrical quantities, voltages and currents, in the
power network. It can also cause problematic system-level issues if not well-assembled
to be appropriately mated. This contact resistance can be obtained from 1) the
supplier’s datasheet, or 2) manual measurements with adequate high-precision equip-
ment. To design a model representing these two types of resistance, a single lumped
resistor, named r_p_resist, models either, a single tile-edge power (positive) pin, or a
collective parallel pins on the same connector. For the ground pins, they are modelled
in the same way with the resistor named r_g_resist.

Additional parallel pins do not only have a beneficial effect on a higher current ca-
pacity, but also the reduction of resistance due to resistances in parallel. With the
simulation framework created in this thesis, simulations can estimate whether a single
or multiple parallel pin arrangement is required for all the currents flowing through
each connector. These currents flowing through connectors will thus be simulated for
connector-pin constraint evaluations. In this thesis, to simplify the model for large-
scale simulations, all of connector resistances are assumed to be uniform and constant.
However, an automated SPICE file can be later manually edited for resistance varia-
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tions, for instance, the effects of pin failure situations or variations in manufacturing.
Given a connector-pin arrangement at the tile edges, the next subsection will elaborate
how the power consumption of the hexagonal board is modelled.

Figure 3.9: Connector-pin resistance model. The resistor symbol named ’contact’ partially framed with
the red dashed line does not exist in the actual model used in a SPICE simulation file, but added in
this figure for illustration purposes. The contact resistance occurring between a mated pin-pair can be
split into halves and equally be added to the ’internal’ resistances on both sides for simulation purposes.
A photograph of the red-edge connector detachable housing taken from the prototypes. (reprinted from
Figure 3 in [42]))

3.4.3 Board Modelling

At an early stage of the research, some linear voltage regulator models were investi-
gated as options for converting the external supply voltage down to a desired on-board
voltage level for powering tiles. However, due to the drawback of power inefficiency,
this choice not only wastes a large amount of energy, especially when a TCA is sup-
plied with a much higher external voltage, but also could cause problematic heat
issues. With careful consideration, therefore, it is decided that switching voltage reg-
ulator models are a preferred option. In practice, a switching regulator obviously
offers the advantage of high efficiency, however, from the simulation perspective, it
raises some difficulties from its circuit complexity. One of the prominent drawbacks
is tremendously long simulation times. Moreover, with the large amount of TCA tiles
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Table 3.1: Comparison of approximate simulation times and file sizes between the full prototype-board
model and the simplified board model, for the 3x3x3-ball validation case shown in Figure 3.12.

Model Simulation time Simulation file size
Full prototype 21.68 hours 38.56 gigabytes
Simplified 72.23 seconds 74.45 megabytes

for simulation, it could cause a huge amount of memory required and also SPICE
convergence issues.

To mitigate the simulation complexity issue of switching regulators, some existing
techniques, for example, [66], provide a number of average-behaviour models, whilst
[67] and [68] investigated the automation of the modelling processes of switching
regulators. After thoroughly investigating these existing techniques, large portions of
detailed components in the models and processes were found to be unnecessary for
the purpose of the scalability evaluations in this thesis.

As a result of that analysis, a higher-level simplified model, is proposed as an alterna-
tive option for large-scale TCA simulations. The advantages of the proposed simplified
model are as follows:

Simplification:

The technique employed to simplify the board model was curve fitting, which was
found to be adequate to evaluate the relationship of board input voltage and current.
This is due to that the focus is how the whole board-level power consumption impacts
upon the power-distribution grid. The curve-fitted model also significantly reduces
simulation times and simulation result file sizes. A comparison of a test case is shown
in Table 3.1. The voltage regulator LT®3976∗[65] is employed in the tile prototypes.
This switching regulator, along with all the components in the tile, are converted into
a simplified board model to evaluate the whole TCA system when all voltages and
currents become steady under the assumption of constant regulated loads.

To elaborate how curve fitting is applied to derive a simplified model, in Figure 3.7,
the modelled resistor at the centre pointed by the arrow represents the whole board

∗ LT®3976 is a power-management product of Analog devices, Inc.
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resistance, indicating an instantaneous power consumption of the board. The adjuster,
as a virtual element∗ for simulation purposes, periodically samples the input voltage,
𝑣𝑖𝑛_𝑠, and current, 𝐼𝑏𝑜𝑎𝑟𝑑_𝑠. The adjuster alters the board-resistance value if a sam-
pled board input-current is found to be out of range with the given expected input
current, 𝐼𝑏𝑜𝑎𝑟𝑑_𝑒, for the input voltage being supplied, as formulated in Equation
3.1. This equation is automatically generated by MATLAB® Curve Fitter tool [80] by
analysing given multiple pairs of steady-state board input-voltage and average input-
current values extracted from a simulation of the complex board model shown in
Figure 3.10 given a regulated power-load. 𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠, input-current difference thresh-
old, is the parameter specifying the acceptable difference between the curve-fitted
profile and the sampled input current during a simulation.

𝐼𝑏𝑜𝑎𝑟𝑑_𝑒 = 𝑝1𝑣𝑖𝑛_𝑠3 + 𝑝2𝑣𝑖𝑛_𝑠2 + 𝑝3𝑣𝑖𝑛_𝑠 + 𝑝4 (3.1)

where:

𝑣𝑖𝑛_𝑠 = Sampled board input-voltage during a simulation
𝑝1..4 = Coefficients of the curve-fitting equation
𝐼𝑏𝑜𝑎𝑟𝑑_𝑒 = Expected input current (equation auto-generated by MATLAB®)

Now consider 𝐼𝑑𝑖 𝑓 𝑓 , as in Equation 3.2, which representing the difference between
the sampled and the expected input-currents based upon some changing adjuster
value. Once 𝐼𝑑𝑖 𝑓 𝑓 converges into the interval of (−𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠,+𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠), the board
resistance is maintained and then not further altered by the adjuster. There are also
two additional parameters. 𝑡𝑟_𝑖𝑛𝑖𝑡 initialises the initial resistance for a period of time.
Afterwards, 𝑅𝑠𝑡𝑒𝑝, controls the distance of board-resistance alteration in each clock
cycle. A flowchart describing the overall mechanism of this implementation of the
adjuster is shown in Figure 3.11.

∗ As the adjuster is a virtual element, technically, it is rather considered part of the simulation frame-
work. The detailed circuit diagram of the board model implemented with ’circuit-based adjuster’
can be found in Figure 4.8. However, it is also discussed in this chapter to provide the overview of
how board resistance is adjusted.
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Figure 3.10: Board model with the switching regulator model.a

a The original version of the schematic designed by Anthony Moulds contains some additional devices,
e.g., MOSFETs, to vary the regulated load in the prototypes. In this schematic, the load-controlling
circuit area has been removed, and the load itself is moved to a higher-level sub-circuit for modular
design.
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Figure 3.11: Overall mechanism of the circuit-based board resistance adjuster during a SPICE simulation.

𝐼𝑑𝑖 𝑓 𝑓 = 𝐼𝑏𝑜𝑎𝑟𝑑_𝑠 − 𝐼𝑏𝑜𝑎𝑟𝑑_𝑒 (3.2)

where:

𝐼𝑏𝑜𝑎𝑟𝑑_𝑠 = Sampled board input-current during a simulation
𝐼𝑑𝑖 𝑓 𝑓 = Difference between 𝐼𝑏𝑜𝑎𝑟𝑑_𝑠 and 𝐼𝑏𝑜𝑎𝑟𝑑_𝑒

After all of the board resistance values are in a steady state, this indicates that all
the board-model instances in a TCA are mimicking the averaged board input voltages
and currents of the switching-model simulations when all the switching activities
are steady. Having settled into this black box input voltage and current profile, the
simulation can be terminated, and board input voltages and currents, and connector-
pin currents, can be read out for constraint evaluations.

Regarding the Equation 3.1 aforementioned, the equation is an early form of curve
fitting used in this thesis. Afterwards, an improved fitting technique is also proposed



3.4 Prototype Models 75

Table 3.2: The differences between the two alternative fitting techniques for the board modelling proposed
in this thesis.

Curve Fitting
technique Input Output Rload-value support

Equation 3.1 as
published in [42] Board input-voltage Board input-current

Discrete:
A fitting equation for an Rload-value
existing in a board-model SPICE file.

Equation 3.3 Rload Board input-current
Continuous:
Multiple fitting-equations in a single
board-model SPICE file. Each equation
is for a single board input-voltage.

in this thesis and later used to run post-processing based power-distribution grid
simulations on ngspice as an alternative choice for open-source SPICE simulator. This
improved curve-fitting technique for board modelling is used to produce scalability
simulation results in Chapter 5. The equation form of the improved curve-fitting
technique can be seen in Equation 3.3.

𝐼𝑏𝑜𝑎𝑟𝑑_𝑒 = 𝑝1𝑅𝑙𝑜𝑎𝑑
𝑝2 + 𝑝3 (3.3)

The differences between the early and the improved fitting techniques are described
in Table 3.2. It can be seen that the input variable of the improved curve-fitting
equation only takes 5V-regulated load resistance (Rload) as an input. This is due to
that each of the multiple fitting-equations existing in a single board-model SPICE
file is generated for a single board input-voltage. In practice, the board input-voltage
can also be an arbitrary value during simulations and in hardware operation, thus an
interpolation process is required for a board input-voltage that resides in between a
couple of consecutive-stepped fitting equations.

Accuracy:

The simplified approach was found to still maintain high accuracy after validating
a ball-array simulation with the simplified model in comparison to the original more
complex switching simulation model of the regulator, as can be seen in Figure 3.10.
The model validation data can be found later in Figure 3.12, as discussed in Section
3.5. Regarding the 𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠, input-current difference threshold mentioned earlier,
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this parameter also consequently results in the accuracy of the simulation results,
ranging in the interval of (−𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠,+𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠). As published in [42], this pa-
rameterisable 𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠 is set to 0.01A during the adjusting process, and regarding
the curve-fitting model in Equation 3.1, accuracy is determined by selecting the opti-
mal number of polynomials used to fit the curve. Third-degree polynomial fitting has
been found to be adequate for modelling the board input voltage and current profiles.
The maximum values of the curve-fitting error thresholds of the sum of squares due
to error (SSE) and root mean squared error (RMSE) [81] for both the curve fitting
techniques were found to be approximately at 0.01.

Applicability:

As mentioned earlier, the modelling technique proposed focuses upon how the whole
board-level power consumption impacts on the power-distribution grid under the as-
sumption of constant regulated loads. Thus, the underlying implementation of intra-
board level components can be encapsulated as a black-box, resulting in mitigating
the difficulties of unnecessary intra-board complex modelling tasks. In practice, the
power consumption at this board level can vary due to dynamic computational loads.
However, the worst-case power consumption is one of the applicable power scenarios,
as it also guarantees the upper-bound of the whole board-level power consumption.

3.4.4 Voltage Regulator Modelling

As the voltage regulator is already an embedded part of the board model, it is unnec-
essary to separately model it. However, in future work if multiple voltage regulators
or power circuits reside in a single board for some advantageous reasons such as mul-
tiple voltage requirements, then each of the regulators may also be simplified as a
high-level abstract model for voltage and current characteristics.
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3.4.5 Regulated Load Modelling

The regulated load is also another element in the board model, and therefore not
needing to be treated as a separate modular model. For the completeness of com-
ponent description, it will be briefly discussed in this subsection. In both circuit and
post-processing based versions of the adjuster, the regulated load, Rload, can be seen
as a modelled single lumped-resistor. However, instead of being a SPICE-simulation
device of a resistor, the Rload value is used as part of performing the curve-fitting
profiling. In the same way as voltage regulator modelling, if future board-model imple-
mentations wish to contain multiple loads, e.g., different PE types, each of the loads
may also be separately modelled. It is worth emphasising again that a key concern of
SPICE simulation is that the greater number of SPICE elements, the higher circuit-
complexity for simulation and the more limited the opportunity to explore large scale
systems simulations (due to infeasible compute time and resource requirements). This
is also an important reason why the board model is designed to contain only single
lumped-resistor, board resistance, for large-scale simulations.

3.4.6 Ball-array Modelling

In the previous subsections, all of the models were discussed in a top-down approach.
This is due to the fact that most of the modelling tasks are actually at the tile level.
On the other hand, as a bottom-up approach, the TCA ball could be the starting
point as a possible unit for constructing a ball array, therefore modelling at the ball
level is also of interest. Most of the difficulties of modelling noted in this thesis are
from the tile level down to the regulated load, however, forming a TCA ball-array also
involves some considerations.

Modelling of an entire TCA system is analogous to a real hardware construction. Eight
tiles are coupled to be a ball, then balls are simply connected to construct a TCA ball-
array. From the power-network model’s point of view, at this point, a complex network
of series-parallel resistors is constructed. Afterwards, external positive and negative
terminals of power sources are connected, the entire resistor network is ready for
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simulation. It is also possible that a TCA system is not fully filled with consecutive
balls in each of the three dimensions. For instance, balls with the coordinates of odd
numbers might be deliberately absent in a topology in order to allow more free volume
for cooling, or to create specialised non-cubic topologies.

For a partially-filled array, an example is constructing a conventional 3D-array volume
with some balls absent from selected coordinates, perhaps for enhanced cooling, or
to facilitate internal bypass cabling to build arbitrary topologies to suit some specific
purposes. However, non-regular topologies need custom routing algorithms, and if
not well-designed, can lead to deadlock in packet switching. Data communication
and routing algorithms are not the main focus in thesis. However, some preliminary
topological investigation will be provided in Chapter 5.

As mentioned previously, the topology focused in the current stage of the research
presented is also a simple 3D-mesh, aka, a TCA system of a fully filled 3D cubic
ball array. As the automated process of system construction is also a separate code
function, future researchers or developers only need some modification effort at the
level of inter-ball coupling generation in order to generate any desired topology and
then run simulations.
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3.4.7 Power Source Modelling

Theoretically, power supplies connected to a TCA system can be a single voltage
source or multiple ones. For a small system size, a single power supply unit could be
sufficient, whilst larger systems may need multiple power supply units to distribute
currents to the system at various external connections. This thesis focuses on the con-
straints of voltage drops and connector-pin currents. Thus, for simplicity and relaxing
the complexity of the simulation models, the external power source is modelled as
a single voltage source. In future work, power-sourcing topics are also an important
area. Multiple power sources, for instance, paralleled switching regulators are one of
the most promising choices.

3.5 Validation Work and Results

There are two main validation studies presented in this thesis:

1) Validating the full simulation model with the switching model of the voltage reg-
ulator LT®3976 as shown in Figure 3.10, against real prototypes

2) Validating a simplified simulation model as shown in the internal hexagonal area
in Figure 3.7(a), against the full simulation model

Validation study 1) allows the full system modelling capability to be set against the
real hardware prototypes so that true accuracy of results can be measured, and also the
correctness of the model confirmed, whilst study 2) allows the modelling techniques
for simplified (faster) simulation to be demonstrated to be within acceptable margins
of error.

3.5.1 Study 1) Hardware Versus System Modelling

In Tables 3.3 and 3.4, two switching simulation cases of a single-tile and an eight-tile
ball are performed and validated against the hardware prototypes. In the tables, the
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typical errors were found to be in the approximate range of 1-2%, except the first
cases of no load, which produce a degree of higher errors up to approximately 13.3%.
This is due to the lower range of less than 100mA, which could be caused by several
sensitive factors, e.g., the precision of the laboratory measuring equipment, or the
model itself.

Voltage effects on the 12V power source in the measurements are shown in Table 3.5.
The measurement results are as expected: both 2D and 3D configurations provide a
better voltage stability compared to a 1D arrangement. As the increased parallelism of
the power-network can also reduce the overall power grid resistance, this also provides
a better current distribution and reduces the voltage drop experienced between points
in the power network. This is important since the way voltage-drop scales as a function
of the size of the grid will be a key factor in the scalability of such a system. More
sophisticated investigations for these two effects are expected to be carried out in the
future.

Table 3.3: Prototype/Model: Single tile, Single connector. (© 2022 IEEE, regenerated from Table II(a)
in [42])

Min (base)
∼ 0W

Low
+2.5W

Med
+5.0W

High
+10.0W

Max
+17.5W

IP ± 5mA1 60 mA 310 mA 540 mA 1000 mA 1760 mA
IM2 62.29 mA 310.82 mA 539.93 mA 1012.81 mA 1753.82 mA

Error3 (ave)
(min, max)

4.5%
13.3%,-4.2%

0.3%
1.9%, -1.3%

0.0%
0.9%, -0.9%

1.3%
1.8%, 0.8%

-0.4%
-0.1%,-0.6%

1 Each value in this row is a measured value, IP, meaning an input current flowing into
the tile being measured in the experiment. These electrical currents were measured
using a device with a display with three digits after the decimal point, resulting in a
rounded number with an error of ± 5mA.
2 IM is a tile input-current extracted from a simulation result with the complex board
model.
3 Equation 3.4 is also used to calculate min and max of the values in this row, based
upon the known range of input currents observed under test (with the ± 5mA range).
As the models were developed to predict the scalability of the prototypes, the Experi-
mental (observed) value in this particular case is IM, whilst the Theoretical (expected)
values are split into two values of IP - 5mA (min) and IP + 5mA (max), respectively.
ave is simply an average of both the min max. For example, at 60mA ± 5mA, the
measured 62.29mA compares to the input range of 55mA to 65mA, giving the +13.3%
and -4.2% errors respectively, this averages to 4.5% nominal error.
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3.5.2 Study 2) Simplified Versus Switching Models

For the simplified-switching validation, the average percent-error from the simulation
results in Figure 3.12 of a 3×3×3 ball-array were found to be less than 1%. In this
particular validation, load resistances in tiles were set to 1Ω, mimicking approximately
25W per tile regulated at 5V. External power connections are fully-connected with a
12V voltage source.

In Figure 3.12, the initial external voltage starts at 0V, then increased up to 12V. This
is to help the SPICE simulator with achieving a DC operating point more easily. Inner
tile-level input voltages are impacted by the connector-pin resistances in the power
network, thus, receiving voltages under 12V. At this small array-size, voltage drops
are not obviously visible as the number of cubic layers is small. However, in large-
scale systems such as a 10x10x10 ball-array, the meshed network of pin resistances
can cause dramatic voltage drop issues. With the regulator input-voltage under the
minimum specified, the load voltage regulation can be unstable. At the end period of
simulation, both the switching and simplified models have converged into their steady
states.

All of the board input voltages and currents, and connector-pin currents, in the
simplified-model simulation are expected to be equal to the averages of those in the
switching one. As can be observed in Table 3.6, the differences between the two mod-
els at steady state are very small. The accuracy of these voltages and currents depends
on both a) the quality of the curve fitting method employed, and b) the simulation

Table 3.4: Prototype/Model: 8-tile ball, 2 co-located power connectors. (© 2022 IEEE, regenerated from
Table II(b) in [42])

Min (base)
∼ 0W

Low
+2.5W

Med
+5.0W

High
+10.0W

Max
+17.5W

IP ± 5mA1 530 mA 2550 mA 4370 mA 8070 mA 14010 mA
IM2 501.67 mA 2493.57 mA 4328.48 mA 8121.95 mA 14079.9 mA

Error3 (ave)
(min, max)

-5.3%
-4.4%, -6.2%

-2.2%
-2.0%, -2.4%

-0.9%
-0.8%, -1.1%

0.6%
0.7%, 0.6%

0.5%
0.5%, 0.5%

1,2,3 See the corresponding notes in Table 3.3
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Table 3.5: Prototype: grid stability (worst case voltage drop, 10W load, 12V supply). (© 2022 IEEE,
regenerated from Table II(c) in [42]. Note that there are an average of one power connector for every four
tiles in all three cases, to ensure uniformity and also to ensure that connector pins per connector are not
overloaded).

Tiling Configuration Prototype

1D tiling: 4 tiles, 1 connector 1.25%, 150mV

2D tiling: 4 tiles, 1 connector 0.33%, 40mV

3D tiling: 8 tiles, 2 connectors 0.17%, 20mV

Table 3.6: Simple vs complex simulation test case. Accuracy of the hypothetical test case of 3x3x3-ball
TCA system shown in Figure 3.12 for non-negligible current flows of the validation of simplified versus
complex manufacturer switching models.

Percent error: simple vs complex
Quantities minimum maximum

Board input voltages 0.0007% 0.0071%
Board input currents -0.5989% -0.1992%
Connector-pin currents -0.6408% 0.3154%

parameter 𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠. Table 3.6 shows the accuracy of the test case shown in Figure
3.12. The accuracy values in the table are reported as percent errors calculated using
Equation 3.4 [82], where, in this particular case, Experimental is a simulation result
with the simplified board model, whilst Theoretical is that of the full switching board
model. All the three types of quantities in the table extracted from the simulations
to calculate the percent errors are positive values, and both the positive and negative
percent errors are reported to show the directions of distance from the Theoretical
values, thus the absolute operation (| |) is absent in the equation. Example lines of
SPICE code and parameter values as a part of the circuit-based implementation of
the adjuster are shown in Table 3.7.

% 𝐸𝑟𝑟𝑜𝑟 =
𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 −𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙

𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙
𝑥 100 (3.4)
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Table 3.7: LTspice® example code and parameters. (© 2022 IEEE, regenerated from Table III in [42])

Example parameter values:
Initial resistance period: 6 Ohms, held for 21 us, then 0.005 Ohm steps

Example LTspice® code with the above parameter values
b_i_board i_board v = i(r_board_resistance)

b_i_diff i_diff 0 v = v (i_board_s) - ( (-0.006025)*(v(vin_s)**3) +
+ 0.2087*(v(vin_s)**2) - 2.623*v(vin_s) + 14.39 )

b_r_board r_board 0 v = if(time<21us, 6 ,if( v(i_diff) > 0.01, v(r_board_s)
+ 0.005, if(v(i_diff) <-0.01, v(r_board_s)-0.005, v(r_board_s))))

NOTE: 21 us and 0.005 Ohm, are the hard-coded values for tr_init, and Rstep,
respectively.

Having discussed the hardware prototypes, models, and validations, the sub-research
questions addressed in Chapter 1 are restated and discussed with the relevant sections
as follows:

▶ What are the necessary design choices for constructing tile-able modules?
Regarding the intra-tile level, it can be seen that both the prototypes built in
this thesis with off-the-shelf connectors in Section 3.2, and arbitrary electrically-
conductive media in Section 3.3, are discussed. In Subsection 3.4.2, it is also a
consideration specifically for how many connector pins are required for tolerating
the currents flowing through themselves given a desired TCA size. Moreover, at
the intra-board level implementation, the choices of linear and switching regulators
are also discussed in Subsection 3.4.3. The regulators employed can dictate several
factors, for instance, input/output voltage ranges, maximum output current and
power.

▶ What are the component characteristics of the power grid in a TCA array?
For this question, the most relevant parts are the electrical conductive media em-
ployed, how they are structured, and also how the voltages and currents of the
power grid itself are impacted by the tile-able modules. First, it can be seen in
Figures 3.4 and 3.5 that designing a custom conductive shape has the complex
characteristics of both the electrical potential and current distribution to be consid-
ered. Figure 3.1(a) also shows an intra-board hexagonal conductive shape, allowing
high currents flowing between tiles as part of the whole power-grid network. The
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Figure 3.12: Simulation results used for validating the simplified board model (curve-fitted model),
compared against the same board model using the full manufacturer’s precise LT®3976 regulator SPICE
representation, as shown in Figure 3.10. In this validation, a system of 3x3x3-ball was used for both
simulations, as this is the smallest ball-array to contain at least an inner ball to reflect voltage drops. (a)
shows the simulation result of the full prototype-board model, and (b) shows the simulation result of the
simplified board model. (reprinted from Figure 5 in [42])

prototype measurements in Table 3.5 also show how different composition con-
figurations affect the characteristics of voltage drops. Additionally, Figure 3.12
depicts the possible fluctuations of electrical currents when switching regulators
are employed in the system.



3.6 Chapter Summary 85

3.6 Chapter Summary

This chapter reflects upon the hardware prototypes and the models of relevant compo-
nents for TCA power-distribution grid scalability evaluations. The hardware prototypes
have been successfully built at the scale of a single ball. This is due to the funding
limitation. However, one of the essential purposes of modelling and the simulation
framework is to predict the scalability of a TCA system of interest based upon a small
scale, prior to building a physical large system.

Regarding the models, whilst an experimental hexagonal conductive-shape is also
investigated for future work, the models based upon the hardware prototypes have
been proposed and thoroughly discussed. The main research question and relevant
success criteria will be restated as follows:

The main research question:

Is it feasible to build a large-scale power-grid network of Tiled Computing Array, whilst
still scaling up the system computing performance?

Referring to the two sub-research questions discussed in the previous section, the main
research question is now considered partially fulfilled at this point due to the models
validated against the hardware prototypes ready to be part of scalability evaluations
in Chapter 5. However, several of the other relevant research objectives have now
been fully achieved as follows:

Objective 1 - Success Criteria:

The models need to be designed at abstraction levels adequate for reasonable simula-
tion times and precision. Thus, the models are to be compared against real hardware
for validation of accuracy.

This criteria set is found to be met with the following evidence:

▶ Models are proposed in well-structured and hierarchical levels as discussed in
Section 3.4.
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▶ The simulation times and file sizes of a 3x3x3-ball model validation have been
reported in Table 3.1.

▶ The models have been developed for future convenience parameterisation as
described in Section 3.4, which also means that the parameter values can be
set for validating against the hardware prototypes built in this thesis.

Objective 2 - Success Criteria:

The accuracy of the models running on the simulation framework should be within
acceptable error percentages to gain better understanding of real hardware and the
variability of actual components in practice (for example, connector resistance, actual
versus data-sheet and so-on). Importantly, a degree of error can be tolerated, but
being able to quantify the error range allows the simulation models to be understood
to offer realistic projections of performance within the same error range.

This criteria set is also found to be met with the following evidence:

▶ The models have been validated against real hardware prototypes, and the
accuracy results have also been reported in Section 3.5.



TCA Power-grid Simulation Tools 4
This chapter is particularly related to the research objectives 1 and 4. The simulation
models used here have previously been discussed in Chapter 3. Moving forward, this
chapter focuses on the simulation framework, explaining the reasoning for some of de-
sign choices in the framework, difficulties, and various simulation-related issues. The
simulation topics in this chapter mainly involve the power-network of TCA, whilst
the modifications for preliminary interconnection network performance evaluation will
be separately discussed in Chapter 5. The simulation framework will be thoroughly
detailed in terms of high-level conceptions; however, some correspondingly impor-
tant pseudo/source-code examples will also be given where beneficial for detailed
understanding of the implementation. For the complete provision of reproducibility
purposes, all of the important source code files are expected to be published in an
online repository.

4.1 Relevant Research Objectives

Both of the research objectives 1 and 4 are relevant to this chapter. The research
objective 6 as the purpose of tool documentation, however, is also an additional
relevant objective. This objective is also included in this chapter for completeness as
part of a good practice of long-term tool development. The objectives along with the
sections in which they are achieved are given as follows:

4.1.1 Objective 1: Employing and Designing Models and

Simulation Tools
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Methodologies/Activities:

▶ High-level programming: As the large sets of evaluation in this thesis require
automated processes for simulation, not only the designs of circuit models are
required. MATLAB® is selected for creating simulation tools as it provides
several useful data-manipulation functions, and also scientific and engineering
toolboxes that can be employed in future developments. Several generators and
other simulation tools can be found in Sections 4.5 and 4.7.

▶ Geometry: Trigonometry, as a subset of geometry will be used for calculating
the lengths and angles in a hexagonal tile. This is to correctly construct 3D-
model shapes, for example, trapezoids and hexagons appearing in tiles, balls, or
the whole system. This will be used in visualisation capabilities as part of simula-
tion tools. Every visualisation in this chapter that has hexagonal or trapezoidal
shapes as part of generation requires the geometrical calculations described.

▶ Visualisation: Visualisation can be considered for 1) understanding the appear-
ance when constructing tiles, as the smallest module, and also balls as combined
modules for constructing a TCA system, and 2) verifying the correctness of the
automation tools built in this thesis. Only preliminary visualisation capabilities
such as voltage drops or pin currents at tiles are experimentally designed in
this thesis. A large portion of the figures in this chapter are produced by the
visualisation capabilities developed in this thesis. A prominent and meaningful
visualisation can be seen in Figure 4.15.

▶ SPICE simulation: A SPICE simulator is required for evaluating the scalability
and optimisations in this thesis. Two SPICE simulators are employed in the
simulation framework, which can be seen in Figure 4.1, and will be discussed
in Section 4.8.

Expectations and outcomes:

▶ Automating scripts: In addition to Sections 4.5 and 4.7, examples of several
functions can be found in Figures 4.17 and 4.18.

▶ Visualisation capabilities for tool verification and meaningful resulting

representations: Examples of 2D and 3D visualisation examples can be seen in
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Figures 4.2, 4.4, and especially 4.15, which obviously helps verify the expected
voltage-drop trend of a simulation result.

Success Criteria: The simulation framework, may include components of some ex-
isting tools, and also custom tools built as part of the PhD research presented. They
should also correctly automate internal processes without significant user effort in
terms of parameterising, running, and modification for future work. An open-source
SPICE simulator is expected to be used in this thesis, as it can provide some flex-
ibility in terms of tool modification for specific purposes. However, power regulator
simulation models may be required to be simulated only in some specific simulator
configurations. Therefore, both open-source and proprietary SPICE simulators will be
together investigated to determine what is needed. Another important point is that it
is a tremendously labour-intensive task to manually write large input files for simula-
tions. Thus, automating scripts are to be built. This is considered one of the essential
core parts in the entire simulation work-flow. Ideally, scripts should be also split into
modular-design parts to support maintainability and future re-use.

4.1.2 Objective 4: Optimised Power Distribution

Methodologies/Activities:

▶ SPICE simulation: SPICE-simulation activities are also involved for optimised-
power results. Several SPICE-related processes can be seen in Figure 4.18.

▶ Parallel simulation: The parallel simulation in the simulation framework shown
in Figure 4.19 helps reduce the completion time of a simulation set.

▶ Visualisation: As nodes (tiles) are not allocated the same amount of power
in the non-uniform power allocation, Figure 4.15 is an example clarifying how
nodes are allocated under a proposed power scheme (relative position).

▶ Genetic Algorithm (GA) problem formulations: The power-allocation prob-
lem mapping can be shown in Figures 4.21 and 4.22.
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▶ Non-uniform power allocation: The relative-position scheme discussed in
Subsection 4.7.2.2, is proposed as a possible non-uniform power allocation
scheme.

Expectations and outcomes:

▶ An optimisation framework for non-uniform power allocation: The GA-
optimised simulation will be discussed in Subsection 4.7.4.2. Figure 4.24 also
shows the non-uniform simulation workflow.

Success Criteria: The optimisation framework should demonstrate how uniform and
non-uniform power allocation schemes can differently impact on the TCA scalability.

4.1.3 Objective 6: Simulation Framework Documentation

This additional objective is given in this subsection without linking to any other
sections, as the process of documentation is considered structural and time-consuming
for long-term simulation-framework development. During the time of the simulation
framework development, the on-going processes are given as follows:

Methodologies/Activities:

▶ Structurally documenting the simulation tools developed in this thesis:

Expectations and outcomes:

▶ Function descriptions (visualisations may be required for some complex

processes):

▶ Example test cases with results:

▶ Usage warnings and cautions:

▶ Tool limitations:

▶ Guidelines for capability extensions and integration with other tools:
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Success Criteria: The documentation should be well structured and understandable
with enough information to establish the basics of the tool-set.

Given the relevant research objectives, the rest of this chapter will discuss all the
details relevant.

4.2 Overall Simulation Framework

The entire simulation framework in this thesis is comprised of several hierarchical
parts as shown in Figure 4.1. Some of these parts are of modular design and also are
capable of running as stand-alone functions for specific purposes by a user, who may
want to focus on particular investigations. Although the whole simulation framework
is expected to be fully automated, a few sub-processes still need to be manually
performed by the user. Figure 4.1 shows the overall view of the power-distribution
grid simulation framework, with the hierarchical boxes summarised as follows:

▶ Ball: In this box, the tool user needs to manually write several SPICE sub-
circuits. From a bottom-up approach, it starts with the board model, which
has already been discussed in Chapter 3. At the same level, there is another
component model, connector sub-circuit, which represents the resistance values
of both the power and ground pins of a connector. These two models are
shown in a sub-box, which represents the internal sub-circuits of a tile model.
At the tile-model level, there are six connector-sub-circuit instances, due to the
existence of the six connectors in a hexagonal tile. Finally, a single-ball model
is composed of eight instances of the tile model. All the sub-circuits described
can take some parameters such as regulated load-resistance and connector-
pin resistance. At the current stage of the research, ball is the smallest level
allowed for automated generation of a complete TCA cubic-system. Given a ball-
model SPICE file, it will be later used in semi-automated power-distribution grid
simulations.

▶ System generator: This box can be split into two internal parts, First, Ball-
array generator is responsible for generating the whole cubic-array. single-ball
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template is a single SPICE line of code, containing a ball-instance name, its
predefined sub-circuit ports, the name of the ball-model sub-circuit which has
already discussed in the previous box, and also some textual placeholders for
later manual modifications by the user. Each template-line will then be grad-
ually added into SPICE lines of code during multiple-ball generation, together
with renaming some inter-ball signals necessary for connecting them together.
Second, the step of External power/ground rails renaming takes the whole lines
of code generated for the whole ball-array to replace only the external (surface)
power connections, i.e., power and ground signal names plane-by-plane to be
effectively connected to an external voltage source. Finally, the output of this
sub-process still contains textual placeholders, which will be systematically re-
placed with user-defined sub-circuit ports, name, and parameters. This task can
be easily done by the tool-user using a text editor.

▶ Manual SPICE-file editing: In this box, it is the last step prior to perform
power-distribution grid simulations. A tool user can flexibility change the textual
placeholders as a whole if all the ball instances are from the same model.
Moreover, if some specific balls are specialised, those ball-model names, and
also other ball-specific parameters, can later be separately altered. The output
of this sub-process is a ready SPICE file to be simulated.

▶ Simulation modules: This box combines several functions implemented to
perform both uniform and non-uniform power-distribution grid simulations as
parallel executions of a SPICE simulator. The visualisation capabilities are also
included in this box.

▶ SPICE Simulator: A SPICE simulator is executed via an operating-system
command. Thus, the TCA SPICE-simulation file is taken as an input of the
SPICE simulator chosen. During power-grid simulations, after a single SPICE
simulation is complete, the simulation results will be read by either uniform or
non-uniform simulation functions for subsequent processes.

Having introduced several parts in the entire simulation framework, the following
sections will elaborate important underlying details for the power-distribution grid
simulation.
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Figure 4.1: Overall simulation framework. Some details in the automated area are omitted and encapsu-
lated for a concise view of the whole framework.

4.3 Tile Naming Convention

Prior to generating SPICE simulation files, in this section, the naming convention
of tiles is discussed. This tile naming is one of the very important fundamental con-
cepts for constructing the entire TCA power-network for simulations. It consists of
a facet labelling convention, and an edge numbering convention. These conventions
are related to the Ball box in Figure 4.1.
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4.3.1 Facet Naming Convention

As shown in Figure 4.2, naming all of the eight tiles in a ball starts from the four upper
tiles of a ball as shown in Figure 4.2(a), with H-Facets facing diagonally outward, as
labelled {A,B,C,D}. The same process is performed for the four lower tiles of a ball
as shown in Figure 4.2(b), with H-facets labelled {E,F,G,H} completing all of the tile
names in a single ball. Each of these eight A-to-H labels, will be used to name their
corresponding tile-instances, which can be found in the Ball box in Figure 4.1.

4.3.2 Edge Numbering Convention

With a side view of a single ball, for a tile, the edge-numbers begin at the top-edge
with the edge 0, moving on clockwise all of the way around the six tile edges, then
stopping at the edge 5. As shown in Figure 4.2(a) with a top view, the numbering
convention starts at the inside edge, whilst in Figure 4.2(b) as a bottom view, it starts
at the outside edge. Regarding the pin-resistance model, p and n, each represents the
outside terminal(s) of a single or a combination of parallel pins for positive (power) or
negative (ground) rails on each trapezoidal facet. These outside terminals will then
be connected to those of another ball. For the inside terminals, they are connected
to the board model. The outside and inside terminals described are the terminals of
r_p_resist, or r_g_resist connector-pin resistance models as shown in Figure 3.8. The
edge numbering convention in this subsection will be internally used in each of the
eight tile-instances in the Ball box in Figure 4.1. Moreover, the edge numbers are
also used at the ball level, at which the eight tiles are instantiated to form a complete
ball.

4.3.3 Further Detail

With facet labels and edge numbering, it is possible to reference any connection point
on a tile, and thus in a composition of tiles, including edges that connect to each
other.
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As described in the previous subsection, eight tiles are connected together to form a
single ball. In a SPICE file of the ball level, the user needs to substitute the signal
names of the pins’ outside-terminals mated to their neighbouring tiles with some
suitable names to effectively make them connected together. Fortunately, this step
at the ball level has already been completed and provided as a ball-template file in
this thesis. For the next upper hierarchical-level, balls connected into arrays, this step
is automated by the ball-array generator. For ball-array generation, only p-n signal
names upon all of the 24 trapezoidal facets around the six holes, will be concatenated
with edge numbers, tile names, and ball coordinates. These concatenated names are
then visible at inter-ball level. A detailed example of signal renaming is given in the
next section, Section 4.4, with examples of this scenario: see Figure 4.3 and Table
4.1 for instance.

Figure 4.2: Visualisation of tile naming convention. (a) visualises the top view of a ball, whilst (b) is for
the bottom view, where Facet ’E’ is directly underneath Facet ’A’ when a ball is viewed from above, and
the same positions for the rest. The square at the centre is one of the six holes for cooling. p and n are
the names for positive and negative (ground) rails on a trapezoidal facet.
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4.4 Connector-pin Terminal-name Replacement

Convention

Another important process during the generation of a whole system model is the
replacement of SPICE node names representing the inter-ball power-rail terminals.
This replacement convention will be performed in the inter-ball signals renaming box
as shown in Figure 4.1. This process permits a new ball to be added into the system
in terms of SPICE elements. When a ball is about to be added to an incomplete array,
there are four alternatives for effectively connecting together two resistors modelling
a mated connector-pin pair:

▶ 1) Combine these two resistor names together,
▶ 2) Replace those of the new ball with the existing ones,
▶ 3) Vice versa, replace the existing resistor names with those of the new ball,
▶ 4) Rename these mated terminals with a completely new name.

In this thesis, choice 2), replacing those of the new ball with the existing ones, is
utilised. The rationale for this decision is that choice 1) makes the SPICE node
name longer. It is however good practice to make node names as concise as possible.
This is primarily for readability but also has some small simulation performance and
memory requirements benefits, for example if a third-party SPICE simulator employed
is sensitive to parsing long node names and memory management this would improve
code portability.

Of the other options, choice 3) and choice 2) appear to be very similar. However,
maintaining the previously generated names will, later, notify the user of the sequence
of balls added into the system. Choice 4) is another alternative, but will make the
names arising from this inter-ball connection inconsistent with other names all over
the system. This new-to-old name (choice 2) replacement convention can be visually
explained in Figure 4.3.

Having discussed all of the conventions and the difficulties involved, it is obviously
seen that the manual preparation of multiple instances of the ball subcircuit as shown
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Figure 4.3: Example of connector-pin resistance terminal name change of a ball group. (a) shows only a
couple of resistor names. In (b), a newly added ball is generated with its own resistor names at the edge
to be coupled. In (c), The names of the new-ball resistors replaced with the ball to which it is coupled,
finally modelling a new ball coupled to an existing system.

in the ball box in Figure 4.1 for the entire TCA system power-network model files is
likely to be unfeasible for large-scale simulations. Moreover, at the penultimate step
prior to invoking a SPICE simulation, an additional process for an external voltage
supplied to the system is also required. Therefore, to make these tasks manageable,
a system generator was developed, which will be discussed in the following section.

4.5 System Generator

The system generator combines the two sub-processes of Ball-array generator and
External power/ground rails renaming process to be referred to as System Generator
shown in Figure 4.1. The important parts of these two sub-processes will be discussed.
All of the models, henceforth, are discussed here from the perspective of how they
are manipulated to be ready for simulations, rather than detailing the mechanism of
the models themselves, which have already been discussed in the previous chapter.

Although this aspect of the framework still requires the user to perform some pro-
cesses manually, this is mainly by calling separate functions with input parameters,
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rather than manually coding the SPICE files themselves. These two sub-processes are
comprised of a number of hierarchical sub-functions generating several partial results
of SPICE-code modification. Each of the two boxes as shown in Figure 4.1 will be
described as follows.

4.5.1 Ball-array Generator

After the conventions of tile naming and pin terminal-name replacements have been
agreed, and a single-ball SPICE file has been manually coded, the next step is to
generate the whole system by connecting balls together one-by-one. Figure 4.4 shows
a system gradually generated by first adding balls in the X direction, then Y, and
then Z. This action is performed by the Multiple-ball generator process as shown in
Figure 4.1. This generator gradually adds SPICE lines of code, which are instances of
Single-ball template.

With this filling convention, all of the balls in the bottom plane of a 3D array are
completed first, then successive layers grow upward towards the top plane, making
up the entire system. In this 3-axis structural mapping, there is another positional
referencing convention for ball-array generation. The directions of ball connection is
not aligned with the actual X, Y, and Z axes for visualisation. This is due to the
simplicity of creating the first ball as shown in Figure 4.4(a) with tile A and B as
shown in Figure 4.2, to be parallel with the X axis.

As balls are added to an array during the automated array generation, there can be
cases where a new ball is connected to more than one existing ball. These multiple
neighbouring-coupling cases are shown in Figure 4.5. Only the first ball at the coordi-
nates (0,0,0) is not connected to any existing ball as it is the first element generated.
Whilst the rest of the ball connections will depend on where they are added in an
array structure. For example, the balls generated where their Y and Z coordinates are
zero, are connected to the previous ones in the X dimension only. The number of
connections per ball for all of the other cases is also shown in the tabular legend in
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Figure 4.4: Step-by-step example of balls coupled in a SPICE-file of a system generation, starting from
(a) towards a complete system in (h), respectively. When a ball is added, the SPICE node names of the
connector-pin resistor model at the ball-edge connected to a previously generated ball in each dimension
will be replaced.

Figure 4.5. To give a further explanation, Figures 4.3 and 4.4(c) illustrate an exam-
ple case of the dimensional-connection Y, as represented by a black-rhombus shape
shown in the tabular legend. This means that only the trapezoidal facet of the newly
added ball in the Y dimension will be connected to an existing ball. The understanding
of ball-connection cases simplifies the implementation of Inter-ball signals renaming
sub-process as shown in Figure 4.1, which is the connector-pin resistance terminal
replacement process for all of the six trapezoidal facets as shown in Figure 4.3.

As described earlier, a TCA system configured as a ball array is auto-generated by the
framework. A single ball and a TCA-system of 2x2x1 balls, are given as examples of
the resulting SPICE-code generation in Table 4.1. In the actual SPICE files, each of
a single-ball instance contains only one line of code. The section of ’THE_REST_-
OF_YOUR_BALL_PORTS’, ’YOUR_BALL_SUBCIRCUIT_NAME’, and ’YOUR_-
BALL_PARAMETERS’, gives the flexibility to the user to manually edit this part for
variants of ball design in the future, without the need for modifying the ball-array
automating functions shown in Figure 4.6.
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Table 6-a The dimensions in which nodes in a group connects which previously 
generated nodes during SPICE-file TCA system generation. 
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Figure 4.5: 4x4x4-ball connection cases during a SPICE-file generation, and a legend table. Except a
transparent circle illustrating the first node generated at the coordinates (0,0,0), when adding a node
represented by a unique colour/symbol shown in the legend table, it will be coupled with at least one
existing node, depending on which location it is added to. For instance, a red circle node is coupled to
the existing nodes in X, Y, and Z dimensions.

In the case that all of the balls in the system are of the same model, these three
placeholders are a very trivial-effort task to modify by using a simple text editor or
indeed via simple additional tools that can be written by future users in a command
line environment for example.

Table 4.1: Example of TCA SPICE-code template generation.

Function Example code (Some portions are omitted or split into new lines)

gen_ball X_0_0_0 p0A_0_0_0 ... THE_REST_OF_YOUR_BALL_PORTS
YOUR_BALL_SUBCIRCUIT_NAME YOUR_BALL_PARAMETERS

gen_system

X_0_0_0 p0A_0_0_0 ... THE_REST_OF_YOUR_BALL_PORTS
YOUR_BALL_SUBCIRCUIT_NAME YOUR_BALL_PARAMETERS
X_1_0_0 p0A_1_0_0 ... THE_REST_OF_YOUR_BALL_PORTS
YOUR_BALL_SUBCIRCUIT_NAME YOUR_BALL_PARAMETERS
X_0_1_0 p0A_0_1_0 ... THE_REST_OF_YOUR_BALL_PORTS
YOUR_BALL_SUBCIRCUIT_NAME YOUR_BALL_PARAMETERS
X_1_1_0 p0A_1_1_0 ... THE_REST_OF_YOUR_BALL_PORTS
YOUR_BALL_SUBCIRCUIT_NAME YOUR_BALL_PARAMETERS
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4.5.2 External Power/ground Rails Renaming

Following the ball-array generation process, the next process is the external power/-
ground rails renaming. This is the penultimate step prior to running a power-network
simulation. There can be many methods to connect power sources at the surfaces of
a TCA. However, the Fully-connected configuration is the main focus in this thesis.
An example of fully-connected power configuration is illustrated in Figure 4.7(a). In
Figure 4.1, there are three internal XY, XZ, and YZ plane generators inside the Exter-
nal power/ground rails renaming box. These three sub-processes are responsible for
generating external power/ground SPICE node-names on all the six cubic surfaces. All
the generated node names will be renamed for connecting with the external voltage
source as shown in Figure 4.7(a).

As seen in Figure 4.7(b), some of the p and n names are replaced with Vsrc and 0,
respectively. An example of a fully auto-generated file can be found in Appendix B∗.
Alternative connection configurations, which do not utilise full surface connections,
are also possible. For instance, a scheme might have connections just at the eight
corners, or the centre of each surface, or some combination. Although the investigation

Figure 4.6: Function calls of TCA system generator and external voltage-source renaming.

∗Most of the other file types generated by the system are not easily understandable to the reader
and therefore are not included in the appendices.
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Figure 4.7: External rails renaming. In (a), this particular case, a single voltage-source of 12V is applied
to all of the external pins (some external pins are invisible due to a 2D surface illustration). In real
implementation, multiple pins at each edge can be used for each power/round rail to allow more current
tolerance. (b) shows an incomplete code-snippet of the generated system.

of these partial connections are left for future modification of the framework for
advance power connecting-point simulations, an advantage of the simulation tool-set
developed is that this only requires modifications of a few functions in Figure 4.6.

4.6 Manual SPICE-file Editing

As shown in Manual SPICE-file editing box in Figure 4.1, this is the final stage
performed in order to output a single complete SPICE-file, before running an actual
SPICE simulation. It requires the user to manually replace the three placeholders for
the ball sub-circuit ports, sub-circuit names, and all of the parameters, with their own
custom cases, or else use default cases as provided in this thesis.

Theoretically, each ball instance in an array is not required to contain the same
model. For example, in a heterogeneous system, balls, or even tile-level units, could
conceivably utilise a variety of sub-systems, such as CPUs, FPGAs, DSPs, neural
accelerator chips, memory banks, SSDs, etc. Fortunately, with the unique {X,Y,Z}
coordinates assigned to each ball instance, a wrapper generator like the external
power/ground renaming function, can be additionally built to use these coordinates
to perform a systematic renaming process to assign different ball sub-circuit-related
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code sections for each case, and thus compose any possible heterogeneous array
simulation desired.

With the completion of a TCA SPICE-file, it is now possible to perform a power-
distribution grid simulation by either the uniform or non-uniform power allocation
simulators, which will be detailed in the following section.

4.7 Simulation Modules

The simulation modules box, as shown in Figure 4.1, encompasses all of the other
simulation tools. Power-network simulator is the core simulator, which is called for
execution by both the uniform and non-uniform power allocation simulators. Visu-
alisation tools to produce all the visualisations in this thesis are also categorised in
this box. The most important parts of the simulation modules will be detailed in this
section.

4.7.1 Power-network Simulator

The power-network represents a number of different attributes of a TCA system. At
the stage of the research, only simple lumped-resistors and a single voltage-source
models exist in this simplified power-network model. However, at the board-level
model, a transient model of a switching regulator can also be embedded instead of
the simplified board-model proposed in this thesis. With the transient model, the
spikes of voltage and current can be observed for any particular interests, e.g., how
they might impact on the lifespans of important components such as connector pins.
This investigation obviously involves testing behaviours against specifications of com-
ponents if provided, or real measurements on a hardware test bench. The detailed
discussions on the simplified model itself can be revisited in Chapter 3, thus this
subsection rather focuses on how the power-network simulator performs in detail.
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An interesting example area for future research would be to examine the dynamic
behaviour of a power network to understand more about the potential for spikes and
transients and how resilient the regulators are in augmenting these effects. Alongside
this is the possibility for some nodes in an array to operate as power-banks, acquiring
charge in low power demand periods and providing localised additional power at other
times.

Before deeply discussing the power-network simulator, it is worth summarising that a
resistor in the network can present some or all of the following items:

▶ equivalent board-resistance when the board input voltage and current are steady.
This resistor will be used to calculate the board-level steady power-consumption,

▶ the modelled resistance of a single or parallel pins used for power or ground
rails on a tile edge,

▶ intra-board PCB-trace resistance. This model is not currently focused on in this
thesis, but can also be modelled as discussed in Chapter 3.

With these pure-resistor elements for SPICE simulation, it does not only allow for
faster simulation times for the purpose of scalability investigations, but also provides
portability when a tool developer wants to migrate the models to be simulated on
another SPICE simulator for some reason, e.g., parallel-simulation capability.

The power network, sometimes referred to as the resistor network in terms of SPICE
simulation representations, is the basis of power network simulations reported in this
thesis. The power-network simulator is a subset of the simulation framework and can
be considered the core engine. This simulator can be run directly by the user, and can
also be utilised to perform both uniform and non-uniform power simulations, which
will be discussed in Subsections 4.7.3 and 4.7.4.

Apart from modelling the resistor-network itself, as described in Chapter 3, this
resistor-network simulator also involves trade-offs in terms of implementation difficul-
ties and the final achievable simulation accuracy. The adjuster module is responsible
for adjusting a board resistance to conform to a board input voltage and current
relation, which is profiled as a curve-fitting equation.



4.7 Simulation Modules 105

In prototype hardware instances, the adjuster allows the hex-tile PCB to emulate a
range of power loads either statically or dynamically in bench-tests. However, in this
chapter, the adjuster is discussed from the simulation point of view, as it can be
considered a virtual element adjusting the simulated board resistance up or down
until it becomes steady within the profile-threshold parameter.

In this thesis, two alternatives of its implementation were explored, 1) a circuit-based
representation of the adjuster, and 2) A post-processing based approach. Each has
advantages.

4.7.1.1 Circuit-based Board-resistance Adjuster

A circuit-based board-resistance adjuster can be implemented in a SPICE simulation
file using analogue and/or digital devices. Different SPICE simulators may not provide
these devices for simulation purposes with the same level of circuit abstraction, for
example, behavioural or logic levels. Some SPICE simulators may also provide propri-
etary black-box modules, which are convenient for the tool designers. However, they
may not always be portable when they need to migrate to another SPICE simulator
that does not provide an equivalent module.

LTspice® is an example SPICE simulator that provides a useful sample-and-hold mod-
ule, which is employed in the circuit-based adjuster in this thesis. It may also be
possible to design an equivalent module with an amount of effort by using custom
methods in each SPICE simulator, such as the XSPICE framework [83] provided in
ngspice. The detail of building such a custom module is not in the scope of this thesis.
Figure 4.8 shows the detailed implementation of the circuit-based adjuster proposed
in this thesis.

As shown in Figure 4.8, there are three sub modules, which are behavioural Sample
and Hold function blocks available as standard in LTspice®. These blocks are activated
by a clock signal to periodically sample board input-voltage (vin), board input-current
(i_board), and board resistance (r_board). In a ball array, each of the board models
contains all of these blocks and code elements.
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Figure 4.8: An LTspice® implementation of the whole board model with the circuit-based board-resistance
adjuster in this thesis. This implementation is referred to as ’adjuster’ published in [42], and supports only
one regulated load-resistance (power) during a simulation.Thus, a separate simulation board-model file is
needed for another load power consumption. Except ’r_board_resistance’, the rest of the block modules
and lines of code are part of the adjuster. ’+’ sign at the beginning is for the continuation of the line.
The line with ’b_i_diff’ implements the curve-fitting equation.

During a SPICE simulation, a free-running clock is fed to all of these board-model
instances, allowing each to adjust its own board resistance to converge to a solution.
Over a period during a time-domain simulation, if all of the board resistances in the
entire system are found to conform with the input-current difference threshold (hard-
coded as 0.01 in Figure 4.8), it indicates that the entire system is with that constraint,
and the model is ready to be read out that solution and all of the measured voltages
and currents for scalability analysis.

4.7.1.2 Post-processing Based Board-resistance Adjuster

An alternative implementation for the adjuster is to use a non-SPICE simulator, and
instead employ a separate tool to read out a SPICE simulation file, and process the
simulation data. In this thesis, MATLAB® is also employed for implementing this
implementation of the adjuster.

With the board-resistance adjusting offloaded onto an external software tool, the
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cycles of the clock signal are re-implemented as iterations of single SPICE simulations.
At first glance, this technique seems to be awkward, however, the offloaded sequential
circuit elements (sample and holds) are removed from the simulation model. Thus,
this dramatically simplifies the contents in the final SPICE devices of the whole TCA
power-network model, and was found to be preferred at the stage of the research
due to the focus of simplifying the complexity of the simulation circuits to reduce
simulation times. The implementation as software-based function call hierarchies are
described in detail later, see for example Figures 4.17, and 4.18, in Subsections 4.7.3
and 4.7.4, respectively.

Having discussed the alternatives, it cannot be concluded that there is only a single
absolute-design choice, depending on several factors such as background knowledge
of design, the SPICE simulator and external tools employed, and tool maintainability.
Some important advantages and disadvantages can be summarised in Table 4.2.

Regarding the post-processing based board-resistance adjuster, there are two adjusting
modes developed in this thesis, which are as follows:

▶ Static R-step mode: Static R-step mode is a simple mechanism that the adjuster
uses with a constant parameter, Rstep, given by the user to adjust up or down
all of the board resistances in the entire system. With the simplicity of this mode,
the value must be low enough allowing each of the board resistance to reach
the threshold interval of (−𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠,+𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠), which is the error distances
from a point in the curve-fitting profile. The lower the 𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠 is, the better
accuracy the voltages and currents in the simulation are. However, with a low value
of 𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠, it also indirectly requires a lower value of 𝑅𝑠𝑡𝑒𝑝. Otherwise, with
an unsuitably high value, the adjusting process may be led into oscillation state,
not converging into the (−𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠,+𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠) interval. One drawback of this
mode is that if the initial board-resistance is wrongly guessed far from the value
of steadiness, and if the 𝑅𝑠𝑡𝑒𝑝 is set very relatively low, it incurs a large number
of iterations of SPICE simulations. Thus, an alternative improved mode is also
proposed, Variable R-step mode.
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Table 4.2: Advantages and disadvantages of the two adjuster types categorised in this thesis.

Implementation Advantages Disadvantages
Circuit-based

adjuster ▶ More self-contained, an external
tool is not required during board-
resistance adjustment, reducing
the processes of signal readouts to
external post-processing tools

▶ Portable between SPICE simula-
tors with no or small effort of mod-
ifications, if implemented with ba-
sic or equivalent SPICE devices

▶ Better reflecting on potential fu-
ture real hardware capabilities such
as additional circuitries for intra-
tile level damage prevention like
current/voltage threshold detec-
tion.

▶ Increase the complexity of
the SPICE simulation file.

▶ Manually checking whether
the entire system has con-
verged into the regulator
profile by visually monitor-
ing a plot of a TCA system
being simulated in time do-
main.

▶ Poor designs may lead to un-
desirable simulation circum-
stances such as convergence
issues, memory-hungry sim-
ulation instances.

▶ difficulties for cross-
compatibility if proprietary
modules are used.

Post-processing
based adjuster ▶ Just ’run and wait-for-notification’

until the external tool completes
adjusting board resistances in iter-
ations of TCA SPICE-simulations,
each solving a DC-solution. This
is also useful to notify an optimisa-
tion framework to process a com-
pleted simulation instance.

▶ Simplify the circuit complexity, of-
floading the profile checking tasks
to the external tool.

▶ More availability of several useful
tools by the external tools, e.g.,
data manipulations, etc.

▶ Additionally to parallel simulation
(multi-core, etc.) feature that may
be feasible in some SPICE simula-
tors, reading out simulation results
into an external tool also further
expose data for the tool developer
to employ parallel data processing
available by the external tool.

▶ Each SPICE simulation in-
stance solves a DC solu-
tion. If a visualisation of
board resistances progress-
ing towards convergence is
required, an external tool
needs to read each SPICE
instance and plot signals in
the same way like the circuit-
based method does.

▶ May also incur additional
tool costs, if not provided by
the institution/organisation.

▶ May be error-prone for sig-
nal values if not care-
fully coded and signal-name
rechecked after readouts.

▶ Variable R-step mode: is an advance mechanism which allows the initial 𝑅𝑠𝑡𝑒𝑝
parameter value to dynamically change during consecutive SPICE simulations for
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adjusting board resistances. After a simulation, all of the 𝐼𝑑𝑖 𝑓 𝑓 values from the
entire system are read out and used to obtain the maximum. This mode continu-
ously performs three data-point slope as shown in Figure 4.9, determining which
direction, up or down, and how far, 𝑅𝑠𝑡𝑒𝑝 should take. If the maximum of 𝐼𝑑𝑖 𝑓 𝑓
in the current simulation is lower than the previous one, the adjuster increases the
𝑅𝑠𝑡𝑒𝑝 value, accelerating all of the board resistances to approach the final stage of
adjusting. Any initial board-resistance value is also mitigated, as this mode doubles
𝑅𝑠𝑡𝑒𝑝 if the latest maximum of 𝐼𝑑𝑖 𝑓 𝑓 keeps going down.
In this mode, at the near-end stage of adjusting, an oscillation state may also
occur, however, with the adaptability of this mode, finally 𝑅𝑠𝑡𝑒𝑝 will be set to a
low value that is adequate for reaching the (−𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠,+𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠) interval.

Having described both manual and automated parts for SPICE-file generation, and
the power-network simulator, the next subsection will discuss the power allocation
schemes investigated in this thesis.

Figure 4.9: Illustration of the last three data-points of board resistance for calculating ’rate of change’
in the variable R-step mode. (a) shows the case that the third data-point resides in the bounding up
range, resulting in reverting the latest Rstep to the previous one. (b) is the acceptable range to double
the Rstep value, accelerating the reduction of board-resistance to more quickly approach the board input
voltage-current profile.

4.7.2 Power Allocation Schemes

Considering power allocation as being allocated at the level of the smallest packaged
unit in TCA, tile, there can be many possible schemes applicable for many require-
ments and limitations. This involves both the design-time and run-time aspects of a
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TCA system. The tree diagram in Figure 4.10 shows possible hierarchical categories of
the power allocation schemes. In this thesis, uniform and a specific non-uniform type
of allocation (relative-position) are proposed, and will be discussed in the following
subsections.

Figure 4.10: Possible hierarchical power allocation schemes in TCA.

4.7.2.1 Uniform Power Allocation Scheme

The Uniform allocation scheme can be considered the simplest method for allocating
power in a TCA system. It consists of allocating all of the units with the same amount
of power demand. This allocation scheme may be enforced due to a pre-designation of
known-in-advance power-consumption upper bound per unit at design-time, or other
requirements. For instance, uniformly rearranging power-limit per tile at run-time.

In terms of PE types existing in the system, this scheme is straightforward for homo-
geneous units, e.g., tiles are built to contain the same types of CPUs, FPGAs, etc.
However, the uniform scheme can also be employed for heterogeneous systems. For
example, a tile may utilise up to 100% of its allocated power solely by a single CPU at
peak throughput, whilst another tile might comprise of an embedded lower-powered
CPU coupled with a GPU for example, and thus that tile has combined power also
within the total allocated amount of power.
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4.7.2.2 Relative-position Allocation Scheme

Whilst the uniform scheme is straightforward, another possible scheme, non-uniform,
which varies the allocated amount of power per tile, has some advantages over the
uniform scheme.

In this thesis, relative position is proposed as a subset-scheme to intentionally reduce
the number of simulation cases when a TCA is powered with all of the external power
connectors. With the fully-connected power on a symmetric TCA dimension, e.g.,
cubic array shape, it therefore also implies that an optimal power allocation pattern
across the system would also follow symmetric properties. This allocation scheme is
proposed for simulation purposes, however, it can also be practically employed for
allocating power in a real hardware system (for example where the computational
load at each node can be predicted according to the workload being operated). Ex-
amples of nodes with a relative-position scheme can be illustrated in Figure 4.11. In
Chapter 5, the reduction of simulation cases will also be discussed in Subsection 5.3.1
when performing brute-force simulations. A comparison of tile-by-tile non-uniform and
relative-position schemes can also be found in Figure 5.11.

Figure 4.11: Visualisations of a couple of relative-position schemed TCAs. (a) shows a 3D-view of a
4x4x4-tile, and (b) shows only a 2D-surface of a 6x6x6-tile due to the abundant quantity of relative
coloured-groups of internal 3D layers. The same colours in each of the arrays in (a) and (b) represent the
same allocated amount of power.

As will be explained, a concept referred to as two-point distance is useful to consider
at this point. At first glance, it may be believed that Equation 4.1, the standard
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two-point distance equation (derived from the standard Pythagorean theorem), may
be employed to determine a node distance from the system centre-point.

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
√
(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2 (4.1)

However, by the visual proof in Figure 4.12, it can be observed that this is not the case,
and in-fact nodes in the same relative-positioned group cannot be simply calculated
via the equation for the distance from the system centre to the desired coordinates.
This is due to the fact that in a cube-shaped TCA, there are some nodes (tiles) with
the same two-point distance but they are not in the same cubic layer as shown in
Figure 4.13.

Figure 4.12: Example showing that a two-point distance in a TCA is not valid for checking whether
nodes (tiles) are equally impacted by external fully connected power. Even though the two coordinates of
(0,2,2) and (1,1,1) have the same two-point distance of 2.5981 units from the system-centre coordinates
(2.5, 2.5, 2.5), the first node is in the outermost layer, whilst the second node is in the first inner one. It
is noted that the coloured nodes in this example show cubic layers, whilst Figure 4.11 explains a different
subset node grouping, relative-position scheme.

It may be further complicated if (as might be the case) in a cubic layer, not all the
nodes are equally impacted by voltage drops. As a result, the relative-position scheme
is proposed in this thesis. This can be seen in Figure 4.11. To clarify the inclusion of
the relative-positioning amongst the power allocation schemes discussed in this thesis,
a diagram showing allocation schemes is given in Figure 4.14. The relative-position
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scheme refines the cubic allocation approach to achieve a better power allocation
overall. Thus, if it is desired to allocate power to nodes in terms of their layers
within the array, an automating module is created purposely for this power allocation
scheme.

SHARED MEMORY

NEUROMORPHIC

CPUs

Figure 4.13: Example three cubic layers of nodes as a possible power allocation scheme for TCA systems.

Figure 4.14: Diagram showing relations amongst power allocation schemes for cubic-array systems.
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Algorithm 1 implements the generation of the total number of node groups, and a
data structure containing pairs of tile-coordinates and the group-ID to which they
belong. To give an example of node groups generation, generating node groups for a
4x4x4 tiles in Figure 4.11(a) starts off with the surface layer, grouping the four corner-
tiles highlighted in black, followed by the dark-blue, and the green ones. At this stage,
all the groups in the layer have been completed. For the next inner layer, which is
also the deepest one in this particular case, the four tiles are given the same group-ID
highlighted in light-blue as the last step. In Figure 4.11(b), it shows only one of the
six surfaces. Following the same process per layer, the order of grouping the tiles in
the outermost layer is the tiles highlighted in black, dark-blue, green, light-blue, red,
and pink, respectively.

To further explain, In Figure 4.12, two straight-line measurements are given to visually
prove that these two nodes at the coordinates of (0,2,2) and (1,1,1) have the same
distance of 2.5981 units measured from the system centre at the coordinates (2.5,
2.5, 2.5), but they are in different layers. The node at (0,2,2) is directly supplied by
the external power and no voltage drop exists, whilst the node at (1,1,1) resides in
the first outside-in internal layer, experiencing a voltage drop. This can be obviously
seen in a custom-designed visualisation in Figure 4.15.

It is shown that having discussed only the cubic TCA, and only with a power con-
nection model in which all external power connectors are fully connected to power
supplies, there are several factors for both simulation and practicality issues. Thus, it is
unsurprising that arbitrarily constructed systems would further introduce non-uniform
and even more unpredictable nodal voltage drops and current magnitudes and direc-
tions all over the system. For example, a mesh of heterogeneous tiles with different
characteristics, or a non-cubic structure. Examples of arbitrarily-shaped systems are
shown in Figure 4.16.

The concept of TCA does not limit the flexibility of inter-node level construction.
However, it should be borne in mind that non-uniform power supply models and
arbitrarily-shaped systems are more complicated in terms of simulation-case reduction,
and also possibly increasing the complexity of SPICE simulation issues. This underlines
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Algorithm 1: Generate relative-position node groups.
Data: Number of tiles 𝑆 in each dimension of a cube-shaped system
Result: Number of groups 𝑁 generated in the relative-position scheme,

A key-value data structure 𝑀 (𝑥, 𝑦, 𝑧), where a key (𝑥, 𝑦, 𝑧) is the
coordinates of a tile to find its associated group number

1 𝑥 ← 0;
2 𝑦 ← 0;
3 𝑧 ← 0;
4 𝑁 ← 0;
5 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟 ← 0;
6 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟 ← 𝑆 − 1;
7 while 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟 < 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟 do
8 𝑔𝑟𝑜𝑢𝑝𝑁𝑢𝑚𝑠𝐼𝑛𝑃𝑙𝑎𝑛𝑒 ← 𝑁𝑈𝐿𝐿;
9 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 ← 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟;

10 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 ← 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟;
11 while 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 < 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 do
12 𝑔𝑟𝑜𝑢𝑝𝑁𝑢𝑚𝑠𝐹𝑜𝑟𝐹𝑟𝑎𝑚𝑒 ← 𝑁𝑈𝐿𝐿;
13 𝑚𝑎𝑥𝐺𝑟𝑜𝑢𝑝𝐼𝑑𝑥𝐹𝑜𝑟𝐹𝑟𝑎𝑚𝑒𝑂 𝑓 𝑃𝑙𝑎𝑛𝑒 ←

((𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 −𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 + 1)/2) − 1;
14 for 𝑔𝑟𝑜𝑢𝑝𝐼𝑑𝑥 ← 0 to 𝑚𝑎𝑥𝐺𝑟𝑜𝑢𝑝𝐼𝑑𝑥𝐹𝑜𝑟𝐹𝑟𝑎𝑚𝑒𝑂 𝑓 𝑃𝑙𝑎𝑛𝑒 do
15 𝑔𝑟𝑜𝑢𝑝𝑁𝑢𝑚𝑠𝐹𝑜𝑟𝐹𝑟𝑎𝑚𝑒(𝑔𝑟𝑜𝑢𝑝𝐼𝑑𝑥 + 1) ← 𝑔𝑟𝑜𝑢𝑝𝐶𝑛𝑡;
16 𝑔𝑟𝑜𝑢𝑝𝐶𝑛𝑡 ← 𝑔𝑟𝑜𝑢𝑝𝐶𝑛𝑡 + 1;
17 𝐴𝑠𝑠𝑖𝑔𝑛 𝑔𝑟𝑜𝑢𝑝 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑡𝑜 𝑛𝑜𝑑𝑒𝑠 𝑖𝑛 𝑋 𝑎𝑥𝑖𝑠;
18 if 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 ≠ (𝑆/2) − 1 then
19 𝐴𝑠𝑠𝑖𝑔𝑛 𝑔𝑟𝑜𝑢𝑝 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑡𝑜 𝑛𝑜𝑑𝑒𝑠 𝑖𝑛 𝑍 𝑎𝑥𝑖𝑠;
20 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 ← 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 + 1;
21 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 ← 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝑃𝑙𝑎𝑛𝑒 − 1;
22

// Plane XZ_YMin has already been generated by the above section.
23

24 𝑆𝑒𝑟𝑖𝑎𝑙𝑖𝑠𝑒 𝑔𝑟𝑜𝑢𝑝 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑖𝑛 𝑎 𝑝𝑙𝑎𝑛𝑒 𝑓 𝑜𝑟 𝑔𝑒𝑛𝑒𝑎𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 𝑝𝑙𝑎𝑛𝑒𝑠;

25

26 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑝𝑙𝑎𝑛𝑒 𝑋𝑍_𝑌𝑀𝑎𝑥;
27 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑝𝑙𝑎𝑛𝑒 𝑌𝑍_𝑋𝑀𝑖𝑛;
28 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑝𝑙𝑎𝑛𝑒 𝑌𝑍_𝑋𝑀𝑎𝑥;
29 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑝𝑙𝑎𝑛𝑒 𝑋𝑌_𝑍𝑀𝑖𝑛;
30 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑝𝑙𝑎𝑛𝑒 𝑋𝑌_𝑍𝑀𝑎𝑥;
31

32 𝑦 ← 𝑦 + 1;
33

34 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟 ← 𝑚𝑖𝑛𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟 + 1;
35 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟 ← 𝑚𝑎𝑥𝐶𝑜𝑜𝑟𝐹𝑜𝑟𝐿𝑎𝑦𝑒𝑟 − 1;
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Figure 4.15: TCA system illustrating voltage drops over the entire system. In this particular system, for
an illustrative purpose a ball is implemented as the smallest unit. Whilst this thesis focuses on a tile as
the smallest unit.a

a The actual voltage drops at the innermost balls are slightly different from their immediate outer layers
coloured in yellow. However, they are highlighted in red to explicitly show the direction of the voltage-
drop trend.

the importance of having a simulation tool, therefore, to assist in such power-network
evaluations when needed.

To summarise this subsection, as seen in Figure 4.10, only uniform and relative-
position power allocation schemes are focused upon in this thesis and the point of
view taken in the hierarchical schemes is pure power-oriented, not taking any inter-
connection network traffic patterns as shown in Table 2.5 into consideration.

Without communication patterns involved, an optimal power allocation result may
not also mean an optimal task mapping for a particular workload partially or entirely
submitted into the system. Nevertheless, in future work, more sophisticated schemes,
for instance, submitted-job based allocation can also be taken into account as a
co-decision scheme along with these two, or other power-oriented schemes.
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Figure 4.16: a Examples of different system shapes. (a) simple 3D mesh. (b) non-complete 3D mesh with
partial outer layer nodes removed. (c) pyramid shaped system (d) sphere (e) simple 3D mesh similar to
(a) but using a double-packed array (pink nodes packed between yellow), and showing the flow channels
for cooling highlighted in blue.
a Generated by Christopher Crispin-Bailey with OpenSCAD [72] toolset

In the following subsections, two higher-level simulation modules that invoke power-
network simulation, with uniform and non-uniform power simulators, will be dis-
cussed.
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4.7.3 Uniform Power Simulator

The uniform power simulator is one of the two main top-level modules in the whole
simulation framework, invoking the power-network simulator and various other mod-
ules. This simulator automates a number of sub-processes, ranging from simulation
cases, SPICE-file preparation, and finally issuing a set of parallel SPICE simulation
instances.

In the hierarchical function calls shown in Figure 4.17, it can be seen that uniform_-
power_param_sim, the actual function of this simulator, calls Power-network sim-
ulator. This simulator, implemented as a software module, can be instantiated as
parallel processes. Each of the instances then issues a background SPICE simulation
running in parallel with the others. With this parallel simulation capability, multiple
simulation instances can be completed in a relatively faster timescale compared to
successive serial simulation runs.

4.7.4 Non-uniform Power Simulator

The Non-uniform power simulator is another top-level simulator. This simulator is
designed to optimise power allocation in a TCA system incorporating the relative-
position scheme. An elitist genetic algorithm (GA), which is a variant of NSGA-II [84]
provided in a MATLAB® toolbox [85], is employed for the multiple-objective optimi-
sation of system-level regulated load-power and the worst-case connector-pin current.
As seen in Figure 4.18, ga_sim_gamultiobj_ngspice_assigned_board_resist is the
actual main function implementing this simulator. This specific function name is due
to ngspice, an open-source SPICE simulator, and is employed for the post-processing
based board-resistance adjuster at this stage of the research. gen_relative_position_-
node_groups is an auxiliary function, calculating the number of node groups when
using the relative-position scheme for cubic-array systems.

In the GA, a chromosome represents a number of possible attributes that can be
varied independently to create an overall outcome. The number of node groups will
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Figure 4.17: Function calls of TCA system uniform power simulator.

Figure 4.18: Function calls of TCA system non-uniform (GA) power simulator.
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dictate the length of the chromosome in the GA employed.

The GA simulation framework is investigated here with both single and multi-objective
goals. These cases are described in the next subsections.

4.7.4.1 Single-objective GA-optimised Simulator

The single-objective GA-optimisation will be briefly discussed in this subsection as it
was developed in an early stage of the research for an initial framework for a non-
uniform power simulator. A single-objective optimisation tool may be adequate for
approaching only a single goal. For example, a TCA may be desired to allocate a
minimum of total system-level load-power of 1000W, whilst allocating power all over
the system to optimise (lower) connector-pin current as much as possible.

Conversely, a user may start off with the requirement of connector-pin current limit
of 3A and might desire to maximise the system to gain the total regulated load-power
as high as possible. On this single-objective manner, when the constraints of interest
as aforementioned are to be varied to observe a range of potential solutions, multiple
simulation instances are required. This thesis focuses on the two main important
factors, system-level regulated load-power and connector-pin current. For voltage-
drop, it is also another important constraint, however, it can be separately mitigated
by increasing the external voltage level. In fact, higher external voltages do not only
help with voltage drop, but also reduce the worst-case connector-pin current itself.
More than that, even though voltage drop is not included as part of the objectives,
the simulation results of power and current mentioned above can also be read out to
recheck, as a post processing, whether it violates the voltage-drop constraint. With
all of the factors considered, therefore, a multiple-objective GA framework is proposed
and will be discussed in the following subsection.
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4.7.4.2 Multiple-objective GA-optimised Simulator

As mentioned earlier, a given system design goal may not be only to comply with single
constraints such as connector-pin current, or voltage drop, in isolation. Desired design
objectives may seek to satisfy multiple quantitative-goals in a solution. In this thesis,
a two-objective simulator is proposed to demonstrate this kind of optimisation.

Consider system-level regulated-power and the worst-case connector-pin current. Those
two quantities can be extracted from a single TCA SPICE-simulation result file. Thus,
there is no need to repeat the same simulation twice for each of the two objectives.
In consequence, only a mechanism to detect the completion of a single simulation
instance is required. The multiple-objective simulator proposed in this thesis operates
as follows:

▶ Evaluation begins by calling the first objective function to initiate a TCA SPICE-
simulation, and then waits until it is completed, reads out the simulation results,
and calculates system-level regulated load-power.

▶ Meanwhile the second objective case waits until the first-objective function has
produced a separate worst-case connector-pin current report file before issuing
its results.

An example is illustrated in Figure 4.19: The first-objective function issues SPICE sim-
ulations. As the second-objective function needs to know when each of the simulations
is completed, there must be a method to check whether a given simulation result is
ready. For this purpose, MD5 [86] is employed to generate a unique file name. Some
meta-data such as, date-time, and a random number are also appended to ensure
that the file name generated is not repeated, due to the fact that in different GA
iterations some chromosomes may be encountered multiple times.

The file name and extension format and examples of the report files can be seen in
Figure 4.20. In the present version of the GA simulation framework, it is possible that
the objective 1 can produce the same individuals that have already been evaluated
in previous populations. This can be further improved in future work in several ways:
1) use or modify the GA that does not produce redundant chromosomes in the same
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Figure 4.19: Mechanism of the objective 1 and 2 associating with each other for SPICE-simulation
instances.

Figure 4.20: (a) TCA multiple-objective simulation result file name and extension format. (b) examples of
generated result files. (c) the content format of a GA report file. Due to a long length of chromosome (the
tile regulated-side load-resistance values), some of the values are omitted. The last line with a numerical
value reports the worst-case maximum pin current. The line with ’areConstraintsPassed = true’, can be
used for post processing to check whether any constraint, e.g., voltage drop is within the acceptable
range.

or different populations, or 2) modify the current TCA simulation framework itself
to check whether the current population produces any redundant individuals before
invoking any parallel SPICE simulations.
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These approaches would therefore eliminate unnecessary computing time and re-
sources, speeding up convergence, particularly for large array cases.

The relative-position power allocation scheme is not only beneficial for reducing cases
to observe for brute-force simulations, but also for the GA simulation framework. In-
corporating the relative-position scheme, it can reduce the size of each chromosome in
a population, which also means decreasing the memory requirements of the machine
performing the simulations. The comparison between the conventional tile-by-tile map-
ping and the relative-position alternative can be seen in Figures 4.21 and 4.22, showing
the advantage of the shorter chromosome-length in the latter allocation-scheme. In
this particular case of a 2x2x2-ball system, the chromosome size is dramatically re-
duced from 64 to only 4 genes per chromosome. The process of genotype-phenotype
mapping is internally implemented in the first objective function, as it is responsible
for starting a TCA-SPICE simulation. Whilst the conventional tile-by-tile mapping
is also implemented in the objective function, the non-uniform simulation results re-
ported in this thesis are based on the relative-position mapping. Table 4.3 and Figure
4.23 detail the objectives, constraints, and parameters in the two-objective GA used
in this thesis.

Given the details of both the uniform and non-uniform power allocation simulators, a
concise illustration of the overall workflows can be seen in Figure 4.24. Each workflow
summarises the internal mechanism of the main function of the simulator implemented
as a MATLAB® function. In Figure 4.24, whilst a series of steps in the yellow frame
for the uniform simulation is implemented in a MATLAB® parfor loop [87], the two-
objective GA-based power-distribution grid simulations are run with the support of
computing fitness functions in parallel provided by the MATLAB® gamultiobj [85]. For
the uniform simulation, the final result is a single textual report-file, containing all the
three quantities of the maximum connector-pin current, minimum board input-voltage,
and the electrical current fed into the whole system by the external voltage-source.
The system-level power consumption is also included in the report file. However,
extracting the system-level power consumption and connector-pin current in the non-
uniform works in a different way, which can be extracted from a complete pareto-plot
after the simulation is complete. The processes described above are for the tool
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Figure 4.21: Conventional mapping of tile-by-tile power of a 2x2x2-ball to a chromosome in the genetic
algorithm employed.

developer’s perspective. However, from a tool user’s point of view, both the uniform
and non-uniform simulations can be performed by only running the main functions of
the two types of simulator.
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Figure 4.22: The reduction of the chromosome size compared to the mapping in Figure 4.21 when using
relative-position scheme. Further more reductions can also be seen in larger sizes shown in Figure 5.11.
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Table 4.3: Overview of the details of the two-objective GA used in this thesis. Additional details specifically
in one of the MATLAB® gamultiobj’s parameters named ’options’ can be found in Figure 4.23.

List Related Input/Output Values MATLAB® implementation
(gamultiobj parameters [85])

Objective 1:
Maximising
the system-level
regulated-power

Type: Output
minimum:
Total number of tiles × 1W
maximum:
Total number of tiles × 25W fun:

Fitness functions to optimizeObjective 2:
Minimising
the worst-case
connector-pin current

Type: Output
Unknown minimum or maximum,
as the quantities are part of
the simulation results.

The two-objective
constraints:
Only bound constraints

Type: Input
5V-Regulated load-resistance:
- Lower bound: 1Ω
- Upper bound: 25Ω

lb: Lower bounds
ub: Upper bounds

Objective-function
parameter:
Acceptable worst-case
board input-voltage

Type: Input
- 6V
Note:Fitness scores for violation
(under 6V detected):
Objective 1: 0
Objective 2: MATLAB®’s realmax

Not used:
(Internally implemented
in the two objective functions)

Figure 4.23: Example list of the MATLAB® gamultiobj’s parameter named ’options’ [85] used for the
6x6x6-ball system simulated in this thesis.
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Figure 4.24: Workflows of uniform and non-uniform power allocation simulations.
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4.8 SPICE Simulator

Referring to Figure 4.1, the SPICE simulator is called via an operating-system com-
mand. With this method, it is considered being loosely attached into the framework,
which can be flexibly replaced with another SPICE simulators being used. ngspice
[70] is chosen in this thesis, as an example of open-source SPICE simulator. How-
ever, a non open-source freeware SPICE simulator such as LTspice®, is a powerful
SPICE simulator providing a number of useful simulation blocks. For instance, the
sample and hold is employed in the version of circuit-based board-resistance adjuster
proposed in this thesis. Using this alternative of the adjuster, a single time-domain
power-network simulation can be run purely on a SPICE simulator towards the com-
pletion of simulation at the equivalent steady-state of a voltage regulator board input
voltage-and-current profile. This contrasts with the post-processing based adjuster
being part of an external function, which is more flexible but requires an external tool
to issue it for running.

4.9 Chapter Summary

In this chapter, the TCA power-grid simulation framework has been discussed in detail.
Including the simplified model which has already been discussed in Chapter 3, it can
be concluded that the modelling and simulation framework tackle the problematic
simulation issues with the following contributions:-

▶ Simulation difficulties: The simplified models tackle long simulation times,
large simulation result files, and model portability. Whilst the simulation frame-
work includes a coordinate-aware power allocation scheme, relative-position, to
reduce simulation efforts for non-uniform power allocation optimisation. Two
choices of board resistance adjusters are also proposed for flexible implemen-
tations both in the circuit-design style, or a software-equivalent alternative.
Visualisation tools are also provided both for meaningful representations and
tool verification purposes.
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▶ Labour-intensive simulation efforts: Manually creating sequences of sim-
ulation processes for large-scale simulations does not only take tremendously
efforts, but also incur error-prone tasks. The simulation framework tackles these
issues by providing a large number of flexible automating simulation tools to
ease several processes of fundamental and optimisation simulations.

▶ Simulation-framework extension and portability: A good simulation tool
may not be considered only for its purpose at present, but also involves its
easiness for extension in the future.
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This chapter fulfils the research objectives 3, 4, and 5. Following the model validation,
and detailed simulation framework, as already discussed in Chapters 3 and 4, this
chapter is dedicated to evaluating the scalability of example systems and also to
certain topological aspects. The results in this chapter are an essential contribution
to answer whether the main stated research hypothesis is true or not.

For interconnection network performance, latency and throughput, are the two key
metrics [15], [37]. Whilst in this thesis, for TCA power network scalability the key
metrics are voltage drop and connector-pin current.

It is important to emphasise that in real implementations, there are likely to be broader
sets of electrical concerns, for example: voltage and current spikes during system
start-up and real-time varying power demands due to computational load changes,
among others. However, as described in Chapter 3, for the large-scale simulation
perspective, it is assumed that the board-resistance model mimics a node’s constant
power consumption at a steady state. This model can be employed for evaluating a
system with nodes consuming constant power in the situations of interest, for example,
worst-case, or limited power-level consumption. Therefore, the simulation results in
this thesis predict system behaviour when all the nodes are steadily operational.

A future goal may well be to extend the existing implementation to a more advanced
approach in which dynamic changes in tile or ball power loads are emulated in order
to assess aspects of dynamic power network performance. However this is outside the
scope of the work presented here.

In this chapter, power-network simulation, as the main focal aspect of this the-
sis, will be thoroughly reported. Some initial topological analyses and simulations
are briefly discussed with perspectives for further detailed investigations in future
work. The power-network evaluation results in this chapter are mainly based on
Analog Devices LT®3976 voltage regulator [65], with the simulation parameters of
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𝐼𝑑𝑖 𝑓 𝑓_𝑡ℎ𝑟𝑒𝑠 = 0.01𝐴, 50 mΩ mated pin-pair (of inter-tile connection), and two parallel-
pins for each of the power or ground rails on the same connector, to demonstrate how
TCAs are evaluated for power-network scalability. However, in practice a TCA system
can also be implemented using any other switching regulators of choice, depending on
different power and other electrical characteristics required, or indeed with other types
of on-board power management. As mentioned earlier in Section 4.5, the simulator
platform’s modularity allows this to be easily changed.

Optimisation strategies for TCAs are not only limited to achieving the possible max-
imum system size with the constraints of connector-pin resistance and required volt-
ages supplied across tiles. Sometimes, these two scalability-affecting factors are more
than adequate for an expected scale of system required, and then other desirable con-
straints or goals might be considered. Examples for other evaluation scenarios that
may arise from practical constructions are as follows:

1. Where the available external power unit may only be able to provide a limited
amount of power, or a desired system-level regulated load-power target/limit is
given.
This objective can be applied to certain practical cases, for example, the power
budget allocated for a high-performance facility in which a TCA is employed, or
when a researcher/developer needs to investigate how an amount of power given
to a TCA impacts on overall computing performance of a certain workload.

2. Where a set of non-uniform load-wattages is required to be efficiently allocated
to the entire system or sub-regions in a TCA, with a goal of achieving as low
as possible connector-pin currents and/or voltage drops.
With this objective, a TCA system composed of pre-designated power profiles
for different computing-related unit types, e.g., CPUs, FPGAs, storage, can
be effectively added to their suitable system coordinates. However, an optimal
power solution may not always be an optimal computing-performance solution.
For example, a group of TCA balls may need to contain a single CPU sur-
rounded by FPGA nodes to support some specialised workload with maximum
computational efficiency. A pure power-aware optimal solution may allocate
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node types in such a way that results in optimal power goals, but poor comput-
ing performance affected by multiple communication hops.

3. Both the system-level regulated load-power and the connector-pin current con-
straints are considered. This is an example of a two-objective optimisation prob-
lem. This chapter also provides simulation results for this specific goal.

Apart from the three example cases above, there can of course be many more eval-
uation requirements arising in the construction phase of a system. In this chapter,
some GA-based simulation results are given as examples for tackling these kinds of
multiple-objective requirements.

5.1 Relevant Research Objectives

The research objectives 3, 4, and 5 are relevant to this chapter. The sections in which
they are achieved are given as follows:

5.1.1 Objective 3: Fundamental Simulation Experiments

Methodologies/Activities:

▶ Parallel simulation: As large simulation sizes incur long simulation times,
parallel simulations on single or multiple machines reduce the total times used
for varied-parameter cases. For example, for each system size in the range of
1x1x1-ball to 10x10x10-ball used to generate Figures 5.3 to 5.8, multiple SPICE
simulations (each with different regulated-load wattage) can be simulated in
parallel.

▶ A list of key experimental themes and objectives: An initial small-set of
simulations in the range of 1x1x1-ball to 5x5x5-ball showing the first size violat-
ing the maximum connector-pin current allowed in the data-sheet, can be found
in Section 5.2. A larger set of ten TCA cube sizes used for scalability predictions
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can also be found in the same section. Moreover, Section 5.4 provides a whole
view of total system power for the uniform power-allocation scheme.

▶ Evaluation of power connection schemes: (i) fully-connected external power
connection and (ii) uniform power allocation test cases. These two schemes are
used in Section 5.2.

Expectations and outcomes:

▶ Parameterizable experimental cases: As can be seen in Section 5.2, the
values of pin resistance, regulated-load wattage, and external voltage supplied,
are parameterised in the simulation framework.

▶ A fundamental set of simulations, useful as baselines for simulation

limitations such as the estimated simulation time for given system

sizes: As will be mentioned in Section 5.2, only the range of 1x1x1-ball to
10x10x10-ball systems are simulated due to long simulation times for larger
sizes.

Success Criteria:

The cases of experiments should discover meaningful simulation results such as trends,
upper/lower bounds, or other factors that affect the limit of scalability. All the exper-
iments should be carried out in reasonable periods of simulation time.

Some fundamental power schemes may be used to evaluate a system when node power
budgets are equally distributed. Some practical designs such as homogeneous node
implementation are suitable with this power scheme. During investigations of models
and simulation tools, the planned configurations of simulation cases may change over
time. However, the initial plan was as briefly summarised below:

▶ Regulated load power: Coverage of the range from 0W node loading up to the
maximum power capacity. If possible, this should be expected for simulations
of the switching regulator model employed.
This is important for scalability evaluations, as a non-uniformly powered TCA
system may gain some beneficial power-related results compared to a system
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where all nodes have uniform power demand. Also, as mentioned earlier, the
regulated load power should also be designed as a parameter within the simu-
lation.

▶ Inter-node electrical resistance: There can be various methods of imple-
menting inter-node power delivery, ranging from simple connectors embedding
metal pins, to an in-house complex plate design for high-current capacity. In
this thesis, the model is expected to be simple, but nonetheless the simulator
can easily be reconfigured to represent the resistance behaviours of a number
of inter-node power connection media.

▶ External power-supply: The voltage level of the external power source should
reflect practical power supply units available for powering the system. This will
ensure that the simulation model can be validated against hardware prototypes.
By default a 12 volt DC supply rail is assumed, equivalent to a standard PSU
module.

▶ System sizes: A range of system sizes should be chosen to be large enough
to produce a meaningful quantity of simulation cases to observe the trends of
scalability. This is also helpful to verify whether the tools are working correctly.
Very large system sizes may also be possible for simulation-file creations, but
can incur undesirably long simulation times, depending on the machine used
for simulation. Therefore there are practical limits to system sizes simulated for
the purposes of this research project.

5.1.2 Objective 4: Optimised Power Distribution

Methodologies/Activities:

▶ SPICE simulation: The GA-based simulations can be found in Subsections
5.3.2 and 5.3.3.

▶ Parallel simulation: Also, the individuals in a population of the simulations in
Subsections 5.3.2 and 5.3.3 can be performed in parallel.

▶ Visualisation: Whilst the visualisations in Chapter 4 are for the simulation-
framework development purposes, the visualisations in this chapter are for the
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data extracted from GA-based simulation results, which can be found as 2D
representations in Section 5.3.

▶ Non-uniform power allocation: Section 5.3 is dedicated for the proposed
relative position scheme, which are used to perform the GA-based simulations.

Expectations and outcomes:

▶ An optimisation framework for non-uniform node allocation: All the simu-
lations in Section 5.3 are performed using the GA-based optimisation framework
developed.

Success Criteria:

The optimisation framework should demonstrate how uniform and non-uniform power
allocation schemes can differently impact on the TCA scalability.

5.1.3 Objective 5: Scalability Evaluations

Methodologies/Activities:

▶ Data analysis (interpretation/extrapolation, etc.): For instance, extrapola-
tions can be found in Section 5.2 for scalability, and interpolated GA simulation
results are in Section 5.3. The interpretation of TCA-scalability comparing with
traditional rack-mount systems can also be found in Section 5.6.

▶ Tabulated, 2D, and 3D data visualised data: Apart from various 2D vi-
sualisations and a 3D visualisation depicting a specific case in Figure 5.10,
the conventional tabulated data such as Table 5.2 is also meaningful to detail
simulation results given a series of varied input parameters.

Expectations and outcomes:

▶ Both hardware measurement and simulation results in tabulated data,

2D and/or 3D visualisation: The hardware-measurement results shown in
Tables 3.3 to 3.5 have been previously discussed in Section 3.5, but are also
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referred to in this chapter due to the measurements for validation are prior tasks
as part of modelling towards the scalability evaluations in this chapter.

▶ The discussions, interpretations, conclusions of simulation results: These
can be found throughout Sections 5.2 to 5.4.

▶ All the simulations should be reproducible: Referring back to the files
generated in Figure 4.20(b), These are practical examples of simulation results
which have been archived, along with the MATLAB® functions to generate the
test cases to produce all of the evaluations in Sections 5.2 and 5.3 for future
extensions and comparison.

Success Criteria:

From this thesis’s perspective, the results in this objective should be able to test
whether the research hypothesis is true or not. Also for future use, the results should
also be meaningful and self-explanatory information for the decision making in the
design-phase of practical systems, and help to establish future guidelines for next-stage
research for variants of the TCA concepts and packaging designs.

Given the relevant research objectives, the rest of this chapter will discuss all the
details relevant.

5.2 Uniform Power Allocation

Uniform power-allocated TCAs can be considered as the simplest approach both
in terms of practicality and simulation activities in this thesis. Prior to performing
scalability evaluations, uniform simulations allow one to picture some basic behaviours
of the two main constraints, voltage drop, and connector-pin current. This simulation
configuration does not only investigate the constraints themselves, but also permits
initial checks as to whether the models and simulation framework correctly perform
for simple simulation cases.

To evaluate the scalability of cube-shaped TCA systems under the uniform power
allocation using SPICE-modelled power-grid with the simplified board model, multiple
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SPICE simulations are performed. Each of the simulations is assigned with a desired
cubic size, e.g., 5x5x5-ball, and a 5V-regulated load wattage, for instance, 25W. After
a SPICE simulation is complete, All of the board input-voltages and connector-pin
currents from the simulation-result file can be extracted using the post-processing
performed in MATLAB®. Afterwards, it searches for the worst-case (highest) voltage
drop (difference from the system-surface voltage of 12V) occurring at all of the board
input-voltages, and the worst-case (highest) connector-pin current all over the power-
grid network. To give an example, each of these two worst-case values can be shown
as a single bar in Figures 5.1 and 5.2, respectively.

(Regenerated from Figure 6(a) in [42])

Figure 5.1: Estimated best and worst-case voltage drop simulations for uniform power-allocation with
101mA assumed supply side 12V fan load.

Referring to Figure 5.1, it can be observed that this shows the trends of voltage drops
for cubic TCAs as a function of cubic dimensions for 𝑛 = 1 to 5, and arrays of (𝑛𝑥𝑛𝑥𝑛)
ball configuration. Each power connector has a 50-mOhm mated pin-pair resistance as
per maximum data-sheet specifications, and a 12V power-source is supplied to every
system-surface connector. Two tile-edge pins are used in parallel for each of the power
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(Regenerated from Figure 6(b) in [42])

Figure 5.2: Estimated maximum connector-pin currents for uniform power-allocation with 101mA as-
sumed supply side 12V fan load.

and ground rails. The maximum size is limited at 5x5x5-ball due to this representing
the maximum system size possible with specification of connector-pin current limit of
3A per pin in [88]. This can also be seen in Figure 5.2. The 5-step power values per
node are also adequate to illustrate both the approximately-linear trends of voltage
drops and pin-currents within this system-size range.

The approximate load power values in Figures 5.1 and 5.2 refer to the regulated power
load for each tile. As a single ball is comprised of eight tiles, therefore, the total ball
power values in these cases are, 40W, 80W, 120W, 160W, and 200W, respectively.
Concerning these power budgets per ball volume, a cooling system is required for heat
dissipation. The investigation of potential cooling systems is left as future work at this
stage of the research. Regarding this initial set of simulations, it can be observed that
with both the fully-connected and much-higher regulated-voltage externally supplied
at 12V, the voltage drops occurring in this system-size range are not significant,
ranging within under 1V. Whilst the worst-case connector-pin current of the 5x5x5-
ball TCA with 25W-load regulated at 5V shown in Figure 5.2 begins to exceed the
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standard prototype connector-pin current limit of 6A.

Having introduced two simple power-allocated simulation cases, with the symmetry
of the cube shapes and systematically increasing the system sizes, the quantitative
trends obtained from the simulations can be further extrapolated to predict the non-
simulated estimated voltage drops and worst-case connector-pin currents of different
load-wattages and system sizes. This approach appears to be less reliable at low
wattages. Therefore to ensure that predictions are not unrealistic when extrapolating
from a small set of smaller array sizes∗, curve fitting is used with pessimistic and
optimistic cases, to give a range rather than a definitive prediction.

Figures 5.3 and 5.4 show a set of worst connector-pin current predictions based on
the hardware prototypes without the power-consumption profile of the cooling fan in
Figure 3.1. The extrapolated cases of the sizes of 11x11x11-ball and larger ones are
from another set of ten simulated cases of 1x1x1 to 10x10x10-ball systems and also
with a finer watt-step of 1W performed using the simplified board model with the
post-processing based adjuster. These predictions reflect the maximum cubic sizes
allowed within the connector-pin current constraint under a desired specific regulated
load power per tile. The predictions are based upon curve-fitting to trends established
in the ten SPICE-model simulated cases, in order to estimate behaviour for higher
order array sizes, with pessimistic and optimistic extrapolations representing lower
and upper bounds respectively. These extrapolations are necessary since higher order
array sizes require unreasonably long simulation times.

The five curve-fitting equations are given in Table 5.1. The curve-fitting process,
relying upon process 1, as shown in Figure 5.5 extracts the global scaling trend from
the voltage drop or pin current cases respectively. From this a local data behaviour
for any given size ’𝑛’ can be interpolated for power loads up to 25W, or extrapolated
for theoretical power loads above 25W. The data can then be subject to a further
curve fitting (process 2) to allow local scaling at size n to be represented for any
power load. The two described processes will be used to generate all the predictions
in Figures 5.3, 5.4, 5.6, 5.7, and 5.8.

∗ i.e. due to simulation times, only arrays of 1x1x1 to 10x10x10 were simulated.
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Table 5.1: Two-step extrapolation processes and curve fitting formulae used in Figures 5.3 to 5.8.

Plot Legend Formula for Process 1 Formula for Process 2
(model) (global trend) (local trend)
poly2 , poly1

𝑝1𝑥
2 + 𝑝2𝑥 + 𝑝3 [89]

𝑝1𝑥 + 𝑝2 [89]
poly2 , poly2 𝑝1𝑥

2 + 𝑝2𝑥 + 𝑝3 [89]
poly2 , poly3 𝑝1𝑥

3 + 𝑝2𝑥2 + 𝑝3𝑥 + 𝑝4 [89]
poly2 , power2 𝑎𝑥𝑏 + 𝑐 [90]
poly2 , exp2 𝑎𝑒𝑏𝑥 + 𝑐𝑒𝑑𝑥 [91]

In the legends of these scalability prediction graphs, they show two fitting-equation
models used to predict each sub-result. For example, poly2 , power2 means that
polynomial of degree 2 is used for the first process of approximate regulated load-
power per-tile vs voltage drop (or pin current) fittings, whilst the power model with
2 numbers of terms, fits the second process for the relation of cubic size vs voltage
drop (or pin current).

In Figure 5.3, it shows the prediction where each tile is allocated 1W regulated load. In-
terestingly, with the different fitting models and their degrees of polynomial, power,
and exponential, the most unrealistic model seems to be the exponential one, ap-
proaching the connector-pin current limit of 6A at the size of 27x27x27 balls. The
other three models, hit this current limit at approximate sizes of 60x60x60, 80x80x80,
and 90x90x90 balls. Thus, these four models predict the scalability (from highly pes-
simistic to highly optimistic) of the total nodes ranging from 157,464 to 5,832,000
tiles. The best case in this set of simulation results is tremendously large and is far
beyond the expected large-scale of the degree of thousands or tens of thousands of
nodes in this thesis. Indeed, even the pessimistic projection is an order of ten or twenty
larger than that baseline.

The next prediction cases in Figure 5.4 repeat the same extrapolation from data with
tile power values ranging from 5W to 25W regulated power per tile. It is noticeable
that the divergence of the curve fitting models is much closer together, meaning that
the scalability can be predicted with a much smaller degree of uncertainty.

The 5W allocation case allows a TCA system based on the hardware prototypes can
scale up approximately to the sizes of 19x19x19 (54,872 tiles) to 23x23x23 balls
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(97,336 tiles), according to the lower and upper-bounds of the fitting models.

Considering the cases from 10W towards 25W, all the fitting models closely agree
together on predicted results as the maximum sizes shown in the figures are close
to the the data set obtained from SPICE simulations. To suggest some applicability,
the case of 15W can be assumed that this moderate wattage budget can allocate a
small computing board containing a Raspberry Pi [92] chip, considering the maximum
power specification of an official power supply [93]. Finally, the maximum regulated
load power per tile allowed by the specific of the regulator is shown in Figure 5.4(e).

Interestingly, observing this approximately linear trend and with a given current limit,
the maximum size allowed can be rapidly estimated. These can be obviously seen by
the decreasing trend of the maximum sizes shown from Figure 5.4 (a)-(e).

The extrapolated scales aforementioned only focus on the constraint of connector-pin
current. However, the other important constraint, voltage drop, should not also be un-
derestimated for large-scale systems. Whilst the current constraint holds approximate
linear trends in most of the fitting models when scaling in lower ranges observed, this
is not the case for the voltage drop constraint as shown in Figures 5.6 and 5.7 which
explicitly show non-linear trends. In a real system, a regulated load can consume any
arbitrary wattage up to the maximum power consumption specified in the data-sheet.
However, only six quantities of regulated power are selected to demonstrate their
connector-pin current limits and voltage-drop trends. Each simulation set is given
with different curve fitting models.

Given both the predictions of voltage and current constraints, Figure 5.8 shows an
example of combining the two constraints for considering the mutual impacts on
the TCA scalability for 1W regulated load. In this particular scaling consideration,
it can be obviously seen that the voltage-drop issue is the primarily limiting factor,
forcing the scalability approximately at 40 balls per dimension. Next, including the
current constraint, it predicts that the maximum size is approximate at 60 balls per
dimension. It can be concluded that, even though the ten simulated simulations (1x1x1
to 10x10x10 cubic sizes) are the data set used to generate the predictions in Figures
5.3, 5.4, 5.6, 5.7, and 5.8, the non-linearity existing makes the fitting models not agree
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to each other when the system sizes are growing to larger scales. These variations of
scaling confidence implies that 1) the simulated data set may not be adequate for low
wattage node cases, or 2) additional further parameter analyses for narrowing down
the most suitable fitting models are required.

Whilst all of the predicted results seem to satisfy the scaling expectations anticipated,
the awareness of fitting-model selections is left for deeper investigations in future work.
The next section will discuss another power scheme, non-uniform allocation, which is
also feasible in practical systems and possesses some attractive characteristics.
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Figure 5.3: Predicted estimated worst connector-pin currents for 1W regulated load per tile on various
cubic sizes. The number above each bar represents the total number of tiles in each system. To estimate
the feasibility of a TCA system, this connector-pin currents report can be used together with the worst-
case voltage drops report as shown in Figure 5.6, which represents the difference between the supply
voltage at all of the surface power connectors of the grid array (12V in this case) and the worst-case
voltage drop (loss) of all of the board input voltages. A combined plot can also be seen in Figure 5.8.
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Figure 5.4: Predicted estimated worst connector-pin currents for 5W (a) to 25w (e) regulated load per
tile on various cubic sizes. The number above each bar represents the total number of tiles in each system.
The sizes in each case are limited when the the worst connector-pin currents exceed the current limit of
6A.
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Figure 5.5: Detailed processes for predicting arbitrary regulated load wattages and ball cubic-size systems.
(a) shows an example of simulated-data preparation for a desired regulated load wattage of 12.5W. The
sizes of 2x2x2 to 9x9x9 are omitted. (b) details the process 1 generating 10 interpolated worst connector-
pin currents. (c) shows process 2, with an example of extrapolation of a couple of desired cubic sizes of
11x11x11 and 12x12x12-ball systems (shown in green) from the data generated by process 1 (shown in
red).
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Figure 5.6: Predicted worst-case voltage drops for 1W regulated load per tile on various cubic sizes. The
number above each bar represents the total number of tiles in each system. To estimate the feasibility of
a TCA system, this voltage drops report can be used together with the worst-case connector-pin currents
report as shown in Figure 5.3, which represents the highest current experienced from all of the lumped
resistors modelling single (or parallel) tile-edge power (or ground) pins. A combined plot can also be seen
in Figure 5.8.
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Figure 5.7: Predicted estimated worst voltage drops for 5W (a) to 25w (e) regulated load per tile on
various cubic sizes. The number above each bar represents the total number of tiles in each system. The
sizes in each case are limited when the the worst voltage drop exceeds the voltage drop limit of 6.5V (due
to the external voltage supplied of 12V and the minimum input voltage of 5.5V specified in the regulator
data-sheet).
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Figure 5.8: Dual-constrained TCA scalability for cube-shaped TCA systems with 1W regulated load.
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5.3 Non-uniform Power Allocation

There can be many possible non-uniform allocation schemes as discussed in Subsec-
tion 4.7.2. Relative position, a scheme of coordinate-aware allocation proposed in
this thesis, is mainly focused in the non-uniform allocation category for system eval-
uation, as it reduces simulation cases and is also a possible practical non-uniform
type of scheme implementable in real hardware. TCA developers may need to em-
ploy this scheme when constructing physical heterogeneous systems, even including
homogeneous ones that allow multiple continuous or discrete amounts of power per
node.

Concerning the relative-position allocation scheme: even though the purpose is to
reduce simulation cases when seeking optimal solutions where the external power
sources are systematically supplied (for instance, full connection at all surfaces), the
increasing of system size for simulations still adversely impacts on simulation times,
making brute-force approaches impractical. Thus, a Genetic Algorithm (GA) is em-
ployed in this thesis to mitigate this issue.

In the following subsections, an example of Brute-force simulation is discussed, fol-
lowed by equivalent GA simulations, which it will be noted, will significantly speed up
the optimisation in the simulation framework.

5.3.1 Brute-force Simulation for Relative-position Scheme

To demonstrate the characteristic of power loading and worst-case connector-pin
currents in a TCA system, in Figure 5.9, a brute-force simulation set of 64 tiles
arranged into a 2x2x2 cubic ball array TCA shows the relation of system-level regulated
load-power allocations and the estimated worst-case connector-pin currents. In this
particular case, the relative-position scheme and 5-step regulated power allocation
per tile is applied, with power in the range {5w,10w,15w,20w,25w}, starting at 5W
an stepping upward finally to 25W.



5.3 Non-uniform Power Allocation 151

Figure 5.9: Example of brute-force simulation for the relation of worst-case connector-pin currents and
system-level regulated load-power.

The leftmost mark in Figure 5.9 represents the allocation where each node-level regu-
lated load-power operates at 5W, making up 320W for all the 64 tiles. Whilst the right-
most one is 25W, totally consuming 1600W for the whole-system regulated power.

It is observable in Figure 5.9 that for each of the two-extreme power cases of 320W
and 1600W, there can only be a single possibility of allocation. The lowest case is 5W
per node, and 25W for the highest extreme. In fact, these two cases including some
other allocation instances in the figure are uniformly allocated due to being part of
all possible cases.

However, the other cases, being non-uniformly allocated, can produce the same
system-level regulated power as shown in the vertical marks for a single desired power
case in the figure. With the whole picture of this characteristic pattern within stepped-
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power allocations, given a desired system-level regulated power, the best allocations
for the lowest worst-case connector-pin current can always be achieved, with enough
computational effort.

Even though Figure 5.9 provides some insightful relational pattern, this specific simu-
lation set is only performed with 5-step power. With this non-continuous-value power
allocation, the actual exhaustive distribution may not have the same appearance. The
shape of the pattern can be improved by adjusting the stepped power to a finer value
of step, but with the penalty of the increasing of simulation cases, which consequently
incurs longer simulation times.

Regarding this issue of stepped power granularity, including the difficulties encoun-
tered by large-number simulation instances from exhaustively searching in the brute-
force method, an alternative has been investigated. A set of GA simulation modules
supporting continuous power-values are therefore considered next, as described in
Chapter 4.

The objective of the GA sub-framework is not to produce all the exhaustive cases of
allocation-patterns, but to assist the simulation framework to find optimal solutions
for large-scale TCA-system evaluations with much lower effort∗

The following GA simulation results in this chapter have been performed using MAT-
LAB® gamultiobj function [85] to find the pareto front of the two-objective fitness
functions in each of the simulation cases.

The initial population in each case also includes an individual of the minimum power
allocation for each tile of 1W, and another one with the maximum power of 25W.
All the GA parameters are set default values given by the MATLAB® function at this
stage of the research as the main focus is to heavily build the internal mechanism of
the simulation framework instead of dedicating the whole effort for adjusting the GA
parameters themselves. However, in future work, the investigation of the GA parame-
ters, or some other optimisation algorithms such as particle swarm optimisation [94]
can also be attractive areas to improve this specific part of optimisation framework.
∗ Though it should be noted that an optimal solution can take indeterminate time, the advantage
of GA is that a near-optimal solution will generally be found in a reasonable timescale.
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To illustrate an alternative meaningful representation of the power and constraints
above, in Figure 5.10, two different power allocation results are illustrated for the same
total power of 1000W regulated load-power. The visualisation gives more meaningfully
geometrical results, showing that there can be several allocation cases (also shown as
vertical asterisks in Figure 5.9) that provide the same power required. Other factors
may then allow the most appropriate choice to be made.

Figure 5.10: Visualisation of a 64-tile TCA comparing the same system-level regulated 1000W load-power
but different node-level power allocations. The red dots represent highest-wattage nodes, and the lower
ones are highlighted in blue. (a) shows the worst case, whilst (b) is the best one obtained shown in Figure
5.9.

For example: even though both the cases comply with the connector-pin current
constraint, maximum voltage drop allowance, and the required total regulated load-
power, the best and the worst allocations of the 1000W cases shown in Figure 5.9
can be visualised in Figure 5.10, where (a) the worst case requires a maximum of
2.04A at the most heavily loaded pin in the grid, whilst (b) requires only a maximum
connector-pin current of 1.11A, an improvement of over 46%.

Therefore the best case not only gives a lower maximum connector-pin current, but
also allocates higher wattage nodes at the surfaces of the system, allowing better
cooling for high heat-dissipating nodes. This consideration may seem to be trivial for
small system sizes but might be significantly beneficial in terms of power and heat
management in large-scale systems, in which multiple layers of nodes exist.

For a large system size, a brute-force simulation will require excessive simulation time.
Theoretically, if some small consecutive ball system-sizes, e.g., 2x2x2, 3x3x3, 4x4x4,
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can be exhaustively simulated, the characteristics shown in Figure 5.9 for larger sizes,
e.g., 5x5x5, can be estimated using some mathematical methods such as extrapolation
from smaller-size results (e.g., 1x1x1 to 4x4x4).

However, even for a system with a small ball-number per dimension such as 4x4x4-ball
(64 balls, 512 tile-nodes), with five-step load power, it takes 5512 cases, which is not
feasible for a low-end simulation facility for this large set of simulations. Moreover,
even though the relative-position scheme dramatically reduces the options for allo-
cating power for a system size of 4x4x4-ball to 20 combinations, as shown in Figure
5.11, it still results in a tremendously large number of 520 cases. A solution for this
issue is to use an optimisation technique such as genetic algorithm.

Figure 5.11: Conventional per-tile vs Relative-position allocations.

The GA simulation framework has been discussed earlier in Subsection 4.7.4. The
following subsection will discuss the simulation results for scalability evaluations, pro-
viding meaningful results for constructing TCA systems, both power-vs-constraint and
power efficiency simulation results.
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5.3.2 System-level Regulated Load-power and Connector-pin

Current Optimisations

The system sizes for evaluations should reflect the feasibility of large-scale TCA sys-
tems. In this thesis, the sizes investigated are from 1x1x1 to 6x6x6 ball-array systems.
It is limited as this largest size due to suffering from a very long simulating time,
taking approximately 13 days for the GA to stop given the criteria set. However, a
6x6x6-ball system is equal to 216 balls (1,728 tiles), which is considered adequate for
a large-scale investigation.

All of the GA simulation results in this section are compared with their uniform-
allocation counterparts. It can be seen that the 1x1x1-ball in Figure 5.12 case has
no advantage from the GA optimisation as only a single ball resides in the system.
Thus, each of the eight tiles are equally adjusted using the relative-position scheme.
On the other hand, cube-shaped sizes starting from 2x2x2-ball, as in Figures 5.13 to
5.17, possess ball layers. In these layered systems, there are multiple nodes differently
affected by node-level voltage drops, directions and quantities of connector-pin cur-
rents all over the system. The size of 2x2x2-ball in Figure 5.13 shows an exceptional
case with some negative improvements. This suggests that the system size may not
be large enough for the GA to discover the expected trend of the optimised results.
This outlier case is expected to be investigated further in future work.

Starting from the size of 3x3x3-ball, all of the evaluated outcomes manifest similar
resulting trends, gaining positive improvements in all of the range of system-level
regulated load-power values. Therefore one can conclude that, at the design time, non-
uniform allocation plays an important role when low connector-pin current constraints
are given to achieve a desired system-level regulated power.

On the other hand, for the system’s run-time, the non-uniform allocation can be
also employed to maintain the design-time, or a possible new desired regulated power
within the connector-pin current constraints by re-optimising when some of the pins
encounter failure situations.
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Figure 5.12: (a) uniform and GA-optimised power allocation, (b) improvement percentages, of a 1x1x1-
ball system.
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Figure 5.13: (a) uniform and GA-optimised power allocation, (b) improvement percentages, of a 2x2x2-
ball system.
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Figure 5.14: (a) uniform and GA-optimised power allocation, (b) improvement percentages, of a 3x3x3-
ball system.
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Figure 5.15: (a) uniform and GA-optimised power allocation, (b) improvement percentages, of a 4x4x4-
ball system.
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Figure 5.16: (a) uniform and GA-optimised power allocation, (b) improvement percentages, of a 5x5x5-
ball system.
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Figure 5.17: (a) uniform and GA-optimised power allocation, (b) improvement percentages, of a 6x6x6-
ball system.
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From the point of view of computing performance, achieving more system power
budget can imply more computing power. In compute-bound workloads, this means
that nodes can operate faster at higher clock-frequencies or the number of computing
elements such as cores can be more active. This improved power budget may also
improve I/O-bound workloads if the power consumption of non-static networking
speed is quite sensitive to node-level power budget. However, relating power and
computing performance is considered complicated. A single node may not only contain
general-purpose PEs such as CPUs, and there are static and dynamic elements within
a typical computational component power utilisation.

In addition, given a single PE-type node, modelling the relation of a submitted com-
puting task into a node and its power allocated may also be even more complicated
as the computing load may vary its instantaneous power consumption. In any case,
the assumption of constant node-power allocation can be applicable for adjusting all
the node-level computing units to maintain the total node power being consumed.
For instance, FPGA units may be designed to be capable of dynamically adjustable
clock speed, whilst the CPUs employed require some form of CPU-frequency pro-
grammability. A conceptual illustration for dynamic power adjustment is shown in
Figure 5.18.

Concerning the allocation improvements found by GA, these may not be always the
best solutions for some node-level power requirements. For instance, practical imple-
mentation may consist of a minimum requirement of 10W in each single node. In this
particular case, one of the discovered solutions by GA can be sought to obtain the
best possible case to satisfy this constraint. Alternatively, the simulation framework
can be further modified to limit this lower-bound of node-level power required.
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Figure 5.18: Example of a conceptual power-managed node with a CPU and an FPGA. The other
components consist of any circuitry that consume power. The power management unit communicates
with all the sub-units to maintain the node-level power consumption within the upper-bound power
budget.

5.3.3 System-level Power Efficiency

Power efficiency is not only important at the node level, but should also be considered
at the entire system scale. This is due to the fact that not only nodes themselves
that consume power, but also all of the resistive loads, including the large number
of connector pins existing in a large-scale system. To analyse the holistic-picture of
this system-level power efficiency, the same simulation sets discussed in Subsection
5.3.2. are able to be processed and manipulated to illustrate these power efficiency
questions.

There is a similarity found in Figures 5.12 and 5.19. With a single ball allocated
using the relative-position scheme, no multiple combinations of power-per-tile exist.
Therefore, both the uniform and GA results follow the same thin-line pattern as shown
in Figure 5.19. On the other hand, all of the larger-dimensioned systems explored by
GA simulation, from Figure 5.20 to Figure 5.24, produce regions of multiple allocation-
cases for a desired regulated power (shown in red on the graphs).

Surprisingly, in all of the simulation cases, the uniform scheme seems to provide the
best efficiencies. The inferior efficiencies in red regions produced by the GA results
are due to the mixing of low and high wattage nodes in a single system. This can
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partly be explained by the nature of the power regulator, and its inherent efficiency
with respect to output load and input voltage.

In Figure 2.22, the regulator-efficiency graph shows that when the load current is ap-
proaching the maximum-current specification of 5A, the efficiency slightly decreases.
This is the reason for some of the GA results having lower efficiencies caused by high-
wattage nodes existing in those regions. Also, as the system-level efficiency results
follow the regulator-efficiency curves, this can also be considered as a validation of the
models and simulation framework. The efficiency on the system sizes of 7x7x7-ball
to 10x10x10-ball for the uniform scheme are also provided in Figure 5.25(a)-(d). Un-
surprisingly, for 25W regulated load, the size of 10x10x10-ball gives the lowest power
efficiency due to the voltage losses on a large number of connector pins, resulting in
the approximate ratio of 0.76 shown in Figure 5.25(d).

Figure 5.19: 1x1x1-ball system-level power efficiency on GA and uniform allocation schemes.
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Figure 5.20: 2x2x2-ball system-level power efficiency on GA and uniform allocation schemes.

Figure 5.21: 3x3x3-ball system-level power efficiency on GA and uniform allocation schemes.
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Figure 5.22: 4x4x4-ball system-level power efficiency on GA and uniform allocation schemes.

Figure 5.23: 5x5x5-ball system-level power efficiency on GA and uniform allocation schemes.
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Figure 5.24: 6x6x6-ball system-level power efficiency on GA and uniform allocation schemes.
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Figure 5.25: 7x7x7-ball to 10x10x10-ball system-level power efficiency on the uniform allocation scheme.
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5.4 Total System Power

Having considered constraint and power efficiency simulations, another holistically
meaningful data are the total system power. These power figures include all the
power consumed by tile-level components, and also the power wasted on connector-
pin resistances and the simulated power grid.

Figure 5.26 shows a range of cubic TCA systems. This figure is generated using
the same uniform-simulation set of the TCA system-sizes ranging from 1x1x1-ball
to 10x10x10-ball with the simplified board model earlier mentioned in Section 5.2.
For any single cube-size TCA, 25 different load-wattage simulations are performed.
The total system power of a cube-size TCA is equal to the single external voltage-
source of 12V multiplied by the total input-current fed to the whole system. All
the 25 total system power values are extracted into a single report file. With ten
cube-size simulations, it results in ten report files generated. To obtain the power
trends in Figure 5.26, each report file is read for plotting the total system power
values as shown with the same coloured bars. The highest total system-power is
approximately 263kW for the TCA cube-size of 10x10x10-ball, with each tile-level
regulated load consuming an approximate power of 25W. With these estimated values,
a TCA can be physically compared in terms of power consumption to some existing
parallel/distributed computer systems. A 7x7x7-ball (343 balls, 2,744 tiles) TCA with
20W-per-tile (160W per ball) regulated power, consumes approximately the same
amount of power to a 65Kw 64-board MDGRAPE-4A system reported in [28].

A report file for the 7x7x7 TCA cubic system can be found in Table 5.2. The report
file shows that, with a total power-load nearest to the 65kW MDGRAPE-4A case
above (at 66.4kW), the worst-case connector-pin current is approximately 8A, whilst
the lowest board input-voltage is approximately 10.86V, which is still much higher
than the lowest acceptable input voltage of approximately 5.5V reported in [65]. In
the tile prototypes, two parallel-pins are for power or ground rails, thus doubling the
maximum current allowed from 3A specification reported in [88] to 6A.

Obviously, the worst-case pin current of the 7x7x7-ball case is beyond this limit,
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however, can be easily mitigated by occupying only an additional pin or pins for each of
power/ground rails, for example by using the larger connector such as that illustrated
in Figure 6.1 in Chapter 6. This allows us to conclude that it is possible to scale
systems to large sizes, provided that care is taken to design the power interconnects
between tiles or balls accordingly.

At the current stage of research and also with the different inter- and intra-node im-
plementation choices, it is not straightforward to compare the related interconnection
network performance as various factors, PE-types, routing algorithms and buffering,
etc., are involved. However, comparability between TCA and equivalent logical topolo-
gies is possible. One similar system configuration is MDGRAPE-4A, a 3D torus, which
can be implemented with TCA tiles or balls by adding additional wrap-around channels
on the cubic faces at the system surfaces of a cubic TCA array.

Figure 5.26: Estimated TCA system power of various cubic sizes based on the simplified board model,
showing the additional power contributed by each increment of array size n (and thus total power for the
final case), for a range of component tile power loads. Total ball power in each case will be 8 times tile
load.
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Table 5.2: Example of a uniform simulator report file for a size of 7x7x7-ball TCA with the board model
based-on the tile prototypes in this thesis without fan for cooling. Two parallel pins are dedicated for
each of power and ground rails, and the connector-pin parameter is set for 50m-Ohm mated pin-pair. The
highlighted case represents the nearest equivalent power load to that of the 65kW MDGRAPE-4A system.

ExtVolt
Supply

Connnector
PinModel
Resist1

RLoad ballPer
Dim

minV Across
PCB2 max PinCur3 iDiffThrs Total System

Power

12 0.0125 1.0000 7 10.5332 10.2146 0.0100 84821.1665
12 0.0125 1.0417 7 10.6006 9.7558 0.0100 81078.4954
12 0.0125 1.0870 7 10.6676 9.3023 0.0100 77355.4770
12 0.0125 1.1364 7 10.7334 8.8534 0.0100 73662.6173
12 0.0125 1.1905 7 10.7985 8.4082 0.0100 70018.8395
12 0.0125 1.2500 7 10.8627 7.9677 0.0100 66378.4142
12 0.0125 1.3158 7 10.9259 7.5331 0.0100 62795.3438
12 0.0125 1.3889 7 10.9891 7.1014 0.0100 59236.1195
12 0.0125 1.4706 7 11.0515 6.6765 0.0100 55666.2281
12 0.0125 1.5625 7 11.1125 6.2557 0.0100 52163.5242
12 0.0125 1.6667 7 11.1731 5.8342 0.0100 48661.8274
12 0.0125 1.7857 7 11.2333 5.4120 0.0100 45174.0826
12 0.0125 1.9231 7 11.2926 4.9955 0.0100 41761.8222
12 0.0125 2.0833 7 11.3509 4.5855 0.0100 38367.2571
12 0.0125 2.2727 7 11.4090 4.1816 0.0100 34991.5153
12 0.0125 2.5000 7 11.4660 3.7918 0.0100 31674.4193
12 0.0125 2.7778 7 11.5217 3.3931 0.0100 28379.3997
12 0.0125 3.1250 7 11.5770 2.9959 0.0100 25094.9176
12 0.0125 3.5714 7 11.6321 2.6039 0.0100 21859.4959
12 0.0125 4.1667 7 11.6868 2.2207 0.0100 18668.0568
12 0.0125 5.0000 7 11.7406 1.8456 0.0100 15550.5035
12 0.0125 6.2500 7 11.7927 1.4834 0.0100 12520.7969
12 0.0125 8.3333 7 11.8416 1.1357 0.0100 9584.7211
12 0.0125 12.5000 7 11.8888 0.7964 0.0100 6717.7470
12 0.0125 25.0000 7 11.9346 0.4684 0.0100 3949.3261

1 The parameter ’Connector PinModel Resist’ is set 0.0125Ω due to a resistance of 0.050Ω
mated pin-pair is effectively reduced to 0.025Ω by two parallel pins used. Then, in the sim-
ulation model, each tile-edge has a single lumped-resistor. Thus, this 0.025Ω is respectively
split into 0.0125Ω to each side of the inter-tile connection.
2 ’minV Across PCB’ is the parameter to store the lowest board input-voltage found in the
entire power-distribution grid simulated.
3 The parameter ’max PinCur’ is the parameter to store the worst-case (maximum) connector-
pin current found in the entire power-distribution grid simulated. As can be seen in Figure
3.7(a), only a single lumped-resistor exists at a tile edge to model a single or parallel hardware
pins. Thus, if parallel hardware pins are used for a tile edge’s power (or ground) rail, the
actual estimated electrical-current per hardware pin equals to this parameter’s value divided
by the number of the pins.
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5.5 Preliminary Topological Analyses, Simulations,

and Comparisons

Considering physical scalability can also imply the scalability of the overall computing
performance. However, in reality, measuring a parallel/distributed machine in terms of
computing performance is not straightforward and encompasses a large research field
as various types of workloads may possess different interconnection network traffic
patterns as shown in Table 2.5. In this thesis, evaluating system workload computing
performance in deep detail is not the main focus of the hypothesis. However, prelim-
inary investigations were conducted and are discussed to highlight possible potential
for future work.

The approach taken was to consider how the developed power simulation tools might
work alongside some existing computational performance toolsets.

As a preliminary feasibility study, Booksim2 [37], a widely employed interconnection
network tool, has been adopted, and modified for the purpose of topological analyses.
This also demonstrates the opportunity of how an existing interconnection network
tool can be interfaced with the simulation framework proposed in this thesis in the
future.

In this feasibility study, the TCA will be compared to SpiNNaker [5], a well known large
scale parallel machine. SpiNNaker is constructed using rack/cabinet based packaging,
and therefore it illustrates the ’traditional’ rack and back-plane approach to large scale
processing arrays outlined in the initial chapters of the thesis, where the drawbacks
of such systems were highlighted.

SpiNNaker was also chosen as an existing system for comparison as it shares some
of similarities with TCA - having multiple PE chips located close together in 3D
space, albeit at rack/cabinet-level. Secondly, it also employs a torus-like topology,
and attempts to support a logical 3D interconnection topology between nodes.

Another existing machine of interest is the MDGRAPE-4A [28] system. Although the
number of board-level PE chips in MDGRAPE-4A is not as dense as SpiNNaker, as the
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topology is obviously similar to a TCA implemented as a 3D torus, it draws interest
to also include this system in terms of topology being equivalent.

Detailed simulations for interconnection network performance are out of the thesis’s
scope as it requires portions of tool modification and relevant processes, for instance,
relating node power allocation to injection rates, and tool verification. Additionally, It
can be said that if data I/O of TCA is implemented using trapezoidal facet (T-facet),
the performance characteristics will be of the conventional 3D mesh/torus topology.
However, in future work, the hexagonal facet (H-facet) is another sub-surface area
that can be further investigated for an alternative of inter-unit data I/O. This can
be part of decision-making prior to implementing an equivalent logical topology in an
interconnection network tool.

BookSim2 provides an advantageous topological construction feature, called anynet.
This topological construction capability allows users to create a custom topology by
writing a textual file containing the connectivity of nodes and routers. An example of
a simple 2D-mesh topology with a user-file is shown in Figure 5.27.

Figure 5.27: (a) a logical representation of nodes and bi-directional channels forming a 2D-mesh topology.
(b) the same network with explicit routers shown. (c) example of BookSim2’s anynet user-file constructing
the network with uniform latency of 1 cycle. All the channel latencies in this example file are uni-directional.

An example of a user file is shown in Figure 5.27(c), each line starting with a router
and its number, followed by its neighbouring devices, which can be either nodes or
routers. The second numerical value immediately after, a node or router number,
is the channel latency between a couple of router-node or router-router connections.
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BookSim2 already provides built-in mesh and torus topologies for simulation purposes,
whilst hexagonal torus employed in SpiNNaker does not exist.

Therefore, to assist with creating test cases, an automating tool to generate an anynet
topology-file for this specific topology was also created in this thesis.

As an initial topological investigation, hop counts amongst the three systems are
considered. To simulate the hop counts in a SpiNNaker system implemented with
a hexagonal torus topology shown in Figure 5.28(a), a node-number convention is
required for constructing a system using the anynet user-file entry in BookSim2. As a
convention used in this thesis, an example of nodes sequentially numbered is shown
in Figure 5.28(b).

Figure 5.28: (a) A hexagonal torus topology employed in a SpiNNaker system. (reprinted from Figure
2.7 in [5])a. (b) Example of node-number convention for hop-count simulations in this thesis.
a With granted permission by Jonathan Heathcote, the author of [5]

Hop counts of a systematic topology may be manually analysed by formulating the
topological properties into mathematical equations, however, it is not only the nodes
and channel connectivity in a topology contributing to hop counting, but also routing
algorithms. In BookSim2, Dijkstra’s algorithm is employed to search for one of the
shortest paths for each pair of source-destination nodes.
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In the current stage of research, the number of shortest paths possible for each pair
is not evaluated. However, in future work multiple shortest paths that exist for each
pair can be beneficial for distributing data units (packets/flits) sent from a source
to destination node where the shortest possible hops are required. This extendable
routing capability is beneficial for arbitrary topologies and routing algorithms, though
this obviously requires an effort for tool modification.

Figures 5.29, 5.30, and 5.31, show hop counts for the three systems, TCA, MDGRAPE-
4A and SpiNNaker. For hop-count simulations, all the systems are constructed with
729 nodes as this size is smallest in the range of hundreds and also give exactly the
same number of nodes for each system. Table 5.3 shows a list of nodes per dimension
and the total number nodes of 3D mesh/torus and hexagonal torus.

Figure 5.29: Hop-count distribution of a 729-node, 9x9x9, 3D mesh topology.

The conventional topology of TCA in the current stage of research is 3D mesh,
therefore, its hop-count distribution can be seen in Figure 5.29. For MDGRAPE-4A,
as it also shares the same 3D-torus topology with wrap-around channelled version of
TCA, thus the hop-count distribution of those two cases is equivalent and it reduces
the maximum number of hops, which is shown in Figure 5.30. Whilst TCA and
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Figure 5.30: Hop-count distribution of a 729-node, 9x9x9, 3D torus topology.

Figure 5.31: Hop-count distribution of a 729-node, 27x27, hexagonal-torus topology.

MDGRAPE-4A share some similarity in the distribution shape, SpiNNaker provides
a distinct hop-count characteristic. SpiNNaker is better in terms of maximum hop



5.5 Preliminary Topological Analyses, Simulations, and Comparisons 177

count than a 3D-mesh TCA but much less favourable than a torus TCA.

Having separately shown each hop-distribution, Figure 5.32 depicts all the hop-count
data in another intuitive comparison. It can be obviously seen that a 3D-torus of
either TCA or MDGRAPE-4A case outperforms the other two topologies considering
both the maximum number of hops and the occupation range of lower hops (i.e.
availability/multiplicity of short hops). Interestingly, 3D mesh/torus dominate larger
portions of lower hops. However, hexagonal torus provides a lower maximum hop-
count.

Figure 5.32: Cumulative hop-counts comparison amongst 3D-mesh, 3D-torus, and hexagonal torus.

Every topology has its own advantages and disadvantages. However, regardless of
a topology having some attractive purely logical properties, it ultimately depends
upon constraints of physical packaging technologies employed in their assembly. In
the previous preliminary analyses, only a small set of example machines are selected as
an initial consideration for tool integration. However, there are many more topologies
having been investigated in the field, for instance, ring, star, tree, hypercube, dragonfly
[95], etc. These topological variants for intercommunication are not in the scope of
this stage of the research as only the investigation of power network is focused upon.
However, more complex topologies can be applied to TCA such as the double packing
described in Chapter 2.
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Table 5.3: Comparison of nodes per dimension and the total number of nodes of 3D mesh, 3D torus,
and hexagonal torus.

Nodes per dimension 3D mesh/torus Hexagonal torus
1 1 1
2 8 4
3 27 9
4 64 16
5 125 25
6 216 36
7 343 49
8 512 64
9 729 81
10 1000 100
11 1331 121
12 1728 144
13 2197 169
14 2744 196
15 3375 225
16 4096 256
17 4913 289
18 5832 324
19 6859 361
20 8000 400
21 9261 441
22 10648 484
23 12167 529
24 13824 576
25 15625 625
26 17576 676
27 19683 729
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5.6 Comparison of Large-scale Traditional

Rack-mount Systems with TCAs

Traditional rack-mount systems can be implemented at large scales using multiple
discrete racks/cabinets and potentially occupy the entire room for the HPC, with a
complex mix of short and long range connections. Thus, it is not straightforwardly
comparable to the unique power network in a contiguous array of TCA investigated
in this thesis. Thus, focusing upon a sub-level of contiguous node-composition is
considered a more sensible solution. Therefore, the rack/cabinet level will be compared
with a cube-shaped TCA array. Taking into account the considerations above, a
comparison metric is provided in this thesis to consider whether a TCA is considered
to be ’large-scale’ as achieved in recent traditional rack-mount systems, and can be
formulated as per Equations 5.1, 5.2, and 5.3.

𝑃𝑒_𝑃𝐸 =
𝑃𝑑

𝑁𝑃𝐸_𝑑
(5.1)

𝑀 𝑓 𝑎𝑐𝑡𝑜𝑟 (𝑎,𝑏) =
𝑃𝑒_𝑃𝐸𝑎

𝑃𝑒_𝑃𝐸𝑏
(5.2)

𝑁𝑃𝐸_(𝑎) = 𝑀 𝑓 𝑎𝑐𝑡𝑜𝑟 (𝑎,𝑏) × 𝑁𝑃𝐸_(𝑏) (5.3)

where:

𝑃𝑑 = Total power in the domain of interest

𝑁𝑃𝐸_𝑑 = Number of PEs in the domain, meaning packaged chips in this comparison

𝑃𝑒_𝑃𝐸 = Estimated average amount of power per the number of PEs in the domain

𝑀 𝑓 𝑎𝑐𝑡𝑜𝑟 (𝑎,𝑏) = Multiplying factor, the ratio of 𝑃𝑒_𝑃𝐸 in domain 𝑎 over 𝑏

𝑁𝑃𝐸_(𝑎) = Number of PEs in domain 𝑎 equating with the power of PEs in domain 𝑏

In practice, the actual amounts of power per PE can vary by the PE types (CPU,
GPU, etc.) employed in the system. Also, a single PE can vary its power consumption
over time due to the dynamic computing workloads. However, the comparison model
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Table 5.4: Comparison of the selected existing systems concerning given total system power and estimated
PE-related configurations.

System Power
(kW)

Number
of racks

boards/
rack

PEs/
board PEs

PEs/
rack

approx.

Power/
rack
(kW)

Power/
number
of PEs*
(W)

SpiNNaker 100 10 120 48 57,600 5,760 10 1.74
HAEC** 1 1 4 16 64 64 1 15.63
ExaNest 60 1 72 16 1,152 1,152 60 52.08

MDGRAPE-4A 65 4 16 8 512 128 16.25 126.95
Frontier 21,100 74 64 10 47,360 640 285.14 445.52a

* Power/number of PEs represents an estimated power budget required per the number of
PEs for the total system power reported. Thus, this does not reflect the actual power per
PEs that may vary at run-time, or by the possible maximum consumption.
** The HAEC box is considered a small scale, thus, not selected for comparison at this stage.
a Interestingly, with the TDP and TBP reported in [96], and [97], the average power per the
combination of 1 CPU, and 4 GPUs, are very similar to this value.

aforementioned focuses upon the estimated average amount of power per the number
of PEs in Equation 5.1, by using the reported power for each machine. This metric
is considered adequate for the purpose of TCA ’physical scalability’ to compare with
existing systems implemented with the different node power allocations.

To determine whether a TCA based on the hardware prototypes is able to be scalable
to a ’large-scale’ system, some important and recent traditional systems are selected as
shown in Table 5.4 as use-case scenarios. This table shows a quantitative comparison
concerning given total system power and estimated PE-related configurations. In this
comparison, the parameter named ’Power/number of PEs’ is used to estimate the
ratio of the whole power consumption and the number of PEs existing at rack level of
a given system of interest. This level of construction is preferred due to the fairness
of comparison with TCA regarding the ’contiguity’ of nodes in the system. Without
this agreement, a virtually infinite large system can be constructed by loosely discrete
multiple racks/cabinets, or separate groups of TCA arrays.

The ’Power/number of PEs’ values will then be used to further calculate the equiv-
alent number of TCA tiles required to contain all the PEs at the rack level of a
desired traditional system in Table 5.5. The resulting parameter in Table 5.5 is the
approximate equivalent TCA tiles, indicating how many tiles are required to mimic
the same amount of power at the rack level of a given system. In this estimation,
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Table 5.5: Estimation of the required number of TCA tiles with a power budget of 25W regulated-load
per tile, to mimic the whole power consumed at rack level for a given system as described in Table 5.4
using Equations 5.1 to 5.3.

System
PEs/
rack

approx.

Power/
rack
(kW)

Power/
number
of PEs
(W)

Approx.
equivalent
TCA tiles

SpiNNaker 5,760 10 1.74 400
(411)a

ExaNest 1,152 60 52.08 2,400
MDGRAPE-4A 128 16.25 126.95 650

Frontier 640 285.14 445.52 11,406

a Based upon a budget of 25W TCA regulated-load per tile, and a power/number of PEs of
1.74W, the actual number of PEs/tile is 14.37. Thus, this is required to be floored to 14 for
an integer number of PEs located in a tile, which equals to 24.36W regulated-load per tile.
Effectively, under a contiguous array of 10kW, this results in an approximate number of 411
tiles.

SpiNNaker is a special case, having ’Power/number of PEs’ at rack level is under the
25W regulated-load, thus multiple chips could be located in a single tile. This obvi-
ously causes a sub-topology, for instance, partial/full mesh, ring, to be implemented
for tile-level PE-to-PE interconnection network. Whilst it is feasible to migrate mul-
tiple SpiNNaker’s chips to a single TCA tile, the other systems’ PEs require power
beyond the 25W budget, therefore a slightly different estimation is required. With
this tile-level regulated-load power limit, it is assumed that a desired PE from a tra-
ditional system can operate upon a power-management technique such as variable
clock frequencies to sustain the 25W power-budget.

Finally, as only cube-sizes of the TCA system are focused upon in this thesis, Table
5.6 shows the minimum cube-sizes for the approximate TCA tiles required from the
previous calculation. It can be seen that in the case of MDGRAPE-4A, the connector-
pin current limit of 6A is violated by an approximate maximum connector-pin current
of 7.0171A. However, this can be mitigated by using some simple techniques, for
instance, adding more edge-pins, or increasing the external voltage supplied, if com-
plying with the regulator input-voltage requirements.

Whilst the connector-pin constraint is violated based upon the hardware prototypes,
both the simulated and extrapolated results show that the minimum board input-
voltages are still above the minimum input-voltage requirements (approximate 5.5V)
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Table 5.6: Required cube-sizes of the approximate numbers of TCA tiles in Table 5.5.

System
Approx.

equivalent
TCA tiles

Required
TCA cube-size

(balls per dimension)

Maximum
pin current (A)

Minimum board
input-voltage (V)

SpiNNaker 400
(411)* 4x4x4 (512 tiles) 5.4886 11.5556

MDGRAPE-4A 650 5x5x5 (1,000 tiles) 7.0171a 11.2887
ExaNest 2,400 7x7x7 (2,744 tiles) 10.2146 10.5332

Frontier 11,406 12x12x12b (13,824 tiles) 18.7227,
20.6744

6.6602,
7.0172

* See the table-note of Table 5.5.
a The sizes of 5x5x5-ball, and larger configurations, violate the expected maximum connector-
pin current limit of 6A in the hardware prototypes. However, this can be mitigated by 1)
adding more power/ground pins, or extending their the cross-sectional areas on the areas
available in each trapezoidal facet, or 2) increasing the external voltage supplied at the cubic
surfaces. For instance, some examples of increased pin arrangements are shown in Figure 6.1
in Chapter 6.
b As the sizes of 11x11x11 balls and larger ones are not simulated, both the maximum
connector-pin currents and lowest board input voltages are given with the lower- and upper-
bounds by the extrapolations using the fitting models.

as specified in the regulator data-sheet [65]. The extrapolated minimum board input-
voltages can be calculated using the voltage drops reported in Figure 5.7(e).

At this point it is worth emphasising that, apart from the models and simulation
framework themselves, the hardware prototypes built in this thesis also play an im-
portant role for validating those models and therefore allowing predictions for scaling
up to large-scale systems. Concerning the hardware prototypes, the best effort made
possible was only at the scale of a single ball. This is due to the funding requirements
for building larger scales of prototypes. However, with the validation work carried
out, and in particular focusing on the role of connector resistance in the power grid,
it shows that high accuracy can be achieved after validating the models against the
affordable small-scale of the hardware prototypes. Moreover, the simulation results
have also been considered as a range of predicted scales, rather than relying upon a
single optimistic solution.

To conclude this section, an important contribution to the thesis is made here, val-
idating the idea that TCA systems are electrically competent in meeting large scale
system expectations and also in ways that are comparable to other more conventional
systems in terms of computational topologies.
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In this chapter, the research hypothesis and objectives, contributions, useful expe-
rience of the author regarding creating novel simulation platforms will be detailed.
Additionally, several possible opportunities for future work are also given.

6.1 Conclusions

A number of important aspects have been recognised and investigated in this thesis.
The following subsections outline the key outcomes and conclusions in more detail.

6.1.1 Research Hypothesis and Objectives

Having proposed the models, simulation framework, hardware prototypes, and TCA
scalability evaluations, the research hypothesis will be restated as follows:

In the first part:

It is feasible to build a physical large-scale Tiled Computing Array within the power-
grid constraints given

Given the quantitative comparison in Section 5.6, it can be concluded that a ’large-
scale’ TCA power distribution grid is feasible to be constructed with the unconven-
tional power network investigated in this thesis. This is due to the fact that the
recent systems selected for comparison can be equivalently achieved to the scale of
10,000 tiles. Whilst the current constraint is not within the specification, this is due
to the initial prototypes built in the current stage of the research. Also, alternative
higher-wattage switching regulators are also available. Moreover, the external voltage
supplied to be investigated in this thesis is 12V, which is the voltage rated in the
connector data-sheet. Deep investigations for more sophisticated inter-node power
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Figure 6.1: Examples of power connectors and enhanced designs. Left: Existing prototype connector
22mm length, 6-pin (2xVcc, 2xGND, 2xData). Middle: Larger connector ( approx. 30mm length), 12 pins,
example: 4xVcc, 4xGnd, 4xData, giving double the power capacity. Right: Bespoke Design © C Crispin-
Bailey, University of York, Diameter 25mm, 30-way connector, exploiting connections via hexagonal H-
Facets rather than trapezoidal T-Facets.

media in the future can lead to improved alternative designs to support higher volt-
ages and currents. Allowing higher external (cubic-surface) voltages supplies not only
decreases the worst-case inter-node current, but also consequently eases the design
of inter-node power media in terms of the current limit.

As shown in Figure 6.1, there are many possibilities to enhance inter-tile connectors
in this respect, and a further advantage of more pins in parallel is that their overall
resistance is reduced. In other words, existing limits of scalability can be overcome by
improving the design of tiles and connectors without a step-change in technology.

For the second part of the hypothesis, the further criterion was added such that (in
bold):

It is feasible to build a physical large-scale Tiled Computing Array within the power-
grid constraints given, whilst still scaling up the system computing perfor-

mance.

Quantitatively, this additional expectation extends upon the first part of the research
hypothesis in terms of the overall computing performance measures of the system.
This is evident in the sense that if a large number of nodes is achievable, then the
requirements are potentially met with which to obtain a high performance computer
system at present. To perform quantitative investigations for system computing per-
formance requires sophisticated models to relate power allocation and detailed in-
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terconnection network performance together with workload analysis, and this is not
within the scope of this thesis.

However, to make some degree of evaluation on this point, in a qualitative way, the
TCA concept also provides advantageous constructional properties discussed in the
earlier chapters do support this hypothesis and can be summarised as follows:

▶ Data channels: TCA provides non-cabling and direct coupled nodes. This im-
plies low latency and high bandwidth achievable in physical implementation.
The convenience of facet-to-facet I/O connections also permit parallel data
channels to be implemented very easily compared to rack and back-plane solu-
tions.

▶ Hop counts: Although TCA or any other systems that are implemented with
3D mesh/torus topologies suffer from the high maximum hop-counts when the
system size is growing, this is nonetheless comparable to many existing HPC
systems, such as MDGRAPE-4A.

▶ Future capability: A unique opportunity within the 3D geometry of TCA
systems is that hop-counts can be further reduced in future work by exploiting
the idea of direct node-coupling to nearby non-neighbour nodes using bypass
channels [98] to the second immediate nodes. An example of conceptual design
is depicted in Figure 6.2. These additional channels not only reduce hop counts,
but also provide a higher degree of tolerance for the channel-failure situations,
and increased internal data bandwidth. The 3D structure of TCA potentially
allows this to be achieved with a much higher degree of efficiency than any
rack-mount system topology.

Given what has been discussed and the above points, and in particular the fact that
TCA can achieve identical logical network connectivities to well known HPC systems
such as MDGRAPE-4A, it can be considered that the second criterion can be met.

With the research hypothesis having been tested, all of the research objectives will
also be restated with relevant success criteria to discuss how pieces of the evidence
in previous chapters allow to answer them as follows:
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Figure 6.2: A conceptual design for a bypass channel between second-immediate hops. The black line
shows a dedicated line medium implemented on the same or a different PCB layer of existing components.

▶ Objective 1: Employing and designing models and simulation tools

The hierarchical and parameterised models for validation have been designed
and discussed in Section 3.4. An example of the simulation times and files sizes
are reported in Table 3.1. Regarding the existing simulation tools, as shown
in Figure 4.1 and Section 4.8, both LTspice® and ngspice are examples of
employing existing tools in the simulation framework. The SPICE simulations
are semi-automated with various parameterised models and modular generators
for mitigating labour-intensive tasks.

▶ Objective 2: Hardware validation

The accuracy results have been reported in Section 3.5. For the validation of
simplified vs complex models, the overall percent errors were found to be less
than 1%, whilst the case of the complex models validated against the hardware
prototypes can achieve the overall averaged errors within an approximate range
of 1-2%. This excludes the no-load case, which has the overall average value of
approximate 5% for error. This idle power-load is considered not a significant
concern in the scenarios of high-percentage PE utilisation. However, this issue
is one of the aspects to be further investigated in the future. These reports
have also been published in [42].

▶ Objective 3: Fundamental simulation experiments

Prediction trends with lower and upper bounds with different fitting equations
are provided in Section 5.2. It is unfeasible to simulate TCA cases with very
large sizes. Thus, to mitigate this issue, a range of ten TCA sizes are simulated
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and used as base data to perform extrapolations for desired larger scales. The
initial plan for regulated-load power allocation should cover a sensible range of
power starting from 0W. Unfortunately, it was found in the experiments that
the data points in the case of 0W regulated-load caused some difficulties in
the fitting processes. However, A zero-wattage power budget is not typically
practical in real usages as nodes without regulated power consumption would
waste the area occupation of the system. This issue is considered trivial as
the simulated cases start from 1W, which is very close to the idle 0W earlier
planned. The inter-node electrical resistance is based upon a simple model,
created as a single lumped-resistor. The external power-supply is set at 12V as
a widely typical use of power supply voltage. These two items have been carried
out as planned.

▶ Objective 4: Optimised power distribution

Considering the GA-based simulation results, which can be found in Subsection
5.3.2, it clearly demonstrates that the optimisation framework is able to discover
multiple power-allocation cases that are superior to the conventional uniform
ones. With these simulation results, it suggests that heterogeneously power-
allocated nodes are an attractive choice when concerning system-level power
under a constraint of connector-pin current limit.

▶ Objective 5: Scalability evaluations

Based upon the scalability comparison provided in Section 5.6, and the research
hypothesis tested true, it gives high confidence to move forward to continue
with various aspects towards larger scales of prototype building, design variants,
and also interconnection-network performance aspects.

▶ Objective 6: Simulation framework documentation

This objective has been included for the completeness as part of long-term tool
design-practice, and is still in an ongoing stage. However, during the time of
simulation-framework development, examples of the documentation processes
currently achieved are as follows:

• In-line comments for important lines of code
• Examples of step-by-step running of functions, provided in corresponding
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source files
• Separate test-case wrapper calling functions, if required.
• Some separate files containing visualisations explaining some complex in-

ternal processes

6.1.2 Contributions

The contributions previously highlighted in Chapter 1 are discussed with a review
perspective as follows:

▶ Modelling Framework: Referring back to Section 3.3 and Subsection 3.4.2,
both theoretical, and practical models based on the hardware prototypes, for
inter-node power media have been developed. In the theoretical conductive-
medium, a hexagonal plate was only initially investigated for the possibility of
sophisticated conductive designs. This hexagonal plate does not actually only
act as inter-node, but also, intra-node medium at the same time. For the prac-
tical conductive model in this thesis, parameters are based on an off-the-shelf
connector pin selected for building the hardware prototypes but being commonly
used in a wide range of similar connectors. With this typical pin-shape, a derived
inter-node resistance can be easily formed compared to arbitrary ones that may
require a complex current conduction simulation tool.
In a complete top-down abstraction of intra-tile level modelling, various hier-
archical models ranging from, tile, the pin-resistance earlier mentioned, board,
voltage regulator, and regulated load, are discussed from Subsection 3.4.1 to
3.4.5. Ball-array and power source models can also be found in Subsections
3.4.6 and 3.4.7.

▶ Simulation Framework: In Chapter 4, a large number of simulation tools
have been carefully developed as a modular design. This also facilitates future
extensions without tremendously restructuring the whole framework. As can
be seen in Figure 4.1, without the automation of this simulation framework,
it is virtually impractical to evaluate the scalability manually by tremendously
labour-intensive SPICE-code generations and data analyses.
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To accelerate simulations, as shown in Figure 4.19, automation scripts were
implemented for a single-machine to run simulation instances in parallel over
multiple processing cores. For optimisation of node power allocation, in Sub-
section 4.7.4, a GA-based non-uniform simulation framework has also been
proposed, implemented and demonstrated.
All of the scripted visualisations throughout this thesis are one of the important
features. Without this capability, some meaningful representations cannot be
easily understood. Visualising simulation results can also help verifying simula-
tion tools, in addition to the levels of ’unit’ and ’integration’ testing.

▶ Hardware Prototypes: In Section 3.2, a variant of the theoretical hexagonal
tiles, as real fabricated hardware prototypes, have been built specifically to sup-
port the validation of the scalability evaluations in this thesis. Whilst primarily
for validation purposes, various useful practical issues have been manifested dur-
ing their design, and various stages of decision making. This is a highly valuable
case-study, and a lesson learnt for future developments.

▶ TCA power-distribution grids scalability and optimisation evaluations:

In Chapter 5, this can be seen as the outcomes of the three items above,
which is the essential purpose of the thesis. For scalability analysis, as can
be seen in Section 5.2, without these results, it would not be predictable as
to whether scalability could be achieved for large scales and high performance
computing. Understanding the large-scale power network has not only benefited
scalability validation, but also for recognising aspects such as fault tolerance,
resilience, and optimality of system configuration and design. Moreover, further
GA-based optimisation results are also provided in Section 5.3. These several
simulation results also play an important role when, in practice, non-uniform
power allocation is expected.

6.1.3 Tool Design Experiences

Unlike some other research work that may be conducted based on well-established
simulation tools, this thesis has undoubtedly given considerable attention to building
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both the models and a simulation framework to carry out simulations required for
their utilisation. Any tool developers may have different developing styles, but the
following recommendations from the author’s experiences during this thesis should be
used as general guidelines.

▶ Well structure the simulation modules, starting using the top-down view. Having
broken down all hierarchies of the modules, each of them can be separately
focused on for completion on its own. This is not only to clarify what a specific
module should perform, but also for modularity and portability in the future.

▶ When facing problematic simulation runs, start with simple checks, for instance,
path/function names, the correct number of variables, the existence of required
simulation files, rather than deeply digging into source code in the first place.

▶ Log useful statistical information such as simulation times, processing utilisa-
tion, and memory and storage requirements, during simulations. These pieces
of information, sometimes, may not be able to be recorded in a fine precision
such as CPU utilisation since it may vary during a simulation.
Moreover, the statistical logging modules themselves, sometimes, can also in-
terfere in the statistical data if not well considered such as too frequently
logging CPU times. In this thesis, only the simulation results are focused on.
However, the simulation framework can be improved to add these additional
simulation statistical logging modules in future work. Dedicated simulation re-
sources provided by the organisation/institution are also highly recommended,
which benefit both simulation-related demands and accurate logging data.

▶ Avoid module-name confusion in the future. During a specific period of time,
the tool developer may obviously comprehend all the modules being focused
upon. However, leaving the development for a period of time, it could lead to
unnecessary confusion to oneself. Good naming conventions and documentation
can alleviate this issue.
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6.1.4 Limitations and Assumptions

Even though several efforts made to the modelling and simulation for power distribu-
tion grids of 3D Tiled Computing Arrays, there are some limitations and assumptions
worth mentioning as follows:

Limitations:

▶ As described in Subsection 2.1.2, there can be many forms of module and system
compositions. Only a design of hexagonal tile is chosen to be investigated in
this thesis. However this design, forming a truncated octahedron, is considered
one of the most optimal choices for modular packing and therefore a natural
first choice.

▶ In practice, the fluctuations of voltage and current all over the system can also
be of interest. This thesis focuses upon these two types of quantity only when
the system is in a steady state.

▶ Further simulated TCA sizes could lead to more obvious predicted trends. How-
ever, due to the research time-frame and simulation facilities available, only the
sizes of 1x1x1 to 10x10x10 balls are simulated for predictions in Chapter 5.

▶ The parallel-simulation capabilities in this thesis help with reducing total time
required for all of simulation instances given. However, it currently supports
only the distribution of simulation instances in a single machine.

▶ Ideally, hardware prototypes for validations would be multiple-ball configura-
tions. In this thesis, to the best effort made possible, only a single ball can be
achieved. New work planned and being undertaken at the University of York in-
cludes a new ’K1’ prototype ball array and the work undertaken will be valuable
in supporting that system validation.

Assumptions:

▶ In practice, whilst practical power consumption at the voltage regulator’s output
can vary due to dynamic computational loads, it is assumed to be constant in
this thesis. A more thorough dynamic analysis would be worthwhile in the future,
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although the power connector pin specifications do also permit transient loads
far in excess of the steady state current ratings.

▶ The voltage regulator in a particular tile can differ from the others employed in
the system. Only a single voltage regulator model is employed in this thesis.

▶ At the intra-tile level, it is assumed that the conductive-medium resistances (for
example internal PCB tracks or buses) are negligible.

▶ The values of connector-pin resistance may differ within specified tolerances
amongst all the pins used in the whole system. For simplicity, a uniform value
is assumed.

▶ Partial external power connections are possible, whilst it is assumed in this thesis
that all of the power connectors are fully connected for simulations. However, a
benefit of the simulation platform is that such scenarios can easily be evaluated
in the future.

▶ In this thesis the TCA is assumed to be externally supplied with a 12v supply
(and same for the hardware prototypes). However there are other voltage rail
choices. Again, the simulation tools allow this to be explored if desired.

With the limitations and assumptions above, it can be concluded that there are still
many interesting challenges and opportunities to be tackled in the research field for
future work, some of which have become apparent as a result of the work presented
in this thesis.

6.2 Possible Future Work

In this section of possible future work, both the simulation framework and hardware
prototypes will be discussed to foresee how they can be improved for future investi-
gations.
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6.2.1 Lower Hop Counts

Inherently, large-scale 3D mesh topologies encounter the issue of high hop counts. A
3D torus can also partially mitigate this issue. However, the wrap-around channels
are physically long for large systems and could lead to non-uniform regions of lower
bandwidth and high latency. Travelling through communication hops does not only
face the physical distance issues, but also the traffic congestion in some cases, if
routing devices cannot effectively manage the traffic. In most systems, a hop involves
some form of packet transfer protocol and potentially a routing decision point per
hop, both of which imply significant bandwidth overheads.

For TCA systems, as suggested earlier, bypass channels, can be an attractive idea to
mitigate this hop issue. Systematic bypassing channels, or arbitrary additions are both
possible alternatives. A well-known shared data path, bus, is also another possible
physical solution. The key point here is that connectivity to neighbour nodes and
secondary neighbours is far easiest to achieve in 3D than in 2D rack and backplane
systems. With a one-level bypass between a node and its secondary neighbours (using
a hardwired path through the nearest neighbour intermediate node) worst case hop
counts could be approximately halved in large systems.

6.2.2 Investigation of External Power Designs

This thesis focuses on the behaviour of power grid itself, not the supply units em-
ployed outside a TCA system. The total power consumed by a large-scale TCA or any
traditional system draws a large amount of total electrical current and hence system
input power. However, a technique such as parallelisation of power supply units can
be investigated in future work for distributing currents to various points of power
connections.

In addition, the capability to simulate any external power connection pattern and
evaluate the efficiency and optimality of such cases is available within the existing
tool-set has been developed.
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6.2.3 Arbitrary Inter and Intra-unit Level Power Media

The theoretically hexagonal plate has been initially discussed in this thesis. However, it
is not limited to this shape, any conductive medium designs that suit a variant of TCA-
unit design in terms of electrical properties can also be possible. This information could
be obtained from the PCB design tools used to develop a hexagonal tile main-board
component and incorporated into the simulation parameters in future experiments.

6.2.4 Node Power Model

The board model in this thesis focuses on constant power model. This is due to
the need to simplify simulation efforts for large-scale simulations. In future work, a
more sophisticated model to observe the voltage/current spikes caused by dynamic
workloads would also be beneficial to investigate the impacts on the conductive media
in some circumstances.

6.2.5 Multiple Optimisation Algorithms for Power Allocation

Only a GA-based simulation framework has been proposed in this thesis. However,
other optimisation algorithms can be employed for further investigations, e.g., particle
swarm [94].

6.2.6 Improved Visualisations

Even though some visualisation capabilities have already been developed. Some spe-
cific visualisation modules are still considered experimental. Thus, further improve-
ments can be carried out. Visualising power allocation is for physical scalability, whilst
animating intercommunication traffic, which may be related to power information, is
also another attractive and meaningful tool to deeply understand how power allocation
affects the traffic characteristics.
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6.2.7 System Computing Performance Analysis

This thesis confirms the feasibility of TCA power-grid and its scalability. However,
relating power to interconnection network performance is also beneficial to understand
how it impacts on overall computing performance. BookSim2, a widely-employed
interconnection network tool has also been briefly discussed in Chapter 5. Further
work on this topic would be valuable.

6.2.8 Hardware Prototype Improvements

The current hardware prototypes are based on, hexagonal tiles. In future work, several
variant designs could be possible.

Reductions in size will ultimately lead to balls being the fundamental components in
systems, and meanwhile, the power network and data intercommunication connectiv-
ities are also not limited to 3D mesh topology through Trapezoidal facets. As briefly
illustrated in Figure 6.1, it is possible to utilise hexagonal facets as interfacing areas
for different inter-node power and communication solutions. An updated simulation
tool could simulate these cases just as easily as the T-facet connectivity model used
in this thesis.

6.2.9 Simulation on Computing Cluster

The simulation framework proposed is currently performed on a single machine sup-
porting multi-core processors. However, in future work, a framework to run large
simulation instances on a computing cluster truly managed by a job scheduler, e.g.,
SLURM (Simple Linux Utility for Resource Management) [99] can also be expected.
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6.2.10 Cooling Systems

Cooling techniques are also important in the implementation of high performance
computers. The TCA concept considers this issue in the design principle itself by
incorporating cooling channels into the ball structures formed by tiles. However, deeper
understanding cooling behaviours in a tiled computing array could lead to more viable
and effective cooling solutions for large-scale systems. There is clear opportunity to
couple power per node data to a cooling (air/fluid) dynamics modelling toolset if one
is available.

6.2.11 Other Engineering Concerns

Finally, not only node, intercommunication, power-distribution grid, and cooling de-
signs, other engineering concerns regarding physical constructions should also be taken
into account in the future. The materials used for physical construction, and the de-
sign decisions made for issues such as cooling (air, liquid, etc.) are essential future
challenges to be addressed.

6.3 Final Remarks

Given all the findings, the author of this thesis strongly believes that the modelling and
simulation for power distribution grids of 3D tiled computing arrays proposed, shows
they are highly feasible, and not only beneficial for the results and outcomes carried
out, but will also be useful in the future for further investigations and improvements.
There is good reason to believe such systems could be a viable concept for future
unconventional HPC systems.

The continued publication of research work in this field, including the paper produced
as part of this PhD, and the many previous PhD projects at York, show that this field
is open and capable of much further interesting research in future years. It is hoped
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that the tool-sets developed here and the results examined should form a valuable
part of that work.
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Abstract— This paper presents the Tiled Computing Array 

(TCA), a simple, uniform, 3D-mesh packaging at inter-board level, 

for massively parallel computers. TCA eliminates the need for 

hierarchical rackmount-structures and introduces short and 

immediate data channels in multiple physical orientations, 

allowing a more direct physical mapping of 3D computational 

topology to real hardware. A dedicated simulation platform has 

been developed, and an engineered prototype demonstrator has 

been built. This paper explores the feasibility of the TCA concept 

for current hardware technologies and systems, evaluates power 

modeling and validation, and highlights some of the novel design 

challenges associated with such a system. Evaluations of physical 

scalability toward large-scale systems are reported, showing that 

TCA is a promising approach for large-scale processor arrays. 

Keywords— computing array, interconnection network, 

massively parallel computers, scalability, simulation 

I. INTRODUCTION 

The complexity of hardware structures in the building of 
parallel computers is not insignificant in terms of the effort of 
composing complete functional systems, starting with the 
processor chip as a fundamental building block, alongside 
memory devices, SSD and communication ICs, and power 
conditioning components. There are inherent complications in 
addressing this via board-level design, rackmount, and modular 
system hierarchies, and these physical demands create 
topological compromises between the logical processing 
structure and the physical equivalent. These are evident in terms 
of wiring constraints, power delivery and heat dissipation, and 
in terms of computational density of such systems.  

In this paper, we aim to investigate a completely different 
approach, aiming to address such difficulties with a completely 
different structural paradigm, based upon fundamental building 
blocks, referred to as tiles, or ‘hex-tiles’. Tiles are therefore 
modules containing one or more chips, perhaps ultimately 
embodied as an adaptation of existing well established IC 
packaging technology encapsulating with a single SoC die or a 
perhaps a multi-chip module (MCM). Initial prototypes are 
necessarily less sophisticated and rely upon PCB level IC 
integration to create tile modules, an order of magnitude larger 
in scale, but capable of demonstrating concepts and principles.  

Tiles as fundamental building blocks are capable of being 
tessellated in multiple ways. Due to a novel angled edge-
interface arrangement, a group of eight tiles may be composed 
into a 3D structure which we equate to a ‘ball’. Balls may then 
be coupled to each other to build larger systems, also extending 
directly in three dimensions as uniform arrays.  

Hex-tiles directly connect power and IO to one another, 
completing the power and data grids without circuit boards, 
racks or other physical needs. This of course results in power 
delivery challenges and requirements for the consideration of 
data distribution, connectivity, and latency in this new and 
different model. In order to extend the knowledge of such 
systems and assess their viability, we present a conceptual 
model, a prototype, and a simulation tool which is used to 
investigate how these electrical constraints impact upon the 
scalability and feasibility of the system. 

II. MOTIVATION 

Current state of the art massively parallel computing 
systems relies heavily upon the well-established technologies 
of back-plane, rackmount, and server cabinet infrastructures, 
along with the associated power bus architectures and 
interconnection strategies. Obviously, most of the systems are 
comprised of the supporting infrastructure, and relatively small 
parts of the system are the actual CPU, memory bank, SSD or 
other resources.  In effect, the desired high-density collection 
of processing elements is forced to map onto a variety of 
physical inter-board level construction constraints, many if not 
all of which then impact upon other critical factors such as 
interconnection length, cooling strategies, granularity of local 
versus inter-module communications, and so-on.  

The motivation for the tiled computing array (TCA) stems 
from this observation, and the question 'how can we interface 
maximum processing elements with minimal infrastructure and 
constraints'. The TCA concept eliminates the need for 
rackmount architectures and permits a more direct physical 
mapping of 3D computational topology to real hardware. 
Eliminating rackmount infrastructure also means potentially 
much higher processing density. Interconnections are not 
constrained by granularities relating to cards, racks, cabinets, 
and so-on. 



TABLE I.  SUMMARY OF IMPORTANT CHARACTERISTICS OF THE SURVEYED PACKAGING SYSTEMS 

Packaging Topologies 
Inter-board  

Packaging 

Power 
delivery 

Inter-board 

Communication 

Hardware  
Implementation 

[14] optical multi-mesh hypercube not specified not specified wireless (optical) conceptual 

[15] hypercube and mesh not specified not specified wireless (optical) conceptual 

HAEC [9] wireless configuration HAEC Box not specified wireless 

HAEC playground  

(network-protocol 

evaluations) 

[10,11,12] wireless configuration ball-shape object wireless wireless conceptual 

ExaNest [1,2] hybrid [16] rack/cabinet backplane wired rack/cabinet 

a variant in 
[13] 

3D mesh, 
(4D hypercube at inter-processor level) 

hexagonal-shape module, 
composed to a ball. 

not specified wireless conceptual 

this paper 
3D mesh  

(3D torus with external data channels) 

- as [13], investigating 

module’s coupling and large-
scale composition 

3D power 

grid 

direct via 

mated connectors 

hexagonal board and 

frame prototype 

III. DESIGN 

Naturally, the tiled system has its own constraints, and its 
own unique properties. One of the most important is the notion 
of a decentralized power grid property, rather than parallelized 
backplane power bus, but there are others. Therefore, 
investigating the feasibility of such systems and understanding 
those properties and constraints is the key concern of this 
research. The goal is to determine if such systems are physically 
feasible when extended to large scale systems. Questions we 
particularly wish to answer in this research challenge include: 

• Can a collective power grid sustain systems of large scale? 

• Are we able to manage and predict power behaviors? 

• Can such a system feasibly be physically constructed? 

• Can workloads be varied node by node to optimize power 
distribution and computational throughput across a TCA? 

Our work in some of these areas, as reported here, are a progression 
toward answering these questions individually and collectively.  

IV. RELATED WORK 

In this section, we provide some of relevant previous work 
surveyed concerning inter-board level packaging technologies. 

A. Rack-mount Packaging 

We briefly mention some parallel computers built with rack-
based packaging in this category as it is considered a traditional 
inter-board level method. Recently, a number of projects have 
targeted large computing system challenges to achieve the next 
step of computing power at a minimum of billion-billion 
floating-point operations per second, i.e., exascale. ExaNeSt 
[1,2], ExaNoDe [3], ECOSCALE [4], and EuroEXA [5], are 
four example projects closely collaborating for the purpose. 
ExaNeSt focused on developing interconnection networks, 
storage, and cooling. The project employed the cooling system 
of ICEOTOPE [6]. The electronic circuit boards were 
submerged in warm non-conductive (dielectric) liquid flowing 
into and out of each of the blades contained in a rack. Another 
recent parallel computer was Supercomputer Fugaku [7]. The 
machine achieved the first rank in High Performance LINPACK 
(HPL) benchmark on TOP500 project [8], which was also built 
on rack-based packaging. 

B. Non rack-mount Packaging 

The packaging techniques in this subsection are more 
directly relevant to our work as they share some common 
configuration with our design. Thus, our work is considered a 
subset of this category. HAEC [9], was a project proposing a 
holistic energy-efficient computing system with both optical 
and wireless communication. In the project, a group of boards 
was named as HAEC Box. Another design of this category was 
conceptualized with a wireless computing system [10], to 
mitigate the complexity of data communication wiring, heat 
dissipation, power lines, and system composition effort. 
Afterwards, [11,12] further investigated the techniques. In [12], 
a level of abstraction of wireless interconnection network was 
designed for the concept. Dedicated simulation and 
visualization tools were also built to evaluate the performance 
of the wireless system behavior, it was concluded that at the 
time of the research, technologies of radio devices still 
consumed a large amount of energy, leaving a challenge space 
for lower energy improvements. For performance analysis of 
[12], it was reported that a reasonable performance can be 
achieved on particular tasks executed on certain networks. 

Subsequently, [13], proposed a variant of the concept.  The 
packaging technique allowed cooling fluid to pass through a 
level of composition in order to dissipate heat from each unit. 
For the packaging in [13], we envisaged the feasibility of two 
alternative designs of both wired and wireless communication 
are possible to implement. For wireless communication, 
transceivers can be embedded in the smallest unit. On the other 
hand, in a wired design each edge of the unit can be used as an 
interfacing area for both data communication and power lines 
routed into the internal components.  

The power-route network enables a node to tolerate some 
faulty power-route situations. With a single unit added to the 
system, it provides the diversity of both powering and data 
communication networks. With such a method of powering 
nodes in the system, a challenge regarding electrical constraints 
emerges, which does not exist in traditional rack-based systems. 
A survey and comparison of related technologies is given in 
Table I. 



To investigate how practical the TCA is, in terms of 
physical scalability prior to a concrete implementation phase of 
a large system, work reported in this paper focuses upon wired 
communication for simplicity in our first investigation. 
Nevertheless, an ultimate choice of mixing both the methods is 
potential to aggregate their strengths to obtain an optimal 
design in future research.  

The TCA concept relies upon a fundamental building block 
– the ‘hex-tile’, and abstract views of which are shown in Fig. 
1. Each tile is a hexagonal planar structure, with edges having 
alternate angles, as illustrated in Fig. 1a. The space inside a tile 
may contain power-conversion units, computing, and 
communication elements such as CPU, memory unit, and a 
router, as illustrated by Fig. 1b. Power and ground lines and 
physical data channels can be routed via each of the six edges, 
creating the IO connectivity showing in Fig. 1d. IO lines 
typically act as independent point-to-point channels, while all 
tile power inputs are shared via common rails within each tile.   

Meanwhile, each tile is capable of joining to other tiles via 
the angled edge connectors, permitting a number of tiling 
schemes, including 2D planar tiling, and 3D topologies, 
including a ball-like structure comprising 8 tiles. Fig. 1e shows 
the shape when tiles are formed into a ball (a truncated 
octahedron, also known as a tetrakaidecahedron, or Kelvin 
Bubble [24] and Fig. 1f shows an actual equivalent prototype 
tile structure (more discussion of which later). Balls may then 
also form tileable structures, tiling in 3 dimensions via the 
trapezoidal faces of the structure, as shown in Fig. 2d. A system 
of 3x3x3-ball size is illustrated in Fig. 2a.  

Interestingly, provided that the hexagonal tile edges are 
‘equilateral and equiangular’, the space between tiled balls may 
be filled with a second 3D grid of balls, similarly inter-
connected, as illustrated in Fig. 2b. This agrees with the 
principle of packed truncated octahedrons [24]. While single 
packed arrays have up to (𝑛3) nodes in cubic space, a doubly-
packed array can approach almost twice that of a singular array 
for large dimensions of n, with up to (𝑛3) + (𝑛 − 1)3 nodes. 

The outer balls of the array present trapezoidal connection 
points to be used in the most convenient power delivery 
arrangement. The most aggressive approach is to connect 
power and ground lines to all connectors available at the outer 
perimeter of the system. This allows the best-possible electrical 
current delivery and distribution throughout the system, but 
with a considerable degree of redundancy in power 
connections. The total number of connections could however 
be reduced significantly while maintaining a viable power grid.  

Obviously, with the unique power network topology of a 
ball-grid, the voltage, current, and power delivery available to 
tiles in the different locations within a structure will vary to a 
degree, affected by connector-pin resistances, power capacity, 
and the overall collective power grid pathways. Moreover, 
connector-pin currents are also a special concern as the current-
flow network are not obvious compared to those in rack-mount 
systems, and pin power/current carrying capacities have upper 
limits that must be respected. These concerns introduce the 
unique challenge of the electrical constraints, and thus 
ultimately a need to predict such behaviors within a 
dynamically work-loaded system. 

Fig. 1. Illustrations of the hex-tile. (a) shows a 3D model of the tile module 

frame, plastic or ceramic package material, (b) shows the tile frame with PCB 

or MCM in situ, (c) shows the prototype module top plate,  (d) shows the IO 
connectivity of each tile edge, where solid/red arrows representing power and 

ground lines, and the dashed/blue lines are data channels, (e) shows the ball 

arrangement when 8 tiles are combined (forming a truncated octahedron with 
hexagonal and trapezoidal faces), and (f) shows an actual prototype tile-frame 
combination of 8 tiles into a ball (shows unpopulated tile frames).   

  

C. Electrical Constraints 

It is essential to ensure that all of the tiles in the system can 
operate without violating any electrical constraints, as defined 
within the specifications of their connectors and components. 
In this paper, we define three key constraints as follows. 

• The regulator output-load voltages are regulated at the 
specified levels. 

• The board input-voltages are in the operating ranges 
specified by the power-conversion units. 

• The connector-pin currents do not exceed the levels 
specified by the limits of the connectors. 

 Practically, a system can be heterogeneously designed, 
composed of different tile types (SSD, Memory, CPU, FPGA, 
DSP, TPU to name a few). Thus, each tile may contain different 
load requirements, power-conversion units, and the limits of 
connector currents. However, in this first analysis report, we 
assume all the tiles are of uniform type, and the load resistances 
are steady, with constant power load. 

 

 
 

(a)  Tile frame, showing fan port. 
 

(b)  Tile frame, with PCB in situ. 
  

 
(c) Tile frame, with top cover. 

 
 

 

(d)  Tile IO layout (overhead view). 
 

 
 

(e) Truncated Octahedron. 

https://en.wikipedia.org/wiki/  
Truncated_octahedron 

 

 
 

(f) Prototype tile frames assembled 

into Ball structure. 
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Power Links   (+V and GND)

Data Links (two wire in prototype)



    
  

  (a)                                                   (b) 
  

  

(c)         (d) 

Fig. 2.  (a) Visualized TCA system of 27 balls with the dimension of (3,3,3) 

in isometric view. (b) Example of ‘intra-grid packing’, 2 × 2 × 2 gray balls can 
pack in between the existing 3 × 3 × 3 grid (cutaway view). (c) Top view of 

array shown in (a) illustrating power distribution. (d) Trapezoid edges as inter-

ball connection points. In theory, all external tile edges forming trapezoid ball 

faces can be connected to power sources, evenly distributing the power inputs. 

D. Models 

Most power delivery models assume a bus and tree-like 
power distribution network, unlike the scheme employed in 
TCA. The nearest model in [17] is an example in our survey 
that holds a similar idea in terms of circuit components we 
expect for simulation. However, that power model is applied in 
the large-scale integration (VLSI) design level, where power 
grids are common. To give more details concerning our survey, 
in [18], a large amount of power and energy models related to 
HPC systems have been surveyed and classified in terms of 
system components. In their survey, we found that researchers 
paid more interest to the power modeling of either nodes, 
interconnects, or the whole system, rather than how power-
delivery mediums are modeled. For this reason, we decided to 
design our own circuit model and simulation tool for our 
constraint evaluations, and ultimately to validate this against a 
real physical prototype. This is described as follows: 

1) Pin-resistance model: Due to the cascading effect of 

connectors in the envisaged power grid, it is important to 

evaluate how the bulk conductor and contact resistances of 

connector pins impact on the scalability of the TCA system, 

thus a suitable model is required. In Fig. 3, the connectors, and 

their respective resistance models are depicted. Apart from the 

fairly constant bulk resistance of a pin, the contact resistance is 

also an important factor of the stability of the system, and can 

vary under several conditions. These quantities can be observed 

by measurement or obtained from the connector datasheet, if 

provided.  In our model, we use a single lumped resistor, named 

r_p_resist to model either a single tile-edge power pin, or 

collectively model multiple power-pins, if used in the same 

connector (power pins can optionally be doubled up in parallel 

to give higher current capacity).

 

 

Fig. 3. Magnetic connector pair, and  individual pin resistance modeling 
detail. Resistance r_p_resist (in the red, dashed frame) comprises the bulk 

internal pin resistance and a 50% share of pin-mating contact resistance as 

defined earlier. 

Thus, a parallel-resistor calculation can be simply applied to 

assign a single resistance value to this r_p_resist. For a ground 

pin, an equivalent single resistor is named as r_g_resist. All of 

the currents passing through these resistors will be collated for 

connector-constraint evaluations.  

 

2) Board model:  The inclusion of a switching regulator 

circuit model in our tile prototype results in excessively long 

simulation times for a large system. Thus, we sought a 

simplified model to evaluate the entire system in a steady state 

with constant regulator load(s). It was noted that [19] provides 

several average-model methodologies, and [20,21] also 

automate the modeling processes of an average model for 

switching regulators. It was determined that the curve fitting 

method was adequately effective for a simplified model to 

evaluate the system in its steady state while dramatically 

reducing simulation times (by a factor of hundreds), and result 

file size, without significant loss of accuracy (typically less than 

1% for tested cases). The simulator tools can select and use 

either approach according to accuracy and time constraints.  

In Fig. 4, the board model, as a subcircuit of the tile, can be 

depicted in the inner hexagon. the resistor at the center, 

board_resistance, represents the varying instantaneous 

equivalent-resistance of the entire board. The adjuster unit 

imitates the operation of a switching regulator, periodically 

samples both the input voltage, vin_s, and current, Iboard_s, of the 

board. The adjuster adapts the value of board_resistance when 

a sampled board input-current is not “close enough” to the 

expected instantaneous input-current, Iboard_e, as shown in (1). 

The parameter Idiff_thres (input-current difference threshold) 

controls this alignment, resulting in the accuracy of the 

simulation results. When the difference between the sampled 

and the expected input-currents, Idiff, shown in (2), is within the 

interval of (-Idiff_thres, Idiff_thres), the adjuster maintains 

board_resistance value. Once every board_resistance in the 

system is stable, the entire system reaches the steady state. At 

this point of simulation, all the connector-pin currents, board 

input voltages, and currents can be collected for constraint 



evaluations. The parameter tr_init sets the period of the initial 

resistance before the step resistance, Rstep, takes the role of 

gradually altering board_resistance. The actual power and 

ground materials in the board may differ from this abstract 

simulation model. In our simulation model, we consider the 

trace resistances in these power and ground lines are negligible. 

The complexity of the curve fitting method used to profile the 

steady state of the board also affects both the simulation times 

and the accuracy of simulation results. In this paper, we 

consider the polynomial fitting of degree three is adequate for 

our evaluations. The equations regarding the board model are 

given in (1) and (2). The equations of the board model can be 

implemented in an LTspice [22] simulation file using built-in 

symbolic sample-and-hold function blocks. In the simplified 

model, the parameter initial resistance may impact both the time 

required for the LTspice simulator to achieve the DC operating 

point and the simulation time before every tile reaches the 

steady state. This can be seen at the simulation time of 

approximately 120 µs in Fig. 5. 

  Iboard_e = p1vin_s3 + p2vin_s2 + p3vin_s + p4 (1) 

  Idiff      = Iboard_s - Iboard_e  (2) 

where, 

vin_s Sampled instantaneous board input-voltage. 

P1..4 Coefficients of curve-fitting equation for a constant 

regulator-load power. 

Iboard_e Expected instantaneous input-current at steady state. 

Iboard_s Sampled instantaneous board input-current. 

Idiff     Difference between Iboard_s and Iboard_e 

E. Model Validations 

The system with the simplified board model was validated 
against the ‘complex’ LT3976 spice model, with a 3 × 3 ×
3 array, and found to be averaging less than 1% margin of error 
for examined cases under load conditions. To simplify the 
validation model and shorten the simulation time, the soft-start 
mode of the regulator was disabled, and the load resistance was 
set to 1 Ohm, representing approximately 25 W being regulated 
at 5V (25W being the maximum permitted for this particular 
regulator). A single 12 V external voltage source is supplied to 
all the system-surface power and ground pin models. The initial 
value of the external (surface) was set at 0 V, then ramped up 
to 12 V. This permitted the LTspice simulator to more quickly 
achieve a DC operating point, reducing simulation times. 
Example parameter values and the LTspice code, as a part of 
adjuster unit are presented in Table III.  

As noted in Table II (a) and (b), the complex model is 
compared to real prototypes for single tile and 8-tile ball. 
Simulator and hardware prototype results were found to closely 
agree in these, with typical agreement within the region of 1-
2% for all simulated power-load cases (i.e., excluding no-load). 
Voltage stability across sample tile networks, as given in Table 
II (c), was excellent, and well below 0.5% where tiles are 
composed as a 2D or 3D tiled cases tested. As expected, group-
tiled arrangements are more stable due to the parallelism and 
sharing of current paths across the power grid. 

           

Fig. 4. Conceptual representation of tile model. As per the real tile, ‘power 

consumption’ above base load can be dynamically adjusted via a CPU-
selectable load resistance. Additional CPU load (regulator 5V output ~ 25mW). 

Tile cooling fan (~60mA, 12V rail, ~700mW) is separately modeled. 

TABLE II.  ACCURACY OF THE ‘COMPLEX’ LT3976 MODEL SIMULATION, 
VERSUS ACTUAL PROTOTYPE AND SELECTED SYSTEM CHARACTERISTICS. 

(a) Prototype/Model:  Single tile, Single connector: 

 Min (base) 

~ 0W 

Low 

+2.5W 

Med 

+5.0W 

High 

+10.0W 

Max 

+17.5W 

𝑰𝑷  ± 𝟓𝒎𝑨      60 mA 310 mA 540 mA 1000 mA 1760 mA 

𝑰𝑴   62.29 mA 310.82 mA 539.93 mA 1012.81 mA 1753.82 mA 

Error  (ave) 

(min,max ) 

-4.5%   

-13.3%,4.2% 

-0.3%   

-1.9% , 1.3% 

0.0%    

-0.9% ,0 .9% 

-1.3%   

-1.8%, 0.8% 

0.4%   

0.1% , 0.6% 

 (b) Prototype/Model: 8-tile ball, 2 co-located power connectors 

 Min (base) 

~ 0W 

Low 

+2.5W 

Med 

+5.0W 

High 

+10.0W 

Max 

+17.5W 

𝑰𝑷  ± 𝟓𝒎𝑨      530 mA 2550 mA 4370 mA 8070 mA 14010 mA 

𝑰𝑴   501.67 mA 2493.57 mA 4328.48 mA 8121.95 mA 14079.9 mA 

Error (ave) 

(min,max) 

5.3% 

4.4% , 6.2% 

2.2% 

2.0%, 2 .4% 

0.9% 

0.8% , 1.1% 

-0.6%   

-0.7% , -0.6% 

-0.5%   

-0.5% , -0.5% 

(c) Prototype:  grid stability (worst case voltage drop, 10W load, 12V supply) 

 Tiling Configuration Prototype   

 

1D tiling:  4 tiles, 1 connector  1.25%, 150mV   

2D tiling: 4 tiles,  1 connector  0.33%,   40mV  

3D tiling: 8 tiles, 2 connectors 0.17%,   20mV  

TABLE III.  LTSPICE EXAMPLE PARAMETERS 

Example parameter values: 
Initial resistance period: 6 Ohms, held for 21 us, then 0.005 Ohm steps 

Example LTspice code with the above parameter values 

  b_i_board i_board v = i(r_board_resistance) 

  b_i_diff i_diff 0 v =v (i_board_s) - ( (-0.006025)*(v(vin_s)**3) +  

      +  0.2087*(v(vin_s)**2) - 2.623*v(vin_s) + 14.39 ) 

  b_r_board r_board 0 v = if(time<21us, 6 ,if( v(i_diff) > 0.01, v(r_board_s) 

      + 0.005,  if(v(i_diff) <-0.01, v(r_board_s)-0.005, v(r_board_s)))) 

As shown in Fig. 5a, after the external voltage source reaches 

12 V, the board input-voltages are at certain voltages. All the 

voltages are below 12 V, affected by the resistances of 

connectors located in different layers of the system. At this 

point, both the detailed and simplified models, Fig. 5a and 5b 

Adjuster

A

V

r_p_resist 

r_g_resist 

  

Mode
(bin)

Load R
Ohms

Power
Watts

000 No load 0

001 10.00 2.5

010 5.00 5.0

011 3.33 7.5

100 2.50 10.0

101 2.00 12.5

110 1.67 15.0

111 1.43 17.5

Dynamic power load options.

  

1D
Plane

2D
Plane

3D
Ball



respectively, continue to converge into the steady state, with 

both models very similar at 120-140 μs. 

F. Simulation Framework 

In this paper, we focus on the feasibility of TCA, however, 
we also briefly describe the simulation framework to 
demonstrate how instances of the tile model can be composed 
into a complete system. To evaluate a large system means that 
a hierarchically complex resistor-network model needs to be 
generated and manually creating an LTspice simulation file is a 
tremendously labor-intensive task. Thus, we automate this 
process by building our own source-code file generators, which 
can generate a complete simulation model for any set of ball 
dimension parameters. The automation of LTspice code 
generation starts at the inter-ball level of composition. Firstly, 
inter-ball power and ground lines are locally named. The 
sequence of adding balls starts from the coordinates of (0,0,0), 
then follows the adding-rule of “X first, then Y, and Z”, 
fulfilling rows, planes and until the whole system topology is 
entirely generated (see Fig. 2a). 

V. SIMULATION RESULTS 

The number of balls in each dimension is parameterizable 
in our simulation framework, thus, arbitrary ball sizes of system 
can be generated. However, in this paper, only cube-shaped 
systems with 50 mOhms mated pin-pair resistance, with a 
single 12 V power source common to every surface connector, 
is evaluated and reported. Given that the individual pin current-
limit is 3 Amps, power and ground pins are configured as 
doubled-up pairs, to permit up to 6 Amps. Fig. 6a and 6b show 
simulation results for multiple ball-array configurations, 
ranging from a single ball up to an (𝑛 ×  𝑛 ×  𝑛) array size of 
𝑛 = 5, with 125 balls and 1000 tiles. Power loadings per tile 
are varied from 5W to 25W (on the regulator output side).  

 It can be observed in Fig. 6a that, as expected, voltage 
drops across the power grid of each array will scale up as the 
cascaded effects of tile-to-tile pin connection resistances 
accumulate. In Fig. 6b, the maximum observed pin-currents 
across the grid are presented for the same range of ball-array 
configurations. Here it is observed that pin currents remain 
within the specifications of 𝐼 ≤ 6 Amps, until the cubic ball 
dimension reaches 𝑛 = 5 , at which point the pin current is 
exceeded in one or more pins across the array (for all tiles at 
full power load). However, this may well be happening in only 
a limited number of pins, and by moderating the power 
consumption on a tile-by-tile basis, for instance where some 
tiles operate at perhaps 20W rather than 25W, it should be 
possible to return pin currents to within specified limits.  

An important advantage, therefore, of the availability of a 
modeling and simulation framework, is that it permits more 
advanced power management strategies to be explored. For 
example, a predictive power optimization model based upon a 
genetic-algorithm (GA) has already been implemented as part 
of this research work. The use of a genetic algorithm is more 
efficient than a brute-force approach for large array sizes. 
Employing more sophisticated power distribution strategies, 
coupled with a 3D visualization capability, which is also being 
developed, system behaviors and optimization strategies can be 
explored more deeply. 

 

 

Fig. 5. Validation of the simplified board steady-load model with 3x3x3-ball 
system (27 balls, 216 tiles), showing (a) the LT3976 model, and (b) with the 

simplified (much faster) simulation model. 

 
(a)  Worst-case input voltage drop across power grid, at steady state 

 
(b) Worst-case connector pin currents, at steady-state 

Fig. 6. Constraints simulation results (with 101mA assumed supply side 12V 
fan load in this case). (a) Estimated maximum board input-voltage drop and (b) 

Estimated maximum pin-currents for different load-power allocations and 

system sizes. 

                                          

         

                          

 

   

   

   

   

   

   

   

   

  
   

  
  
  
  
  
 

          

          

          

          

          

            

              

                                                                     

                                                    

         

                          

 

 

 

 

 

 

 

 

 

  
   

  
  

  
  

  
  

  
   

  
   

  
   

 

          

          

          

          

          

                                     

              

 
(a) Simulation based upon LT3976 regulator model 

 
(b) Simulation using simplified (faster) model 



For example, Fig. 7 shows the visualization of the result of 
the experimental GA power optimization. It is observed that 
initial power loading distribution, as shown in Fig. 7a has been 
significantly improved in GA-enhanced loading of Fig. 7b, after 
GA algorithm converged to within a set margin of optimality.  

VI. PROTOTYPE SYSTEM 

To explore and validate feasibility, and simulator accuracy, 
a hardware prototype has been developed, examples of which 
are showing in Fig. 8 in various levels of assembly and 
operation. Each prototype tile utilizes an LT3976 power 
regulator, onboard ATMEGA324PB microcontroller, acting 
mainly as a ‘house-keeping’ control node, data IO intermediary, 
and also able to dynamically control a dummy power load, 
emulating heavier power usage at the tile level. Magnetically 
coupled 6-pin power/IO connectors (as shown in earlier Fig. 3) 
permit tile-to-tile connection, with two IO lines, two positive 
supply pins and two ground rails (to achieve 6A current 
capacity). Current prototypes include a complete 8-tile ball, a 
base mounting platform, and relocatable surface power leads.  

The system has been tested with dynamic power ranging 
across tiles up to maximum system power loading. Fig. 8d 
shows a snapshot (from video) of a ball (two tiles removed to 
permit interior view) under test conditions with power loading 
dynamically stressed across the grid. Onboard cooling for these 
prototypes is achieved via an air-flow fan (visible in Fig. 8a). 
At Maximum power load (17.5W for prototype power 
configuration options), with 14 Amps supplied to the ball, an 
interior air-space temperature of around 15c above ambient 
(~21c) was observed. This power loading could also be 
achieved by hosting a suitable CPU in the extension socket, 
with similar results. 

VII. FURTHER HARDWARE DEVELOPMENT DIRECTIONS 

The prototype is necessarily over-sized given the 
construction methods available. However, the ultimate goal 
would be to reduce tiles to something of the order of 50-60 mm 
major planar dimension, and to utilize ceramic chip packaging 
technology to encapsulate single SOC or MCM modules 
representing processors, SSD, memory, or power reservoirs. A 
custom connector redesign should be able to accommodate this 
form factor with similar, and potentially improved power 
capabilities and significantly better IO options.  

There are also possibilities to manufacture the balls as 
complete components and use these as the fundamental 
building blocks, with the same principles applying at a coarser 
granularity. Combination with liquid cooling systems would 
then be envisaged, as investigated in previous related work 
[10]. At this level of physical size, individual tile cooling would 
be dropped, and air/fluid flow-assistance via inter-ball modules 
located and interspersed at the trapezoid connectors would 
permit controllable dynamic (fluid or air) flow control across 
any array topology constructed. This concept is illustrated in 
Fig. 9.  Notably, even in the case of the double-packed array of 
Fig. 2b, the cooling model still supports appropriate capacity to 
remove heat, since the cooling network is duplicated as two 
independent flow networks in the two interleaved arrays, with 
proportionate increase in cooling.  

   
       (a) Initial conditions                               (b) Improved loading 

Fig. 7. 3D edge-connector current visualization for a 2x2x2 ball array (64 
tiles). The colored dots represent edge-connector pin currents (colorized blue 
through to yellow for normal loadings). Red dots highlight exceeded pin current 
locations. The genetic algorithm achieves better power distribution within the 
grid by changing the power utilization on each tile while maintaining the overall 
target power consumption (and thus computational capacity). 

            
        (a)                              (b) 

     
                         (c)                             (d)   

Fig. 8. (a) Hex-tile prototype (top and reverse views), (b) Four hex-tiles linked 
into a half-ball (petal) formation, (c) Eight tile-frames comprising a ball with a 

base-plate, with trapezoidal connection faces visible, (d) A ball, powered-up 
with shared power distribution between tiles (top two tiles removed for interior 

view, LED colors relate to power loading).  

 

Fig. 9. Inter-ball fan/pump/impellor and air/liquid flow control principle. This 

shows a 2D view, but in practice would operate in 3 dimensions to modulate 
thermal flow dynamically under system monitoring and control. Cool air/fluid 

flows into the grid (blue) accumulates heat transfer in a directed fashion 

according to localized need, and exits system (Red). Existing prototypes can 

already operate in a similar mode, though in a less optimal fashion. 

  

BALL MODULE

INTER-BALL FLOW
ASSIST IMPELLOR



VIII. CONCLUSION AND FUTURE OPPORTUNITIES 

A concept for extensible 3D processor array topologies has 
been presented, comprising of a novel hexagonal tile design, 
permitting the assembly into modular truncated octahedron 
‘ball’ modules, and which may be combined into larger scale 
arrays in a variety of topologies. It has been demonstrated that 
power delivery within the unusual structure, and particularly 
the distributed power distribution, is a workable model and may 
be effectively predicted and managed.  

A physical prototype has been briefly described and 
demonstrates that the system concept is practically realizable. 
The behavior of the prototype hardware was found to be 
typically within a few percent of simulation predictions, 
suggesting that the simulation model is representative of similar 
systems at larger scales, and that engineering constraints 
involving power and current densities may be identified and 
managed appropriately. 

This work, alongside others [10,11,12,13] takes an 
important step toward the realization of large-scale systems 
based upon tiled modules without host-system circuit board and 
rack-mount architecture overheads and constraints. To progress 
further there are several avenues for this concept to be pursued.  
The use of optimal workload balancing across a topological 
array, in order to manage optimal power distribution versus 
workload throughput, dynamic power and thermal management 
strategies, and the exploration of thermal management 
technologies including airflow and fluid systems. 
Communications channels are currently physical point to point. 
However, work has already been done in the field in relation to 
short near-field communications at high data rates using 
localized wireless data links, with point-to-point, multicast and 
broadcast potentials.  

Meanwhile, the level of integration and physical size of the 
hex-tile requires a further step-change. Ultimately, the basic 
building block may be a smaller tile, or a complete ball on 
smaller scales. Such modules would likely utilize relatively 
well-established manufacturing technologies: Ceramic chip 
packaging materials and custom chip-carrier designs, 
employing single-chip systems with complete processors, 
memory, storage, routing  

As these areas are advanced incrementally, the authors 
expect to see feasibility of large-scale tiled arrays becoming 
greatly improved, ultimately moving toward realizable 
commercial systems.  
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 1.  Executive Summary: 
 This  document  is  an  initial  short  summary  of  the  work  undertaken  by  the  authors  in 
 completion  of  the  hex-tile  prototype  demonstrator  project.  It  is  therefore  concise  in  detail. 
 A  more  detailed  report  and/or  research  publications  will  arise  in  time  to  supplement  this 
 report. 

 A  novel  hardware  design  concept  for  scalable  computing/processor  arrays  has  been 
 translated  into  a  real-world  physical  prototype,  which  has  been  constructed  and  tested 
 successfully. 

 The  work  undertaken  demonstrates  the  feasibility  of  such  systems  (known  as  tiled 
 computing  or  ball  computers  in  related  research).  Specific  contrib  utions  include  the 
 following:- 

 1.  The realisation of a functioning system prototype. 
 2.  Support to validation of PhD work on simulators for the same platform concepts 
 3.  Contributions to peer reviewed research output(s) 
 4.  Increased credibility for research funding proposals to achieve follow-on goals. 

 This  work  was  undertaken  on  a  limited  budget  (approximately  £500  departmental  funds, 
 plus  a  similar  amount  of  miscellaneous  spending  from  PHD  and  Personal  research 
 budgets).  The  low  cost  compared  to  the  outcomes  demonstrates  the  high  value  of 
 selectively  priming  funds,  and  the  support  provided  by  Mr  Moulds,  as  a  dedicated 
 research technical officer is an essential factor in the success of this project. 

 2.  Dissemination to date: 
 Currently this work has been disseminated in the following outputs: 

 a.  This mini-report 
 b.  Research conference paper and proceedings DSD2022  1  . 

 1  Investigating Novel 3D Modular Schemes for Large  Array Topologies: Power Modeling and 
 Prototype Feasibility  , Conference proceedings of the  2022 DSD conference, Euromicro DSD 2022 
 Conference proceedings, maspalomas, Gran Canaria, DOI and page numbers to be confirmed (8 
 pages). 



 3.  Technical Summary 
 The  general  concept  of  hexagonal  computing  tiles,  and  their  composition  into  tileable 
 ‘balls’  (actually  truncated  octahedrons)  is  well  documented  in  prior  publications  involving 
 the authors [1,2,3,4]. 

 The  basis  for  the  idea  is  that  a  planar  hexagonal  tile,  with  edges  bevelled  to  specific 
 angles,  and  alternating  positive  or  negative  angle,  can  form  tileable  structures,  capable  of 
 one,  two  and  three  dimensional  tiling  properties.  Specific  three-dimensional  (3D) 
 topologies  include  the  creation  of  a  closed  surface,  equivalent  to  a  ball,  and  more 
 accurately  a  truncated  octahedron.  This  structure  is  also  recognised  as  a  kelvin  bubble  as 
 per Lord Kelvin’s 18888 publication on packing of three dimensional volumes [6]. 

 The  intention  of  using  these  shapes  as  computing  elements  is  that  they  may  be 
 interconnected  without  further  circuit-board  and  hierarchical  structures.  Traditional  large 
 scale  structures  rely  upon  rack-mount  cabinets,  in  which  a  number  of  circuit  boards 
 (blades)  are  slotted  in  a  common  back-bone  structure  for  power  and  data  connectivity. 
 The  authors  observed  that  this  means  that  a  significant  majority  proportion  of  the  volume 
 utilised  by  these  systems  is  this  supporting  structure,  and  a  very  small  proportion  of  the 
 volume  is  actual  processing  elements  such  as  CPU  chips.  Indeed  cpu  chips  themselves 
 are  of  the  order  of  cubic-centimetre  magnitudes  of  volume  and  size,  yet  processor  arrays 
 often  require  tens  of  cubic  centimetres  of  volume  per  CPU,  a  significant  detriment  to 
 theoretical performance density of systems and also a cost factor. 

 Of  course,  traditional  processor  array  structures  have  a  number  of  practical  feasibilities 
 which  make  them  the  standard  solution.  Alternatives  are  not  well  understood,  and  hence 
 the  purpose  of  the  Hex-Tile  project  is  to  demonstrate  new  and  deeper  understanding,  and 
 feasibility of such alternative systems. 

 Figures  3a-d  show  various  examples  of  the  hardware  constructed,  including  the  major 
 components  (Figs  3a),  the  assembled  tile  (Fig  3b),  and  two  3D  structures  including  a 
 petal (Fig 3C) and a ball (Fig 3d). 

 The  hardware  was  designed  collectively  by  Moulds,  Thurapiao,  and  Crispin-Bailey,  and 
 Anthony  Moulds  undertook  the  PCB  design  and  contract  fabrication  work  to  realise  the 
 PCB  and  its  assembly.  Dr  Crispin-Bailey  designed  and  implemented  the  plastic  tile-frame 
 structure  using  3D  rapid  prototyping  resources  available  within  The  Department  of 
 Computer Science. 

 Assistance  from  technical  support  staff,  particularly  Pete  Cooper  and  John  Mowbray  is 
 acknowledged and appreciated. 

Thuphairo,



 Fig  3.a.  Examples  of  major  hex-tile  components  (Tile  frame,  cooling  fan,  and  main  PCB 
 assembly, with edge connectors assembled). 

 Fig 3b.  Assembled Tile (left: underside, Right: Upper  side). 
 Note the bevelled edge orientations. 

 Fig 3c.  3D petal Structure.  Fig 3d  . Ball structure on base plate 



 4.  PRELIMINARY TESTING 
 Examples  of  test  data  are  given  in  Fig  3.e  below,  including  comparison  to  simulated  system 
 behaviour.  System  behaviour  with  8  tiles  powered  up  in  a  ball  configuration  have  been 
 gathered  and  performance  is  within  feasible  ranges.  This  demonstrates  that  a  real  system 
 prototype can be constructed. 

 Fig 3e  (data table extract from [5]), showing test data for 1D, 2D and 3D tiling scenarios. 

 The  Prototype  ball  was  able  to  operate  at  power  levels  up  to  180W  whilst  maintaining  a 
 viable  interconnection  network  within  connector  specifications  and  thermal  limits.  Indeed 
 cooling in the prototype was highly efficient. 
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Figure A.1: Hex-Tile Board Topside, showing main component layouts.

Figure A.2: Hex-Tile Board Underside, showing Power resistor PCB pads (Larger square areas), and
other component layouts.



B
Example SPICE File

Example template SPICE-file auto-generated by the toolset, with small post-generation
amendments by user.

Details:

▶ Uniform simulation framework.
▶ Size of 2x2x2 balls. (64 tiles)
▶ After changing the ball subcircuit names and their parameters by user.
▶ The placeholders ’x.y’ can be assigned by the uniform simulation framework for

parallel-simulation instances.



*A uniform sim for a 2x2x2-ball system.

.include 
\3D_TileSimulator\src\ngspice_src\ball\ng_ball_assign_board_resist_c
tno_powerNOFAN_v2.cir

v_src Vsrc 0 x.y

*ball_system
X_0_0_0  p0A_0_0_0 n0A_0_0_0 p2A_0_0_0 n2A_0_0_0 VSrc 0 p0B_0_0_0 
n0B_0_0_0 VSrc 0 p4B_0_0_0 n4B_0_0_0 p0C_0_0_0 n0C_0_0_0 p2C_0_0_0 
n2C_0_0_0 p4C_0_0_0 n4C_0_0_0 p0D_0_0_0 n0D_0_0_0 VSrc 0 VSrc 0 
p1E_0_0_0 n1E_0_0_0 VSrc 0 VSrc 0 VSrc 0 VSrc 0 p5F_0_0_0 n5F_0_0_0 
p1G_0_0_0 n1G_0_0_0 VSrc 0 p5G_0_0_0 n5G_0_0_0 VSrc 0 VSrc 0 VSrc 0  
ng_ball_assign_board_resist_ctno_powerNOFAN_v2  con_resist={0.0125} 
tileA_board_r_val={x.y} tileB_board_r_val={x.y} 
tileC_board_r_val={x.y} tileD_board_r_val={x.y} 
tileE_board_r_val={x.y} tileF_board_r_val={x.y} 
tileG_board_r_val={x.y} tileH_board_r_val={x.y} tileA_rload={x.y} 
tileB_rload={x.y} tileC_rload={x.y} tileD_rload={x.y} 
tileE_rload={x.y} tileF_rload={x.y} tileG_rload={x.y} 
tileH_rload={x.y} ball_i_diff_thrs={x.y}
X_1_0_0  p0A_1_0_0 n0A_1_0_0 VSrc 0 VSrc 0 p0B_1_0_0 n0B_1_0_0 
p4C_0_0_0 n4C_0_0_0 p4B_1_0_0 n4B_1_0_0 p0C_1_0_0 n0C_1_0_0 
p2C_1_0_0 n2C_1_0_0 VSrc 0 p0D_1_0_0 n0D_1_0_0 VSrc 0 p2A_0_0_0 
n2A_0_0_0 VSrc 0 VSrc 0 VSrc 0 p5G_0_0_0 n5G_0_0_0 VSrc 0 p5F_1_0_0 
n5F_1_0_0 p1G_1_0_0 n1G_1_0_0 VSrc 0 VSrc 0 VSrc 0 VSrc 0 p1E_0_0_0 
n1E_0_0_0  ng_ball_assign_board_resist_ctno_powerNOFAN_v2  
con_resist={0.0125} tileA_board_r_val={x.y} tileB_board_r_val={x.y} 
tileC_board_r_val={x.y} tileD_board_r_val={x.y} 
tileE_board_r_val={x.y} tileF_board_r_val={x.y} 
tileG_board_r_val={x.y} tileH_board_r_val={x.y} tileA_rload={x.y} 
tileB_rload={x.y} tileC_rload={x.y} tileD_rload={x.y} 
tileE_rload={x.y} tileF_rload={x.y} tileG_rload={x.y} 
tileH_rload={x.y} ball_i_diff_thrs={x.y}
X_0_1_0  p0A_0_1_0 n0A_0_1_0 p2A_0_1_0 n2A_0_1_0 p2C_0_0_0 n2C_0_0_0 
p0B_0_1_0 n0B_0_1_0 VSrc 0 VSrc 0 p0C_0_1_0 n0C_0_1_0 VSrc 0 
p4C_0_1_0 n4C_0_1_0 p0D_0_1_0 n0D_0_1_0 p4B_0_0_0 n4B_0_0_0 VSrc 0 
p1E_0_1_0 n1E_0_1_0 VSrc 0 p1G_0_0_0 n1G_0_0_0 VSrc 0 VSrc 0 VSrc 0 
VSrc 0 VSrc 0 p5G_0_1_0 n5G_0_1_0 p5F_0_0_0 n5F_0_0_0 VSrc 0 VSrc 0  
ng_ball_assign_board_resist_ctno_powerNOFAN_v2  con_resist={0.0125} 
tileA_board_r_val={x.y} tileB_board_r_val={x.y} 
tileC_board_r_val={x.y} tileD_board_r_val={x.y} 
tileE_board_r_val={x.y} tileF_board_r_val={x.y} 
tileG_board_r_val={x.y} tileH_board_r_val={x.y} tileA_rload={x.y} 
tileB_rload={x.y} tileC_rload={x.y} tileD_rload={x.y} 
tileE_rload={x.y} tileF_rload={x.y} tileG_rload={x.y} 
tileH_rload={x.y} ball_i_diff_thrs={x.y}
X_1_1_0  p0A_1_1_0 n0A_1_1_0 VSrc 0 p2C_1_0_0 n2C_1_0_0 p0B_1_1_0 
n0B_1_1_0 p4C_0_1_0 n4C_0_1_0 VSrc 0 p0C_1_1_0 n0C_1_1_0 VSrc 0 VSrc 
0 p0D_1_1_0 n0D_1_1_0 p4B_1_0_0 n4B_1_0_0 p2A_0_1_0 n2A_0_1_0 VSrc 0 
VSrc 0 p1G_1_0_0 n1G_1_0_0 p5G_0_1_0 n5G_0_1_0 VSrc 0 VSrc 0 VSrc 0 
VSrc 0 VSrc 0 p5F_1_0_0 n5F_1_0_0 VSrc 0 p1E_0_1_0 n1E_0_1_0  
ng_ball_assign_board_resist_ctno_powerNOFAN_v2  con_resist={0.0125} 



tileA_board_r_val={x.y} tileB_board_r_val={x.y} 
tileC_board_r_val={x.y} tileD_board_r_val={x.y} 
tileE_board_r_val={x.y} tileF_board_r_val={x.y} 
tileG_board_r_val={x.y} tileH_board_r_val={x.y} tileA_rload={x.y} 
tileB_rload={x.y} tileC_rload={x.y} tileD_rload={x.y} 
tileE_rload={x.y} tileF_rload={x.y} tileG_rload={x.y} 
tileH_rload={x.y} ball_i_diff_thrs={x.y}
X_0_0_1  VSrc 0 p2A_0_0_1 n2A_0_0_1 VSrc 0 VSrc 0 VSrc 0 p4B_0_0_1 
n4B_0_0_1 VSrc 0 p2C_0_0_1 n2C_0_0_1 p4C_0_0_1 n4C_0_0_1 VSrc 0 VSrc 
0 VSrc 0 p1E_0_0_1 n1E_0_0_1 p0A_0_0_0 n0A_0_0_0 VSrc 0 VSrc 0 
p0B_0_0_0 n0B_0_0_0 p5F_0_0_1 n5F_0_0_1 p1G_0_0_1 n1G_0_0_1 
p0C_0_0_0 n0C_0_0_0 p5G_0_0_1 n5G_0_0_1 VSrc 0 p0D_0_0_0 n0D_0_0_0 
VSrc 0  ng_ball_assign_board_resist_ctno_powerNOFAN_v2  
con_resist={0.0125} tileA_board_r_val={x.y} tileB_board_r_val={x.y} 
tileC_board_r_val={x.y} tileD_board_r_val={x.y} 
tileE_board_r_val={x.y} tileF_board_r_val={x.y} 
tileG_board_r_val={x.y} tileH_board_r_val={x.y} tileA_rload={x.y} 
tileB_rload={x.y} tileC_rload={x.y} tileD_rload={x.y} 
tileE_rload={x.y} tileF_rload={x.y} tileG_rload={x.y} 
tileH_rload={x.y} ball_i_diff_thrs={x.y}
X_1_0_1  VSrc 0 VSrc 0 VSrc 0 VSrc 0 p4C_0_0_1 n4C_0_0_1 p4B_1_0_1 
n4B_1_0_1 VSrc 0 p2C_1_0_1 n2C_1_0_1 VSrc 0 VSrc 0 VSrc 0 p2A_0_0_1 
n2A_0_0_1 VSrc 0 p0A_1_0_0 n0A_1_0_0 VSrc 0 p5G_0_0_1 n5G_0_0_1 
p0B_1_0_0 n0B_1_0_0 p5F_1_0_1 n5F_1_0_1 p1G_1_0_1 n1G_1_0_1 
p0C_1_0_0 n0C_1_0_0 VSrc 0 VSrc 0 p0D_1_0_0 n0D_1_0_0 p1E_0_0_1 
n1E_0_0_1  ng_ball_assign_board_resist_ctno_powerNOFAN_v2  
con_resist={0.0125} tileA_board_r_val={x.y} tileB_board_r_val={x.y} 
tileC_board_r_val={x.y} tileD_board_r_val={x.y} 
tileE_board_r_val={x.y} tileF_board_r_val={x.y} 
tileG_board_r_val={x.y} tileH_board_r_val={x.y} tileA_rload={x.y} 
tileB_rload={x.y} tileC_rload={x.y} tileD_rload={x.y} 
tileE_rload={x.y} tileF_rload={x.y} tileG_rload={x.y} 
tileH_rload={x.y} ball_i_diff_thrs={x.y}
X_0_1_1  VSrc 0 p2A_0_1_1 n2A_0_1_1 p2C_0_0_1 n2C_0_0_1 VSrc 0 VSrc 
0 VSrc 0 VSrc 0 VSrc 0 p4C_0_1_1 n4C_0_1_1 VSrc 0 p4B_0_0_1 
n4B_0_0_1 VSrc 0 p1E_0_1_1 n1E_0_1_1 p0A_0_1_0 n0A_0_1_0 p1G_0_0_1 
n1G_0_0_1 VSrc 0 p0B_0_1_0 n0B_0_1_0 VSrc 0 VSrc 0 p0C_0_1_0 
n0C_0_1_0 p5G_0_1_1 n5G_0_1_1 p5F_0_0_1 n5F_0_0_1 p0D_0_1_0 
n0D_0_1_0 VSrc 0  ng_ball_assign_board_resist_ctno_powerNOFAN_v2  
con_resist={0.0125} tileA_board_r_val={x.y} tileB_board_r_val={x.y} 
tileC_board_r_val={x.y} tileD_board_r_val={x.y} 
tileE_board_r_val={x.y} tileF_board_r_val={x.y} 
tileG_board_r_val={x.y} tileH_board_r_val={x.y} tileA_rload={x.y} 
tileB_rload={x.y} tileC_rload={x.y} tileD_rload={x.y} 
tileE_rload={x.y} tileF_rload={x.y} tileG_rload={x.y} 
tileH_rload={x.y} ball_i_diff_thrs={x.y}
X_1_1_1  VSrc 0 VSrc 0 p2C_1_0_1 n2C_1_0_1 VSrc 0 p4C_0_1_1 
n4C_0_1_1 VSrc 0 VSrc 0 VSrc 0 VSrc 0 VSrc 0 p4B_1_0_1 n4B_1_0_1 
p2A_0_1_1 n2A_0_1_1 VSrc 0 p0A_1_1_0 n0A_1_1_0 p1G_1_0_1 n1G_1_0_1 
p5G_0_1_1 n5G_0_1_1 p0B_1_1_0 n0B_1_1_0 VSrc 0 VSrc 0 p0C_1_1_0 
n0C_1_1_0 VSrc 0 p5F_1_0_1 n5F_1_0_1 p0D_1_1_0 n0D_1_1_0 p1E_0_1_1 
n1E_0_1_1  ng_ball_assign_board_resist_ctno_powerNOFAN_v2  
con_resist={0.0125} tileA_board_r_val={x.y} tileB_board_r_val={x.y} 
tileC_board_r_val={x.y} tileD_board_r_val={x.y} 



tileE_board_r_val={x.y} tileF_board_r_val={x.y} 
tileG_board_r_val={x.y} tileH_board_r_val={x.y} tileA_rload={x.y} 
tileB_rload={x.y} tileC_rload={x.y} tileD_rload={x.y} 
tileE_rload={x.y} tileF_rload={x.y} tileG_rload={x.y} 
tileH_rload={x.y} ball_i_diff_thrs={x.y}
.end
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