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Abstract 

Assessment of clinical skills is essential in determining the competency of health 

professionals. The Objective Structured Clinical Examination (OSCE) is a performance 

assessment tool that is widely adopted for this purpose. Despite its widespread use in 

Saudi medical schools, the implementation and impact of the OSCE in Saudi Arabia (SA) 

have not been widely investigated. The aim of this research is to provide an in-depth 

understanding of OSCE usage in Saudi medical schools, the opportunities and 

challenges offered by its adoption, and to develop recommendations to improve 

implementation.  

Using a qualitative constructivist philosophy, this research employs a case study design 

in two different Saudi medical schools, integrating document review with interviews and 

focus groups with medical school leaders and their Faculty. Reflexive thematic analysis 

and codebook methods were applied to interviews/focus groups and documents, 

respectively. 

The analysis generated a series of key themes that impacted the OSCE implementation 

in Saudi medical schools. These themes constitute a conceptual framework that requires 

careful consideration in order for them to function harmoniously to produce a high-quality 

OSCE. This research also highlights that each stage of OSCE implementation in the 

investigated medical schools involves a series of dilemmas and compromises. Analysis 

suggests that funding sources (public or private schools), accreditation status, faculty 

experience, and resource availability all influence the quality of OSCE implementation.  

The research findings are consistent with the international OSCE literature; however, this 

work brings new insights into the use of the OSCE in SA, a non-western culture, and 

sheds light on the integrative nature of the factors that contribute to successful 

implementation. It concludes with a series of recommendations that individual medical 

schools and organisational networks can employ to improve the OSCE in SA, and 

beyond.  
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Chapter 1 Introduction 

1.1 The rationale of the research 

Medical school assessments aim to ensure that medical students acquire the necessary 

knowledge, skills, and behaviours to practise medicine safely (Dent and Harden, 2013). 

Assessment is a powerful educational tool that can be used to assess and promote 

learning (Schuwirth and Van der Vleuten, 2011). Therefore, ensuring the assessment’s 

quality is vital for all stakeholders.  

In this thesis, I focus on the OSCE as one of the most common performance assessment 

tools used in medical schools worldwide (Harden et al., 2015). Over the past four 

decades, educational assessment literature has highlighted it as a gold standard for 

performance assessment that offers many advantages and overcomes many drawbacks 

of other performance assessments, such as long and short clinical examinations 

(Patricio, 2012; Humphrey-Murto et al., 2013). However, its implementation remains 

challenging in many parts of the world where it is newly adopted and in contexts where 

there is a lack of expertise and resources (Ataro et al., 2020; Bearman et al., 2020). 

Although the OSCE is widely used in Saudi medical schools (Alsaid and Al-Sheikh, 

2017), there is no evidence concerning its implementation or whether it meets the criteria 

for a ‘good’ assessment (Norcini et al., 2018; Boursicot et al., 2020). Additionally, there 

is a rapid proliferation of public and private medical schools in Saudi Arabia (SA) without 

clear quality control guidelines for assessment (Tekian and Almazrooa, 2011). As a 

result, the OSCE is implemented differently in different medical schools across the 

country, with no clear guidelines to guide its use or ensure its quality. Increasingly, Saudi 

medical educators advocate for quality assurance to ensure that medical graduates’ 

clinical competencies are sufficient to provide safe care to patients (Bajammal et al., 

2008; Abu-Zaid et al., 2020). 

From my experience as a medical educator and OSCE examiner in various medical 

schools in SA, I have observed that the OSCE implementation varies considerably 

between institutions. I asked myself which practices should be regarded as good, what 

should be improved, and why there is such variation in implementation. However, the 

Saudi medical education literature provides no answers. This experience has motivated 

me to undertake in-depth research on this topic to contribute to the field of medical 

education. Therefore, this project aims to provide empirical evidence about how the 

OSCE is implemented in Saudi medical schools to develop recommendations that 

capitalise on the opportunities and overcome the challenges to produce more defensible 

OSCE outcomes.  
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1.2 Setting the context for the OSCE 

In this introductory chapter, I discuss the need for quality assessment and its criteria. 

Then, I outline the competencies that medical schools must assess their students on, 

with a focus on the clinical competency assessment. After that, I will briefly review the 

OSCE’s history and description, focusing on its key benefits and challenges. The second 

section of this chapter addresses the Saudi context and provides background information 

on medical education in SA and how it is regulated before concluding with a review of 

the status of undergraduate and postgraduate clinical assessment in SA. 

1.2.1 The need for quality assessment 

Assessment in education refers to the process of testing, evaluating, measuring, or 

collecting data or evidence about someone’s knowledge or performance (Norcini et al., 

2018). It is considered the tool that enables educators and institutions to make decisions 

on student progress and judge institutional outcomes. Assessment can perform multiple 

functions, such as encouraging learners to learn (Miller, 1990), measuring students’ 

competencies, informing educators about students’ performance, and informing 

institutions about their outcomes (Case and Swanson, 2001; Colliver, 2002; Cottrell, 

2006; Norcini et al., 2018). Effective assessment practices not only drive students to 

learn and enable assessors to measure that learning, but they also draw students’ 

attention to the core knowledge that they need to master (van der Vleuten et al., 2010). 

Therefore, assessment systems should be carefully designed (Wass et al., 2001).  

Furthermore, good assessment should produce defensible decisions, for it has 

paramount importance and significant consequences for all stakeholders (examinees, 

examiners, educational institutions, regulatory bodies, and the community) (Downing, 

2003; Amin et al., 2006). Thus, assessment should be designed according to evidence-

based practice and tested scientific criteria and should employ credible methods to 

produce defensible decisions.  

1.2.2 Criteria of quality assessment 

Certain criteria are used to ensure the quality of assessment techniques (i.e., a high-

quality assessment that produces defensible decisions). The need for defensible 

decisions is underpinned by the need for a clear explanation of how results are generated 

and how they can be interpreted (Kane, 2010). However, no single set of criteria can 

work with all assessment types and purposes (Norcini et al., 2018). Thus, it is important 

to look for evidence (such as policies, documents, and procedures) on which to base 

assessments, use different assessment tools, and determine which criteria need to be 

fulfilled according to the intended purpose of that assessment to correctly design and 
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implement a good assessment (Cook et al., 2014; Boulet and McKinley, 2022; Boursicot 

et al., 2022).  

Nonetheless, there are some general principles to consider in most assessments. van 

der Vleuten (1996),  Amin et al. (2006), and Schuwirth and van der Vleuten (2014) specify 

five criteria that quality academic assessments should meet: assessment should be 

valid, reliable, feasible, fair, and useful for the learning process. Consensus statements 

and recommendations from the Ottawa 2010 Conference identify some important 

assessment criteria as validity, reliability, educational impact, catalytic impact, feasibility, 

fairness, and acceptability (Norcini et al., 2011; Norcini et al., 2018; Norcini and Ben-

David, 2021). Table 1 shows the most important assessment criteria and describe their 

meanings. Effective assessment methods have several facets; neglecting any of these 

facets can decrease assessment quality and attenuate its decision defensibility. 

Table 1. Criteria of assessment and their meaning. 

Criteria Meaning Types 

Validity or 

coherence 

The assessment measures what it is 

supposed to measure and reflects the 

curriculum. 

Propositions, evidence, 

arguments, and decisions’ 

validity (Messick, 1989; 

Kane, 1992) OR classical 

types: content, construct, 

face, and criterion validity 

(which are two subtypes: 

predictive and correlational 

“concurrent” validity). 

Reliability, 

reproducibility, 

or consistency 

When the same assessment is introduced 

again (in similar circumstances), it should 

produce similar results. 

Inter-rater, internal 

consistency, inter-station, 

and test-retest reliability. 

Feasibility or 

practicality 

The practicality of assessment in terms of 

resources required for implementation 

Feasibility in terms of time, 

cost, efforts, logistics, 

workforce, and examinees. 

Fairness or 

equivalence  

The assessment results lead to similar or 

equivalent decisions across equivalent 

cohorts or institutions.  

Procedural and substantive 

fairness. 

Educational 

impact or 

effect 

The educational benefit that students gain 

from taking the assessment. 

 

Catalytic 

impact or 

effect 

The motivation that all stakeholders gain 

from assessment results, and feedback that 

supports and enhances future education. 

 

Acceptability That different stakeholders recognise the 

assessment’s importance and credibility. 
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(van der Vleuten and Schuwirth, 2005; Amin et al., 2006; Kane, 2010; Norcini et al., 

2011; Cook, 2014; Cook et al., 2014; Harden et al., 2015; Norcini et al., 2018; Dent et 

al., 2021; Norcini and Ben-David, 2021). 

Some differences exist among researchers in their assessment interpretations and 

approaches to any of the aforementioned criteria. For example, some authors define 

validity broadly to include fairness (Kane, 2006), and others define fairness broadly to 

include validity (Kunnan, 2000). However, Kane’s (2010) view is that validity and fairness 

are different concepts, but the overlapping similarities are more prominent than 

differences; this interpretation seems to me more plausible. Although there is no 

consensus on any definition for any assessment criteria, there is a generally accepted 

understanding of the concept for each of them that assists assessors in using them 

effectively. 

Utilising these criteria correctly (along with other psychometric tools) can help assessors 

produce defensible results and increase their confidence in their decisions. For instance, 

procedural fairness or relevant standardisation is an important aspect of assessment and 

ensures that similar examinees should take the same test under the same conditions, be 

treated in the same manner, and have their assessment evaluated and interpreted in the 

same way (Kane, 2010). Keeping this in mind when assessment tools are prepared, 

implemented, and evaluated helps to ensure the fairness of the assessment. For 

example, if students are evaluated using an OSCE for their history-taking skill, and some 

examine a well-trained simulated patient (SP), and others examine an untrained patient, 

the outcomes may be unfair. Thus, standardised assessment processes should produce 

more trustworthy results.  

The process of designing effective assessments that fulfil the aforementioned criteria 

necessarily includes multiple phases. It starts with blueprinting because while no single 

assessment can evaluate all curriculum, competencies, or intended learning outcomes 

(ILOs), an effective assessment must produce a valid, manageable and feasible exam 

that sufficiently examines the competencies of the course as a whole (Downing, 2003; 

van der Vleuten et al., 2010). This step ensures a match between curriculum and 

assessment and avoids unintended mismatching (Newble, 1998; Trigwell et al., 2000). 

Therefore, blueprinting is central to supporting authentic content and assessment 

validity. 

The next phase involves determining the form of assessment, choosing the appropriate 

tool for the purpose, and designing test items (Downing, 2006). This step is lengthy, 

consisting of several smaller steps, such as identifying the issue to be examined, 

constructing model answers, revising with experts, proofreading, and trialling the 

assessment beforehand (Jolly, 2014). The next stage is to administer the assessment in 

a controlled environment by eliminating (or at least minimising) sources of error and then 
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combining all scores from different types of assessments using empirical evidence and 

logical argument to produce a global score (Downing, 2003).  

The process of developing a quality assessment is not finished after administering the 

exam and then releasing the results. The subsequent stage is the post-exam analysis, 

which includes qualitative (Tavakol and Dennick, 2011b) and quantitative (psychometric) 

aspects (Pell et al., 2010), both of which are important to ensure the validity of the internal 

structure of exam questions. It is also useful in identifying certain flows in assessment, 

developing later assessments, and enabling assessors to provide individualised 

feedback to examinees and assessment writers (Lane et al., 2016).  

These phases may appear to be challenging for real practice as they are time- and 

resource-consuming, and not all assessments require all steps to be performed; 

however, each step can play an important role in contributing to the validity of the 

assessment. Furthermore, it is better to conceptualise designing an assessment as an 

iterative rather than a linear process. Medical schools need to be systematic and inform 

their assessment designs through evidence-based practice guidance to make correct 

decisions and produce defensible and trustworthy results. This will improve medical 

graduates’ clinical skills and better prepare them for future practice. 

1.2.3 Assessment of medical competencies 

Medical schools strive to ensure that their graduates have the competencies necessary 

to safely deal with patients and meet health sector requirements. In order to achieve this 

goal, educators usually categorise these competencies into the three domains of 

knowledge, skills, and attitudes (Harden et al., 2015). Medical educators wish to assess 

these competencies as best as possible to ensure that they graduate competent and 

safe doctors. As a result, the field of assessment has evolved, as old assessment 

methods have been improved or replaced by new assessment tools to meet the high-

stakes nature of medical assessment (Harden and Gleeson, 1979). 

To assess knowledge, applied knowledge tests (AKTs) (written assessments) are used, 

which only assess the first two levels of Miller’s  (1990) pyramid of ‘knows’ and ‘knows 

how’ (Figure 1). For example, Multiple-Choice Questions (MCQs), Extended Matching 

Questions (EMQs), Short-Answer Questions (SAQs), and Modified Essay Questions 

(MEQs) can assess students’ knowledge and understanding (Wass et al., 2001). Medical 

educators and psychometricians are reasonably satisfied with advances in this field 

because the assessment of knowledge has received attention for a reasonably long time 

and from all disciplines, supporting those advances (van der Vleuten and Schuwirth, 

2005).  

When educators try to assess attitudes and behaviour, however, they face challenges, 

finding these qualities more difficult and intractable to assess. Many assessment 
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researchers think that attitudes such as professional demeanour are difficult to measure 

psychometrically, but others argue they can be evaluated using workplace-based 

assessment tools (WPBA) such as 360-degree assessment (Whitehouse et al., 2007; 

Hodges et al., 2011; Hodges et al., 2019). 

 

The third student competency that medical educators need to assess is their clinical 

communication and performance skills. Assessing clinical competencies is quite 

complicated, making these skills more difficult to assess than knowledge but perhaps 

easier to assess than attitudes (Khan et al., 2013b). Moreover, ensuring that medical 

students obtain minimum competency in clinical skills is crucially important for medical 

schools, regulatory bodies, and the health profession in general because of the high-

stakes nature of the medical field and the serious consequences for all parties if the 

competencies are not achieved. To assess students’ skills and clinical performances, 

which rests higher in Miller’s pyramid at ‘shows how’ level, requires performance 

assessment tools (van der Vleuten and Schuwirth, 2005; van der Vleuten et al., 2010; 

Etheridge and Boursicot, 2021), such as OSCEs, Mini-Clinical Evaluation Exercise (Mini-

CEX), and direct observation of procedural skills (DOPS). Development of the tools that 

assess these skills is perhaps not as advanced as that of tools that assess AKT because 

of the complexity of the skill area and the relative newness of this type of assessment 

compared to AKTs (Epstein, 2007; Boursicot et al., 2011; Boursicot et al., 2020).  

In short, medical schools are looking to ensure that their students adequately possess 

the three important competency components of knowledge, attitude, and skills. 

Knowledge is relatively easy to measure, but attitude and behavioural measurement are 

challenging, entangled and difficult to measure. Skill measurement is also difficult but 

still possible and manageable. Competent clinical skills are crucially important for doctor 

Does

Shows 
how

Knows how

Knowse.g. MCQ, SAQ & MEQ

e.g. MCQ, SAQ & MEQ

OSCE

WPBA e.g. 360o assessment

Figure 1. OSCE in relation to Millar’s pyramid of assessment. 



7 
 

 

and patient safety. Therefore, the assessment of clinical skills requires an accurate and 

highly evolved assessment tool. 

1.2.4 Assessment of clinical skills 

In the past, clinical competencies were assessed by long and short clinical examinations 

(Harden et al., 2015). This traditional clinical examination involved asking medical 

students to examine one long clinical case (clinical viva) for about an hour (van der 

Vleuten, 1996), usually unobserved (Ponnamperuma et al., 2009). Then, the candidate 

was assessed by one or two medical doctors for typically about half an hour (Gleeson, 

1997). This method served as the dominant clinical assessment tool and has some 

advantages; for example, it is authentic and provides a holistic approach to patient care 

(Wass and van der Vleuten, 2004). However, it has many obvious limitations as well 

(Harden et al., 1975). For example, the sampling and case-specificity of content 

addressed in the assessment are key for the validity and reliability of educational 

assessment (van der Vleuten, 1996). Indeed, the medical student may be well-versed in 

the content related to his/her assigned clinical case, so the student will get a high grade 

on this assessment, but he or she may know little or even nothing about other cases 

(Ponnamperuma et al., 2009). The opposite is also true, i.e., the student may encounter 

a case that he or she knows nothing about and therefore fail the exam, even though this 

student may master most of the other material. The assessor assumption in these 

scenarios is that the student in the first example will do well in real-life situations with real 

patients, and the student in the second scenario will not. These assumptions are not 

necessarily true or fair, as biases and sampling problems would directly attenuate 

assessment reliability and credibility (Ponnamperuma et al., 2009; Vincent et al., 2022). 

Another limitation of this method is that relying on the judgment of one or even two 

assessors does not support a fair process due to the inherent bias that all assessors 

have, impacting the validity of any given decision (Wass and van der Vleuten, 2004). 

Also, this assessment is poorly structured, with no clear scoring method (Khan et al., 

2013b). Similarly, short case examinations, during which usually a small number of cases 

are assessed by one examiner, struggle largely with the same limitations that exist for 

one long clinical examination. Short- and long-case clinical examinations lack 

standardisation, structure, and sufficient sampling (Khan et al., 2013b) 

1.2.5 The introduction of the OSCE 

In 1975, Harden et al. introduced the notion of the objective structured clinical 

examination (OSCE) to overcome some limitations of traditional assessment; this 

concept was further developed by Harden and Gleeson in 1979. The guiding principle 

behind the OSCE was to have more samples for content to be examined and allow 

candidates to perform more skills in multiple stations (Harden, 1988; Harden, 1990; 
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Harden et al., 2015). Furthermore, because all assessors have inherent biases, 

candidates are seen by a number of different assessors, which can diminish the bias 

effect (van der Vleuten et al., 2010; Gingerich et al., 2014). Hence, institutions can be 

more confident about the validity of the candidate’s global grade and future performance. 

For example, suppose the students went through 18 different stations, and all 18 

assessors rated the student as very good. In that case, the school can be more confident 

in predicting that this student will perform at that same level on a different day with a 

different patient and vice versa. Figure 2 depicts the difference in sampling and other 

main differences between the OSCE and the long-case clinical examination. 

The OSCE method of assessment attempts to overcome some of the limitations of 

traditional clinical assessments by improving the validity and reliability of the exam (Khan 

et al., 2013b; Abdulghani et al., 2015). It provides better sampling for clinical 

examinations rather than one case. It collects grades or opinions of multiple assessors, 

instead of one or two, to provide more valid, reliable, and fair judgment on students’ 

performance with less room for bias.  

Due to the fact that few practical tools exist to assess medical students’ clinical skills, as 

well as the OSCE’s benefits and adaptability, it has been widely adopted by medical 

schools around the world (Norman, 2002; Humphrey-Murto et al., 2013; Khan et al., 

2013b; Daniels and Pugh, 2018). Many authors, including Khan et al. (2013b), Harden 

et al. (2015), and Boursicot et al. (2020), believe that a well-structured OSCE is one of 

the best tools to assess clinical competencies. However, OSCEs, like all assessment 

tools, need to comply with the criteria of good assessment (as discussed in Section 1.2.2) 

in their design to produce high-quality results (Patricio, 2012; Zabar et al., 2013). Those 

criteria should be carefully considered, as assessment in medical schools is regarded as 

a high-stakes undertaking due to its significant impact and influence on students’ futures, 

communities, and direct patient safety. For instance, a non-competent student who 

successfully passes a final year clinical exam—and who should have failed—will have 

an unfavourable impact on society and patient safety. Thus, assessment in medical 

settings should be designed and carried out in a fashion that allows only competent 

students to pass (Norcini et al., 2011).  
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1.2.6 Description of the OSCE 

Harden (1988) describes the OSCE as a performance-based examination designed to 

measure students’ clinical skills and competencies in an objective and structured 

manner. OSCEs are objective assessments, as each candidate goes through the same 

set of stations (Harden et al., 1975; Harden and Gleeson, 1979). It is structured so that 

each assessor’s score follows a unified marking scheme, which could be a checklist or 

a rating scale (Gupta et al., 2010). Assessors have to observe candidates’ performances 

and complete the marking scheme; these schemes may include a global score and 

assessors’ written feedback based on the performance of each candidate after every 

station (Boursicot and Roberts, 2005). OSCEs are also structured so that they test a 

specific set of skills in each station. It can cover the four main areas of history taking, 

clinical examination, procedures, and explanations (Harden et al., 2015). Hence, it 

typically requires a student to demonstrate competencies by performing a skill rather 

than by describing a theory. 

In OSCEs, students go through multiple stations in a circuit fashion; each station typically 

takes between five to twelve minutes to complete (Boursicot and Roberts, 2005). 

Students are prompted to move on to the next station by some form of a signal. The 

circuit may also include rest stations (Figure 3). The number of stations and duration in 

Figure 2. The key differences between the long case clinical examination and the OSCE. 
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each station is largely dependent upon the content blueprint and overall exam time (Khan 

et al., 2013a). In each station, the candidate encounters a question or instruction, e.g., 

measuring blood pressure. Each station includes a real patient, simulated patient (SP) 

(actor), or manikin. 

OSCEs can be conducted in a hospital setting, e.g., for final-year students or in a special 

venue professionally prepared to mimic real-life experiences. The station’s layout may 

vary according to the location and skills to be performed. Any equipment required should 

be prepared beforehand. 

1.2.7 Comparing the OSCE to good assessment criteria  

OSCEs are flexible assessment tools, i.e., they can accept modifications to enable 

continuous improvement (Harden et al., 2015). However, the literature does not address 

the fact that the quality and delivery of OSCE are often dependent on the experiences of 

its designers and examiners (Daniels and Pugh, 2018). In the following sections, I 

present and discuss some advantages and disadvantages of the OSCE. 

1.2.7.1 Advantages of using the OSCE as an assessment tool 

If OSCEs are designed and implemented properly, they should have a high level of 

validity (Downing, 2003) and positive educational benefits (Jafarzadeh, 2009; Boursicot, 

2010; Harden et al., 2015). For the sake of this high validity, the OSCE designer should 

be a content expert in a given speciality (Selby et al., 1995). The OSCE designer has to 

blueprint the ILOs of the targeted curriculum and ensure that a variety of skill domains is 

assessed (Boursicot and Roberts, 2005). Blueprinting could be done using a two-

dimensional matrix with one axis focused on the competency to be tested, e.g., history 

taking, and the other axis focused on the course or block that needs to be addressed, 

3 4 5 6 R
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Figure 3. OSCE stations layout in the exam venue. 

Examiners stay in the station, but candidate moves around. Numbers indicate 

station order and (R) indicates a rest station. 
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e.g., respiratory system (Table 2) (Gupta et al., 2010). The number and topics of stations 

in an effective OSCE should be determined and sampled proportionally against the 

whole intended content to examine. Another source of evidence for OSCE validity is that 

its scores are highly correlated with other related assessments (Harden et al., 1975; 

Simon et al., 2007; Orovec et al., 2022). 

Table 2. An example of an OSCE blueprint matrix. 

                  Domain 
Course 

History taking 
(Information 

gathering) 

Examination Procedure Explanation 
(Information giving) 

Gastrointestinal Abdominal pain Liver palpation _ Read and explain 
liver enzymes 

results 

Cardiovascular _ Heart 
auscultation 

Take blood 
pressure 

Read and explain 
an ECG 

Respiratory Asthma Chest 
examination 

Introduce a 
nasal tube 

Read and explain 
chest X-ray 

Musculoskeletal Headache Knee 
examination 

_ _ 

Neuro _ Neurological 
examination of 

legs 

Otoscope _ 

Reproductive Amenorrhea Breast 
examination 

_ _ 

Generic _ _ Inserting 
cannulation 

Breaking bad news 

Total number of 
stations/questions 

4 6 4 4 

 

Another advantage to OSCEs is that the designer can control their difficulty and 

complexity (Harden and Gleeson, 1979). The designer can utilise SPs and train them on 

how to act or respond to students during the exam (Daniels and Pugh, 2018). For 

example, the SP can be instructed to play a straightforward case for junior students, a 

difficult case for advanced-level students, including content that may focus on sensitive 

or challenging cases or highlight areas of cultural importance (Altshuler and Kachur, 

2001; Parish et al., 2006). 

One of the basic tenets of the OSCE is that each candidate is assessed in multiple 

stations by multiple assessors. All candidates should be assessed by the same set of 

stations and, ideally, by the same assessors. Large numbers of stations and different 

assessors in each station enhance results reliability (Roberts et al., 2006; Brits et al., 

2021). When a candidate is evaluated by a large number of assessors, variation between 

assessors should be kept at a minimum to enhance reliability (Harden and Gleeson, 

1979; Gormley, 2011). van der Vleuten (1996) empirically demonstrated that bias 

severely affects reliability in the case of only one examiner assessing the examinee in 

one or even multiple clinical cases. He also demonstrated that using multiple stations 

and a new assessor for each station will dramatically improve assessment reliability and 
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fairness and, ultimately, assessment acceptability. OSCEs are far better in maintaining 

these criteria than the traditional long case clinical examination.  

The use of a carefully constructed marking scheme would support the validity of the 

OSCE by aligning it with the ILOs and specifying the areas that the assessor has to 

inspect during candidate performance (Abdulghani et al., 2015; Donohoe et al., 

2020). This structured and clear scoring rubric can minimise prejudice and variation 

between examiners and enhance reliability (Khan et al., 2013b; Harden et al., 2015). 

The OSCE is considered fairer than traditional clinical examinations in terms of 

standardisation, validity, and reliability (Harden et al., 1975; Khan et al., 2013a; Cho et 

al., 2022) because the three factors (SP, examiner, and case) can be highly controlled 

in the OSCE. That means OSCE can be designed to standardise the station case, the 

SP, and the examiner in each station so that, in theory at least, the only source of 

variation in scores is due to the candidate, ensuring that the assessment produces highly 

reliable scores (Figure 4) (Harden and Gleeson, 1979).  

 

 

 

1.2.7.2 Challenges of using the OSCE as an assessment tool 

In terms of cost, time, place, patients, and examinee/examiner ratios, OSCEs can seem 

unfeasible and resource-intensive (Carraccio and Englander, 2000; Barman, 2005; 

Rushforth, 2007; Patricio et al., 2013; Bearman et al., 2020; Zamanzadeh et al., 2021). 

This problem is more prominent in summative end-of-year assessments because of the 

need for adequate numbers of stations, SPs, assessors, and logistical support 

personnel, such as station organisers, timekeepers, and invigilators. There is also a need 

for sufficient space, and the exam is lengthy, so it may also be costly (Jiang et al., 2021). 

Advantages 
of OSCE

Valid

Reliable

Standardised

Educationally 
benificial

Acceptable

Fair

Figure 4. Summary of main OSCE advantages. 
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These factors make OSCEs difficult to design and consume much time and effort to 

arrange (Cusimano et al., 1994; Abdulghani et al., 2015). Harden et al. (2015) indicate 

that most of this complexity and time will be spent before commencing the exam, so 

when the exam starts, the examiners’ time will be used more efficiently. However, it is 

one of the best available high-stakes clinical assessments, so its overall value should 

outweigh its limitations (Patricio et al., 2013). Moreover, assessing higher-level thinking 

skills (e.g., application of skills) would need more than a simple tool that measures 

straightforward knowledge. The nature of this domain (clinical skills) requires a 

sophisticated assessment instrument to accurately measure skill competencies (Walsh 

et al., 2009).  

Another challenge for the OSCE is the examiners’ variation in stringency, especially in 

OSCEs with parallel circuits, which reduces the OSCE’s reliability and fairness (Boursicot 

et al., 2020; Yeates et al., 2021; Homer, 2022). Multiple factors can influence the 

examiner’s judgment and result in unfair marking. These factors include the examiner’s 

cognition (Gauthier et al., 2016); the contrast effect between candidates (examiner 

judgment on one candidate’s performance influenced by previous candidate 

performance) (Yeates et al., 2015b); the nature of the examiners ‘hawks’ and ‘doves’ 

(Bartman et al., 2013); and the examiner’s experience in assessing OSCE candidates 

(Chong et al., 2017). However, unwanted examiner variation can be reduced by 

providing adequate training and sampling (Pell et al., 2008; Harden et al., 2015; Fuller et 

al., 2017; Yeates et al., 2019) 

OSCEs have been criticised for assessing only isolated skills and compartmentalising 

approaches to cases rather than taking a holistic approach as is needed when caring for 

real patients (Harden and Gleeson, 1979; Gleeson, 1997; Gupta et al., 2010). This 

indicates a need to combine other clinical assessment types besides OSCEs to work 

more in an integrated way (Khan et al., 2013b). No single assessment tool would be able 

to assess all aspects of any curriculum or clinical aspect (van der Vleuten, 1996), and 

OSCEs are not an exception. Therefore, OSCEs should be utilised alongside a range of 

different assessment formats that integrate to produce the best possible outcome, for 

example, by assessing the ‘Does’ level of Miller’s pyramid and have more authentic 

assessments (Ben-David et al., 2001; van der Vleuten et al., 2010).  

In brief, OSCEs are flexible assessment tools that incorporate effective assessment 

criteria (Turner and Dankoski, 2008). This can be done in a variety of ways. Careful 

consideration for adequate sampling, station design, and professional implementation 

can produce high-quality OSCE and defensible results. On the other hand, no accurate 

blueprinting and bad sampling often produces unreliable scores, resulting in resource 

waste and inaccurate decisions about candidate competence.  
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1.3 Saudi context 

This section provides background on medical education in SA and the role of education 

regulatory bodies. Then, I briefly discuss the contemporary clinical assessment status in 

under- and postgraduate education in SA. 

1.3.1 Medical education in SA 

The first Saudi state was founded in 1727 (MOFA, 2023), and the first record of Western 

(modern) medicine being practised in SA was in 1926 when the Health Directorate of 

Makkah was established during King Abdulaziz Al-Saud’s visit to the Hejaz region (Mufti, 

2000). Between 1727 and 1926, the health practice in SA relied on traditional medicine 

and a few doctors from outside the Arabian Peninsula (Wahba, 1935; Attia, 2022). From 

1926 onwards, there was increased interest in modern medicine as doctors from 

neighbouring countries were drawn to work in SA and later by government scholarships 

for Saudis to study medicine abroad (Telmesani et al., 2011; Almasabi, 2013). The Saudi 

government decided to improve the health system by establishing Saudi medical schools 

and graduating Saudi doctors, so between 1967 and 1996, five medical schools were 

established (Al-Rabeeah, 2003; Zaini, 2007).  

Although medical education is a relatively new discipline in SA, as the oldest medical 

school in the country was established in 1967, the pace of development in this discipline 

has been highlighted as very promising (Bin-Abdulrahman, 2011). Until 2000, there were 

only five medical schools in the country; by early 2023, that number had climbed to 41 

(Alrebish, 2014; Alamro et al., 2023). Figure 5 shows the distribution of medical schools 

in SA (GaStat, 2022; NCAAA, 2023b). This rapid growth in the number of medical 

schools has raised concerns about the quality of medical school graduates (Smith and 

Abouammoh, 2013; Abu-Zaid et al., 2020). There is an awareness of the importance of 

ensuring quality as well as quantity to ensure that graduates are competent doctors 

(Telmesani et al., 2011). Medical school graduates must be able to contribute to the 

ambitious Saudi Vision 2030 regarding the health sector in the country by providing 

health services at a very high level that matches the levels reached in developed 

countries (Vision2030, 2023). One of the goals of the Saudi vision is to privatise some of 

the public medical schools and enable them to develop a financially sustainable 

operational system and create a competitive environment to improve their outcomes. To 

achieve these ambitions, a core activity of all medical schools is the design and delivery 

of rigorous, high-quality structured assessments to ensure they are graduating highly 

qualified doctors who are competent enough to enhance and develop health services to 

the desired level. 
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The awareness of medical education importance is growing markedly, and the need for 

more medical educationists is becoming essential to match the growth of medical 

schools (Bin-Abdulrahman et al., 2012). Thus, medical schools now pay more attention 

to medical education, and most of them have established a Department of Medical 

Education that regulates the internal educational process to ensure the programmes 

remain current in cutting-edge research and practises (Al Shawwa, 2012). There is a 

growing call to prioritise medical education research in SA, with a focus on culturally 

relevant research (Abdulrahman, 2012; Obeidat et al., 2015). Medical educationalists 

within their departments are expected to develop their medical schools, support teaching, 

learning and research, and continuously assess and develop medical students’ 

competencies in terms of knowledge, skills, and professional behaviours (Tekian and 

Almazrooa, 2011). Medical schools in SA apply different teaching approaches, such as 

traditional, problem-based learning (PBL), team-based learning (TBL), and hybrid 

systems that combine two or more systems (Ibrahim et al., 2014). In general, there is a 

move towards student-centred education and self-directed learning (SDL) (Alghasham, 

2012). 

Figure 5. Distribution of medical schools in SA as of 2022. 
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1.3.2 Regulatory bodies in SA 

National education regulations in SA are governed by the Education and Training 

Evaluation Commission (ETEC), which has two bodies to regulate higher education in 

SA (ETEC, 2023a). The first is the National Qualifications Framework (NQF), which is a 

framework that aims to develop and unify the quality of educational institutions in SA to 

produce educational outcomes that meet national and international recognition (NQF, 

2020). The second, the National Centre for Academic Accreditation and Assessment 

(NCAAA), ensures that higher education institutions (such as medical schools) meet 

NQF requirements by encouraging improvement, evaluating quality, providing 

accreditation, and promoting international recognition for programmes and graduates 

(NCAAA, 2023a). The NCAAA uses the Saudi Medical Education Directives Framework 

(SaudiMEDs) as a framework for the competencies that graduates must attain (Alrehaily 

et al., 2022). The SaudiMEDs framework outlines the minimum competencies that all 

Saudi medical graduates must possess in order to practise safely. 

One of the core responsibilities of these two entities (NQF and NCAAA) is to ensure that 

assessment in higher education institutions is valid and reliable according to their criteria. 

For example, they look for the integration of appropriate assessment methods into the 

learning experience in the appropriate domain of learning outcomes to produce high-

quality assessments (NCAAA, 2023a). Accredited medical schools need to prepare an 

annual progress report to follow up on any significant changes to their programme and 

submit it to the NCAAA (ETEC, 2023b). The NCAAA will not visit the school for at least 

five years from the date of accreditation. 

Medical education departments within each medical school focus on improving 

instruction, curriculum, assessment, and other related issues according to international 

development in the field (Bin-Abdulrahman et al., 2012; Cleland and Roberts, 2021), 

within the broader limits of NQF, NCAAA, and Saudi Medical Education Directives 

Framework (SaudiMEDs framework) requirements (Bin-Abdulrahman, 2011). Other 

bodies, such as the Saudi Medical Colleges Deans’ Committee and the Saudi Society of 

Medical Education (SSME), monitor, participate in, and support medical education 

development in SA (Bin-Abdulrahman, 2011; SSME, 2023).  

1.3.3 Undergraduate clinical assessment in SA 

The assessment approach applied in any educational institution has an extensive 

influence on students’ approach to learning (Entwistle and Ramsden, 2015). It has been 

obvious, at least in the context of Saudi culture and student educational background, that 

the assessment type, i.e., summative assessment type, strongly influences their 

approach to learning. I observed this first-hand in my own studying and subsequent 

teaching experience in medical schools; for example, I noticed that students use “exam-
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oriented reviewing” or “exam-oriented reading” terms to advise each other on strategies 

for studying and learning. These terms reflect the influence of assessment on their 

learning process and that their primary focus is often on exam performance, not on 

continuous learning or gaining and retaining knowledge. This is why carefully choosing 

an assessment system is important and why continuous evaluation and improvements 

are crucial to the educational process (Boud, 2000; Case and Swanson, 2001; van der 

Vleuten et al., 2010; Tekian and Almazrooa, 2011; Boud and Soler, 2016). 

In general, summative assessment is dominant in Saudi medical schools, while little 

attention has been given to formative assessment (Amin et al., 2011; Alrebish, 2014; Al-

Wassia et al., 2015). MCQs, EMQs, SAQs, and modified essay questions (MEQs) are 

the most common assessment tools in Applied Knowledge Tests (AKT) exams. For 

clinical assessment, according to some authors, many schools overly rely on one or two 

assessment tools, mainly objective structured clinical examinations (OSCEs), and 

occasionally the mini-clinical evaluation exercise (MiniCEX) (Amin et al., 2011). Some 

medical teachers believe that they do not utilise or apply OSCE correctly; the evidence 

suggests that medical teachers do not question the tool itself, but they do question its 

application (Bakhsh et al., 2009; Alghamdi et al., 2016; Hadi et al., 2018). 

1.3.4 Licensure and postgraduate clinical assessment in SA 

The Saudi Commission for Health Specialties (SCFHS) conducts the Saudi Medical 

Licensure Examination (SMLE), which is a 300-item MCQ-based substantial AKT exam 

that places an extra burden on students, even before they graduate, as it is mandatory 

for all who want to practice, specialise in, or obtain a clinical position in SA (SCFHS, 

2023). However, many SA medical educators advocate for adding another component 

that examines the clinical competencies of new graduates (Bajammal et al., 2008; Abu-

Zaid et al., 2020). While this would add a layer of complexity for newly graduated 

students, as they will be required to pass both parts of the SMLE to obtain a medical 

licence, it would ensure the competency of newly graduated doctors and reassure the 

community and other stakeholders. Thus, preparing medical students for the potential 

clinical part of the exam has become necessary, making the need for a more valid and 

reliable assessment at medical schools more important now than ever before.  

Medical schools often support their students in taking the AKT part of this exam. For 

example, some medical schools offer lectures on how to prepare for SMLE and organise 

and administer formative AKT exams mimicking the real SMLE exam in the type of 

questions and duration. However, this is not yet the case with the proposed clinical exam. 

As with the first part of SMLE, medical schools need to prepare their students for this 

new assessment to ensure that their students are well-prepared for postgraduate high-

stack exams. Moreover, the problem of clinical assessment seems more complicated 

than the AKT part of the exam due to the complexities of assessing clinical and 
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interpersonal skills, as well as the lack of a national guideline that supports clinical 

assessments. (Bakhsh et al., 2009; Abu-Zaid et al., 2020). Therefore, medical schools 

must improve their own practises for implementing high-quality OSCEs to prepare their 

graduates with the knowledge and skills required to perform well on the current and 

potential SMLE parts and graduate better doctors.  

From my observation, in addition to the official use of the SMLE, it is also unofficially 

used as a benchmark for evaluating the outcomes of medical schools and as a 

determining factor for establishing a school’s reputation for the quality of teaching and 

assessment processes. Thus, this licensure examination is important for all 

stakeholders, including applicants, students, medical teachers, decision-makers, and the 

community in SA. Some Saudi medical graduates tend to continue their education or 

training outside the country. Then, they need to pass the host country qualifications, such 

as the United Kingdom (UK) Professional and Linguistic Assessments Board test 

(PLAB), which contains a clinical component  (GMC, 2023b). Thus, medical schools 

need to better prepare their graduates for national and international licensure exams. 

1.4 Summary 

In this chapter, I argued the necessity of quality assessment in medical education and 

analysed the clinical assessment challenges that existed prior to the development of the 

OSCE as well as the OSCE’s conceivable benefits. I reviewed the criteria for good 

assessment and demonstrated how the OSCE meets them by describing its process, 

advantages, and disadvantages. Then, I established the context of medical education in 

SA and emphasised the need for quality assessment to ensure the quality of its 

outcomes in light of the recent and rapid growth of medical schools in the country. In the 

following chapter, I will summarise the findings of a literature review on OSCE 

implementation at two levels: international and national (SA), to comprehend the field 

of OSCE implementation and to develop appropriate research questions, aims, and 

objectives. 
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Chapter 2 Literature Review 

2.1 Introduction 

In this chapter, I conduct a scoping review to explore the literature available regarding 

the design and implementation of the OSCE. I explain why a scoping review approach 

is chosen, detail the scoping review framework, and illustrate the literature search 

strategy used. The literature is explored and discussed in two phases. Firstly, I describe 

how the OSCE should be implemented based on the key literature and global guidelines 

and then discuss some examples of OSCEs being implemented in new locations that 

have similarities that overlap with the Saudi context. Secondly, I discuss how OSCEs are 

being implemented in SA. All key literature concerning the use of OSCEs in Saudi 

medical schools is addressed, including all the extant publications that discuss the 

application of OSCEs in other health professions in SA.  

2.2 Method: Scoping Review 

In the following sections, I describe the scoping review approach, why I used it in this 

study, its process, the search strategy, and its results. 

2.2.1 Defining the scoping review approach 

There is no universal definition of a scoping review (Daudt et al., 2013). Multiple 

researchers have proposed definitions, but most commonly, it is described as an 

approach that systematically maps the literature of a particular field by exploring sources 

and collecting evidence to create conceptual clarity about a specific topic (Arksey and 

O'Malley, 2005; Davis et al., 2009; Levac et al., 2010). Although it is a relatively new 

literature review method, it facilitates mapping the literature and extracting data related 

to a particular topic (Peters et al., 2015; Maggio et al., 2020). A scoping review is a useful 

approach that enables researchers to understand the background and organise 

information to draw conclusions about what is and is not available in the literature on a 

specific topic (Anderson et al., 2008; Armstrong et al., 2011). 

Using the principles of  Arksey and O'Malley (2005) and Levac et al. (2010), this review 

is conducted for multiple purposes: (1) discuss, investigate, categorise and disseminate 

literature search findings related to OSCE implementation; (2) identify research gaps and 

explore the recommendations for future research in the field; (3) refine research 

questions and objectives; and (4) use the findings regarding the nature and methodology 

of the research in the field to inform current study.  

2.2.2 Why the scoping review approach is used in this study  
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I chose the scoping review approach instead of other literature review approaches 

because it seems more closely aligned with the purpose of this project. In comparing the 

scoping review approach with the systematic review, I found that a scoping review would 

enable me to explore a range of literature relevant to the OSCE, identify gaps in the 

literature and refine my research questions (Levac et al., 2010; Armstrong et al., 2011). 

The systematic review approach was not chosen because it begins with a clearly defined 

research question and then critically appraises the literature (Moher et al., 2015; Suri, 

2018). However, I had not clearly defined the research question before beginning the 

literature review, and my goal was not to evaluate the literature but to investigate the 

field. 

A scoping review includes all relevant literature regardless of the research type (e.g., 

grey literature), whereas a systematic review is more focused on narrow parameters, like 

examining the quality of the literature as a basis for inclusion (Peters et al., 2015). 

Typically, systematic reviews evaluate the quality of included publications using 

indicators such as Shea et al.’s (2007) eleven quality indicators. Thus, standalone 

research can be produced using a systematic review (Arksey and O'Malley, 2005), but a 

scoping review is more useful for the current study because it allows for including all the 

relevant articles to clearly map the field and establish a firm background. For example, 

Saudi literature addressing OSCEs is very limited, which may be the result of a lack of 

research or a publishing bias in Western journals (Mulimani, 2019; Moriguchi, 2022). 

However, if the quality of the research is used as a basis for inclusion, many papers will 

be excluded, which may affect the richness of the literature review findings.  

Moreover, a scoping review allows me to include studies that use different study designs, 

whereas a systematic review targets a pre-determined, specific study design (Gottlie et 

al., 2021). Systematic reviews tend to be more time-consuming than scoping reviews 

because they involve additional steps and are, preferably, conducted by a team of 

researchers, who, as a team, can devote more time to examining the quality of research 

designs. Hence, scoping reviews (1) tend to be more practical for an individual 

researcher who has a limited time-frame within which to complete the study and (2) are 

more suited to focusing on exploring and identifying gaps in the literature regarding a 

particular topic (Peters et al., 2015; Gough et al., 2017; Higgins, 2019).  

2.2.3 Scoping review framework 

This scoping review framework consists of six steps, which I have adopted and followed 

based on Arksey and O'Malley (2005), Levac et al. (2010), and Peters et al. (2015): 

1- Identify the primary research questions. Based on the discussion in the 

Introduction Chapter, I am interested in addressing the following ‘primary’ 

research questions: 
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a. How should the OSCE be implemented according to international 

guidelines?  

b. How are OSCEs being implemented in countries that share some similar 

features with the Saudi context?  

c. How are OSCEs being implemented in SA medical schools? 

d. What are the opportunities and challenges facing OSCE implementation 

in SA? 

2- Identify relevant studies. In this step, I identified the main elements that serve the 

research focus. For the sake of organising my literature review, I found it useful 

to explore the OSCE literature in two phases. First, investigate OSCEs’ status 

and key publications in the international literature. Although OSCEs have 

primarily been discussed in Western contexts, exploring some non-Western 

countries that share similarities with the SA context is also useful. This phase 

sets the scene and provides the necessary background for this study. Second, in 

this phase, I have focused exclusively on OSCEs’ status in SA. My primary 

interest is in how the OSCE is used in SA undergraduate medical schools; 

however, it would be beneficial to include all OSCE-related publications, even 

those related to other healthcare professions, because I believe that the topic is 

rarely discussed in the medical literature. Therefore, the study may benefit from 

the commonalities between different professions’ implementation of the OSCEs 

in SA. 

3- Study selection. In this step, I planned the search strategy and scope, which 

means specifying the search terms, techniques, and databases, as well as the 

inclusion and exclusion criteria, to best serve the research focus. This step is 

described in detail in the following section. 

4- Charting the data. During the literature search, I highlighted the key points in each 

relevant paper. Then, I collated and summarised the extracted data in three 

tables (see Appendices 5, 6, and 7). In this step, it is important to maintain a log 

of all the literature relevant to my study to facilitate accessibility later. 

Furthermore, it enabled me to categorise the literature into groups and themes 

that discuss similar aspects of OSCEs.  

5- Reporting results. In this step, I wrote the substantive sections. Summarising the 

key literature and relevant studies collected during the literature search allowed 

me to compare, contrast, interpret, and evaluate the identified publications. This 

step also enabled me to critically analyse information, support my argument and 

evaluate the significance and contribution of each piece of literature as it relates 

to my topic. 

6- Consultation. According to Arksey and O'Malley (2005), this is an optional quality 

assurance step; however, I chose to include it because it would improve my 

review (O'Leary, 2017). Consultation in the current study involved requesting 
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comments and feedback from my supervisors to ensure that I had not missed 

any key literature or overlooked important aspects that are relevant to my 

research focus. 

This process, as written, might appear linear. However, it is an iterative, time-consuming, 

and complex process of refining the research questions, adjusting the search strategy, 

reading/re-reading articles, summarising and tabulating information, and writing/re-

writing the Literature Review Chapter. 

2.2.4 Literature search strategy 

The extant literature on the OSCEs is extensive. Therefore, I needed to focus the 

research process on the primary research questions so that I could gain depth without 

compromising the breadth that best serves the scope of this study. I identified all the 

possible terms related to OSCEs and their implementation around the focus of this study, 

which is undergraduate medical education. I specified the following search terms that 

are used to search academic databases (see Table 3):  

• (Objective structured clinical examination) or (OSCE) in the title or abstract. 

• (Implement*) was the truncation used to include (implement), (implemented) 

and (implementation) in the title or abstract. 

• (Design*) was the truncation used to include (design), (designed) and 

(designing) in the title or abstract. 

• (Quality) in the title or abstract. 

• (Application) in the title or abstract. 

• (Medic*) was the truncation used to include (medicine) and (medical). 

• (Undergraduate). 

Table 3. The formats used in the database searches. 

# Search terms 

1 
Search ((Objective Structured Clinical Examination[Title/Abstract]) OR 

OSCE[Title/Abstract]) 

2 
#1 AND ((((implement*[Title/Abstract]) OR design*[Title/Abstract]) OR 

quality[Title/Abstract]) OR application[Title/Abstract]) 

3 #2 AND (medic*) 

4 #3 AND (undergraduate) 

 

I applied some inclusion and exclusion criteria during the stage of manual screening. 

This layer of filtration allows including only the publications most relevant to the research 

questions. The inclusion criteria utilised are as follows: 

• Articles discussing the OSCE implementation, design, quality, or application 

process. 

• Medical school settings. 
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• Undergraduate education. 

• Published in English. 

The second phase of this scoping review focused on OSCEs in SA, so the inclusion and 

exclusion criteria were modified to include papers discussing OSCEs in the following 

contexts: 

• Undergraduate and postgraduate education. 

• Any health profession. 

• Saudi Arabia. 

Hence, all published papers related to OSCE use in SA were included, which allowed 

conducting a comprehensive review of the literature related to this topic and benefited 

from identifying similarities in OSCE implementation in different health professions 

education. 

I used the ‘advanced search’ option to search nine academic databases: PubMed, Ovid 

(for the following databases: Embase, Global Health, PsycINFO and MEDLINE), Web of 

Science, Cochrane Library, ERIC and Scopus. A manual search was also performed by 

manually analysing the key publications’ reference lists to include any relevant articles 

the electronic search had missed. I included all the OSCE-related literature published 

since 1975, when Harden et al. (1975) first described the OSCE concept, until June 

2023.  

2.2.5 Conducting the search and charting the data 

I began by searching for just the term ‘OSCE’ in all nine databases, which produced 

11,667 results. Next, the pre-determined search terms listed in Section 2.2.4 were 

combined for additional searches using ‘AND’, which produced 674 results. The search 

strategy and the number of articles identified in each database are detailed and charted 

in Appendix 1. 

In the manual references search, I identified 34 articles. Then, I performed three levels 

of filtration (as in Section 2.2.4) on the 674 database results and 32 manual exploration 

results (n=708 documents), which were all imported into EndNote referencing software. 

First, duplicates were excluded using EndNote. Next, the title and abstract of each article 

were screened and compared to the inclusion criteria. The table in Appendix 2 illustrates 

the reasons and number of publications excluded at this screening level. Then, the full 

text of these publications was screened to further assess whether they met the inclusion 

criteria. The table presented in Appendix 3 illustrates the reasons, number, and citations 

of publications excluded at this level. Finally, the full text of these publications was read 

and assessed for eligibility. The table presented in Appendix 4 illustrates the reasons, 

number, and citations of publications excluded at this level. 
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I utilised the preferred reporting items for systematic reviews and meta-analysis 

(PRISMA) (Moher et al., 2009; Moher et al., 2015) to depict the steps followed in the 

selection process (Figure 6. A PRISMA flowchart of the selection process.).  

I charted and summarised data from the included articles in Appendix 5 for the 

international publications, Appendix 6 for papers discussing OSCEs implemented in new 

locations, and Appendix 7 for publications specifically addressing SA. Charting data in 
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(n = 92) 

Studies included about the 
design and 

implementation process of 
the OSCE worldwide 
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Studies included about the 
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Appendix 4 for the reasons 

(n = 29) 
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implementing the OSCE in 

new places 

(n =17) 

Figure 6. A PRISMA flowchart of the selection process. 
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this manner facilitates accessibility to the relevant literature and provides an ‘at-a-glance’ 

overview of the publications included in each phase. 

The literature search process identified an extensive number of articles, which 

demonstrates the effectiveness of the search strategy and search terms. Many of the 

articles identified are useful in discussing OSCE implementation. However, a 

considerable proportion of them is tangential to the current study’s focus. For example, 

some merely discuss students’ perceptions, and others focus solely on psychometric 

analyses. Furthermore, the electronic database search produced some irrelevant results, 

such as papers that mention ‘OSCE’ in the abstract as an example but address it 

minimally in the body of the paper.  

Screening all papers and filtering out those that are only tangentially related to the topic 

of interest is not without benefit. Although it is a very demanding process, it helps me 

gain a sense of what is going on in the wider field, reveals the diversity in how 

researchers have addressed the topic and helps identify gaps in the literature. 

Furthermore, electronic searching is not without problems, as some irrelevant 

publications were included in the results, and some relevant publications that I found by 

other means were not included. For this reason, in the future, I need to remain vigilant 

for any relevant publications that were not captured electronically or manually. 

2.3 Summary of relevant literature 

The aim of this scoping review is to reveal not only what is available in the literature 

regarding OSCE implementation and what constitutes effective OSCE but also what is 

lacking in this area. Reviewing the literature, with this aim in mind, enabled me to identify 

potential gaps in the literature that this study could help fill (Peters et al., 2015). It also 

enabled me to identify the main sources and key elements of an OSCE. Structuring this 

discussion in two phases, the international and the SA-specific literature, allowed me to 

understand the status of OSCEs more deeply in each phase of this scoping review. I 

identified 92 publications for inclusion in this literature review. The first phase of this 

review discusses 45 publications focused on the OSCE implementation process and 17 

papers focused on the use of OSCEs in new contexts. The second phase of this review 

discusses 30 papers addressing the OSCE in SA. 

2.3.1 Phase one: Discussion of OSCEs in the international literature 

The aim of this review is to identify how OSCEs should be implemented based on 

international literature and published guidelines. Since the focus of this study is on OSCE 

implementation in the SA context, in this section, I only demonstrate the key elements at 

a level of detail that enables me to make sense of and discuss how OSCEs should be 

implemented. Because addressing each element involved in OSCE implementation 
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could produce a lengthy literature review, keeping the aim of this scoping review in mind 

made it more practical, as well as useful, and paved the way for the second phase of this 

scoping review.  

The OSCE implementation process comprises several elements, all of which should 

work harmoniously to produce a high-quality OSCE (Appendix 8). Therefore, although 

papers that discuss one element of OSCE implementation, such as those related to 

recruiting and training standardised patients (SPs), are useful, they do not inform this 

literature review as much as papers that discuss OSCEs as a whole and in an integrated 

way. The elements integrated to produce a high-quality OSCE are discussed in the 

literature in various ways, such as in books, guidelines, descriptive reports, and empirical 

studies. 

2.3.1.1 Discussing the OSCE design and implementation process  

In this section, I identify the key international literature that primarily focuses on designing 

and implementing high-quality OSCEs (Appendix 5). The following subsections seek to 

compile and logically arrange the main elements of OSCE design and implementation, 

as summarised in Appendix 8. 

OSCEs are widely utilised in healthcare institutions around the world (Harden et al., 

2015; Bearman et al., 2020). OSCEs are often considered to be the gold standard in the 

summative assessment of clinical competencies (Humphrey-Murto et al., 2013; Pugh 

and Smee, 2013). It is useful because it enables medical schools to ensure that their 

students can demonstrate the required clinical skills. However, OSCEs are applied in a 

variety of ways at different times (Heal et al., 2019) and sometimes, unfortunately, sub-

optimally (Nyangeni et al., 2022). Hence, not all OSCEs are well-designed and 

implemented according to the aforementioned criteria (1.2.2) (Harden, 2015). Harden et 

al. (2015) assert that there are different levels of implementation of OSCEs, ranging from 

exemplary to inappropriate, and the latter can present a serious problem, such as 

passing incompetent students and failing those who are competent. They also argue that 

an OSCE is a powerful tool for assessing clinical competencies when administered 

properly. Therefore, institutions need to know whether their high-stake OSCEs meet the 

necessary standards for quality assessment (Pell et al., 2010). 

According to Harden (2016), ‘there are “good” OSCEs and “not so good” OSCEs. 

Reliability and validity are related to how the OSCE is implemented’ (p. 379). He calls a 

sub-optimally designed and implemented OSCE a ‘potential OSCE (POSCE)’. Heal et 

al. (2019) concluded, based on a survey of 19 medical schools in Australia, that there is 

wide variation in OSCE implementation between these schools. Therefore, ensuring the 

proper implementation of an OSCE is critical to ensure its quality (Carraccio and 

Englander, 2000; Gupta et al., 2010).  
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In the literature, the terms design, implementation, application, develop, structure, plan, 

and organise refer to the process of using an OSCE. However, I found the terms design 

and implementation are the most commonly used to describe this process and are 

overarching terms that could help someone comprehend the process. Therefore, I use 

these two terms throughout this study. 

Although there is a general sense of what ‘good’ practise looks like in the OSCE 

literature, the criteria are rarely written into clear guidelines. It is incomplete in some 

areas or generic and too complicated for inexperienced assessors in other areas. Khan 

et al. (2013b) argue that the body of literature on how to implement a high-quality OSCE 

is limited. Nyangeni et al. (2022), in their literature review, concluded that there are 

limited records available in the literature to define and describe the quality of the OSCE. 

Researchers Selby et al. (1995), Boursicot and Roberts (2005), Khan et al. (2013a, 

2013b), Pugh and Smee (2013), Zabar et al. (2013), Abdulghani et al. (2015), Harden et 

al. (2015), Daniels and Pugh (2018), Heal et al. (2019), Boursicot et al. (2020), and 

Bearman et al. (2020)  provide a general picture of what an OSCE should look like, from 

a contemporary perspective. I found the structure of the AMEE guide for the OSCE by 

Khan et al. (2013a) to be a useful guide to organise this discussion as follows. 

The OSCE planning committee, blueprinting and developing the stations 

Designing OSCE assessments requires a great deal of effort and time, from blueprinting, 

station writing, organising, running the exam, and post-hoc quality assurance (Boursicot 

and Roberts, 2005; Bearman et al., 2020). Therefore, a team of OSCE experts and 

content experts should form an OSCE planning committee (Zayyan, 2011). The OSCE 

planning committee needs to assign OSCE organisers/teams a few months before the 

actual exam date to be responsible for the implementation process (Khan et al., 2013a). 

Their job is to monitor the implementation process’ progress between the OSCE planning 

committee meetings, and report identified issues to the committee, which will make 

decisions on how to address them. However, some researchers report a lack of 

teamwork (Ataro et al., 2020) and faculty support to implement the OSCE (Khapre et al., 

2020) hampered the OSCE implementation. 

The OSCE planning committee also creates and agrees upon a blueprint matrix. 

Blueprinting involves sampling and deciding which skills an OSCE should cover from the 

curriculum and their individual weighting (Roberts et al., 2006; Abdulghani et al., 2015). 

The committee should assign a content expert for each station to be responsible for its 

written materials (Daniels and Pugh, 2018). Composing each station includes clarifying 

ideas and writing a station vignette, as well as writing candidate instructions, examiner 

instructions, and SP instructions if required, examiner and SP training (as discussed in 

the next section), and allocating time and equipment needed at the station (Casey et al., 

2009; Pugh and Smee, 2013).  
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In each OSCE station, only one or a limited number of skills can be examined, enabling 

examiners to be very specific in what they assess (e.g., abdominal examinations), which 

is intended to ensure an OSCE is a highly structured examination. However, many 

researchers criticise OSCEs for compartmentalising how medical professionals 

approach patient care (Gupta et al., 2010; Nestel et al., 2011). Therefore, other clinical 

assessment formats (e.g., Mini-CEX and long and short clinical examinations) should be 

used to allow each format to complement the drawbacks of the other assessment formats 

(Newble, 2004; Casey et al., 2009; van der Vleuten et al., 2010). 

There is no consensus on the optimal number of stations because it should be 

determined by the blueprint and the intersection of the number and duration of stations 

to determine the total time tested (Harden et al., 2015); however, Selby et al. (1995) 

suggest 10–15 stations, Gupta et al. (2010) recommend 12–30 stations, while 

Abdulghani et al. (2015) propose 12–16 stations. Nevertheless, it all depends on the 

purpose of the test, the amount of targeted curriculum content, the reliability required, 

and available resources. In general, the more stations included, the better it would be to, 

hopefully, ensure acceptable reliability (Brannick et al., 2011); however, due to feasibility 

issues, the OSCE planning committee should take a justifiable decision in this regard. In 

contrast, formative assessments should focus more on the educational and catalytic 

impact of the OSCE rather than the number of stations or duration of the examination 

(Latjatih et al., 2022; Al-Hashimi et al., 2023).  

Similarly, the amount of time allocated for each station is not strictly agreed upon. Hijazi 

and Downing (2008) and (Harden et al., 2015) suggest 5-10 minutes, and Ware et al. 

(2014) consider 5–15 minutes to be adequate. However, Brannick et al. (2011) and van 

der Vleuten and Schuwirth (2005) suggest that longer overall testing times and larger 

numbers of stations are more important than the duration of each station. More 

importantly, the duration of each station should be decided by reaching a consensus 

between the material and exam experts, who compare the proposed duration with the 

nature of the stations, as well as ensure that all the stations can be adequately performed 

during the same amount of time (Daniels and Pugh, 2018). For example, task time 

alignment can be achieved by an expert faculty judgement on the time required for a 

competent candidate to complete the station (Pugh and Smee, 2013). 

Fairness assurance and standardisation control  

Standardising the OSCE testing environment is of paramount importance as it relates to 

implementation fairness and reliability. Therefore, the necessary arrangement of the 

examining venue should be taken seriously to ensure relevant standardisation. 

Standardisation could mean controlling all sources of error (Turner and Dankoski, 2008). 

Several variables significantly impact OSCE reliability and must be adequately 

controlled, such as examiner variation, patient (or SP) performance, question quality, 
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marking scheme, and station sample size (Turner and Dankoski, 2008; Khan et al., 

2013b). High-quality OSCE assessments control and minimise the negative influence of 

these variables by ensuring standardisation, which can be achieved by providing proper 

training for OSCE designers, writers, examiners, patients, and SPs (Khan et al., 2013a; 

Fuller et al., 2017; Malau-Aduli et al., 2023). Briefing examiners, SPs, and students 

immediately prior to commencing the exam also helps keep certain and fair standards in 

action for all (Harden, 1990; Abdulghani et al., 2015; Gilani et al., 2021). However, 

excessive standardisation may have drawbacks, as it would result in inauthentic 

scenarios and SP delivery and reduce opportunities for more integrated, naturalistic 

stations (Yeates et al., 2022). Therefore, subject matter experts ought to strike a balance 

in OSCE standardisation to avoid excessive or insufficient standardisation. 

To ensure an OSCE is as appropriately standardised as possible, the exam organiser 

needs to be available on exam day to supervise the stations and ensure integrity and 

quality control measures are implemented during the exam and in all parallel circuits 

(Daniels and Pugh, 2018). For the sake of exam security, when there are multiple 

circuits, proper arrangements may include quarantining later examinees in a suitable 

place and providing them refreshments due to the long wait times involved in this type of 

testing (Abdulghani et al., 2015). Nevertheless, the Ottawa conference consensus 

statement on the OSCE does not recommend quarantine per se (Boursicot et al., 2020), 

but it may be considered when the OSCE is poorly designed. However, in parallel 

circuits, such as multi-site OSCE, the OSCE designer must ensure appropriate design 

management for each site and conduct suitable post hoc analysis to guarantee that 

standardisation is maintained across sites (Pell et al., 2010; Harden et al., 2015). 

According to Dyrvig et al. (2014) and Homer et al. (2020b), the scoring technique is a 

critical element of OSCE design and plays a central role in standardisation assurance as 

it guides the examiner’s scoring process. Therefore, it should be set up carefully to reflect 

the important aspects of the skill being assessed and should provide for equitable scoring 

(Khan et al., 2013a). A marking scheme may be a checklist, a domain, or a behaviourally 

anchored rating scale, and either form may employ a global holistic rating (Hodges and 

McIlroy, 2003; Zabar et al., 2013; Setyonugroho et al., 2015). Some evidence suggests 

the global holistic rating has greater internal consistency and inter-station reliability when 

used in conjunction with a checklist than when used alone; however, its inter-rater 

reliability is lower than that of the checklist (Hodges and McIlroy, 2003; Patricio, 2012; 

Setyonugroho et al., 2015). Some researchers suggest that a rating scale is more 

valuable when the examiner is an experienced physician, but a detailed checklist is better 

for examiners who are not experts in the competency under examination (Turner and 

Dankoski, 2008; Gupta et al., 2010). However, with only a global rating, it would be 

difficult to use an advanced form of standard setting, such as the borderline regression 
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method (BRM), because global ratings are typically qualitative and lack numerical scores 

(Yudkowsky et al., 2019). 

However, the global rating technique could work better for some types of stations. For 

example, it may work better in stations examining communication skills and behaviour 

(Pugh and Smee, 2013), but the checklist format might be preferable in stations testing 

specific techniques or precise, step-by-step clinical procedures (Abdulghani et al., 2015). 

Setyonugroho et al. (2015), in their systematic review of checklists used in OSCE, 

identified that one downside is the reliability and validity of checklists used to assess 

communication skills; they argue that there is no agreement on competencies required 

between checklists. Setyonugroho et al. (2015) and Heal et al. (2019) suggest 

developing and examining a standardised checklist for each competency domain. 

Although terms like checklists and rating scales are commonly used, their definitions are 

vague, and there is no consensus regarding their design and scoring (Homer et al., 

2020b). For example, a checklist could include rating items. However, the choice and 

design of the marking scheme should depend on the examination's aims, the station's 

level of difficulty, and the intended level of assessment detail (Khan et al., 2013a; Wood 

and Pugh, 2019). 

Examiner and SP training 

Examiner characteristics and variation play a central role in OSCE reliability (Fuller et 

al., 2017; Yeates et al., 2019; Malau-Aduli et al., 2023), as unwanted examiner 

behaviours can increase bias and affect the assessment in many ways (Daniels and 

Pugh, 2018). However, according to Brits et al. (2020), some examiners are pushed to 

assess students in the OSCEs without proper training. For example, when the examiner 

asks questions beyond the pre-determined station instructions, it could affect the 

standardisation of the exam. Another example is examiner fatigue induced by watching 

multiple candidates repeat the same skill, which may be boring and repetitive and lead 

the examiner to become less attentive while assessing subsequent candidates, 

ultimately impacting the scoring accuracy and the exam’s reliability (Alnasser, 2016). 

Also, the effect of different examiners’ scoring behaviour being lenient or strict in parallel 

circuits of the OSCE or replacing examiners halfway through the same exam could affect 

the consistency of scoring in the affected station(s), as well as exam reliability (Fuller et 

al., 2017; Yeates et al., 2019). Therefore, considerable literature emphasises the 

importance of professional examiner training to minimise such undesirable effects 

(Boursicot and Roberts, 2005; Roberts et al., 2006; Gormley, 2011; Khan et al., 2013a). 

Similarly, patient and SP training is essential to ensure accurate and consistent scoring 

(Gormley, 2011; MacLean et al., 2018). Recruiting real patients or SPs is challenging 

due to the need to ensure certain patients characteristic are present. The realism of SPs’ 

acting, the financial cost of hiring SPs, and their availability on the exam dates are 
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additional challenges (Collins and Harden, 1998; Zayyan, 2011). SPs could tire of 

repeating, for example, the same history, so they alter the signs and symptoms, which 

could attenuate the testing’s fairness and reliability (Alnasser, 2016). Because SPs 

repeat the same scenario for each examinee, they may give clues or change behaviour 

when engaging with subsequent candidates (Khan et al., 2013a). Therefore, adequate 

training for SPs is important to ensure their roleplaying is standardised across all 

candidates (Groene et al., 2022). 

Standard setting methods 

Pass/fail decisions on high-stakes OSCEs must be carefully considered because the 

outcomes of summative assessment are either passing competent students, 

progression, and graduation of competent doctors to provide appropriate patient care, or 

failure and remediation (Ben-David, 2000; Pell et al., 2010). A primary concern is how to 

set station-level cut-scores and combine them to create an overall passing score, as well 

as how to handle students who receive borderline exam results (Norcini, 2003; Homer 

et al., 2017). Setting the cut-score could involve either criterion-referencing (also known 

as ‘absolute’) (i.e., based on pre-established criteria) or norm-referencing (also known 

as ‘relative’) (i.e., based on the performance of each cohort) (Casey et al., 2009). Several 

methods can be used for each type; for example, criterion-referenced can use Angoff, 

Borderline Regression, and Borderline Group methods, while norm-referenced can use 

Cohen and Wijnen methods (Ben-David, 2000; Norcini, 2003; Pell and Roberts, 2006; 

Yousuf et al., 2015). These standard-setting methods are widely described in the 

literature, but generally speaking, there is no right or wrong method; instead, the best 

method for the specific OSCE context should be selected (Gupta et al., 2010). However, 

the criterion-referenced method is more appropriate for the high-stakes OSCE, as test-

takers' abilities and the exams’ content difficulty change over time, rendering the norm-

referenced method inappropriate for high-stakes assessment (McKinley and Norcini, 

2014). 

According to many authors, the borderline regression method (BRM) is a recommended 

approach to set the standard for the OSCE (Kramer et al., 2003; Dwivedi et al., 2020; 

Homer et al., 2020a; Park et al., 2021). However, It could, for example, be comfortable 

for some stakeholders to know the passing score before the exam (Norcini, 2003), but 

the BRM can be used to determine the passing score after all the students have finished 

taking the exam (Homer et al., 2017). Additionally, there are other variables to consider 

when setting the standards, such as whether each student must pass a certain number 

of stations or whether his or her average score on all stations should be considered 

(Homer, 2023). Nevertheless, the OSCE planning committee and the institute’s 

assessment policy and regulations can, in combination, determine which method is more 

appropriate for the specific context based on logical justifications (Pell and Roberts, 

2006). However, the literature indicates that many medical schools have an arbitrarily 



32 
 

 

fixed pass mark for the OSCE (sixty per cent in particular), which would not be defensible 

for high-stakes OSCEs (Tekian and Norcini, 2015; Rezigalla, 2016). Therefore, this 

practise is inconsistent with the literature's recommendation that each exam context 

should use the appropriate standard setting rather than a randomly selected standard 

setting (Homer and Darling, 2016). 

Feasibility and logistics 

As discussed in Section   1.2.7.2, the most cited disadvantage of OSCEs is the resource-

intensive nature of this type of testing. Therefore, OSCE planning committees should 

consider this issue seriously and secure the required exam funding, venue and materials 

well in advance of administering an OSCE (Patricio et al., 2013; Badyal and Sharma, 

2020). Some researchers have made suggestions for making OSCEs more feasible, 

such as establishing an OSCE station bank (Harden, 1990), collaborating with other 

medical schools (Zabar et al., 2013) and recruiting students as volunteer SPs (Casey et 

al., 2009). Harden et al. (2015) suggest sequential testing is an option to cut down on 

costs. This testing format involves examining all students on a small number of stations 

in the first stage and only administering the exam to borderline students during the 

second stage (Pell et al., 2013). However, this approach requires a reasonably robust 

psychometric analysis to identify borderline students, and it might not be feasible in some 

contexts (Homer et al., 2018). 

Due to difficulties in allocating the necessary resources for the OSCE, some medical 

schools choose not to utilise it (Khapre et al., 2020). Another medical school with limited 

logistical resources documented their experience with the OSCE as an end-of-year 

exam, but staff and students identified numerous challenges, including a low number of 

stations, a lack of assessor training, and poor organisation (Ataro et al., 2020). To 

facilitate collaboration, several Australian medical schools formed The Australasian 

Collaboration for Clinical Assessment in Medicine (ACCLAiM) to share resources and 

experiences to facilitate the OSCE's implementation (ACCLAiM, 2023). This 

collaboration includes writing the stations, training the examiners, and exchanging 

expertise, all of which make OSCE implementation more feasible, with the ultimate goal 

of raising the quality of the OSCE across the country (Heal et al., 2019). 

Quality assurance 

OSCE quality can be investigated by conducting a qualitative and quantitative evaluation 

of the exam process (Tavakol and Dennick, 2011b). To perform a qualitative analysis of 

the exam, the exam organiser needs to obtain feedback from different stakeholders (i.e., 

examiners, examinees, participating staff members, and SPs) after the exam, which 

would provide valuable insight to rectify shortcomings and improve future OSCE 

administrations (Selby et al., 1995; Pugh and Smee, 2013; Zabar et al., 2013; Boursicot 

et al., 2022). Considering the students’ and staff members’ perspectives and perception 
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also has a positive impact on how they view the OSCE, which could enhance the 

students’ educational benefit and acceptance of this assessment tool (Daniels and Pugh, 

2018) and staff members’ engagement on later exams, which could contribute to 

conducting successful upcoming OSCEs. Also, Khan et al. (2013a) suggest inviting 

expert external examiners as they can help check the quality of OSCE implementation 

and provide valuable feedback. 

Quantitative analysis of the exam is also an important source of quality assurance (Fuller 

et al., 2012). Indeed, psychometric analysis can produce a range of data to ensure the 

validity and reliability of an OSCE (Tavakol and Dennick, 2011b).  Pell et al. (2010) refer 

to evaluating the OSCE process and results as ‘assessing the assessment,’ and they 

emphasise the importance of using multiple metrics at the exam and station level to 

ensure assessment quality and reliability, as no single metric can accurately reflect exam 

quality. These metrics may include Cronbach's alpha, coefficient of determination (R2), 

and between-group variation (Pell et al., 2010). Therefore, qualitative and quantitative 

analyses are both important to improve subsequent exams, teaching, and OSCE station 

banks.  

Educational impact 

The OSCE is not only an effective assessment tool but also an educational one 

(Abdulghani et al., 2015). The feedback provided to students after each station is highly 

recommended to improve the educational value of the OSCE (Harden et al., 2015). Many 

authors encourage examiners to provide feedback to examinees, which boosts the 

educational impact of an OSCE and, ultimately, the acceptability of this assessment tool 

(Casey et al., 2009; Pugh and Smee, 2013; Sterz et al., 2021). Feedback could be 

provided in many ways dependent on the stakes of the exam, e.g., immediately after 

each exam station, verbally or in writing, and handed to the examinees after the exam 

(Roberts et al., 2006; Khan et al., 2013a). According to Daniels et al. (2021) and Ngim 

et al. (2021), providing written feedback after the exam seems less stressful for the 

examinee and has greater educational benefits and more opportunities for further 

discussion between the examiner and the examinee. This feedback must be carefully 

structured to maximise its benefits, including what was good, what could be improved, 

and key action points (Boud and Molloy, 2013; Hattie and Clarke, 2018). Furthermore, 

using the OSCE as a formative exam can be an effective educational tool (Latjatih et al., 

2022). Many authors reported the advantages of introducing peer-led formative or mock 

OSCEs, which can produce educational benefits while being very manageable in terms 

of logistics and staff workload (Moltner et al., 2020; Braier-Lorimer and Warren-Miell, 

2022; Latjatih et al., 2022; Sharma et al., 2023). 

To summarise, in this section, I have overviewed and discussed the main elements that 

need to be considered when designing and implementing the OSCE. I have extracted 
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pertinent information from the available key literature, which has allowed me to develop 

a thorough understanding of what constitutes 'good' OSCE design and implementation. 

The following section discusses how OSCEs are designed and implemented in different 

parts of the world, particularly in places where they have recently been implemented. 

Since some countries share similarities with the SA context, considering them informs 

the second phase of this scoping literature review, which focusses on the status of OSCE 

use in SA. 

2.3.1.2 Implementing OSCEs in new contexts 

This section explores the OSCE's implementation in countries that share a similar 

context as the SA, such as Egypt, Qatar, Iraq, Lebanon, and Pakistan or have recently 

adopted the OSCE, like Brazil, India, Taiwan, Haiti, Ethiopia, and Nigeria. Since most of 

the above discussion was derived from Western sources, investigating OSCE 

implementations in contexts that are similar to the SA context can inform this research 

on how other countries adopted the OSCE. Some medical schools have introduced 

OSCEs to their assessment systems more recently than others. I have identified eleven 

examples in different countries, described in seventeen papers describing the countries’ 

experiences with implementing OSCEs. I expected that their experiences would inform 

the implementation of OSCEs in new places, such as SA. Appendix 6 includes a chart 

of the extracted data. 

Abdelaziz et al. (2016) report their experiences with OSCE implementation in a limited 

resource context and conduct a follow-up study by Sallam et al. (2022) at Suez Canal 

University in Egypt. The University recently transformed from long-case traditional 

clinical assessments to a multidisciplinary OSCE that is conducted many times per year. 

They immediately faced the obstacle of balancing the OSCE’s resource-intensive nature 

with the University’s limited resources. The exam designer developed successful 

strategies to minimise the costs of administering the OSCE. For example, students are 

recruited to act as SPs and facilitators, and the exam is administered on the weekend to 

enable the full use of a whole four-floor building to run four parallel circuits of OSCE 

stations. They collected quantitative data regarding the implementation process by 

surveying students and assessors about their opinions and performed a psychometric 

analysis. Throughout the years, the main challenges were the ambiguity of some station 

instructions, the lack of SP training, and the inadequacy of station time (Sallam et al., 

2022). However, the assessors and students reported overall satisfaction with the OSCE 

process in both studies. Students found it to be a fair and educationally valuable 

assessment tool, while assessors stated that it reflected the curriculum comprehensively 

and was useful for preparing students for clerkships. These findings regarding the 

students’ perceptions are consistent with those of Shitu and Girma's (2008) study of 
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Ethiopian medical students, as well with the findings of a subsequent study conducted 

by Iqbal et al. (2009) in Pakistan. 

Iqbal et al. (2009) report on a Pakistani medical school, which utilised the traditional 

subject-based teaching method, and the school’s experience with reforming its OSCE in 

a resource-limited environment. They describe the previous OSCE as relatively passive 

(i.e., like an oral exam), which is consistent with Harden’s (2016) description of this 

practice as poor implementation. Iqbal et al. (2009) state that the desire to reform the 

OSCE was motivated by two of the medical school’s educators and had the dean's 

support. They were barely able to secure enough funding to develop a clinical skills 

laboratory to train students. In addition, the two medical educators conducted sessions 

to train other faculty members and SPs on their expected roles. Then, the new OSCE 

was developed, and the students’ and faculty members’ opinions were surveyed. 

Students regarded the new OSCE highly, praising its educational value and the post-

OSCE feedback they received. Staff described the implementation of the new OSCE as 

a successful but resource-intensive process. This example demonstrates that despite 

limited resources, trained stakeholders with internal motivation and administrative 

support can enhance OSCE implementation. This highlights the significance of the 

leadership support of the dean in enhancing the assessment system, despite 

implementation challenges  (Bryman, 2007). 

Two papers from Qatar (Wilby and Diab, 2016) and Iraq (Alkhateeb et al., 2022) discuss 

aspects of the OSCE that are less relevant to the scope of this review since the first one 

was in pharmacy settings and the second one focused solely on student perspectives; 

however, they make some noteworthy points. First, both papers highlighted the lack of 

training for examiners and the fairness issue associated with examiner behaviour, so 

they propose additional calibrating and standardising of examiners. Secondly, SPs were 

difficult to recruit and train, so the authors of both papers suggest collaborating with other 

institutions to allocate suitable SPs and conduct training workshops to ensure the 

OSCE's fair conduct. Although these challenges are frequently raised in the literature, 

the Qatari and Iraqi contexts have a strong resonance with the Saudi context. 

Troncon (2004), at the medical school of São Paulo University in Brazil, which adopts a 

traditional curriculum and introduces the OSCE for the preclinical third year, administered 

a questionnaire for three consecutive years to evaluate students’ and assessors’ 

opinions about the introduction of the OSCE. This study, the Pakistani study, and the 

Egyptian study all report their experiences in remarkable detail, reflecting their 

awareness of the requirements for implementing a high-quality OSCE. For instance, they 

invested considerable time and effort into training the examiners and SPs, explaining 

how they developed their station scoring and determined the pass/fail score. 

Furthermore, in the Egyptian example, the authors demonstrate the use of effective 

OSCE implementation strategies, from training staff on blueprinting and other tasks to 
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post-hoc quality analysis. However, Troncon's (2004) results reveal the students have 

an unfavourable perception of the new OSCE because they felt stressed by the exam 

and had a difficult time managing their time effectively while completing the stations. The 

assessors had a negative perception as they felt that the OSCE has limited educational 

value. For example, it compartmentalises real clinical scenarios, and the format is time- 

and effort-intensive to administer. After the first annual survey, São Paulo University’s 

medical school amended its OSCE, but still the satisfaction rate remained unchanged 

over the next two years, so they decided to replace the OSCE with an assessment format 

that is easier to administer but, most likely, less standardised, without specifying which 

performance assessment tool they use now. Although the author acknowledged that the 

OSCE is a valid and reliable tool, he suggests it may not be compatible with ‘traditional’ 

medical schools. 

Abdelaziz et al. (2016) calculated reliability using Cronbach’s alpha, which, in their study, 

was 0.60, which is arguably below the acceptable level (Tavakol and Dennick, 2011a). 

Nonetheless, the authors did not discuss the quality control and comparative results 

between the parallel circuits to assess the reliability and fairness among them. However, 

a reliability assessment of the OSCE used at the newly established medical school at 

Lebanese American University reveals a very low Cronbach’s alpha value of 0.43 (Karam 

et al., 2018). Likewise, Saeed et al.’s (2012) follow-up study of the aforementioned 

Pakistani medical school OSCE reveals low reliability of two of their OSCEs, with 

Cronbach’s alphas of 0.53 and 0.48, which they link to the insufficient number of stations 

(10 stations) without providing further details. Furthermore, the Lebanese study shares 

few details to thoroughly investigate the lower reliability of the school’s summative exam 

but indicates it utilises a small number of stations (7 stations) and is administered to a 

small number of students (53 students). According to the authors, these conditions could 

cause low reliability as it may be difficult to rely on statistical analysis results with such 

small numbers (Karam et al., 2018). They also identify a teaching problem based on the 

high failure rates on two stations. Therefore, whilst the first OSCE implementation might 

not always be successful, these examples highlight the importance of conducting post-

hoc evaluations, which highlight the weak points in the OSCE implementation process, 

as well as issues related to the teaching process and opportunities for improvement. 

The drawback in these four examples is that they all depend exclusively on quantitative 

measurements, which, in isolation, cannot precisely evaluate the implementation 

process. This could be overcome by combining them with qualitative analysis to capture 

the causes and investigate the issue more deeply (Tavakol and Dennick, 2011b). Thus, 

accurate implications cannot be drawn from merely numerical data. 

However, Abdelaziz et al. (2016) suggest a possible reason the Egyptian OSCE 

implementation achieved high satisfaction among students and staff is that they adopted 

the problem-based learning approach to teaching. The Brazilian medical school uses 
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traditional teaching methods, and Troncon (2004) suggests OSCE implementation is not 

ideal with traditional teaching methods as OSCEs require a supportive educational 

environment. This point has been raised in SA as Bajammal et al. (2008) postulated a 

relationship exists between the curriculum design, teaching method, and successful use 

of an assessment format. However, the Pakistani medical school also used the traditional 

teaching approach and had a better outcome than the Brazilian example. The Egyptian 

study mentions another reason for their successful implementation of the OSCE, which 

is also more in line with the Pakistani case: The administrative faculty supported the 

OSCE implementation, and the academic staff were enthusiastic and ready for change 

and improvement despite the resource shortage. Troncon (2004) indicates the crucial 

role of educational administration in inducing supportive culture changes that promote 

the desire among faculty members for constructive change, which is related to the 

introduction of change discussed in Chapter 7. This factor seems to be a plausible causal 

factor in their experiences with the OSCE. Similarly, some Saudi publications emphasise 

the strong positive impact of administrative support and motivated staff members in 

implementing a successful OSCE (Ware et al., 2014).  

Bhatnagar et al. (2011) report their experiences with a newly implemented OSCE in an 

Indian medical school and conclude that because the process is time- and effort-

intensive, staff members need to maintain their motivation in the OSCE development 

and implementation process. They raise a similar idea that Troncon (2004) raised 

regarding the need for staff members to be internally motivated and believe in the 

usefulness of the OSCE, as well as external motivation, which could be created and 

maintained by a supportive institutional culture. Bhatnagar et al. (2011) suggest, after 

their implementation experience, that the OSCE can be valid, reliable, and feasible in 

the Indian context and, hence, encourage its dissemination in other Indian medical 

schools. However, in a more recent Indian study, Khapre et al. (2020) investigated the 

faculty’s perspectives on OSCE implementation at their medical school. Based on their 

analysis, they conclude that there is some resistance among the administrative and 

academic faculty to implementing this new assessment tool; unsupported policies, 

limited resources, and the absence of a faculty training programme are also obstacles to 

the OSCE's implementation. 

Kaohsiung Medical University, in Taiwan, demonstrates the role of internal and external 

motivation in the development of their OSCE (Tsai et al., 2008). The motivation to 

implement this tool was initiated and supported at their institution since its first 

introduction in 1992. The introduction of the OSCE earlier than other medical schools, 

combined with faculty motivation, established them as the leading OSCE centre in 

Taiwan, from which other medical schools can learn (Huang et al., 2007; Lee et al., 2008; 

Tsai et al., 2008). 
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In some countries, the OSCE is considered a totally new assessment tool, such as in 

Haiti and Nigeria. In Haiti, Sainterant et al. (2019) briefly describe how the OSCE was 

first introduced there with the assistance of two Canadian doctors who volunteered to 

train the staff of a Haitian medical school and assist in the implementation process. The 

authors provide very few details in their report. However, they mention there was a lack 

of funding for this assessment, which they overcame by asking students to play the role 

of SPs voluntarily, but they describe it as a positive experience overall that benefited all 

stakeholders. In a Nigerian medical school, Onwudiegwu (2018) introduced the OSCE 

recently and developed guidelines for OSCE that, he suggests, could help other medical 

educators in African who want to implement and benefit from the OSCE. Instead of 

demonstrating or evaluating his recent experience with the OSCE, Onwudiegwu (2018) 

opted to encourage OSCE use, as it is not a common assessment tool in the African 

context, by producing a concise and brief guide to facilitate OSCE implementation in 

other African medical schools. However, another African author discusses their OSCE 

experience at an Ethiopian university (Ataro et al., 2020). Although examiners and 

students found this new assessment tool to be fair and useful, they critiqued its poor 

organisation and the insufficient number of stations. Therefore, the authors suggest 

more teamwork in OSCE planning and preparation to overcome the challenges. These 

examples demonstrate educators’ awareness and appreciation of the OSCE and its 

flexibility in different contexts. 

Therefore, context is central when considering OSCE implementation. The context may 

include local institutional culture, assessment practises, regulatory requirements, faculty 

expertise, educational settings, and resources. Besides carefully considering the OSCE 

elements explored at the beginning of this phase of the scoping review, utilising lessons 

learned from examples of recent OSCE implementation in similar contexts can be helpful 

in implementing a high-quality OSCE. Some of the examples discussed can be useful 

for discussing the OSCE implementation in SA, as there are some similarities. 

2.3.1.3 Summary of phase one 

I found Patricio et al. (2009) conclusion, in their wide-ranging OSCE review, to be 

accurate, as they identify 104 papers reporting OSCE studies, the vast majority of which 

suffer from a lack of key logistical information, making interpretation very difficult and, 

ultimately, lowering their research value. For example, The Best Evidence Medical 

Education (BEME) was unable to include many OSCE publications in their systematic 

review due to a lack of detailed information (Patricio, 2012). The majority of OSCE 

literature consists of descriptive papers about OSCE implementation outcomes but not 

the OSCE design and implementation process (Duerson et al., 2000; Dadgar et al., 2008; 

Al-Haddad, 2009). A considerable proportion of the literature is focused on post-test 

analysis and does not provide enough explanations or details of the implementation 
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process to understand how they impacted the analysis (Rekany and Aldabbagh, 2010; 

Mondal et al., 2012; Tijani et al., 2017). Some papers discuss student perceptions rather 

than describing OSCE design and implementation (Pierre et al., 2004; Rehman et al., 

2012; Mamatha et al., 2017). Moreover, these papers only illustrate their study 

methodology and results without providing adequate background information regarding 

how they designed and implemented their OSCE, which prevents the reader from 

understanding the implementation process well enough to draw conclusions regarding 

relationships between the actual implementation and the studies’ results. Although these 

papers informed the research by providing good background information for various 

OSCE practises in different countries, their value is limited, given my research focus on 

understanding the implementation process. These types of papers are less useful in 

helping assessors develop high-quality assessments (i.e., they provide no clues as to 

whether what they have done during the design stage constitutes good or poor practise). 

For additional information regarding the excluded papers, see Appendix 3. 

This scoping review demonstrates that the OSCE can be valid, reliable, fair, and 

educationally valuable. The literature suggests that the OSCE is beneficial, and most 

stakeholders are pleased with it as a performance assessment instrument. However, 

several papers identify challenges to OSCE implementation, such as low support from 

some administrative and academic faculty, unsupportive policies, a lack of examiner and 

SP training, limited resources, a small number of stations, and a short duration per 

station. Nonetheless, these enabling and impedimental factors are highly dependent on 

the broader context where the OSCE is implemented, as well as the institutional culture. 

In general, there is limited information about what good design and proper 

implementation look like. Additionally, limited research has been conducted on adopting 

best practises for designing an OSCE and using multiple metrics to ensure the quality of 

its results and analyses (Pell et al., 2010; Daniels and Pugh, 2018). Although a well-

designed OSCE can meet most of the aforementioned criteria for an effective 

assessment (Sections  1.2.2 and 2.3.1.1), there are few well-defined guidelines for 

designing and administering a high-quality OSCE exam in different contexts. However, 

there are some overarching criteria and general guidelines for all assessments that can 

assist in designing a high-quality OSCE (see Figure 7. The factors that contribute to the 

OSCE quality., modified from the work of Pell et al. (2010) and Harden et al. (2015)). 

However, available criteria and guidelines may not be useful for inexperienced OSCE 

designers and examiners, so it may require assessment specialists to utilise them. The 

next section will explore the OSCE’s status in SA and discuss publications that are 

specific to the Saudi context. 
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Figure 7. The factors that contribute to the OSCE quality. 
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2.3.2 Phase two: Discussion of the OSCE in the Saudi literature 

This phase of the scoping review aims to investigate how the OSCE is being 

implemented in SA specifically. The first phase comprised an overview of the status of 

the OSCE globally, which helped in comparing and contrasting it with the current status 

of the OSCE in the Saudi literature. In the previous sections, I showed the main and 

common characteristics that could be transferable to different settings during OSCE 

implementation. However, context is crucial since the OSCE design would be largely 

influenced by the environment where it is implemented (Hodges, 2003b). Thus, the 

characteristics of OSCE implemented in other countries may not have the same results 

if the same process is used for the OSCE in SA (Wilby et al., 2016). Likewise, obtaining 

the same OSCE within one country is difficult due to the diverse contexts of medical 

schools. The 41 medical schools in SA exhibit diversity in their resources, learning 

approach and capacity (Bajammal et al., 2008). 

I have identified 44 publications that discuss the OSCE in SA. This includes all 

publications in Saudi literature that mention the OSCE and Saudi in the title or abstract 

and pertain to any health profession or level of education. I have charted the main data 

extracted from all these papers and classified the articles into three categories according 

to their relevance to my research focus—useful, little benefit and not useful (‘excluded’) 

(Appendix 7). The numbers in each category were 4, 26 and 14 papers, respectively. 

The 30 included papers are from undergraduate medicine settings (23), postgraduate 

medicine (6), and pharmacy (1).  

Literature about the OSCE in SA is limited, given that the oldest medical school in the 

country was established in 1967, and more than half of the country’s 41 medical schools 

have existed for 12 years or less (MOE, 2022). As a result, the literature on medical 

education in the Saudi context is limited. Saudi literature on assessment, and OSCE in 

particular, is even more limited. 

The first application of the OSCE in SA was in 1987, as documented by Abdullatif (1992) 

(Appendix 9). The next publication about OSCE is by Ismail (2001), who aims to capture 

students’ opinions about it; next, Khairy (2004) briefly reports his opinion on the OSCE's 

feasibility and acceptability in SA. The other 41 papers were published later. This reflects 

the fact that the OSCE is a relatively new assessment tool in Saudi medical education 

(Alsaid and Al-Sheikh, 2017). 

2.3.2.1 Status of the OSCE in SA 

I have included 30 papers for discussion in this phase and excluded 14 of them for the 

reasons stated in Appendix 7. I have structured this section to discuss the Saudi OSCE 

literature concerning this study's focus on the implementation of the OSCE. I found the 

framework of good assessment by Norcini et al. (2018) to be a useful framework to 
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organise this discussion. Therefore, I have organised it as follows: discussing 

implementation, validity, reliability, feasibility, stakeholders training, educational impact, 

and acceptability. 

OSCE implementation 

The papers most relevant to my primary research questions involve the postgraduate 

setting (Hijazi and Downing, 2008; Ware et al., 2014), not because of their context but 

because they discuss elements of the OSCE implementation process. Hijazi and 

Downing (2008) aim to encourage postgraduate programmes to adopt the OSCE and 

facilitate its use. They offer a useful descriptive guide for implementing the OSCE, but it 

appears too brief and lacks certain aspects pertinent to the undergraduate setting, such 

as providing students with feedback and the logistical resources of medical schools. The 

other descriptive manual available in the Saudi OSCE literature is recommended by the 

Saudi Commission for Health Specialities (SCFHS), developed by Ware et al. (2014). 

This short manual is directed to the postgraduate training centres in SA to help them 

plan and deliver the OSCE for postgraduate health speciality trainers. Both publications 

provide a good overview and overarching principles for designing the OSCE, which are 

in line with the key resources discussed above (2.3.1.1). However, they are not specific 

to medicine or undergraduate education; rather, they are more applicable to medical 

residency programmes. In general, they discuss blueprinting, item construction, exam 

logistics and recommendations for running the OSCE on the exam day. Their main and 

relevant interests are in implementing highly standardised, well-structured, and fair 

exams in hospital settings. The other relevant point these guides emphasise is the need 

for training for all stakeholders, such as examiners, writers, examinees, coordinators, 

and SPs. However, Hijazi and Downing (2008) and Ware et al. (2014) do not address 

acceptability issues, post hoc analysis, educational value, or how to provide feedback 

to students, indicating that these documents are not comprehensive manuals as they 

claim to be. However, they may rely on triangulating evidence from different sources to 

support implementation, as creating a comprehensive directive guide may be 

challenging. However, their prominent direction is to examine residents for accreditation 

purposes, which is not the focus of this study. 

Bajammal et al. (2008) and Abu-Zaid et al. (2020) raise the need for assessing new 

medical graduates in a national assessment that includes an OSCE part, while Hijazi 

and Downing (2008) recommend assessing the current residents with the OSCE instead 

of merely long case assessment or end-of-rotation rating. This reflects medical 

educators' awareness of the value of the OSCE as a valid and standardised assessment 

in medical education in SA. Both, Bajammal et al. (2008) and Abu-Zaid et al. (2020) do 

not discuss the implementation of the OSCE; rather, they argue for its need to be used 

in the national exam. 
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Validity 

Five papers have tried to assess the validity of OSCEs (Abdullatif, 1992; Bakhsh et al., 

2009; Amr and Amin, 2012; Moeen-uz-zafar et al., 2015; Inayah et al., 2017). Abdullatif 

(1992) calculates the concurrent validity (i.e., criterion-related validity) of the OSCE with 

the final traditional long-case clinical examination of four groups of fifth-year medical 

students to find a strong positive correlation (Spearman coefficient r = 0.76). This result 

is for the first known OSCE in the Saudi literature, but other than the result, no details 

about the OSCE design are mentioned. 

Due to the concerns among the medical school faculty at King Abdulaziz University about 

the validity of the OSCE, which was introduced for the first time in 2003, Bakhsh et al. 

(2009) conducted a validity study to assess the validity of their OSCE. However, they 

examine the validity of their OSCE without using any validity framework, instead 

comparing the results to those of other school exams. One of the major concerns is the 

fragmentation style in examining patients using the OSCE method. The authors find a 

strong positive correlation between students’ OSCE scores and their global scores on all 

assessments (Pearson correlation r = 0.78). This study supports the faculty and 

encourages them to use the OSCE more widely. Similarly, Amr and Amin (2012), from 

the College of Medicine at King Faisal University, claim a significant correlation between 

their Psychiatry OSCE and the traditional oral examination, but with no clear 

explanations for this claim. At the College of Medicine of Qassim University, Moeen-uz-

zafar et al. (2015) analysed the correlation between the OSCE and MCQ final 

examination results of fourth-year students in the internal medicine course, finding a 

moderate positive correlation between the two (r = 0.62). These three studies show the 

concurrent validity of their OSCEs, which might indicate their good implementation. All 

studies have not explained how the OSCEs were conducted or considered any 

implementation-related issue, making their research less beneficial for my study than it 

would otherwise have been, but the studies still provide a partial picture of their 

concurrent validity. 

According to Inayah et al. (2017) at Alfaisal University, they administered a well-

developed short mid-semester OSCE 12 weeks from the beginning of the semester, 

which resulted in a good correlation with the final long OSCE held a month after the first 

one. In this study, the authors also estimate a high predictive validity of the mid-semester 

with the final OSCE. In their conclusions, the authors suggest that a well-implemented 

short OSCE (three stations) can be a good alternative to a long OSCE (five stations) in 

low-resource settings. However, this is not a highly beneficial study to me since the 

authors do not describe the process of their implementation to enable us to judge 

whether it was well developed or to reproduce the study elsewhere. Furthermore, the 

number of stations in each OSCE exam seems inadequate for producing a valid or 

reliable exam (Khan et al., 2013a). In summary, from this scoping review in the Saudi 
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context, no single publication shows a complete validity evaluation showing the blueprint 

or station sampling as a source of evidence. Moreover, these studies rely on classical or 

‘granular’ definitions of validity rather than the more inclusive contemporary approaches 

set out by Messick (1989) or Kane’s (1992) validity argument, as described by Boursicot 

et al. (2022). 

Reliability 

Two papers by Al-Naami (2008) and Al-Naami et al. (2011) discuss their OSCE results 

analysis. At a well-established medical school of King Saud University, the oldest and 

best-funded medical school in SA, Al-Naami (2008) assesses the validity, reliability and 

feasibility of their OSCE, which was first introduced in 2005. Three years later, Al-Naami 

et al. (2011) report new results on their OSCE and the interventions they employ for the 

same end-of-year surgical exam. The staff and students judged the 2008 OSCEs' face 

and construct validity results to be very good, and this remained the same for the 2011 

OSCE. In 2008, Pearson's correlation coefficient was used to calculate the OSCE's 

correlational validity with the MCQ exam; the result was 0.5; in 2011, this value improved 

to 0.65. The internal consistency of the 2008 OSCE consisted of 24 rated stations and 

lasted for 160 minutes, and its Cronbach’s alpha was 0.73, reflecting moderate reliability. 

In contrast, the 2011 OSCE had only 15 rated stations for the same exam, and it lasted 

120 minutes. This time, the exam had a higher reliability: Cronbach’s alpha was 

calculated to be 0.8. In 2008, the author reported that the staff rated the exam feasibility 

as poor because it consumed a notable amount of time, significant effort, and many SPs. 

However, in the later assessment, the authors reported better feasibility. 

The improvement in all sources of evidence to their OSCE quality indicated the 

successful interventions that they employed. The authors attribute this to their medical 

school senior administration efforts in focusing more on examiner training, changing a 

checklist to be a global rating, and increasing staff awareness of the significance of this 

assessment style. These measures all enhance the internal motivation to contribute 

actively to this exam; as Ware et al. (2014) describe, this is one pillar for successful 

OSCE implementation. The moderate internal consistency of the 2008 exam reflected 

an adequate number of stations, but this also made the exam less feasible as it required 

many examiners, SPs, and other resources. In contrast, the fewer stations in the later 

exam may have made the exam more feasible. This may imply that the effect of examiner 

and writer training workshops and their internal motivation, as reported in the 2011 

OSCE, is more effective in enhancing exam reliability than the mere length of the exam. 

Comparing the two examples suggests that better implementation can make the shorter 

exam (the 2011 exam) more reliable and feasible than the longer exam (the 2008 exam). 

These examples emphasise the importance of good implementation and the exam being 

acceptable to stakeholders who are well-trained to implement a successful OSCE. 
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In both papers, the authors describe their OSCE method reasonably well, but they 

provide little supporting evidence for the choices made during the preparation and 

introduction of the exam. However, they indicate the importance of the training sessions 

that they provide for the staff. 

Feasibility 

Similar to the international literature, SA has a feasibility issue posed by the complexity 

of the OSCE’s implementation. It is a demanding assessment that needs the allocation 

of considerable labour, time, effort, and space (Khairy, 2004; Bakhsh et al., 2005; Al-

Naami, 2008; Elfaki et al., 2008; Badawi et al., 2023). One paper by Elfaki et al. (2008) 

focuses on seven years of implementing OSCE in one medical school and details some 

challenges they faced in their OSCE implementation, including resources being 

exhausted for examiners preparing and running the exam, the demand for patients or 

SPs, and the lack of standardisation in some OSCE stations. While they claim their 

OSCE proved successful, they say little about how they implemented it in the first place 

to support their claim. Since the OSCE requires a significant amount of resources and 

effort, Elfaki et al. (2008) emphasise the need for the commitment of all stakeholders to 

maintain and develop the OSCE implementation.  

A report published by Bakhsh et al. (2005) provides significant details on the logistic 

aspect of the OSCE on the day of the exam, concluding that it is a resource-intensive 

assessment format that requires extensive funding and staff commitment to run it 

successfully. Although Al-Naami (2008) reports from a well-established college of 

medicine, he raises this issue; nonetheless, they seem to afford its expenses better than 

other newly established or less funded schools do. At one teaching hospital, Ismail 

(2001) conducted a summative OSCE for the neurology course of fifth-year students. 

There were only two stations, which seems invalid and unreliable and provides no 

opportunity for proper blueprinting (Abdulghani et al., 2015); however, the author 

discusses the students’ positive perception rather than this crucial validity issue. Ismail 

(2001) does not explain the reasons for this low number of stations, but it could be due 

to limited resources or limited awareness about the basics of the OSCE. Such exams 

seem to be resource-wasting since they have insufficient validity and reliability, which 

hampers their usefulness. 

Examiner and patient training 

 Al-Naami (2008), Hijazi and Downing (2008), and Ware et al. (2014) discuss the value 

they could gain from training the examiners and SPs, which would affect the validity, 

reliability and acceptance of the exam, as well as the preparedness for this type of 

assessment. Training helps maintain standardisation and fairness across the exam 

stations and circuits, which is one of the basic notions of the OSCE. However, it is hard 

to find any other publications mentioning its importance in Saudi literature, so it appears 
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that this concept is not gaining its deserved attention. For example, Elfaki et al. (2008) 

published their 7-year experience with the OSCE, claiming it can work as a concise guide 

for newcomers to the OSCE. In this work, the researchers totally neglect essential 

issues, such as the importance of training the examiners, SPs, the criticality of 

blueprinting, and the need for conducting psychometric analysis. This may show the 

amount of deficiency in this field in the local literature and practice. 

Real patients can become tired and uncooperative, which attenuates the exam's fairness 

and standardisation (Elfaki et al., 2008; Bakhsh et al., 2009). This is one of the problems 

that has been underestimated about the OSCE implementation in SA as there is limited 

awareness of the need for trained SPs as a beneficial factor for standardisation and 

feasibility, not to mention SP training and medical schools’ collaboration in this regard. 

However, this significant issue has only been raised in a few publications (Al-Naami et 

al., 2011; Alsaid and Al-Sheikh, 2017). 

Educational impact 

According to OSCE global literature, the consensus is that the OSCE is educationally 

beneficial (Khan et al., 2013b; Harden et al., 2015). However, Alghamdi et al. (2016) find 

that students do not consider the OSCE to be valuable for their educational process; the 

authors do not comment on this viewpoint, but the overall students' perception of the 

OSCE in that study is negative. In contrast, the students’ opinions in the questionnaire 

studies by Ismail (2001), Alaidarous et al. (2016), Alsaid and Al-Sheikh (2017), and 

Badawi et al. (2023) identify the OSCE as educationally valuable; in the studies the 

assessors discovered the areas that need to be revisited and rectified in future teaching. 

Alsaid and Al-Sheikh's (2017) study involves a survey of student and staff perceptions 

about the OSCE at a well-established medical school. Interestingly, the school only 

adopted the OSCE in 2013 to replace long case traditional clinical assessment. In the 

results, both students and faculty provide positive comments, identifying the OSCE as 

an educationally beneficial and fair assessment tool. Yet, the authors’ discussion is 

somewhat superficial, and there are not enough details provided to enable readers to 

interpret the findings meaningfully.  

However, the educational impact of OSCE could be enhanced by implementing high-

quality OSCEs and following the recommendations of the pioneers in the field, as 

discussed above in this scoping review (2.3.1.1); for example, this could involve 

providing students with written qualitative feedback in each station (Harden et al., 2015). 

For example, Alaidarous et al. (2016) administrated 12 formative OSCE stations for 

residents in a university hospital, and the examiners provided feedback for each 

candidate. The residents highly appreciated the 3 minutes of feedback after each station 

and even suggest increasing the time for later exams. The candidate responses to this 

experiment were strongly positive; thus, the authors and residents advocate for the 



47 
 

 

continued use of this examination and the incorporation of this modality into the 

undergraduate curriculum. 

Furthermore, in their study, Badawi et al. (2023) conclude that the OSCE can be utilised 

as a teaching tool. They show the students videotapes of clinical skills performed in some 

OSCE stations and ask them to assess them using checklists similar to those used by 

the examiners in the OSCE stations. After this intervention, the authors measured the 

students' understanding and information retention by conducting some applied 

knowledge tests, concluding that the OSCE is a useful teaching method. These 

examples suggest the promising educational value of the OSCE in the Saudi context. 

These findings support the notion that when there is a focus on integrating feedback, as 

with any good assessment, this is likely to drive the value and impact of the OSCE (Hattie 

and Clarke, 2018; Ngim et al., 2021). 

Acceptability and students’ opinions 

Many of the papers (12 papers out of 30) in the SA OSCE literature discuss the issue of 

students’ perception and acceptance of this assessment format. Saudi students’ 

perceptions are in favour of OSCEs, which is largely in line with the global literature, such 

as the studies of Griesser et al. (2012) and Pierre et al. (2004). From questionnaire 

responses, it seems that most students in SA are in favour of the OSCE as an 

assessment tool (Ismail, 2001; Khairy, 2004; Bakhsh et al., 2005; Raheel and Naeem, 

2013; Ibrahim et al., 2015; Moeen-uz-zafar et al., 2015; Al-Eidan et al., 2016; Alaidarous 

et al., 2016; Elfaki and Al-Humayed, 2016; Alsaid and Al-Sheikh, 2017; Alsulimani et al., 

2020; Ansari et al., 2021). However, using questionnaires to capture students’ 

perceptions about this assessment format might not allow full investigation of the reasons 

behind these views compared to qualitative methods. 

Nevertheless, the results of prior studies indicate the high acceptability and satisfaction 

with OSCEs among students. Khairy (2004), Al-Eidan et al. (2016) and Alaidarous et al. 

(2016) find that the students were mostly pleased with the organisation and smooth 

running of the OSCE; Moeen-uz-zafar et al. (2015) indicate that the students found 

OSCEs useful for their learning progress; and Alsaid and Al-Sheikh (2017) report that 

the students viewed their OSCE as being fair and better compared with the traditional 

clinical examination. These views reflect that students’ judgement largely depends on 

how the OSCE is constructed and introduced. However, this could be a premature 

judgement since none of the above studies gives useful details for their design and 

implementation of the OSCE, which would enable the readers to understand the source 

of satisfaction. Nevertheless, it is possible that the assessments are of a lower standard 

than might be expected, allowing students to perform well on such exams, which may 

influence their opinions. From another perspective, nine studies introduced their 

questionnaire immediately after the OSCE, but the other three do not mention the 
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questionnaire administration time. Usually, after long exams, students are exhausted, 

and may wish to avoid upsetting their faculty members before the grades are released. 

Both considerations may attenuate the validity of their responses. 

Although Alaidarous et al. (2016) describe some aspects of the process of their OSCE 

implementation, they do not discuss the validity assurance procedure or feasibility of 

their exam. Alaidarous et al. (2016) conducted their OSCE at a well-funded hospital, 

which may explain why they did not discuss feasibility in detail. Their study focusses on 

a formative OSCE for internal medicine residents. Participants completed a 

questionnaire followed by three open-ended questions to obtain some qualitative 

feedback from residents. The residents’ opinions reflected positive attitudes and 

acceptance of this formative assessment. Alaidarous et al. (2016) report the importance 

of the timely feedback given to the residents in the OSCE, in contrast to most papers 

published about the OSCE in the SA, which do not discuss the significance of the 

feedback given to candidates.  

On the other hand, Alghamdi’s et al. (2016) survey from one of the well-established 

medical schools of King Abdulaziz University explores student perceptions about their 

experiences with the OSCE. The results reveal that students have concerns about the 

OSCE’s reliability and fairness due to inter-evaluator and inter-patient variability, as well 

as stating that too little time is allocated for each station. More than half of the students 

perceived that the OSCE is stressful and does not reflect real-life situations, so they 

questioned its educational impact. They indicated issues in the design of this exam, for 

example, a mismatch between the skill to be performed and the time allocated for it, 

which may lead to incomplete performance and induce stress. The authors conclude that 

these results contradict those of another study conducted at the same institution by 

Bakhsh et al. (2009), who advocate and encourage the use of the OSCE and 

demonstrate its reliability in their study findings. Therefore, Alghamdi et al. (2016) 

conclude that they need to scrutinise how they conduct their OSCE. 

Several studies demonstrate that students view the OSCE as a stressful examination 

that causes test anxiety, which could lead to underperformance  (Raheel and Naeem, 

2013; Moeen-uz-zafar et al., 2015; Alaidarous et al., 2016; Alghamdi et al., 2016; Hadi 

et al., 2018; Arain, 2021). Although the researchers are aware of the positive effect of a 

certain level of stress on exam preparation, they report a negative overall influence of 

stress on students' performance. In Hadi et al.’s (2018) study, pharmacy students rated 

the OSCE as more stressful than their written assessment. This may have been due to 

their awareness of the ‘critical element’, which the authors define as the element in the 

exam station that can result in a student's failure if their performance does not address 

it correctly. The authors claim that students perform comparable tasks in formative 

OSCEs; however, this does not appear to be effective in alleviating students' anxiety. 
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Therefore, they recommend further investigation of the source of stress before 

attempting to administer OSCE stations. 

Other stress factors are indicated by Moeen-uz-zafar et al. (2015) and Ansari et al. 

(2021), including the lack of time allowed to execute the skills at most of the stations. For 

example, students take a long time to read the station scenario and directions; they 

should be shorter and clearer to allow more time for focussing on executing the task. 

According to the students’ comments, when OSCEs are administered in English to 

Arabic-speaking students, the language barrier can induce anxiety and affect the 

accuracy of their responses (Alghamdi et al., 2016; Alnahdi et al., 2021; Ansari et al., 

2021), as these issues have the potential to undermine the OSCE's validity, they should 

be seriously considered by OSCE designers to mitigate them further. 

From the discussion of the status of the OSCE in SA, I have identified some opportunities 

that would support the development and implementation of the OSCE to a high standard, 

as well as some challenges that medical schools in SA must overcome to implement the 

OSCE to a high standard. The subsequent two sections discuss these facets. 

2.3.2.2 Reflection on opportunities and challenges for improvement of the 

OSCE 

Opportunities 

From this scoping review, my observation is consistent with the findings of Bajammal et 

al. (2008) in that there is a lack of consistency in assessment; OSCEs are designed and 

implemented in different ways across Saudi medical schools. These differences may be 

due to the lack of guidelines and frameworks on how to implement high-quality OSCE. 

In contrast with the two concise and non-inclusive OSCE guides that direct postgraduate 

OSCEs for accreditation purposes (Hijazi and Downing, 2008; Ware et al., 2014), I 

cannot locate a single OSCE guide for undergraduate education in SA. Although the 

process of developing the OSCE in undergraduate settings may be similar to that of 

postgraduate, the purposes, needs, resources, and settings of undergraduate 

assessment are different. Therefore, there is a good opportunity for medical schools to 

collaborate in developing a set of recommendations that can guide OSCE 

implementation and enable them to conduct high-quality OSCEs. This could enable their 

graduates to achieve superior performance on the national OSCE exam that was 

proposed to the SCFHS to ensure the competency of medical practitioners (Abu-Zaid et 

al., 2020; SCFHS, 2023). This is an excellent opportunity for medical schools to highlight 

their assessment excellence, assure stakeholders of the quality of their graduates, and 

prepare them to perform well on post-graduate exams, giving them a competitive 

advantage in the labour market. 



50 
 

 

Weak evidence regarding the presence of OSCE guidelines and structured frameworks 

for undergraduate settings in the local context provides medical schools with the 

opportunity to innovate and adapt the OSCE to different contexts. This allows assessors 

to develop it in their own ways; however, at present, they lack the necessary educational 

evidence to do so appropriately. Therefore, context-relevant evidence must be 

established to ensure the OSCE's validity.  

The literature suggests ways to improve the OSCE in SA, such as introducing training 

courses for all OSCE implementation staff and establishing collaboration between 

medical schools to share OSCE station banks, examiners, SPs, expertise, resources, 

and even well-equipped venues (Elfaki et al., 2008). However, these suggestions are 

ineffective without informed exploratory research that analyses the situation and clearly 

diagnoses the problem, followed by recommendations for the appropriate interventions. 

This literature review indicates that the OSCE is a growing field of study in SA, and further 

research in this area has the potential to significantly impact clinical assessment in the 

country (Al-Rubaish et al., 2005; Alaidarous et al., 2016; Alsaid and Al-Sheikh, 2017). 

Challenges 

According to the findings of this scoping review, new medical schools seem to struggle 

more with OSCE implementation than well-established schools with a significant amount 

of experience. Some new medical schools host a large number of new staff who design 

and run their OSCEs. Those staff may not receive adequate faculty training on 

developing quality assessments. Furthermore, new medical schools may lack 

experience, regulations, funds, and infrastructure. These factors may explain the 

variation in OSCE implementation among medical schools (Alsaid and Al-Sheikh, 2017; 

Badawi et al., 2023). An additional issue is the global lack of clear guidelines or well-

justified recommendations on conducting high-quality OSCEs (Khan et al., 2013b). 

Due to the complexity of designing and implementing OSCEs, long preparation periods 

of at least 2–6 months are needed (Harden and Gleeson, 1979; Abdulghani et al., 2015); 

reasonable resources, experience, personnel, and support are required, which may be 

possible in some educational cultures, schools, and hospitals. However, some Saudi 

medical schools lack the requisite support and expertise. Due to a lack of experience, 

the culture in some medical schools may dictate that 2-3 weeks or even a few days is 

adequate preparation time (Elfaki et al., 2008), resulting in a suboptimal preparation 

phase (Ansari et al., 2021). They may also experience a deficiency in proper central 

coordination and a regimented manner of preparation that can ensure all OSCE 

requirements work in synchronisation, for example, advance notice for busy clinicians, 

recruiting SPs, and allocating equipment. Therefore, the feasibility issue related to the 

OSCE is still a challenge hindering its development (Al-Naami, 2008). 
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Further exploration of clinical assessments revealed that some medical schools in SA 

use only one clinical assessment tool, which is OSCE in some cases (Moeen-uz-zafar 

et al., 2015). However, no tool can measure all aspects of any domain, such as clinical 

competency (van der Vleuten, 1996; Harden, 2015). For the sake of ensuring that 

medical students have been assessed thoroughly and fairly, medical schools should 

implement integral assessment instruments to sufficiently evaluate clinical competencies 

(Khan et al., 2013b). 

Exploring the OSCE literature in SA reveals that there is often little evidence and 

guidance to work with, and there is no evidence that experts in OSCE or assessment are 

available in every medical school. This scoping review revealed no evidence of 

cooperation between medical schools to share expertise or implement a feasible and 

valid OSCE. This may be due to a lack of awareness among faculties regarding the 

significance of assessment specialists or the cost of accommodating these experts, 

hindering faculties from improving their assessments in general and the OSCE in 

particular. These challenges call for an in-depth look at the OSCE in the Saudi context. 

2.3.2.3 Summary of phase two 

Patrício et al. (2009) complain about the low quality of the papers published on OSCE 

internationally, as some important information is missing, and there is inconsistency in 

reporting. I observed these issues to a greater extent in numerous OSCE-related papers 

in Saudi literature. Additionally, most papers are descriptive, and there is insufficient 

discussion or explanation of the OSCE design and implementation process, possibly 

because of the journal's limitations and focus. However, apart from some descriptions of 

the OSCE implementation in some papers, most papers discuss the students’ opinions 

and conduct statistical analysis on the exam results, so there is no comprehensive 

understanding of the status of the OSCE implementation in SA that can be drawn. 

Furthermore, most papers lack information that would allow readers to comprehend the 

implementation process, background information, and how these factors contributed to 

the study results. Therefore, the picture of the OSCE implementation is not very clear, 

and drawing conclusions about this issue merely from students’ perceptions and exam 

results will be difficult and inaccurate. 

In reviewing the studies described above, I have found that OSCE implementation in SA 

has not been appropriately investigated; all the available papers illustrate individual 

medical schools’ experiences with their OSCEs, but they tend not to follow clear 

guidelines or evidence-based practice, nor do they provide clear details and justifications 

for their choices during the design and implementation process. Implementation issues 

like blueprinting, station writing, designing scoring rubrics, and deciding standard 

settings are not sufficiently discussed. Therefore, no clear evidence is provided as to 
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whether medical schools in SA have implemented high- or low-quality OSCEs; thus, the 

OSCE quality may be compromised. 

More than half of the studies (18 out of 30 included studies) were published in non-

indexed journals, according to the National Library of Medicine (NLM) Catalogue 

(PubMed, 2023), which may indicate the low quality and rigour of these papers. 

Furthermore, the effect of different elements of the OSCE implementation has not been 

examined collectively in any one study in the Saudi context. This highlights the significant 

need for such empirical evidence. 

After reviewing many papers on OSCE validity from respected researchers across many 

countries, Hodges (2003b) discovers that the contextual effects of economic, political, 

social, and cultural factors potentially influence OSCE validity. This researcher calls for 

context-specific and sophisticated qualitative investigations to examine the OSCE quality 

in a given context. The need for exploratory research to evaluate performance 

assessment, namely the OSCE, in the Saudi context is clear. 

2.4 Summary of the Literature Review 

From this inductive scoping review, I found that there are a few good-quality publications 

about the OSCE, most of which are from Western settings, and some are better than 

others. However, it seems there is no single, unified, comprehensive guide to the OSCE 

that takes the context of Saudi medical schools into account and enables them to 

implement the OSCE with high quality. Most OSCE-related resources can be viewed as 

a patchwork of OSCE people, processes, and papers, which schools must access and 

triangulate to implement the OSCE. The recent implementation experience of some 

countries highlights the opportunities and challenges that schools newly adopting the 

OSCE may face. This review shows that there is a need to explore why different schools 

in SA conduct OSCEs differently, understand what distinguishes effective OSCEs from 

low-quality OSCEs, and why. Such findings would be invaluable because they would 

support the use of evidence-based practices by defining criteria for effective methods of 

implementing the OSCE in SA. Although OSCE applications are discussed reasonably 

thoroughly in Western settings, there is a need for further discussion and improvements 

in SA due to cultural and geographical differences and because there is a small base of 

literature that discusses the design and implementation of OSCEs in the Saudi context.  

2.5 Research aim, questions, and objectives 

My personal experience of Saudi medical schools and my exploration of the literature 

have meant that I have been able to define the following research aim, questions, and 

objectives, which are presented below.  
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2.5.1 Research aim 

This research aims to explore the implementation of the OSCE in the Saudi context and 

develop recommendations for improvement, which medical schools can use to improve 

their OSCE implementation and produce more defensible results. 

2.5.2 Research questions 

The research questions of this study are: 

• How is the OSCE being implemented in two Saudi medical schools? 

• What are the opportunities and challenges offered by adopting the OSCE in these 

medical schools? 

2.5.3 Research objectives 

The research objectives of this study are: 

• To analyse how some Saudi medical schools design and conduct OSCEs using 

assessments and guidelines described in the literature. 

• To identify how these Saudi medical schools ensure OSCE quality. 

• To explore the opportunities and challenges of designing and implementing the 

OSCE in the Saudi context. 

• To contribute to the body of knowledge on OSCE implementation, share study 

findings with research participants, and inform other medical schools with this 

study suggestions and recommendations. 

2.5.4 Developments in the study's questions and objectives 

The original research questions and objectives have evolved over the course of this 

study. They were originally stated in a way that implies that the findings and results are 

generalisable. For example, the original research question was: How is the OSCE being 

implemented in Saudi medical schools? However, my understanding has evolved, and 

the philosophical paradigm that I have adopted cautions against making generalisable 

statements or providing generalisable findings without taking the specific context into 

account. The constructivist paradigm (see Section 3.2.1) recognises that what works in 

one context may not necessarily work the same way in another (Cohen et al., 2018). As 

a result, this paradigm deals with the data and findings by using transferability rather 

than generalisability (Lincoln and Guba, 1985; Varpio et al., 2021). Therefore, I have 

clarified the research questions and objectives and identified the specific contexts that 

have been investigated.  
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Chapter 3 Methodology and Methods 

3.1 Introduction 

In this chapter, I set out the methodological approach used to address the research aim. 

I describe the philosophical stance that underpins the methodology I adopt and inform 

the selection of methods and data analysis approaches to best serve the research aim, 

questions, and objectives. I describe the qualitative research design and case study 

approach that I employed for this project. I then discuss sampling, recruitment, ethical 

approval, pilot testing, and data collection procedures. Following this is a description of 

how I conducted the documentary, interviews, and focus groups (FGs) analyses and how 

I adhered to the quality criteria of qualitative research throughout the study. 

3.2 Research Methodology  

This section outlines the research philosophy, design, and method selection. 

3.2.1 Research philosophy 

In this empirically-based research project, I investigate the quality of the OSCE in Saudi 

medical schools by examining the quality of its implementation. By understanding how 

OSCEs are designed, organised, and delivered, I am able to identify their strengths and 

weaknesses. This is what Pell et al. (2010) call ‘assessing the assessment’, which is 

crucial to ensuring quality given the high-stakes nature of medicine and its summative 

clinical assessments. There are several philosophical stances on which the research 

could be based, including positivist, post-positivist, and constructivist paradigms 

(Tavakol and Sandars, 2014). Although both positivists and post-positivists believe in 

one truth in the social realm, the latter believe it cannot be truly observed. However, 

constructivists believe in multiple truths, which largely depend on context and how people 

interact with things (Bergman et al., 2012), which appears more in line with this study's 

research questions and objectives. 

Therefore, the research paradigm underpinning my investigation is the constructivist 

(also known as interpretivist or naturalist) theoretical stance (Creswell, 2014; Cohen et 

al., 2018). The ontological (theory of reality) assumption of the interpretivist paradigm is 

that the reality of something exists, but it can be multiple and is constantly changing 

(Cohen et al., 2018). The epistemological (theory of knowledge) nature of constructivist 

is that the ideal knowledge is subjective and can be generated through direct interaction 

between the researcher and participants (Cohen et al., 2018). Because objectivity cannot 

be achieved, an interpretive and constructive approach should be used to approach the 

investigation of reality (Bergman et al., 2012). Therefore, qualitative approaches can 
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generate ideal data to address the research issue (Lincoln and Guba, 1985; Bergman et 

al., 2012). 

The constructivist paradigm justifies the rationale behind using the qualitative method 

approach and explains how the approach suits research issues similar to mine (Denzin 

and Lincoln, 2018). The qualitative approach is more likely to be able to investigate 

OSCE implementation in medical schools because there is no predetermined hypothesis 

about the situation to be examined (Patton, 2015). The qualitative approach supports the 

use of an inductive style to generate knowledge and conception from the data rather than 

testing preset hypotheses deductively (Cleland and Durning, 2022). Having a clear 

conceptual framework not only informs the research methodology but also underpins the 

data analysis framework (Varpio et al., 2020). One dataset collected by one method 

cannot clearly explain this issue, but triangulated data collected by more than one 

instrument can help to understand reality better (Blaikie and Priest, 2019). Using multiple 

data collection instruments and interpreting data from multiple sources will strengthen 

research findings' reliability, internal validity, and trustworthiness (Creswell, 2014). This 

approach gives the study the necessary depth to enrich its findings, provide opportunities 

to test a model or theory and increase confidence in the study's findings (Hanson et al., 

2005).  

3.2.2 Research design 

Since the research questions seek to investigate the OSCE implementation in Saudi 

medical schools, it is necessary to visit different medical schools to investigate this topic, 

as the experiences and contexts of the schools differ. Therefore, I need to collect similar 

data from each school. According to Yin (2018) and Schwandt and Gates (2018), the 

case study approach is a suitable choice in such a situation, with the medical school 

acting as the case. The more case studies included, the better it would be; however, due 

to feasibility issues, such as being the sole researcher with limited accessibility, 

resources, and time, I am limited in the number of case studies I can produce and the 

type of data that I can collect. For instance, more than two case studies would disperse 

the researcher's focus and diminish the richness and depth of the qualitative analysis. 

Furthermore, most doctoral educational research focuses more on depth than breadth 

when studying a phenomenon under investigation (Kirchherr, 2019). Additionally, the 

study paradigm and aim guide the study to conduct a qualitative but not quantitative 

approach and investigate the research question in depth rather than breadth to provide 

generalisable results (Flick, 2019). Hence, I conducted two case studies using multiple 

qualitative data collection instruments.  

3.2.3 Research methods 
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To ensure alignment between my methodology and methods, I decided to use the data 

collection instruments underpinned by the constructivist research paradigm (Creswell, 

2014). Within the qualitative approach, there are several methods or instruments for data 

collection, including interviews, FGs, documentary analysis, ethnography, and visual 

methods (e.g., drawings, photos, and videos).  

I examined the viability of each method and determined that visual methods may be 

better suited for research that seeks the perceptions and experiences of individuals, but 

they also lack contextual information, which would not be suitable for my specific 

research interest (Cristancho et al., 2022). The ethnographic approach, on the other 

hand, can provide in-depth context understanding and a holistic perspective for the 

investigated phenomenon; however, it requires extended periods of fieldwork from the 

researcher, which would not be suitable for a single researcher with a limited timeframe 

and the intent to conduct multiple case studies (Kitto et al., 2022). Both interviews and 

FGs allow for in-depth exploration, are flexible in structuring and questioning, enable the 

researcher to interact with multiple participants, and generate rich and triangulated data 

(Cohen et al., 2018; Denzin and Lincoln, 2018; Flick, 2019). Documentary analysis is 

also a potent source of data for assessment research, as it can provide the research's 

background by assessing the existing data, identifying gaps and discrepancies, and 

triangulating the data with other sources (Gorsky and Mold, 2020). Therefore, I decided 

that each case study would involve documentary analysis, interviews, and FGs (Figure 

8). Triangulation between methods used for data collection would provide information 

from different sources, enhance the trustworthiness of the collected data, and establish 

the credibility of the findings (Stalmeijer et al., 2014).  

 

Research Design

Case Study 1

(Medical School A)

Document Analysis

Interviews 

Focus Groups

Case Study 2

(Medical School B)

Document Analysis

Interviews

Focus Groups

Figure 8. Research design and methods outline. 
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3.3 Case studies design 

The case study approach provides a richer and clearer triangulated view of the research 

issue and will produce stronger evidence than using a single case study and a single 

instrument (Yazan, 2015; Yin, 2018). I find this approach useful because it allows me to 

treat each medical school (case study) as an analysis unit, considering its context, 

unique features, and local OSCE practice (Stake, 2006). Yin (2018) suggests a case 

study is appropriate when: a) a unique context is established that produces a particular 

phenomenon; b) multiple data sources are available for data collection; and c) multiple 

data collection methods are employed. In this study, medical schools are the case, 

OSCE implementation is the phenomenon, assessment documents and OSCE 

personnel discussions are the data sources, and document analysis, interviews, and FGs 

are the data collection techniques. 

Therefore, I conducted two exploratory case studies, applying multiple qualitative data 

collection methods to each. I first collected, analysed, and interpreted data from each 

case study separately (Cohen et al., 2018). Then, I utilised the exploratory case study 

analytic strategy described by Creswell (2014) and Yin (2018) by engaging with the data, 

generating the findings, and comparing data from different datasets within the same case 

study to determine whether the results support or refute each other. Lastly, Yin (2018) 

and Stake (2006) suggest using the cross-case synthesis model as an analytic technique 

so that results from both case studies can be combined, compared, and discussed to 

draw comprehensive results and conclusions (Figure 9). 
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Figure 9. The analytic strategy. 
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I examined the two schools' assessment documents and the individual and group 

experiences of various stakeholders to obtain diverse perspectives on OSCE 

implementation. This provided copious data that allowed me to thoroughly comprehend 

the research issue. As a result, I could analyse, compare, and contrast these 

perspectives and draw meaningful conclusions to evaluate the OSCE implementation at 

participant schools.  

3.3.1 Selecting the case studies 

Case selection is vital for the study; I considered this and provided a rationale for the 

selection criteria for participating medical schools. This study’s focus is on medical 

schools in SA that use the OSCE as a summative assessment for their medical students. 

Collecting data from two medical schools in different contexts would provide valuable 

insight into this study's focus (Creswell, 2014; Flick, 2014). Different models would 

broaden the range of data sources available to aid in answering the research question. 

In light of this, I looked at the medical schools that exhibit variations in key characteristics. 

Differences in location (choosing schools from different cities), resources (public versus 

private schools), and accreditation statuses (accredited versus not accredited) are 

factors that can enrich case study findings. Geographical locations may influence how 

the OSCE is implemented due to contextual and relative cultural differences between 

different locations (Hodges, 2003b). Data from public and private medical schools could 

clarify the differences in how the two systems implement and administer the OSCE 

(Hernandez-Galvez and Roldan-Valadez, 2019). Likewise, NCAAA accreditation may 

impact how the OSCE is implemented and how schools ensure assessment quality 

(Alrebish, 2014). Nevertheless, constructivist approaches aim for conceptual 

understanding and case-by-case transferability rather than statistical generalizability 

(Cohen et al., 2018; Varpio et al., 2021). 

3.3.1.1 Context of the case studies 

Using the aforementioned criteria while still considering accessibility and feasibility 

issues, the first medical school to which I was able to gain access is a public, non-

accredited medical school in a medium-sized city. The second case involved a private, 

accredited medical school in a smaller city. Here, I provide an overview of each medical 

school's context while avoiding providing specific or detailed information that could reveal 

the school's identity (see the ethical approval section 3.5). 

Case study A 

The main characteristics of case study A are that it is a newly established medical school 

that was established about ten years ago. It is exclusively funded by the government and 

must therefore adhere to the standards and regulations of the Ministry of Education. This 

medical school has a capacity of just under one hundred students per cohort, with a 
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male-to-female ratio of one to one, which may make it a small medical school in Saudi 

terms. This school adopted a five-year bachelor’s programme (three years of basic 

sciences and two years of clinical sciences) and a student-centred education approach. 

However, the school has no accreditation and no partnerships with other medical schools 

nationally or internationally. The OSCE is administered as the only summative 

performance assessment at the end of each clinical course, with between two and five 

stations per course. 

Despite the presence of senior and experienced medical staff, the vast majority of 

teaching and administrative staff are young local faculty clinicians. However, the majority 

of them are newly appointed with limited to no prior experience in higher education 

teaching or leadership. This general context is shared by roughly 31 public medical 

schools of SA's 41 medical schools (Sebai, 2019). As a result, this medical school may 

have many similarities with 26 medical schools in SA (31 new public schools minus 5 old 

schools); thus, I considered this to be the most common type of medical school in SA. 

Case study B 

The context of case study B differs from that of case study A in several ways. Although 

case study B's medical school is also new (about ten years old), it is a private, non-profit 

institution. It is located in a different but smaller city and is considered a small to medium-

sized medical school because each cohort has less than 150 students. Most of the 

faculty are senior and international staff who have gained various experiences before 

joining this medical school. As in case study A, this medical school has a five-year 

bachelor's programme (three years of basic sciences and two years of clinical sciences), 

and a student-centred approach to education. All courses in this medical school use the 

OSCE as the sole summative performance assessment, with five to six stations per 

course.  

This medical school has full local academic accreditation (from the NCAAA) as well as 

international accreditation. These accreditations are meant to reflect the medical school's 

quality assurance measures and high standards in teaching and administration. It also 

has a partnership agreement with a well-known Western medical school, which may 

benefit the school's curriculum, teaching, and assessments. This suggests that medical 

school B worked to match the standards of this international school; however, to protect 

the anonymity of these institutions, I chose not to share their names because doing so 

could reveal the identity of this medical school. 

Case study B is an example of, and shares the context with, the growing type of medical 

schools in SA, which is estimated to be ten medical schools nationally (Sebai, 2019). 

This type of medical school has many similarities, which can be summarised in two 

areas: a) private medical school with an independent fund; and b) adaptable and flexible 
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in introducing educational or administrative changes as it is not required to follow the 

government's administrative structure.  

3.4 Methods and sampling 

This section outlines the rationale for using documentary analysis, interviews, and FGs 

as data sources, as well as the sampling and recruitment processes. 

3.4.1 Documentary analysis 

Document analysis is often used to triangulate findings gathered from other data 

sources, which in this research are the interviews and the FGs (O′Leary, 2021). Bowen 

(2009) argued that document analysis can widen the coverage of an investigation on a 

certain topic by providing information that might not be gathered by other means, e.g., 

interviews and FGs. It is an effective way to contextualise the research and ensure its 

rigour and comprehensiveness (Freeman and Maybin, 2011; Walsh, 2014). When 

utilised in triangulation, documents can validate, clarify, or refute the findings of other 

data sources (Bowen, 2009). On the other hand, document analyses cannot always 

answer the research question because the documents under analysis were not created 

for my research; consequently, I may not find exactly what I need in my research. 

However, it is useful to outline the available and missing information in these documents.  

I requested assessment documents used to design and implement the OSCE at the 

participating medical schools. (Silverman, 2017). The documents that I gathered to help 

me understand how schools implement the OSCE include the following:  

• School assessment policies and regulations, 

• OSCE design information and templates, 

• OSCE blueprints, scenarios, and instructions, 

• OSCE marking schemes, 

• And other documents that help in understanding the school's OSCE 

implementation. 

A detailed list of each case study's documents is provided at the beginning of each case 

study analysis chapter (Chapter 4 and Chapter 5). I gathered as many assessment 

components as possible from each medical school. I received authorisation from the 

gatekeepers, i.e., the deans of medical schools (refer to Section 3.5), so they forwarded 

my request to the faculty to provide the information I requested. I collected documents 

from a variety of personnel, including the head of the assessment unit, the head of the 

Health Professions Education (HPE) unit, and OSCE designers. Because I received the 

documents from various sources, there were many repetitions; thus, I initially filtered out 

the repetitions and unrelated documents. 
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Conducting a documental analysis (explained in detail in Section 3.8.1) of these 

documents allowed me to compare mere rhetoric to the participants' perceptions. For 

example, documents emphasise that assessors should perform a thorough blueprinting 

for the OSCE, but after triangulating that with FGs and interviews findings, it turns out 

that they do not perform a proper blueprinting (4.3.2.2). I analysed these documents to 

understand the context, learn how the medical schools implement and deliver their 

OSCEs, and assess content validity to ensure the OSCEs assess the appropriate skills 

and knowledge (Schuwirth and Vleuten, 2011). For example, to determine whether 

OSCE blueprints, scenarios, and scoring schemes align with the criteria for a good 

assessment design outlined in the literature review (Harden et al., 2015). The 

documentary analysis explored quality measures the schools use in their quality toolkits, 

for example, which psychometric analysis they use to ensure exam reliability and how 

they determine standard setting (Pell et al., 2010). In addition, I reviewed the clarity of 

assessment implementation policies and regulations, the instructions for examiners and 

SPs training, and the conformity with the criteria of a good OSCE as outlined in the 

literature (Khan et al., 2013a). I reviewed the documents before conducting the 

interviews and FGs, and I also analysed the documents before analysing the interviews 

and FGs. The findings of the document analysis provided an essential overview of the 

current OSCE implementation at each medical school and assisted me in 

comprehending the situation during the analysis of the data from the interviews and FGs. 

3.4.2 Interviews 

Semi-structured interviews have largely enriched the research and enabled me to ask 

open-ended questions to elicit deep insight regarding different aspects of OSCE 

implementation (Silverman, 2017; Cohen et al., 2018). While both structured and semi-

structured interviews can facilitate in-depth exploration, structured interviews may 

generate irrelevant data because the interviewer cannot intervene during the interview, 

whereas the semi-structured interview format allows the interviewer to guide the 

conversation to benefit the research (Kvale, 2018). The semi-structured interview 

provides the flexibility needed in this research to emphasise some points, ask follow-up 

questions on others, and allow the interviewer and interviewee to check each other’s 

understanding, enhancing the collected data's content validity (King et al., 2018). The 

interview is a time-consuming method, requiring a similar time commitment to FGs but 

only eliciting data from one participant. However, it provides more in-depth insight, is 

easier to arrange, and can be conducted remotely under certain circumstances (Rubin 

and Rubin, 2012). 

After reviewing the document analyses and gaining a basic understanding of what the 

document offers regarding OSCE implementation, I proceeded to gain in-depth insight 

into the actual OSCE implementation by conducting semi-structured interviews with 
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other stakeholders (i.e., the educational administrator, the head of assessment and 

medical education unit, and local assessment specialists) (Flick, 2014). FGs are 

unsuitable for staff at their hierarchical level; each one faces different challenges and 

holds the power to influence OSCE implementation (Rubin and Rubin, 2012). One 

interview in each school was with the person responsible for exams and assessment, 

e.g., the assessment unit and medical education department leaders. In addition to the 

opinions of OSCE designers and examiners (from the FGs), these individuals provided 

me with a different viewpoint on how OSCEs are designed and implemented in their 

schools. The assumption that everyone in a school works in harmony may not be true in 

all contexts (Lee, 2016). Hearing from different people at various levels of authority may 

result in a clash of perspectives, clarify ambiguity, confirm views, or evoke further 

investigation.  

I conducted another interview in each school with a medical school’s administrative 

leader, such as the dean or vice dean for academic affairs. These interviews informed 

the research about the rigours and requirements of the higher administrative hierarchy 

to determine whether the structure supports or inhibits the autonomy of the school to 

make its own decisions in implementing the OSCE. In addition, they contributed to the 

research on the impact of medical school administration on the OSCE and their ability to 

support OSCE improvement. 

Local assessment specialists within each school can provide valuable insight into current 

practises. I conducted these interviews last, after completing the other interviews, as I 

had acquired sufficient knowledge of the OSCE practises in each school's context from 

a variety of participants and sources. These individuals can then provide clarifications 

and responses to questions that other participants cannot address (Cohen et al., 2018). 

They were able to explain the unwritten rules and procedures they use to manage the 

OSCE and provide justification or scientific evidence where available. Furthermore, they 

provided suggestions and actionable steps to improve their OSCE implementation. 

Figure 10 summarises the interviewed groups. 

Educational administrators

Head of assessment and medical education units

Local assessment specialists

Figure 10. Interviews participants. 
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3.4.3 Focus groups 

In the OSCE literature, the staff member responsible for identifying the purpose of a 

particular OSCE, preparing a blueprint, writing questions and instructions, and 

documenting requirements for the OSCE is referred to by different titles, including 

designer, writer, organiser, and planner (Boursicot and Roberts, 2005; Gupta et al., 2010; 

Khan et al., 2013a; Harden et al., 2015). According to the Merriam-Webster (2019) 

dictionary, a designer is the ‘one who creates and often executes plans for a project or 

structure’. Thus, in this research, I will use OSCE designer to refer to persons who are 

designing, writing, organising, planning, and preparing OSCEs; I will use examiner to 

refer to those who observe students’ skills and score their performance. 

FG engages multiple participants with a shared interest in a group discussion on a 

particular topic (Marshall and Rossman, 2014; King et al., 2018). FGs are useful in 

providing collective views through interactive discussion, as opposed to the individual 

opinions obtained when subjects interact only with the interviewer (Rubin and Rubin, 

2012). FG facilitates group dynamics to share experiences and engage in meaningful 

discussion (Cohen et al., 2018). Although FGs can be difficult to organise, they seem 

more time efficient and produce more data from multiple perspectives simultaneously 

compared to face-to-face interviews (Barbour, 2008). However, both FGs and interviews 

permit validation and clarification to reduce misunderstandings and increase the 

information's credibility (Marshall and Rossman, 2014). 

I looked for the main OSCE personnel in medical schools and found them to be the 

OSCE organisers (including station writers) and the examiners. However, their roles in 

the implementation process are distinct; thus, I conducted a separate case study for each 

group. With respect to Saudi Arabian cultural values, it is more appropriate and 

convenient for the participants to conduct separate FGs for male and female participants, 

which I felt allowed each group to speak freely and candidly. Thus, I conducted two FGs 

for the OSCE organisers and two FGs for the OSCE examiners. I employed the same 

methodology for both case studies, resulting in eight FGs in total across both medical 

schools (Figure 11).  

 

OSCE designers (male) OSCE designers (female)

OSCE examiners (male) OSCE examiners (female)

Focus groups

in case study 1

OSCE designers (male) OSCE designers (female)

OSCE examiners (male) OSCE examiners (female)

Focus groups

in case study 2

Figure 11. Focus groups sampling. 
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Because the population of interest in this research scenario is small, I invited five to 

seven participants to each FG, as fewer or more participants could have an unfavourable 

impact (Bryman, 2016). For example, two or three participants may not initiate a 

favourable group dynamic and might yield the FG to an interview. On the other hand, 

more than eight participants could be impractical and difficult to manage (Cohen et al., 

2018); however, the actual participation ranged between four and six. 

During the FG discussion, I acted only as a facilitator to steer the discussion but did not 

participate in the discussion unless necessary, for example, when I needed to clarify an 

issue or refocus the group on the research interest (Cohen et al., 2018). I also tried to 

maintain a fruitful group discussion, control dominant participants, encourage quiet ones, 

and allow enough time for participants to clarify their thoughts (Krueger and Casey, 

2015). I followed Bryman's (2016) recommendation of taking field notes on group 

dynamics, capturing agreements and disagreements, documenting verbal and non-

verbal languages, and gathering useful information during data interpretation.  

I designed three question guides in total: one for designers' and writers' FGs (see in 

Appendix 10 for an example), one for examiners' FGs, and one for interviews, which are 

all based on the literature review findings (Marshall and Rossman, 2014). Using carefully 

crafted question guides improves the consistency of the collected data and ensures a 

balanced discussion of important aspects of the research, thereby enhancing data 

validity and reliability and reducing researcher error (Denzin and Lincoln, 2018). All 

question guides are organised into clusters of questions under the following three 

headings: opening and introductory, key content exploration, and closing questions 

(Bryman, 2016). The warming-up questions enabled me to gain participants' trust and 

stimulate them to speak freely and candidly (King et al., 2018). Allan and Skinner (1991) 

suggest starting the FGs or interviews with general questions and leaving complicated 

or relatively sensitive questions for later in the discussion when rapport has been 

established. The exploratory and key questions, which were generated from pertinent 

literature and are relevant to research objectives, ensure content validity and serve the 

core interest of this research (Cohen et al., 2018). The closing questions gave the 

participants the chance to clarify, emphasise, or provide additional comments to wrap up 

the discussion, as well as ensure that no important information was missed (Bell and 

Waters, 2014). Figure 12 is an overview of the data collection methods, sources, and 

numbers. 
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3.4.4 Sampling and recruitment of the interviews and FGs 

participants 

Choosing appropriate research participants is critical to ensuring research credibility 

(Morse et al., 2002). The research question and the study design determine the relative 

sample size so that only a specific group of individuals can inform the research purpose 

(Creswell, 2014; Cohen et al., 2018). Because only particular people can inform the 

research, I need to select them purposefully (Leavy, 2017). Therefore, participants will 

be chosen using the non-probability purposive sampling technique for both interviews 

and FGs (Blaikie and Priest, 2019). Although I estimated the approximate sample size 

for the interviews and FGs based on the research question and the number of people 

who are informative to the study, the final decision was made late in the data collection 

process. The nature of the constructivist qualitative research, the context of the medical 

schools, and my review of comparable research indicated that the sample size I obtained 

was sufficient (Boddy, 2016). Additionally, I benefited from the ground theory principle of 

data saturation in deciding the sample size because, after data collection, I believed that 

later meetings would not provide any additional important information, so I determined 

that the sample size was sufficient (Denzin and Lincoln, 2018). Table 1Table 4 show the 

sample size for interviews and FGs. 

I interviewed educational leaders, the heads of the medical education departments and 

assessment units, and assessment specialists. I identified the assessment specialists 

based on the recommendations of others within each institution, as this individual could 

be regarded as knowledgeable in OSCE at that school (Cohen et al., 2018). For the FGs, 

I conducted multiple FGs in each school, two for OSCE designers (one for males and 

one for females) and two for OSCE examiners (one for males and one for females) due 

to the gender-separation culture in the school environment. As described in Section 

•Assessment policies and regulations 

•OSCE design information and templates

•OSCE blueprints, scenarios, and instructions

•OSCE marking scheme 

Documents Sets

X2

•Educational administrators

•Head of assessment and medical education units

•Local assessment specialists

Interviews

X7

• OSCE designers and writers

• OSCE examiners

Focus Groups

X8

Figure 12. Overview of data collection methods, sources, and numbers. 
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3.4.3, the OSCE designers are those who plan, design, and oversee the entire OSCE 

process; the station writers are those who write the station scenarios and participant 

instructions; and the examiners are those who sit in the station to observe and assess 

students’ performance. I requested from the head of the medical education units that 

they send invitations via email to the individuals I had identified as my target group. Then 

they responded with the names of those who accepted the invitation, after which I 

coordinated with the participants the meeting's time and method (see Section 3.7 for 

more details). 

Table 4. This table shows the sample size. 

 Participants Case study A Case study B Total 

Interviews 
Academic leaders 2 1 3 

Assessment specialists 2 2 4 

FGs 
OSCE designers 2 2 4 

OSCE examiners 2 2 4 

Total  8 7 15 

3.5 Ethical issues and approval 

The University of Leeds granted ethical approval for this study (Appendix 11). 

Consequently, I emailed a formal request to the deans of the two targeted medical 

schools (Appendix 12), as they are the gatekeepers in this situation, to obtain permission 

to conduct this study in their schools (Cohen et al., 2018). They both granted me approval 

to conduct the research at their schools and put me in direct contact with the heads of 

the medical education units, who then put me in touch with the participants. I sent all 

participants an invitation email containing copies of the information sheets and consent 

forms, which they all read, signed, and returned. The information sheets (Appendix 13) 

and consent forms (Appendix 14) contain all necessary information, such as the purpose 

and procedure of the study, the participants' responsibilities, rights, and benefits, and 

how I will handle their data (Bell and Waters, 2014). Despite the difficulty of ensuring 

the anonymity of individuals and schools due to the small sample size, I have guaranteed 

confidentiality to both medical schools and individual participants, emphasised that 

participation is entirely voluntary, and anonymised all data (Silverman, 2017). As a result, 

I am cautious when describing the medical schools that represent the case studies, as 

certain details could compromise their anonymity. Therefore, I took some precautions to 

avoid this, such as using pseudonyms for each medical school (i.e., medical schools A 

and B) and not disclosing the exact establishment date, student numbers, or the name 

of the teaching approach. These characteristics could be tied together to precisely 

identify the medical school. 
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To ensure participants' privacy, anonymity, and safety, I assigned pseudonyms to each 

interviewee, and they had complete autonomy to complete or withdraw from the study 

without providing a reason or incurring consequences (Bryman, 2016). I confirmed to 

participants that there would be no right or wrong answers and that their participation 

would not harm or exploit them in any way. I also assured them that if the research is 

published, it will not contain information that identifies them or their school (Cohen et al., 

2018). For instance, I did not reveal their exact position or speciality because doing so 

would reveal their identity. I believe that the aforementioned measures alleviate 

participant worries and allow them to communicate their thoughts openly, thereby 

enhancing the validity of the data and addressing bias concerns (Flick, 2014). 

Furthermore, I adhered to the University of Leeds regulations and maintained a high level 

of information safeguarding by storing all documents, recordings, and other electronic 

forms of data in an encrypted format on the University of Leeds OneDrive™ cloud 

service. 

3.6 Pilot testing 

I conducted a pilot interview, which improved my interviewing abilities and also assisted 

me in leading the FGs (Flick, 2014). I conducted this pilot interview with a colleague who 

is familiar with the culture where this study will take place, and then I asked him for 

detailed feedback on the interview process. This feedback helped me enhance my 

interview skills, and I believe it increased the validity of the data I collected (Marshall and 

Rossman, 2014). The data collected in interviews are frequently criticised due to 

interviewers' biases and interviewers' communications, such as body language; the pilot 

study's feedback raised my awareness of these issues and assisted me in mitigating or 

even eliminating them (Kvale, 2018). Additionally, the piloting process allows me to 

evaluate the suitability of the question guides, allowing me to reword, add, or remove 

questions to ensure that the guide serves its intended purpose. This pilot was conducted 

online via Zoom™ to simulate the actual interviews, as described below (3.7), and to 

familiarise myself with this platform, which allowed me to examine the platform and 

examine the technical issues, such as the clarity of voice, videos, and recording system. 

This also helped me in conduction the FGs, as they are both types of interviews with 

similar interview protocols (Marshall and Rossman, 2014). 

3.7 Conducting the interviews and FGs 

The COVID-19 pandemic forced many countries into complete lockdown, including SA 

and the UK. This unprecedented situation created a high level of uncertainty at all levels. 

For instance, the regulations of the University of Leeds prevented travel for research 

purposes during this pandemic. Additionally, all educational institutions were closed 

during the lockdown. This situation made online conferences, meetings, and interviews 
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the new norm, as it maintained the social distancing regulations. As a result of COVID-

19's uncertainty and constraints, conducting interviews and FGs online became the only 

viable option. My supervisors and I discussed this matter and agreed that online data 

collection was necessary to avoid further delays.  

Then, I started contacting the targeted group I had already identified, as explained earlier 

(3.4.4). I contacted them via email and allowed the participants to choose the most 

convenient time for them. I found Bryman's (2016) note about the challenges of 

negotiating multiple participants to set for the FG at the same time to be accurate; in 

contrast, allocating time with interview participants was straightforward. However, after 

exchanging multiple emails with each FG member, I was able to allocate the time that 

was best for each group. 

I have explored several platforms for teleconferences, including Microsoft Teams™, 

GoToMeeting™, Cisco WebEx™, and Zoom™. I found that Zoom™ is the most suitable 

platform for several reasons, including: 

• It provides a stable and clear connection and excellent audio and video quality. 

• It is easy to use and compliant with the University of Leeds’s encryption 

requirements (end-to-end encryption). 

• It provides built-in recording functionality that enables me to record the entire 

conversation clearly. Zoom™ recording is superior to the actual conversation 

because it records the speaker's side and combines the conversation at the end 

of the recording. Therefore, there is no over-the-internet recording, which could 

experience sudden voice loss due to a poor online connection. 

• Everyone I met was familiar with it and ready to use it. 

Consequently, all interviews were conducted and recorded using the encrypted version 

of Zoom. I used the recording functionality for the entire conversation as well as recording 

the conversation from my side using an audio recorder to avoid any unforeseen technical 

errors (Bryman, 2016). I gave a unique pseudonym for each record and stored them all 

in the University of Leeds OneDrive™ cloud service. 

To a large extent, I felt that the online meeting was similar to the face-to-face meetings. 

Although there are some variations, I do not believe I have lost any significant 

advantages by conducting online meetings. I purposefully engaged in informal 

conversations with the participants prior to the interviews to warm them up for the 

discussion and establish rapport (Patton, 2015). The online interviews and FGs went 

smoothly, and the sound and video quality were excellent. The interviewees' facial 

expressions were clear, and I felt they were open and cooperative. I believe the 

participants were at ease because they attended the meeting at their own convenient 

time and place (Cohen et al., 2018). Additional benefits of online meetings include time, 

cost efficiency, and environmental friendliness because they reduce the cost and time 
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required for travel and logistical arrangements to hold in-person meetings (Milic et al., 

2020).  

Although I have not experienced any significant downsides to online meetings, I have 

encountered a few minor ones. For example, an online connection was lost in the middle 

of one interview, but the participant quickly reconnected and continued with the interview 

without major disruption. A second issue was that a few participants on some FGs chose 

to close the cameras, so I was unable to observe their facial expressions and emotions. 

Nonetheless, after a gentle reminder, some individuals reopened their cameras and 

rejoined the productive discussion. I felt those who decided to close their cameras 

desired to be less visible and remain quiet. Therefore, when they remained silent for an 

extended period of time, I probed them and asked them to share their opinion in a gentle 

manner (Cohen et al., 2018), for example, Dr X, what do you believe to be the cause of 

the lack of examiner training? However, silent participants can also occur during face-to-

face FGs, requiring researcher intervention (Bryman, 2016). 

Most of the interviewees spoke Arabic or Urdu, and English was their second language. 

Although I gave the participants the option of speaking in Arabic or English, all interviews 

were conducted in English, apart from a few Arabic words or phrases. Consequently, I 

had no issues translating the transcripts. However, the varying English proficiency of the 

interviewees made some of the quotes difficult to understand, so I attempted to make 

minor adjustments with the help of the field notes to make the quotes easy to understand. 

I did so with the original meaning in mind, attempting to preserve the interviewee's 

original meaning. For example, I corrected the verb tenses and the singular and plural 

pronouns. I also changed a few words, such as 'external examiner' to 'outside examiners' 

(examiners from outside the institution who are not evaluators), to reflect their intended 

meaning and align them with the UK definition of external examiners. These minor 

changes were validated by a colleague from the University of Leeds who is very familiar 

with the context in which this case study takes place. 

3.8 Data analysis 

In this section, I describe the data analysis process and explain the methods I employed 

to analyse the two types of data I collected. For the assessment documents, I used the 

Codebook approach, and for the interview and FG data, I used the Reflexive Thematic 

Analysis (RTA) approach. 

3.8.1 Documentary analysis 

To utilise the assessment documents meaningfully informing the research focus, I 

decided to compare their alignment with the assessment literature (Shaw et al., 2004; 

Flick, 2014). However, the assessment literature is vast, making it impossible to compare 

schools’ documents with the entire assessment literature. As a result, I chose to look for 
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well-known, widely accepted, and reputable organisations in medical education that have 

comprehensive assessment documents; rigorous standards; place special emphasis on 

assessment quality; and are constructed by experts who typically rely on evidence-based 

practises. Among several international medical education organisations, I found three 

that meet the aforementioned criteria and emphasise assessment implementation in 

medical schools. The three organisations whose criteria and frameworks I used are:  

1- Ottawa Conference consensus framework for good assessment and the consensus 

statement and recommendations for performance assessment (Boursicot et al., 

2011; Norcini et al., 2018; Boursicot et al., 2020). 

2- Criteria of the ASPIRE-to-Excellence award in assessment of students by AMEE 

(AMEE, 2023). 

3- The World Federation for Medical Education (WFME) global standards for quality 

improvement in assessment (WFME, 2015; WFME, 2020). 

After identifying these institutions' assessment documents, I had to determine the most 

effective documentary analysis method. There is a spectrum of approaches to analysing 

these documents (Park et al., 2012; O′Leary, 2021). Therefore, I should make an 

informed decision that aligns with my purpose of analysing these documents, as each 

approach has advantages and disadvantages. 

3.8.1.1 Deciding the analysis approach 

I initially wanted to apply the same analytic approach to the interviews, FGs, and 

documents, as I thought this would ensure analytical consistency across the datasets. 

Therefore, I conducted an RTA on the assessment documents and wrote a report on the 

findings. The analysis results were useful; however, they did not necessarily inform the 

purpose of the assessment documents in understanding OSCE implementation in 

medical schools. Therefore, I began searching for an alternative method of analysis that 

could serve the purpose of this study. So I read about various methods, such as critical 

discourse analysis, which can potentially analyse documents (Bryman, 2016). I 

understand that critical discourse analysis tends to focus on verbal interactions and the 

role of language in social discourse and, to a lesser degree, formal documents (Flick, 

2014). Bryman (2016) indicated that critical discourse analysis is most helpful when 

searching for different and latent meanings in narrative accounts; however, I was 

interested in the facts of what was mentioned and what was not mentioned about the 

OSCE. I discovered that critical discourse analysis may not be beneficial to my objective 

for document analysis. I want a methodology that specifically looks for what was stated 

in the OSCE assessment documents and can relate that to both the literature and other 

data gathered for this study.  

Another possible approach to analysing the documents is coding reliability (Boyatzis, 

1998). This method emphasises reliability to produce reliable codes, so it seeks 
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consensus from multiple researchers, as it is based on positivist principles, and it also 

generates codes relatively quickly and easily (Byrne, 2022). This indicates its 

incompatibility with my research paradigm and the need for multiple researchers to 

ensure inter-rater reliability, as well as its rigidity regarding what I can include and 

exclude, so it would include codes irrelevant to my research interests (Guest et al., 2012).  

Further reading and consultation with methodology specialists at the University of Leeds 

were required to determine the best documentary analysis approach for the research 

focus of my thesis. This attempt led me to the codebook approach, which I thoroughly 

researched to determine if it was suitable for the purpose of this analysis. As the 

documents are not my primary source of data but rather a supplementary resource, the 

codebook approach proved useful in allowing me to be purposefully selective in what I 

looked for (Bowen, 2009; Roberts et al., 2019; Braun and Clarke, 2021). This strategy 

enables me, as a researcher, to prioritise and concentrate solely on OSCE- and 

regulations-related matters, as the assessment documents contained a great deal of 

information that is irrelevant to this study (Bowen, 2009; Mihas, 2019). Moreover, the 

codebook approach is consistent with the constructivist paradigm and has a structured 

coding strategy (Braun and Clarke, 2020). Therefore, I believe the codebook approach 

is appropriate because this research aims to understand the assessment system and 

how it relates to the OSCE as an assessment method rather than an in-depth 

investigation of all the documents' content. 

3.8.1.2 Codebook analysis approach 

Codebook analysis is a subset of thematic analysis approaches (King and Brooks, 2018; 

Roberts et al., 2019; Braun and Clarke, 2021). It is primarily characterised by a deductive 

analysis approach, in which the resultant codes and themes are typically inputs to the 

analysis processes; in contrast, RTA relies on an inductive analysis approach, so the 

themes are the outputs of the analysis (Crabtree and Miller, 1999; Mihas, 2019; Braun 

and Clarke, 2020). Consequently, in the codebook method, the researcher can identify 

all or most codes and themes early in the analysis. The themes produced using this 

method are typically more like domain summaries (hence I called them key areas, for 

example, ‘criteria of good assessment’ and ‘use a system of assessment’), which 

categorise the explicit content of the data rather than offering a richer interpretation of 

more latent meanings (Saldana, 2021).  

Codebook approaches involve the development of a coding framework early in the 

analytic process, which I then refined as the analysis progressed (Mihas, 2019). 

Appendix 15 demonstrates the initial code-generating process by using codebook 

analysis. Then I focus on identifying the key areas (themes) either from the content of 

the documents or from the codes collected, such as from the section headings or bullet 

points in the documents (Crabtree and Miller, 1999; King and Brooks, 2018). Appendix 
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16 provides an example of key area development using codebook analysis. I 

accomplished this by identifying the essential elements in the documents that serve the 

study's focus after completing the RTA's familiarisation phase (Braun et al., 2019). 

Although this approach may limit the depth of analysis, it is considered a pragmatic style 

of analysis to extract the necessary information without overwhelming the research with 

irrelevant data (Mihas, 2019; Braun and Clarke, 2020). Roberts et al. (2019) argue that 

the codebook approach is adaptable because it enables the researcher to determine the 

level of engagement with the data; thus, the researcher can control the depth of 

document analysis. This enabled me to generate comprehensive tables highlighting what 

was mentioned and omitted in the case study documents, allowing me to focus my 

analysis on the most important aspects to my research and exclude irrelevant document 

content (King and Brooks, 2018). 

Following the procedure outlined above, I conducted three codebook analyses: one for 

the assessment documents from the three international medical education organisations 

listed above (3.8.1) and two for each case study assessment document. The codebook 

also enables researchers to relate their findings to the relevant literature and other data 

generated for the same study (Roberts et al., 2019; Saldana, 2021). Nadin and Cassell 

(2004) and Saldana (2021) suggest using matrices to present, compare, and contrast 

the codebook findings. Thus, I created a matrix to compare each case study's codebook 

findings to the codebook findings of the three organisations, which I presented in the 

Findings and Analysis Chapters (Table 7 and Table 15). Moreover, I compiled a third 

exhaustive matrix that combines the three codebook analyses for the Discussion Chapter 

(Appendix 17). 

Another distinction between the RTA and the codebook is that the codebook does not 

require quotations from the documents but requires a description of the codes (Mihas, 

2019; Roberts et al., 2019). However, I appended sample documents from each case 

study, as indicated in the documentary analysis in each case study analysis chapter 

(Appendices 18 to 23). 

3.8.2 Interviews and FGs analysis 

In the sections that follow, I explain why I used thematic analysis to analyse the 

interviews and FGs, why I used RTA, and a description of the RTA process. 

3.8.2.1 Why thematic analysis? 

The interviews and FGs in this research aim to explore how the OSCE is being 

implemented in SA medical schools. The data collected from the people working on the 

OSCE provided valuable insights into how the OSCE was designed, conducted, and 

evaluated. However, a sophisticated analytical approach is required to extract meaning 

from the available data. Therefore, selecting the most suitable framework for my data 
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analysis was challenging. I have considered several common qualitative analysis 

methods to make the most appropriate selection for my philosophical stance and 

research questions. I examine the applicability of approaches such as content analysis, 

discourse analysis, ground theory, and thematic analysis to my context, as each would 

enable me to analyse data differently. Although content analysis is appreciated as a 

flexible and transparent approach, researchers typically use it to quantitatively analyse 

visual and printed materials rather than inductively generate meaning (Bryman, 2016). 

In addition, the content analysis approach is based on post-positivist theoretical 

assumptions, which are incompatible with the constructivist perspective I embraced 

(Terry and Hayfield, 2020; Braun and Clarke, 2021).  

Another approach is discourse analysis, which looks at linguistic patterns and discursive 

structure to examine language use, social practises, and power dynamics within data 

(Cohen et al., 2018). Furthermore, this method focuses on analysing texts that are 

initially written, such as stories and personal narratives, as opposed to conversations 

and interviews (Bryman, 2016). Another option is grounded theory, which typically begins 

with a theoretical framework and employs empirical data to produce a theory with a 

theoretical generalisation (Silverman, 2017). However, this research has neither a 

preconceived theoretical framework nor the intent to produce a theory or generalise 

research findings; rather, it seeks to develop an understanding of the investigated topic 

and case-to-case transferability (Varpio et al., 2021).  

3.8.2.2 Why RTA approach? 

Exploration of the thematic analysis approach reveals that it includes several methods, 

such as framework analysis, coding reliability, codebook analysis, and RTA (Braun and 

Clarke, 2013; Byrne, 2022). However, considering the research questions and 

objectives, as well as my theoretical stance, it is apparent that the RTA is the most 

appropriate approach for several reasons. It provides a clear yet flexible framework that 

grants a systematic and holistic approach to data, allowing me to generate the meaning 

and patterns I demand from my data set (Braun and Clarke, 2006; Braun and Clarke, 

2021). Braun et al. (2014) and Braun and Clarke (2020) argue that RTA is distinct from 

the majority of other thematic analysis methods. For example, the themes in RTA are 

outputs rather than inputs in the analysis process, i.e., they cannot be predicted in 

advance of data engagement. Additionally, RTA is more aligned with the philosophical 

perspective I employed in this study, namely constructivism. For instance, the critical 

meaning discussed by one participant may be more significant than the frequency with 

which many participants repeat a specific word. 

According to Kiger and Varpio (2020) and Byrne (2022), the flexibility of RTA renders it 

suitable for answering the types of research questions used in my study, i.e., 'how' and 

'what' types of questions. Therefore, it is appropriate to comprehend how OSCE is being 
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implemented in Saudi medical schools and what opportunities and challenges OSCE's 

adoption in Saudi medical schools offers. Several researchers have lauded RTA as a 

useful method for analysing data, one that works well under the constructivist 

philosophical stances I adopt and with a wide variety of qualitative data, such as 

interviews and FGs (Braun and Clarke, 2006; Guest et al., 2012; Bryman, 2016; Bennett 

et al., 2019; Kiger and Varpio, 2020; Byrne, 2022). Moreover, comparable studies 

employ an RTA framework to facilitate data analysis (Campbell et al., 2021; Kua et al., 

2022; Shannon et al., 2022). 

One important advantage of RTA is that it enables the researcher to be more reflective 

(Nowell et al., 2017) in that it requires the researcher to make active choices throughout 

the research. Thus, researchers need to provide ongoing justifications for their choices 

and reflect on their interpretations of data rather than merely filling the gaps in a 

procedural manner to get some results without the need for reasoning and reflection 

(Barrett et al., 2020). This makes the researcher’s positions, values, and experiences 

prominent, providing a more authoritative dimension to the researcher in analysing the 

data and actively generating themes. 

RTA can also function in inductive and deductive ways to analyse data (Braun and 

Clarke, 2006). The inductive approach means that I try to start with no previous 

assumptions and let the data drive the analysis, i.e., by starting from the bottom up and 

focussing on what participants are saying explicitly or implicitly. By contrast, the 

deductive approach is driven by a set of questions that I am trying to answer through the 

data. It is difficult to pick and stick with one of these two approaches because they are 

deeply intertwined, but it is important to start primarily with one approach while being 

prepared to use the other when deemed appropriate (Braun and Clarke, 2022; Byrne, 

2022). I find the inductive approach to be more plausible as a primary approach for my 

needs, as I attempt to analyse the data with no preconceived notions, which should allow 

for deeper and wider coverage of the data. However, being completely inductive would 

be impossible because I used what the literature suggests to inform my position as well 

as my experiences in the context and with participants, as discussed further in the 

ensuring research quality section (3.9) and reflexivity section (8.6). 

However, RTA is not without limitations; for example, Flick (2014) criticises the thematic 

analysis approaches for being influenced by the subjectivity and assumptions of the 

researchers during data interpretations. Nonetheless, Braun and Clarke (2013) argue 

that researchers' contextual understanding is a valuable input that has to be considered. 

However, they must reflect on their own biases and perspectives to promote deeper 

analysis and generate genuine meanings. Similarly, some researchers claim that 

researcher bias can diminish the findings of thematic analysis methods (Attride-Stirling, 

2001; Guest et al., 2012). According to Varpio et al. (2021), from a positivist perspective, 

bias is strictly prohibited in research, and the researchers’ personal opinions, choices, 
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and interpretations are undesirable; however, constructivist researchers use subjectivity 

to inform their research decisions. Yet, they must consider qualitative researchers’ rigour, 

such as reflexivity, credibility, transparency, coherence, and presentation clarity (Kuper 

et al., 2008b; Johnson et al., 2020). A common disadvantage of the RTA method is that 

it is time- and resource-intensive (Byrne, 2022). Braun and Clarke (2022) acknowledge 

this difficulty and argue that the depth of the analysis, the rich and detailed description, 

and the iterative relationship between the researcher and the generation and editing of 

findings are all well worth the time and effort required to generate valuable knowledge. 

3.8.2.3 RTA process 

This section describes the six-phase framework I used to engage with and analyse the 

data. This framework was developed by Braun and Clarke (2006) and reviewed by Kiger 

and Varpio (2020) and Braun and Clarke (2022). However, the process of analysing data 

using these phases is recursive rather than linear: 

1- Familiarisation.  

The first step in familiarising myself with the data corpus was to transcribe the interviews 

and FGs verbatim (Bryman, 2016; Cohen et al., 2018). It allowed me to immerse myself 

in the data and kept me engaged so I could comprehend the depth and breadth of the 

data. Appendices 24 and 25 show sample interview and FG transcriptions, respectively. 

At the beginning of each Analysis Chapter, I provided a table briefly describing each 

participant, their pseudonym, and the length of the interviews and FGs (Table 5 for case 

study A and Table 13 for case study B). 

The second layer of contact with the data is the careful and active reading and rereading 

of each data set, which enabled me to take notes and search for initial concepts and 

meanings. To facilitate future analysis, I kept the data set for each case study in separate 

folders in NVivo. 

2- Coding.  

In this phase, I worked to generate codes by rereading the transcripts, this time with a 

focus on generating meaning 'codes' from each segment in the transcript. I accomplished 

this by looking at each segment or sentence, attempting to comprehend its meaning, 

searching for semantic or latent meaning, and then assigning them a brief representative 

'code' that can accurately reflect the original meaning. I coded the entire transcript while 

paying special attention to relevant information. I could assign multiple codes to each 

segment, which would later be useful for theme generation. I chose to make my codes 

data-driven or inductive rather than theory-driven, as I believe these capture more 

original meaning. I included the fieldnote at this stage to help clarify the context and 

inform the coding processes. 

I followed Creswell's (2014) and Bryman's (2016) recommendations for using Computer-

assisted qualitative data analysis Software (CAQDAS), so I used NVivo™ with all the 
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data that I collected. Appendix 26 provides screenshot depicting the code generation 

process using NVivo. It is beneficial because it facilitates data organisation and analysis, 

enables me to code text while reading, and facilitates the retrieval of specific information, 

particularly for large data sets. Appendix 27 includes a list of the initial codes from the 

four interviews and four FGs of case study A. 

3- Initial themes generation.  

During this phase, I concentrated on constructing initial themes by searching for all codes 

and attempting to identify codes with shared patterns and similar characteristics. Then, 

clustering them into groups that appear to share similar concepts, with each group 

representing a potential subtheme. I used a thematic map and tables to visualise and 

classify all codes according to their appropriate themes. After that, I worked to generate 

themes from similar subthemes that incorporate numerous codes with interconnected 

meanings. Appendix 28 demonstrates one of the earliest cycles for developing themes 

and subthemes. Additionally, during phases two and three, I extracted interesting 

statements and potential quotations from the transcripts and compiled them in one 

location for use as evidence to support my themes and findings during the writing phase. 

I used Microsoft OneNote™ to facilitate this step and make selecting the quotation more 

practical. Appendix 29 shows a sample of my strategy for collecting the best quotations 

during the RTA analysis. 

4- Themes developing and reviewing.  

This phase is crucial for developing themes and ensuring that the themes generated are 

consistent with the identified codes and the entire dataset. This necessitates rereading 

the selected extracts and comparing them to the original data corpus to ensure that my 

themes are accurate and reflective, i.e., checking their validity to ensure that they 

accurately represent the original data. I also re-examined the generated themes, 

removed unfit subthemes and themes, and added new ones that became noticeable 

after the reviews. This phase involves reviewing them and checking that the generated 

themes have both internal and external homogeneity (Patton, 2015). Internal 

homogeneity refers to the notion that the content of the themes must be clearly linked to 

a central organising concept, whereas external heterogeneity denotes that there is no 

significant overlap between the themes that blurs the lines that distinguish them from 

one another. 

Another strategy I used was to revisit the themes and subthemes regularly (e.g., every 

few weeks) to ensure that they were representative of the data and that they highlighted 

the key findings (Flick, 2014). Performing this 'time spacing' revealed that most 

subthemes and themes were accurate; however, it also revealed that a few of them 

appeared to require further development or even modifications to better fit the theme 

content. As a result, I made some significant revisions. For example, I used to have three 

themes with seventeen subthemes, but with further development and revision, I made 
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them four themes with ten subthemes, which appear to have a more coherent and 

convincing structure. Appendix 30 displays one of the later cycles of theme and 

subtheme development. 

5- Themes refining and defining.  

This stage entails refining, defining, and naming themes and subthemes by providing a 

clear description or brief synopsis of what I mean by each theme and subtheme to ensure 

that the names I use accurately reflect their content. I aimed to ensure the face validity 

of the themes and subthemes, i.e., upon reading the title, readers should have a good 

idea of what the topic is about. I also focused on delineating the themes and subthemes 

and avoiding unnecessary overlap between them. It is vital to convey the scope of each 

theme in its description, so when the scope is excessively broad, I consider splitting them 

into two. In some cases, I deemed it more appropriate to subdivide the main theme into 

subthemes or the subtheme into subheadings. However, when the scope is too narrow, 

I might consider making the theme a sub-theme under another theme. Figure 13 shows 

the basic hierarchical structure of the themes. 

 

 

6- Writing-up.  

Although writing is an integral process throughout all RTA phases, including notes and 

reflexive journaling, there comes a time when most of the work focuses on formal writing 

to produce the final analysis. During the writing phase, I attempted to present my analysis 

coherently and persuasively. This involves selecting compelling and pronounced 

extracts to serve as references and evidence to support the validity of my analysis. I 

combined the quotes with interpretation and discussion to further explain the themes' 

meaning. In addition, I provided an analytical argument demonstrating the relationship 

between the data and my findings, on the one hand, and my findings in relation to the 

literature and research questions on the other. Figure 14 summarises the RTA analytical 

process. 

Theme

Subtheme

Subheading

Subheading

Subtheme

Figure 13. The basic hierarchical structure of the themes. 
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3.8.3 Notes on my approaches to analysis 

The RTA approach of Braun and Clarke (2022) motivates me because it encourages me 

to reflect while analysing and writing. Reflexivity means I, as a researcher, should 

continue to question and reflect on my choices throughout the analysis process (Braun 

and Clarke, 2020). For example, I kept asking myself, is there a different way to look at 

this? It is akin to an internal debate. The notion of reflexivity also encourages me to bring 

my thoughts and ideas to research. I have some experience with the assessment system 

and OSCE practice in SA, which I used to make the results and discussion more 

meaningful. Nonetheless, this could be a drawback, as I may be so familiar with the 

OSCE and assessment practice in SA that I overlook significant detail. However, this is 

where my supervisors ask me to clarify and reflect on my writing to make the results and 

discussion more credible. 

RTA and codebook procedures were iterative, seeking patterns by adding, deleting, and 

modifying codes and themes until they aligned with the research focus and could answer 

the research questions. As Braun et al. (2014) describe, I found RTA analysis helpful in 

generating deep meanings from data that appeared disparate at first glance. 

Furthermore, this process aided in generating findings that inform OSCE practice in SA 

schools. The RTA and codebook allowed me to use the criteria of good assessment 

(discussed in Chapters 1 and 2) and the literature review as a theoretical framework to 

inform the findings and facilitate their link to the literature.  

Writing to produce the analysis chapter

Refining and defining themes

Developing and reviewing themes

Generating initial themes

Coding 

Familiarisation with the data

Figure 14. A summary of the RTA analytical process. 
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Due to the adaptability of the RTA and codebook, I was able to analyse each case study 

separately; however, because both are designed to investigate the same issue, the 

themes and most subthemes are identical. Nevertheless, each case's reality and context 

determine each theme's content and description. I subsequently utilised Stake (2006) 

and Yin’s (2018) recommendations to combine the two case studies in the Discussion 

Chapter by employing a cross-case synthesis model. This entails comparing, 

contrasting, and connecting the findings of various instruments across case studies to 

answer the research question and address its objectives (Yazan, 2015; Cohen et al., 

2018). 

3.9 Ensuring research quality 

The quality and rigour of any research are of the utmost importance for determining the 

trustworthiness and credibility of the research process and findings (Lincoln and Guba, 

1985). Many authors, including Elliott et al. (1999), Kuper et al. (2008b), Tavakol and 

Sandars (2014), and Cleland (2022), emphasise the distinctions between qualitative and 

quantitative research quality criteria. However, there are differing views on what 

constitutes a quality standard in qualitative research (Elliott et al., 1999; Yardley, 2000; 

Cohen and Crabtree, 2008; Kuper et al., 2008a; Miyata and Kai, 2009; Stige et al., 2009; 

Tracy, 2010; Arthur et al., 2012; Miles et al., 2018; Johnson et al., 2020). Although 

different researchers used different quality criteria, on reflection, I find them to be 

considerably interconnected and overlapping, with a few subtle differences. Therefore, I 

considered criteria accepted by most of the authors and appropriate for the constructivist 

paradigm to ensure the high-quality of this research (Finlay, 2006). Those criteria involve 

reflexivity, sensitivity to context, transparency, coherence, clarity, transferability, 

triangulation, credibility, impact, importance, and resonance with readers. 

Reflexivity is important in qualitative research because the researcher's background, 

assumptions, and experience may influence his or her decisions when dealing with data 

and producing research findings (Yardley, 2000; Kitto et al., 2008; Olmos-Vega et al., 

2022). Flick (2014) argues that researchers cannot isolate themselves from the research; 

therefore, they must be reflexive, transparent, and aware of their influence on data 

collection and analysis. I acknowledged my background as a medical doctor who works 

as a medical educator and researcher in a medical school in SA that has a similar context 

to the case studies in this research. In addition, I have been an OSCE assessor, so these 

experiences have provided me with knowledge of the medical education system and 

environment in SA. My experience can influence this project, as I have collected the data 

in a familiar environment. I am an insider researcher with extensive knowledge of the 

research context before beginning. The advantage is that I understand the culture 

because I am a part of it, and I may have better access to medical schools for data 

collection. However, I am cognisant of my situation, which I believe prevented me from 
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overlooking alternative options because I am familiar with the surrounding environment. 

I was aware that, based on my prior knowledge, I could make assumptions about the 

data or individuals without probing them.  

It is hoped that being reflexive and openly disclosing my situation kept unavoidable bias 

in check, utilising the discussion with my supervisors and peers to develop balanced 

opinions and decisions as well as preventing me from omitting important details (Braun 

and Clarke, 2022). Another approach I used was reflexive journaling, which I used as a 

self-critical account throughout the research process (Sudirman et al., 2021; Braun and 

Clarke, 2022). The reflective journal assisted me in recording my thoughts and 

understanding for each step of the research to keep me aware of my positionality, i.e., 

as a medical educator who is familiar with the SA context and remind me of the 

circumstances and justification for every decision I made. These measures assisted me 

in ensuring that I had not overlooked any detail that could have been missed due to my 

familiarity with the context or even caused an unwanted impact on the results. In the 

Conclusions Chapter (Section 8.6), I provided a detailed reflexive account of the entire 

thesis, following Olmos-Vega et al. (2022) recommendation of providing personal, 

interpersonal, methodological, and contextual reflexivity. 

Yardley (2000) and Finlay (2006) argue that sensitivity to context or caring is a quality 

criterion that qualitative researchers should consider, which includes contextual, 

theoretical, and sociocultural sensitivity. In the Introduction Chapter, I addressed 

contextual sensitivity by providing a description of the Saudi medical education context 

in which this study was conducted (Stige et al., 2009). In the Literature Review Chapter, 

I addressed the theoretical sensitivity by exploring similar studies on OSCE quality, 

OSCE operations in new locations, and OSCE operations in SA (Johnson et al., 2020). 

These studies inform this research by assisting in the design of the research 

methodology and methods, the development of a more in-depth analysis, and the 

discussion of my research findings in relation to the broader literature. I have also 

demonstrated sociocultural sensitivity with research participants by providing a reflective 

interpersonal account in the Conclusions (8.6.2), providing them with all the information 

they may need as participants, and obtaining ethical approval to conduct the research 

(Finlay, 2006; Tracy, 2010). 

Transparency is an important quality criterion that refers to the openness and 

explicitness of reporting the research process in a clear manner that allows others to 

evaluate different research aspects (Yardley, 2000; Finlay, 2006; Arthur et al., 2012; 

Johnson et al., 2020). I attempted to accomplish this by providing a thick description and 

background information so that readers could judge for themselves the transferability, 

credibility, and reliability of the data collected and research results (Yardley, 2000; Kuper 

et al., 2008a; Bryman, 2016). I endeavoured to adhere to this principle throughout the 

research; for example, I have articulated my ontological and epistemological stances, 
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detailed the data collection process, including sampling and recruitment, and justified the 

selection of data analysis approaches and processes. Elliott et al. (1999) emphasise the 

importance of 'grounding in example', which I accounted for by including appendices that 

illustrate the hidden work of the PhD. For example, I tabulated the literature review 

references (Appendices 5, 6, and 7), provided examples from the interviews and FGs 

transcripts as well as from the assessment documents (Appendices 18 to 25), and 

presented examples that demonstrate how I worked with the data to generate the codes 

and themes (Appendices 15, 16, and 26 to 30). To increase transparency, I present a 

detailed account of the research's limitations and strengths in the Conclusions Chapter 

(8.5) (Stige et al., 2009). 

Some authors emphasise coherence and clarity to maintain logical consistency across 

various parts of the research (Yardley, 2000; Finlay, 2006; Cohen and Crabtree, 2008). 

I made an effort to maintain consistency and establish logical and clear connections 

between the research questions, objectives, research philosophy, sampling, data 

collection methods, data analysis methods, data interpretation, and recommendations 

(Kuper et al., 2008a; Johnson et al., 2020). For instance, I used evidence from the data 

and pertinent literature to substantiate my interpretations and arguments. In addition, I 

refrained from using quantitative data collection methods such as questionnaires and 

positivist principles such as generalizability; instead, I used transferability (Varpio et al., 

2021). Transferability is the criteria that I considered to enable readers to determine the 

possibility of transferring and applying my findings in other contexts (Kitto et al., 2008; 

Miyata and Kai, 2009; Tracy, 2010; Miles et al., 2018). Transferability is largely supported 

by transparency, as providing a clear and adequate description of each research step 

enables other researchers to evaluate the applicability of the research's findings to 

comparable settings or emulate the research process (Johnson et al., 2020). 

I also employed triangulation to increase the credibility of my research by collecting data 

from multiple sources (i.e., academic leaders, assessment specialists, OSCE designers, 

OSCE writers, and OSCE examiners) using multiple methods (i.e., interviews, FGs, and 

documents) (Elliott et al., 1999; Cohen and Crabtree, 2008; Kitto et al., 2008). To 

enhance the credibility and accuracy of the data, I asked the participants for clarification 

when I did not understand their points, and I rephrased my questions when I believed 

they had misunderstood me (King et al., 2018). I also made certain that no additional 

information that the participants could provide to inform the research by asking at the 

end of each interview or FG if they had anything to add or elaborate on (Cohen et al., 

2018). In an effort to further establish the credibility of the research, I attempted to provide 

plausible and justifiable explanations for all the decisions I made throughout the research 

(Finlay, 2006). I also spent significant time conducting the analysis by reflecting on the 

data to develop fresh perspectives to ensure that I had achieved credible and significant 

findings (Braun and Clarke, 2022). 
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The impact and importance of the research are another way to judge research quality 

(Yardley, 2000; Finlay, 2006; Stige et al., 2009; Miles et al., 2018). Throughout this 

research, I argued the importance of quality OSCE assessment for all stakeholders; 

therefore, this research aimed to understand how it is implemented within particular 

contexts and develop recommendations to capitalise on opportunities and overcome 

challenges for quality OSCE, as detailed in the Conclusions Chapter (8.4). 

Elliott et al. (1999), Finlay (2006), and Tracy (2010) agree that the research findings and 

analysis should resonate with readers as a quality measure. This means that it should 

accurately reflect the subject matter, represent the research experience, and present the 

research clearly to the intended audience. Therefore, I utilised the feedback I received 

from supervisors, peers, and others at international conferences and local events where 

I presented my work (i.e., oral presentations and posters) to improve the research 

presentation and make my academic language and claims more relevant to the target 

audience (Braun and Clarke, 2022). Appendices 31, 32, and 33 offer examples of the 

presentations and publications that arose from this research and contributed to its 

development. 

3.10 Summary 

In this chapter, I presented the constructivist philosophical stance underpinning this 

research design. Besides that, I outlined the methodological structure of designing the 

case studies and clarified why I chose these particular data collection techniques, namely 

interviews, FGs, and documents. In addition, I addressed the process of sampling and 

recruitment, ethical considerations, and pilot testing. Then, I described the data collection 

procedure for the two medical school case studies. I also explained why I used RTA to 

analyse interviews and FGs and codebook analysis to analyse documents. Lastly, I 

described the quality criteria that I adhered to throughout the research. 
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Chapter 4 Findings and Analysis—Case Study A 

4.1 Introduction 

This research aims to answer two questions: how is the OSCE being implemented in 

Saudi medical schools, and what are the opportunities and challenges offered by 

adopting it? Therefore, I collected data from two case studies (A and B) from two medical 

schools in Saudi Arabia (SA) to answer them. Because each school has a unique 

context, as discussed in the Methodology and Methods Chapter, the results of each case 

study will be presented in their own chapter. In this chapter, I will present the findings of 

the first case study—case study A, and in the next chapter, I will present the findings of 

the second case study—case study B.  

Case study A is an example of, and shares the context with, many medical schools in 

SA, as discussed in the Methodology Chapter (3.3.1.1). The main characteristics of this 

case study are that it is a newly established, publicly funded medical school with no 

accreditation or partnerships with other medical schools. The findings are derived from 

the analysis of fifteen assessment documents, four interviews, and four FGs. The four 

interviews were with an academic leader and two assessment specialists, and the four 

FGs were with OSCE designers, writers, and examiners; Table 5 details the data sets.  

I will present the document analysis results using the codebook analysis approach 

(Mihas, 2019; Roberts et al., 2019); second, I will analyse the interviews and FGs. The 

analysis of the interviews and FGs allows me to structure the findings into four 

overarching themes, each with some subthemes. Using the Reflexive Thematic Analysis 

(RTA) approach (Braun and Clarke, 2006; Braun and Clarke, 2022), themes and 

subthemes were generated after deep engagement with the data sets. More information 

on the analytical approaches used can be found in Methodology Chapter (Section 3.8).  
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Table 5. Details of the documents, interviews and FGs conducted for case study 
A. 

# 
Data set and 

participants pseudonym 
Participant's description Length 

1 OSCE documents 15 See Table 6 for more details 174 pages 

2 
Interview 1 

(Interview1–AL) 
1 

Academic leader (AL) 1 

Four years in academic service 
37 minutes 

3 
Interview 2 

(Interview2–AL) 
1 

Academic leader (AL) 2 

Two years in academic service 
46 minutes 

4 
Interview 3 

(Interview3–AS) 
1 

Assessment specialist (AS) 1 

Seven years in academic service 
38 minutes 

5 
Interview 4 

(Interview4–AS) 
1 

Assessment specialist (AS) 2 

Twenty years in academic service 
39 minutes 

6 
FG 1–Designers 

(FG1–D) 
5 

Five female OSCE designers and station 

writers 

(From 4 different courses: 1. General Surgery, 

2. Psychiatry, 3. Obstetrics and Gynaecology, 

4 and 5. Paediatric) 

103 

minutes 

7 
FG 2–Designers 

(FG2–D) 
5 

Five male OSCE designers and station writers 

(From 5 different courses: 1. General Surgery, 

2. Paediatric, 3. Orthopaedics, 4. 

Otorhinolaryngology, and 5. Ophthalmology) 

79 minutes 

8 
FG 3–Examiners 

(FG3–E) 
6 

Six female OSCE examiners 

(From 5 different courses: 1. Internal Medicine 

- Neurology, 2. Family Medicine, 3. Obstetrics 

and Gynaecology, 4. General Surgery, 5 and 

6. Paediatric) 

78 minutes 

9 
FG 4–Examiners 

(FG4–E) 
6 

Six male OSCE examiners 

(From 5 different courses: 1. Internal 

Medicine, 2.  Internal Medicine - Dermatology, 

3. Psychiatry, 4. Paediatric, 5 and 6. General 

Surgery) 

89 minutes 

Total 9 data sets 26 participants and 15 documents 
509 

minutes 
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4.2 Documentary findings and analysis 

This section is a documentary analysis of the available documents from this medical 

school, as discussed in Methodology Chapter (3.8.1). 

4.2.1 Findings of the documents 

For the document analysis, I used the codebook analysis approach to analyse the 

documentary evidence from School A (Mihas, 2019; Roberts et al., 2019; Braun and 

Clarke, 2020). I collected fifteen documents that I classified into three categories: 1) 

assessment policy—two documents; 2) examples of OSCE marking schemes—nine 

documents; and 3) other assessment documents that proved not relevant to my study—

four documents. As displayed in Table 6, I conducted a comprehensive review of the 

documents and summarised the relevant content in each document, along with a 

commentary on the contents of each. I was unable to append all documents because 

they are lengthy, and doing so would reveal the identity of the medical school. Therefore, 

I chose to provide examples of documents that will not reveal their identity (Appendices 

18, 19, and 20). 

Then I performed the codebook analysis, as shown in Table 7. I compared the relevant 

content of these documents with the assessment documents and guidance from three 

international organisations concerning assessment implementation in medical schools. 

The three organisations that I used their criteria and frameworks are the Ottawa 

Conference, AMEE ASPIRE-to-excellence award in assessment, and WFME, more 

details are in Methodology Chapter (3.8.1) (Boursicot et al., 2011; WFME, 2015; 

Boursicot et al., 2020; WFME, 2020; AMEE, 2023).  
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Table 6. This table provides an overview of the case study A assessment documents and each document’s relevant content with a 
description. 

Doc. 

No. 

Document 

Title 

Pages Relevant Content Description 

1 Assessment 

and Evaluation 

Guide  

(Dated 2013) 

(Appendix 18 

contains some 

excerpts from 

this document) 

105 It is a guide for the 

assessment system in this 

school; the relevant content 

includes content about: 

• Criteria of good 

assessment. 

• Role of the assessment 

unit. 

• Brief OSCE description. 

• Designing examination 

blueprint. 

• Designing marking 

schemes. 

 

It is a practical guide and reference for this school's assessment system and assessment 

tools. It is lengthy and detailed in some places but concise and negligent in others.  

The OSCE content is very limited, mentioning the OSCE on one page, providing a short 

description, advantages, disadvantages, and when OSCE can be used. Hence this cannot be 

regarded as an in-depth guide to the OSCE. It lacks key information such as the purpose of 

the OSCE; the need for exam organisers, station writers, assessors, and SPs training; and 

how to construct the stations. 

Notes:  

•Good things to identify: *Importance of well-designed assessment strategies p2, p39. 

*Following good assessment criteria p2/9/10. *Blueprinting p23/24. *Encouraging 

psychometric analysis p43/81/82/83/84, *encourage using rubric p43/44/47/52, and criterion-

referenced method for all assessments p43. *Encouraging feedback to students 

p47/58/59/60/70. 

• Inconsistent with the literature: *Only 3-5 stations in the final OSCE exam p39 but on p30 

said 15-20 stations. *Only 3-5 mins for each station p39 but in p30 said 15 min. 

*Underestimate the difficulty of designing valid scoring checklists p33. 

•Limitations identified: *No proper venue p40/41. *Lake of staff (examiners) p40. *The need 

for different types of models (manikins) p40. 
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•Explicit regulations: *Follow university regulations in the grading system (pass score is fixed 

at 60 out of 100) *The roles of the Examination Committee in some detail p68/69/70. 

2 Assessment 

Policy  

(Dated 2017) 

(Appendix 19 

contains some 

excerpts from 

this document) 

45 It is a guide for the 

assessment policy in this 

school; the relevant content 

includes content about: 

• Practical-based 

assessment (Chapter 3) 

• Quality assurance 

(Chapter 5) 

Provides general policies governing assessment activities at this school. It briefly mentions 

eight types of performance assessment, namely OSCE, OSPE, 360-degree evaluation, 

SDOT, Mini-CEX, COT, LEP, and P-MEX. 

Notes: 

• Inconsistent with the literature description of OSCE: *Definition of OSPE as this overlaps 

with OSCE p20. *Each station has two independent examiners p21. * Inconsistent OSCE 

naming "Objective Specific Clinical Examination". 

•Suggestions with no evidence-based but not used (their practice is different than what has 

been written): *Video recording for all stations p21. *Rest station after each station p20. 

*Assessors not allowed to be in the station p21. *Two independent examiners in each station. 

•Good practice mentioned but not used: *Use of scoring rubric p22. *No interaction between 

examiner and examinee p21. *Exam preparation by course organiser p31. *Post-hoc analysis 

but nothing specific for the OSCE. *Encourage question bank. 

• Overlooked issues: *No min/max total exam time. *Station duration. *Number of stations. 

*Importance of conducting formative OSCEs. *Training of assessors and SPs. There is an 

inconsistency between terms used in this document, e.g., Angoff method & minimum 

performance level. 

3 

to 

10 

Six surgery 

checklists and 

Two 

orthopaedics 

checklists 

10 in 

total 

Provide an idea about their 

marking scheme 

It is a simple binary checklist with a mark for each task, and the whole station mark is 20. 

There is no rubric description and no further details to help the assessors’ decision-making. 

However, some tasks provide some details. Some tasks have a different weight than other 

tasks.  
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Two examples 

in Appendix 20 

This is different from the suggestion of the assessment unit policy of using a detailed rubric 

scoring scheme. 

11 

 

One marking 

rubric form 

1 Generic, so it is not very 

relevant. 

No narrative description of how to assess performance. It only shows a table of 5 Likert 

scales to describe performance for any task by Excellent, very good, good, fair, and poor. 

12 

& 

13 

Online 

Assessment 

(2 documents) 

5 in 

total 

Irrelevant - not relevant to 

my focus 

It indicates the importance of using a wide range of online assessment tools and mentions 

some online assessment tools examples. 

14 

& 

15 

Exam Policy 

(for students & 

staff) 

(2 documents) 

8 in 

total 

 

Irrelevant - not relevant to 

my focus 

It provides general managerial rules, such as exam attendance, when they can leave the 

exam hall and official non-academic rules. 
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1.2.1.1 The codebook analysis matrix 

Using codebook analysis, I compiled a set of codes derived from the three international 

organisations' assessment documents and guides. Then, I created a comprehensive 

matrix comparing all codes found in the resources of the three guides to those found in 

this medical school's documents. Following this approach, four key areas emerged: 1) 

assessment policy, 2) criteria for good assessment, 3) use a system of assessment, and 

4) educational resources for assessment—each theme contains multiple codes, fifty-

eight in all. Table 7 presents the codebook analysis matrix. Most of the codes are present 

in all documents; however, as shown in Table 7, a few are missing from this school in 

comparison to the literature codes. Appendix 15 contains a worked example from the 

documentary material that depicts the code generation process. In addition, the table in 

Appendix 16 demonstrates how the codes were refined and then combined into a single 

area. 
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Table 7. This matrix illustrates the codebook analysis results for case study A's assessment documents in relation to the three 

organisations’ assessment documents.  

The underlined points indicate a discrepancy between this school's documents and the literature. 

Key areas 
Codes from literature 

Ottawa conference consensus + 
ASPIRE criteria + WFME standards 

Codes from this medical school 
The assessment documents of the case 

study A 
General guidance for the codes 

Assessment 
policy 

• Assessment policy should be 
responsive to the context 

• Assessment Guide ‘detailed account 
for assessment policy’ 

• Founded assessment unit and 
examination committee 

The school assessment policy should govern and tailor 
the assessment according to its context and available 
resources. 

• Specified educational outcomes A lack of evidence in the documents 
sampled. 

The assessment plan should indicate specific 
educational outcomes expected from the assessment 
process. 

• Designing & conducting the OSCE 
o Marking scheme 
o Writing the stations 

• Designing & conducting the OSCE 
o Marking scheme 
o Writing the instructions 
o Stations with no assessors 

(only written questions) 
o Dependent stations 
o No assessor–assessee 

interaction 

The elements and steps to design, implement, and 
review the OSCE. 

• Appeal policy • Appeal policy Detailed account for petition and challenge for the 
assessment results. 

• Remediation process • Remediation policy Detailed account for the re-sitting of the exams for 
students. 

Criteria of 
good 

assessment 

• Validity 
o Content blueprinting 

• Validity 
o Content blueprinting 

The assessment measures what it is supposed to 
measure and reflects the curriculum. 
 

• Reliability 
o Number of the stations 
o Length of the stations 
o One assessor is 

recommended 

• Reliability 
o Number of the stations 
o Length of the stations 
o Two assessors are 

recommended 

When the same assessment is introduced again in 
similar circumstances, it should produce similar results. 
  
Multiple issues mentioned in the documents contribute 
to the reliability of the OSCE, such as sampling for the 
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o Standard-setting (criterion-
referenced) 

o Correlation with other exams 
o Psychometric analyses 

o Standard-setting (fixed-
referenced) 

o Parallel stations 
o Statistical analysis 

stations, ensuring adequate testing time, considering 
standard-setting, and managing parallel stations. 

• Fairness 
o Test security  
o Examiner training 

• Fairness 
o Test security  
o Controlling application 
o Oversight the exam 

The OSCE should use a fair grading system and be 
free of deliberate bias, cheating, or any other issue that 
gives advantages to some students over others. 

• Educational effect 
o Feedback to the students 
o Formative exams  

• Educational effect 
o Feedback to the students 
o Formative exams 

The educational benefit that students gain from taking 
the OSCE. 
For example, providing feedback for the students and 
providing formative OSCEs. 

• Catalytic effect 
o Feedback to the school and 

teaching system 
o Quality assurance 

• Catalytic effect 
o Feedback to the school and 

teaching system 
o Quality assurance 

The motivation that all stakeholders gain from 
conducting the OSCE. 
For example, the feedback that the school received to 
support and enhance future education, reviewing the 
implementation process for quality assurance 
purposes, and improving future implementation.  

• Feasibility 
 

• Feasibility 
o Station bank 

The assessment should be practical in terms of time, 
funds, and workload in a given context. 

• Acceptability  • Acceptability Different stockholders—faculty and students—
recognise assessment importance and credibility 
regarding its content and process.  

• Equivalence A lack of evidence in the documents 
sampled. 

The assessment results lead to similar or equivalent 
decisions across equivalent cohorts or institutions. 

Not explicitly stated • Authenticity The OSCE should reflect and mimic real-life situations. 

Use a system 
of 

assessment 

• Comprehensive 
o Use multiple tools for 

assessments  

• Comprehensive 
o Use multiple tools for 

assessments 

The OSCE should not be used alone as a clinical 
assessment tool, so various assessment methods 
need to be employed. 

• Coherent  A lack of evidence in the documents 
sampled. 

It emphasises that different assessment tools in the 
assessment system should be consistent and aligned 
around the same purpose. 

• Continuous A lack of evidence in the documents 
sampled. 

The assessment system needs to be continuously 
improved and evaluated against quality criteria. 

• Purpose-driven 
o Formative and summative 

• Purpose-driven 
o Formative and summative 

It indicates the assessment system should include 
formative and summative exams to improve students 
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o Assessment role  to graduate competent doctors able to contribute to 
society's health and mind patient safety. 

• Transparent 
o Utility indicators 
o Assessment supported by 

the assessment literature 

• Transparent It required the school to make its assessment 
procedures accessible to all stakeholders to endorse 
accountability and integrity principles. Transparency 
should encourage the school to use evidence from the 
literature to make good assessment decisions. 

• Acceptable and appropriate A lack of evidence in the documents 
sampled. 

The assessment system should be designed to be 
acceptable and appropriate for all stakeholders. 

• Feasible A lack of evidence in the documents 
sampled. 

The assessment system needs to be efficient and 
practical in terms of the fund, time, and workload 
regarding the school context. 

• Quality control 
o Feedback to school 
o Evaluation and analysis of 

performance 
o Continuous improvement 
o Scholarship promotion 

• Quality assurance 
o Feedback to school 
o Reviewing and evaluation 

The school needs to ensure its assessment quality by 
evaluating current applications to improve future 
applications. This can be done by evaluating the 
assessment utility, which is a combination of the items 
mentioned in the criteria of good assessment. 

Educational 
resources for 
assessment  

• Human resources 
o Experts for design and 

support  
o Examiners 
o Patients and SPs 

• Human resources 
o Mention the lack of staff 

The assessment documents emphasise the need for 
assessment expertise, examiners, patients, and SPs. 
These school documents mentioned a lack of them.  

• Stakeholder needs 
o Faculty development 
o Examinees needs 
o Healthcare system and 

regulators needs  
o Patients needs 

• Provide support for the staff 
o Faculty development 

All stakeholders should receive enough familiarisation 
and training for the OSCE as a tool for assessment. 

• Physical resources 
o Models 
o Venue 

• Fund 

• Resources 
o Mention the lack of models 
o Mention the limitations of the 

space 

The need for fulfilling assessment physical and 
financial requirements.  
These school documents mentioned a lack of them. 
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4.2.2 Analysis of the documents’ findings 

This section compiles and analyses the key findings of the document analyses presented 

in Table 6 and Table 7. It is structured in accordance with the broad subheadings of the 

validity framework workbook for the OSCE described by Boursicot et al. (2019, 2022). 

4.2.2.1 General comments on the assessment documents 

Table 7 highlights that this school's documents establish almost all key issues that need 

to be documented in their assessment documents, with a few exceptions. The themes 

and codes in this school's documents are similar to those in the three organisations' 

documents. However, some points are not mentioned in the documents, such as the 

coherence, continuity, acceptability, and feasibility of the assessment system. To find out 

whether the organisation is aware of these issues or not, it may be necessary to look at 

data from other sources. 

Even though the documents contain some information about the OSCE, they do not 

provide a comprehensive description of its conduct and implementation. Moreover, the 

Assessment and Evaluation Guide identified some logistical limitations to the school's 

OSCE implementation. It mentioned the absence of a proper venue for OSCE exams, 

the lack of staff and examiners, and the need for different types of manikins for different 

OSCE stations. The author indicates that these limitations are due to the school being 

newly established and thus requiring additional resources to meet the needs of this 

demanding assessment. 

4.2.2.2 Intended use of the OSCE in the documents  

The intended purpose of the OSCE is not stated in any documents made available to 

me. However, it indicates the competencies that this tool can assess, which include 

history taking, physical examination, simple procedures, patient management problems, 

communication, and attitude. Nevertheless, there is no mention of how the OSCE is 

integrated into the wider assessment system. However, the documents highlight that the 

performance assessment programme should employ various instruments such as 

OSCE, Mini-CEX, DOPS, and short and long-case examinations. Also, it indicates the 

need for both summative and formative exams, with no mention of when and how each 

type of OSCE should be used. 

4.2.2.3 Relevant data to support the intended use of the OSCE 

Planning of content 

The documents emphasise the importance of designing a valid, reliable, and successful 

OSCE. While there are limited instructions for how to design the OSCE, the documents 

do not provide complete descriptions of how the OSCE should be structured following 
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evidence-based practises. The document stresses the significance of blueprinting to 

ensure appropriate sampling across all clinical domains and skills. Then, all exam 

blueprints should be approved by the examination committee to ensure their quality 

before implementation. 

Internal structure 

The documents specify some criteria to consider during the design stage, but there are 

some inconsistencies. For example, the Assessment and Evaluation Guide recommends 

only three to five stations for the final OSCE exam, but elsewhere, it recommends fifteen 

to twenty. Similarly, the guide suggests that three to five minutes is enough time at each 

station, but it recommends fifteen minutes elsewhere. Furthermore, there is no process 

for piloting stations to ensure task-time agreement. The guide details and encourages 

the design of appropriate marking rubrics for each station; however, the marking 

schemes they provided me as examples do not reflect the guide's recommendations 

(Appendix 20). 

Response process 

To conduct a fair OSCE, the documents encourage the use of two independent 

examiners at each station to provide accurate assessments for students. However, the 

literature does not support this approach, as the two independent examiners would not 

add any significant advantage compared to one examiner (van der Vleuten, 1996; 

Harden et al., 2015). The documents also emphasise the role of training and provide 

accurate information sheets for different stakeholders to implement a successful OSCE. 

However, I was unable to locate specific information on the training processes, length, 

instructions, or if OSCE designers, examiners, and SPs were required to attend. 

Consequences of the OSCE 

The standard setting recommended in the Assessment Policy is the criterion-referenced 

approach, such as the Angoff method. However, the Assessment and Evaluation Guide 

states that the cut score is sixty (fixed-referenced) in all assessments and courses, which 

is actually practised in this school. Homer et al. (2016) and Park et al. (2021) argued that 

the BRM is the recommended method to set the cut score, highlighting the inconsistency 

between this school practice and the evidence-based practice. In addition, there is a lack 

of details in calculating pass grades; for instance, it is unclear whether students must 

pass each station or a minimum number of stations to pass the entire OSCE 

examination. Likewise, the documents do not specify the regulations and provisions for 

those who fail the OSCE.  

Psychometric analysis is encouraged in the documents to promote quality control and 

evaluate the implementation by suggesting the use of metrics such as the difficulty index, 

the discrimination index, and the reliability coefficient. Furthermore, the documents 
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emphasised the significance of providing students with feedback and outlined the criteria 

for quality feedback in order to improve the educational value of the OSCE (Boud, 2015; 

Hattie and Clarke, 2018). However, the documents do not describe the procedure for 

providing written or verbal feedback during or after the exam.  

4.2.3 Summary 

Evidence demonstrates that this institution attempts to develop OSCEs that are reliable, 

fair, and educationally valuable. While the assessment documents have corresponded 

well with the recommendations and criteria of the three organisations in many areas, this 

school's documents lack internal consistency in places and mismatch with the literature 

guidance in others. For example, the use of a fixed-referenced cut score and the 

recommendation to employ two independent examiners at each station.  
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4.3 Interviews and focus groups findings and analysis 

Using RTA to analyse this case study's interviews and FGs allowed me to generate four 

main themes (which are shared by both case studies, as explained in Section 3.8.3): 

1) Institutional and assessment culture: The influence of institutional and assessment 

culture on the OSCE implementation. 

2) Faculty expertise and practices: The effect of faculty expertise and practice on the 

current OSCE implementation. 

3) OSCE quality and design: The current OSCE procedures impact on the OSCE 

quality and design. 

4) Resources and infrastructure setup: The impact of resources availability on the 

OSCE implementation. 

Table 8 summarises the themes and subthemes derived from case study A's interviews 

and FGs. Each theme consists of multiple subthemes, a total of ten, some of which have 

subheadings, summarised in Appendix 34. Due to the integrative nature of the qualitative 

case study analysis, the themes and subthemes may have limited overlap. Therefore, 

each theme or subtheme must be considered in relation to the others, as their analysis 

in isolation is untenable. Therefore, at the end of this chapter, an overarching theme will 

connect the concepts discovered and analysed in this case study. 

 

Table 8. A summary of the themes and subthemes derived from the interviews 
and FGs. 

# Themes Subthemes 

1 
Institutional and assessment 

culture 

The nature of communication and 

collaboration 

The Influence of assessment regulations 

The desire for improvement 

2 Faculty expertise and practices 

Faculty awareness of the OSCE 

Faculty efforts in planning and preparation 

3 OSCE quality and design 

Attention to quality 

Theory-practice gap 

Reliability issues  

4 Resources and infrastructure 

setup 

Human resources  

Educational and logistical resources 
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4.3.1 First theme—Institutional and assessment culture 

This is the first theme in which I aim to draw a general picture of the institutional and 

assessment culture that affects the OSCE in this particular medical school. According to 

Holzweiss et al. (2016) and Simper et al. (2022), the institutional culture has a significant 

impact on the assessment culture in educational institutions. This theme explores the 

factors and issues shaping the culture of this institution’s assessment and influencing 

the OSCE implementation. I divided the aspects that affect how the OSCE is being 

utilised in this school into three subthemes, Table 9. 

Table 9. The subthemes of the first theme and their description. 

Subthemes Description 

The nature of communication and 
collaboration 

Explores the aspects of internal and external 
communication and collaboration among 
various stakeholders that affect OSCE 

implementation 

The Influence of assessment 
regulations 

Examines the influence of external and internal 
regulations on the OSCE's implementation 

The desire for improvement 
Demonstrates the impact of being a newly 

established medical school and the desire to 
improve their OSCE in the future 

4.3.1.1 The nature of communication and collaboration 

This subtheme discusses the nature of this school's communication and collaboration 

with different stakeholders. It investigates this issue within the school itself, the neighbour 

medical schools, and the neighbour hospitals. This subtheme concerns internal and 

external communication and collaboration indicators, which may affect this school's 

OSCE implementation. 

Internal communication 

This section shows the communication issues between staff and faculty to staff. This 

subtheme illustrates the nature of the relationships in this medical school and their impact 

on the OSCE. 

Participants highlighted a number of issues that demonstrate a lack of communication 

among faculty. For example, one participant reflected on her feelings regarding asking 

questions and communicating ideas. 

‘We always feel asking others—when we face a problem—is difficult, and we 
feel embarrassed about what other people will think about us when we do 
not know. We do not want to appear like we do not have the experience. But 
asking colleagues and sharing information could open our minds to new 
horizons.’ (FG1-D5). 
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Another OSCE designer demonstrated the lack of experience exchange between the 

faculty. 

‘I notice from this discussion with colleagues from different departments that 
I learned a lot from them… So, I wish every course organiser could share his 
experience with the OSCE and other exams. We can, for example, organise 
a weekly meeting with one member of staff from each department, and then 
we can discuss the obstacles and how others have overcome them, and so 
on.’ (FG1-D3). 

One interviewee explained that the unsupportive communication culture prevented her 

from conducting statistical analysis. 

‘To be honest, I want to do some analysis of students' grades and 
performance, but other parties, like staff and departments, are not willing to 
communicate or help experiment with something new. I do not know how to 
do this, and I receive no support to do so; I think these are limitations.’ (FG1-
D2).  

This suggests a lack of an effective communication culture at this medical institution, 

which could hinder the implementation of a better OSCE. According to the quotations 

above, some staff lack the motivation to attempt new things and therefore prefer to 

maintain the status quo. In addition, some quotations imply a disregard for the proper 

practise of adhering to administrative guidance, as in the following quotation. 

‘The assessment unit in the college recommends an exemplar scoring rubric, 
but it seems difficult to use. So, I designed our own checklist for our course… 
Frankly speaking, I think the assessment unit members will not like our 
checklist. I am a member of the assessment unit, and I know that. I believe 
our checklist in our course is more appropriate than the one they suggest we 
use.’ (FG1-D5). 

The above OSCE designer seems not to prefer discussing this issue with the 

assessment unit. Likewise, according to the data, many faculty members do not attend 

faculty development workshops. One participant offered what he believed to be a valid 

justification: 

‘It was not mandatory, so many staff easily neglect this if they think they have 
something more important to do like a clinic to attend, a lecture to give, or 
something else. But they should design their schedules the other way 
around.’ (FG2-D5). 

This highlights that many staff are busy and may not see the value of attending these 

workshops, and it is not mandatory, so it is not their priority. However, they could 

negotiate with the administration to change the time and update the content of the 

workshops, but the data shows no indication of this. 

This section's findings suggest the absence of effective communication channels 

between departments and individuals, as staff members prefer not to engage in 

conversations to express their perspectives. Because there is no sign of administrative 
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involvement, this might imply that the academic head believes everything is fine. This 

section implies that this school culture does not encourage enough internal 

communication and cooperation, which may have an impact on the implementation of 

proper OSCEs. 

External collaboration 

This section explores the external collaboration with hospitals and other medical schools 

that influences the assessment of this school. The collaboration with a neighbour hospital 

and a neighbour medical school already exists. 

‘We sometimes call outside examiners from another college or the hospital 
to help us conduct those OSCE stations… (However,) it is basically not well 
established and not well standardised, so I think this collaboration needs to 
be enhanced.’ (Interview1-AL). 

Another aspect of collaboration is with the nearby medical school. 

‘For some of our exams, we invite outside examiners. For example, the 
community medicine course OSCE is one of the OSCE tests to which we 
invite colleagues from (medical school x) as outside assessors.’ (Interview3-
AS). 

The above quotes suggest that external collaboration is beneficial for their OSCE 

implementation. However, the OSCE designers indicate that current collaboration is 

inadequate. 

‘If I have more authority, I will make more contracts with some doctors from 
the hospitals to help teach and examine students in the OSCEs. We can also 
have real patients or even use hospital facilities for the exams. That could 
help a lot.’ (FG1-D1). 

Another OSCE designer affirms that good collaboration with hospitals and other medical 

schools would help this school with some assessment challenges that it is facing. 

‘The lack of examiners is an issue that could be easily solved by cooperation 
with colleagues from (medical school x). But I need to admit that we lack this 
cooperation in most of the specialities, and not all staff have the initiative or 
interest to contact staff from outside our college.’ (FG1-D2). 

The above quotes highlight the lack of a workforce and some logistical issues, which we 

will discuss later. However, it pointed out the earlier issue of poor communication culture 

that influences some staff; this altitude hinders the improvement of the OSCE 

implementation. On the other hand, another participant appeared pleased with the 

collaboration with the neighbour medical school. She highlighted an additional aspect of 

assistance that they received from the neighbour medical school. 

‘When the neighbour college invites me to be an examiner in their OSCE, I 
feel happy and immediately accept that. Because I want to learn how they 
run their OSCE and how they deal with different things, it is very useful for 
me. However, I felt they do OSCE that is similar to ours, and they still have 
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some negative aspects, and we do some aspects better than them.’ (FG1-
D4). 

It appears that external collaboration exists, but all participants indicate that it is limited 

and needs further development. Even though the external collaboration appeared 

unstructured and required improvement, all participant comments indicate that they 

benefited from various aspects of the current collaboration. 

In summary, this subtheme highlighted the lack of effective internal communication and 

external collaboration. Both are institutional issues that negatively affect the assessment 

culture. Therefore, there are opportunities for this school to improve the communication 

environment to allow staff to share their experiences and improve their OSCEs (Weiner, 

2009). Furthermore, the school administration has the chance to invest further in 

collaboration with other institutions to further support their OSCE with expertise, 

examiners, and logistics (Schleicher et al., 2017a; Heal et al., 2019). 

4.3.1.2 The Influence of assessment regulations 

According to Ndoye and Parker (2010) and (Simper et al., 2022), regulations and 

guidelines are significant elements in shaping assessment culture. In this subtheme, I 

examine the role of regulations in this medical school's OSCE implementation. It contains 

two subheadings: the role of external and internal regulations and dependency on 

individual experience. 

External and internal regulations  

Assessment in Saudi medical schools is regulated externally by regulatory bodies (such 

as the NCAAA and Ministry of Education) (ETEC, 2023b) and internally by the 

regulations of the given university or school. There is no oversight of whether medical 

schools implement these regulations, apart from scheduled accreditation visits every four 

years and a report prepared by the school to be submitted to the accreditation agency. 

Therefore, there is a chance that schools may diverge from following external regulatory 

bodies' regulations as there is no follow-up, especially for unaccredited schools. One 

assessment specialist articulated: 

‘But ultimately, once we meet these rules from the NCAAA or whatever 
bodies, we are going to get the accreditation. There is no interference from 
their side later on. We are trying to maintain all these rules and concepts. But 
they will not inquire more about the OSCE or how it is being planned, 
conducted, or how the results are being analysed, and so on.’ (Interview1-
AL). 

Furthermore, they are not providing any guidance on how to conduct the OSCE. 

‘There are no details on their website about how to examine any specific skill 
or a list of which type of assessment method can be used. But they only have 
a generic list of skills.’ (Interview2-AL). 
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But at the level of university regulations, the only effect on OSCE is the adoption of fixed-

referenced pass score requirements. 

‘The university has general specifications and general regulations… for 
example, sixty per cent on any course or exam to pass them’ (Interview2-
AL). 

One assessment expert was pleased that most of the courses are using OSCE, but he 

expressed dissatisfaction with the overall implementation of OSCE when he emphasised 

‘somehow modified OSCE’. 

‘Well, we run the OSCE in all clerkship courses; however, it is not the real 
OSCE, but a somehow modified OSCE, if you like. But it is being run in all 
clerkships… Well, again, you see, in reality, there are no clearly stated 
policies and procedures that control OSCE in the college, unfortunately.’ 
(Interview4-AS). 

Furthermore, the participants repeatedly mentioned the absence of OSCE guidelines.  

‘We do have a guideline from the assessment unit on how to write the MCQs, 
but for the OSCE, we do not have any guidelines. However, if it is there, we 
are not aware of it.’ (FG1-D2).  

When the discussion in FG2 turned to the process of designing the OSCE, the 

participants were debating some implementation decisions; one OSCE designer 

interrupted his colleagues by saying: 

‘… but there is no clear process.’ (FG2-D3). 

It is apparent that some OSCE designers have no robust justification for some of their 

choices regarding the OSCE. For example, instead of using the blueprint to decide the 

number of stations, one OSCE designer looks first at the available examiners and then 

determines the number of stations. 

‘We are changing as per the staff’s availability. It depends on how many 
examiners we are able to arrange. Accordingly, we arrange our station.’ 
(FG2-D3).  

This pragmatic approach to OSCE design resulted from the absence of clear OSCE 

guidelines advising how many OSCE stations should be held in each OSCE exam. 

‘It is different from course to course; there is no specific standard for the 
number of stations; it is all up to the course organiser.’ (FG1-D1). 

Moreover, there is uncertainty and inconsistency about some regulations. One was about 

whether students who fail the OSCE can pass the course or not. 

‘There are inconsistencies, you see. To the best of my knowledge, we have 
not yet reached a decision regarding that. I need to ask, actually, the senior 
administrators about that’. (Interview4-AS). 

There was a clear sense of frustration from this assessment specialist. His tone changed 

to emphasise the part of his speech that was presented. He used the term ‘inconsistency’ 



102 
 

 

many times during the interview. It is possible that this is a serious issue at this school. 

This could be an issue of communication that was discussed earlier. However, it was not 

clear who is ‘the senior administrators’ who have the power and authority to make this 

decision. But the senior academic leader has a clear answer to this. 

‘There is no fail for the OSCE exams.’ (Interview1-AL). 

Conversely, one of the OSCE organisers in the paediatric clerkship gave a different 

answer for this issue. 

‘I believe that the OSCE is more valuable than written exams in the clerkship 
courses; that is why we considered passing the OSCE mandatory to pass 
the course. Therefore, if any student fails to pass the OSCE, he or she will 
fail the whole course. Also, the weight of the clinical exam grades is more 
than that of the written exams.’ (FG1-D1). 

However, there is another apparent discrepancy between educators, as their answers 

are disparate regarding the OSCE pass mark. 

‘I think to some extent, yeah, seventy is the passing score’. (Interview3-
AS). 

This is a major issue, but he seemed to have no clear answer yet. Nonetheless, the other 

assessment expert said: 

‘But then, this year, we have amended the cut-off point of pass and fail, and 
it is now sixty per cent’. (Interview4-AS). 

The above quotes highlight the ambiguity in schools’ regulations and their assessment 

programme: whether there is a pass or fail in the OSCE, whether the OSCE grade affects 

the overall course grade, and whether the pass score is sixty or seventy. This reveals 

inconsistency and uncertainty in such an important decision, which may be associated 

with the lack of clarity in some institutional regulations. According to one assessment 

specialist, the pass mark has changed recently. However, the other assessment 

specialist did not seem well-versed in pass/fail decisions, so he provided inaccurate 

information without a clear explanation for this discrepancy. Although changing the 

passing score is important, it does not appear to have been effectively communicated to 

assessment specialists and other faculty. This finding is consistent with the last 

subtheme (4.3.1.1), which is that there is a lack of effective communication within the 

school. 

Dependency on individual experience 

The ambiguity of some regulations and the lack of guidelines drive the staff working on 

the OSCE to depend on their personal experiences rather than evidence-based 

practices. The absence of established roles was identified by one academic leader as a 

challenge. 
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‘Sometimes we have to rely on personal-level actions because there are no 
well-structured roles, like arranging with the examiners who are coming and 
who are not coming. Also, the selection criteria for the examiners are not well 
established.’ (Interview1-AL). 

Many participants pointed out that they depend on their personal experience when it 

comes to designing the OSCE with insufficient knowledge, as one OSCE designer 

explicitly stated: 

‘We do not have a medical education background. We learn by making 
mistakes (laughing), or let us say, by trial and error.’ (FG1-D1).  

The OSCE designers indicate that they tried to mitigate this issue by putting in a personal 

effort to self-educate themselves and seek advice from other colleges informally. 

‘Most of what we did was based on our personal experience. We try to read 
in some resources, but this is not enough, or let us say, it is not always 
useful.’ (FG1-D1). 

‘Actually, we ask the experienced colleagues, and they will give us their 
experience.’ (FG2-D2). 

Also, some examiners depend on their personal experience while assessing the 

students, apparently without training in this role. 

‘I just depend on my experience with the OSCE exams as a student before 
or later as a resident… Honestly, yes, it is all my experience.’ (FG3-E5). 

This situation could be because of the absence of detailed guidelines for executing the 

OSCE. Dependency on individual experience could also imply the absence of proper 

training for the staff working on the OSCE. Another examiner confirmed this inference: 

‘Indeed, we face many challenges. We are trying our best to do what we think 
is correct, but again, it is all from our own experience. This recalls our earlier 
point that we need professional training and being trained in what is 
considered good and what is considered bad practice in the OSCE; I always 
have these inquiries in mind.’ (FG3-D6). 

In the fourth theme (Resources and infrastructure setup 4.3.4), I will present the findings 

regarding the training status of this medical school. 

In summary, there are some generic external regulations, but regulatory bodies do not 

follow up on them regularly. The internal regulations seem inadequate to design 

successful OSCEs, with some inconsistency and ambiguity. As noted in the document 

analysis, the analysis indicates a lack of guidelines advising the faculty on how to 

implement the OSCE; consequently, the majority of faculty working on the OSCE rely on 

their personal experience. Dependence on individual experience may undermine the 

OSCE design and implementation of an exam for which the school cannot guarantee its 

quality or defend its results (Ndoye and Parker, 2010). Therefore, such an OSCE may 
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not meet the criteria of good assessment, such as validity, reliability, and educational 

impact. 

4.3.1.3 The desire for improvement 

This subtheme highlights the eagerness of this school staff for improvement. This is 

supported by being a newly established school and the participants' vision for 

development. 

Being a new medical school 

The data highlights the interviewees’ views regarding being a newly established medical 

school.  

‘We are a new college with many junior faculty members, so we have 
remarked that the faculty are flexible to learn new things and are happy to 
use new (assessment) tools.’ (Interview2-AL). 

The quote shows that this current status allows for flexibility and freedom in their 

assessment system. It regards being a new school and having many junior faculty as a 

strength point. Also, it describes the OSCE as a ‘new tool’, which may indicate the novelty 

of their assessment programme. These characteristics are shared among many medical 

schools in SA duo to the recent rapid expansion of medical schools, so they are 

unencumbered by history. Being a new school allows them to make changes easily 

compared to old schools. The female designer 1 articulated this clearly: 

‘We have flexibility in questioning and doing things differently. We are not 
fixed; I mean, we do not have to do things in a certain way, and that is it. We 
are not like what is happening in the old colleges—that is why you can see 
changes from course to course and from year to year. Nobody says we used 
to do this thing in this way, and we do not want to change, no; no one says 
that. All want to change for the students' benefit.’ (FG1-E1). 

She emphasised the freedom to innovate and change without being constrained by old 

systems. Therefore, new medical schools have a good opportunity to utilise the flexibility 

of creating or adopting appropriate policies and regulations with minimal resistance from 

previous legislation (Simper et al., 2022). However, as much as this has been seen as 

an opportunity, it is also a challenge, as on assessment specialist suggested. 

‘We need to develop these rules and regulations, but to run a new medical 
college without having clearly stated policies and procedures…This is a 
problem, you see.’ (Interview4-AS). 

In short, being a new medical school with new faculty, using a new assessment 

instrument is seen by most of the participants as an opportunity to implement the OSCE 

well. Nonetheless, the last quote highlights that this is an opportunity only when they get 

the foundations right, i.e., establishing clear policies and guidelines. 

Vision for development  
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Many quotes pointed out that the interviewees have the desire and the vision to improve 

the OSCE. Although the assessment regulations subthemes demonstrate the absence 

of effective regulations, most staff are very keen to support students and improve OSCE 

implementation. Staff repeatedly mentioned their desire to do things right and showed 

their readiness to do things differently for students' benefit.  

‘Yeah. Yeah. We are still, you know, evolving or, if you like, trying to do our 
best to improve the OSCE in our college, and I think—due to many 
shortages—we did not reach the optimal type of OSCE till now. But we are 
working toward excellence, Insha’Allah.’ (Interview3-AS). 

There is a sense of determination among some faculty to improve their OSCE. This 

interviewee conveyed that their implementation is currently suboptimal. In this context, 

the word ‘Insha’Allah’ can be translated as ‘definitely will’, reflecting their deep desire for 

improvement. Other participants identified some areas for OSCE improvement. 

‘If I had more authority, then I would invest in running an appropriate OSCE 
in our college. Because, again, all that really matters is certifying competent 
doctors, who have the sufficient clinical competency to practise medicine 
safely in an ethical and professional way.’ (Interview4-AS). 

‘I wish we had a well-prepared place and a good number of real patients. 
Also, I hope we will be able to (video) record the station so that we could 
have a reference.’ (FG4-E3). 

This signifies the lack of proper facilities to deliver a better OSCE, which I elaborate on 

in the fourth theme (4.3.4). This may explain why some departments do not utilise the 

OSCE. 

‘In my department…  we do not have OSCE examination for the students 
because, well, I do not know why; I do not know; I have to think about it… 
There are lots of limitations we are trying to improve.’ (Interview2-AL).  

This suggests that this interviewee probably wanted to use OSCE in his course, but he 

quickly realised some challenges. He could not provide any explanations, but the 

analysis suggests that a lack of supportive regulations and resources may impede his 

desire (Ndoye and Parker, 2010). 

In summary, the first subtheme suggests that this school's culture is characterised by 

ineffective internal and external communication, which renders OSCE implementation 

challenging. Similarly, the regulations are not clear to all faculty members, implying that 

they were not effectively disseminated among the staff, leading them to rely on their 

experiences rather than the regulations. These factors are likely to lead to suboptimal 

OSCEs and implementation disparities, compromising their validity and reliability. 

However, another institutional cultural aspect is characterised by the faculty's desire for 

improvement (Alsharif, 2011). As a newly established school with enthusiastic junior 

faculty, this school has a unique opportunity to implement a high-quality OSCE (Simper 



106 
 

 

et al., 2022). The analysis reveals that the staff is aware of their OSCE's suboptimal 

implementation, but they are willing to improve it; therefore, they offer suggestions.  

4.3.2 Second theme—Faculty expertise and practices 

This theme explores the faculty expertise and practice impact on the current OSCE 

implementation. It captures the reality of current OSCE practice based on the 

perceptions and understanding of academic and administrative staff. This theme 

contains two subthemes, as in Table 10. 

Table 10. The subthemes of the second theme and their description. 

Subthemes Description 

Faculty awareness of the 
OSCE 

Explores faculty understanding of the OSCE and their 
perception of their OSCE 

Faculty efforts in planning 
and preparation 

Understands the processes that the people working 
on the OSCE follow to operate their OSCE 

4.3.2.1 Faculty awareness of the OSCE 

This subtheme reflects faculty understanding and perceptions regarding the OSCE's 

nature as a clinical assessment instrument. In addition, it explores faculty perceptions of 

the OSCE's current status and implementation at their institution. 

Faculty understanding 

The faculty's knowledge of OSCE’s nature reflected their awareness of OSCE’s 

strengths and limitations. The key benefits of the OSCE, as outlined in the literature 

(Khan et al., 2013b; Abdulghani et al., 2015; Harden et al., 2015), are well-known to 

many participants. They highlighted some of the criteria that make the OSCE more 

beneficial than other clinical assessment instruments. 

‘I really prefer this type of assessment because it is fairer, blueprint-able, and 
more practical than the old system of long and short cases. In the old exams, 
the examiners dominated the exam, and usually, that was not fair. They 
(examiners) ask different questions to each student, you see, but the OSCE 
is much fairer.’ (FG4-E4). 

The aforementioned quote, among many others, demonstrates the varied reasons why 

faculty members prefer this instrument. 

‘It (the OSCE) reflects the understanding and psychomotor skills of students 
and their ability to synthesise and integrate course content.’ (FG1-D5). 

An additional indication of the faculty's knowledge about the OSCE was when one 

assessment specialist described the three main phases needed to implement a good 

OSCE. These include proper planning, proper delivery, and proper post-hoc analysis. 
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‘Well, OSCE—in my personal opinion actually—is a very good way for 
assessing the clinical competencies, especially if it is run in the proper way, 
ok,… it should be preceded by a planning phase, which is not an easy task, 
ok, and then running the OSCE itself, ok, and then the post-OSCE, so to 
speak, analysis. So, if these three stages are done in the right way, then the 
OSCE is actually a very good way of assessing clinical competencies. 
Otherwise, if it is not appropriately done, then it would not be a good tool for 
assessing clinical competencies.’ (Interview4-AS). 

On the other hand, it was evident from the responses of the participants that they were 

aware of the OSCE's limitations. 

‘The most (prominent) one, which I consider the most important 
disadvantage for the OSCE, is that students are testing (the patients) in a 
compartmental manner rather than as a whole.’ (Interview3-AS). 

Another interviewee stated that they are aware that the OSCE has limitations but that it 

is still a valuable tool and that these limitations should be taken into account. 

‘The OSCE reflects the students' clinical skills, but from another point, it does 
not reflect the reality. Because of the time, most OSCEs are five to seven 
minutes, during which we ask the student to take the clinical history, which, 
in real practice, takes much longer.’ (FG3-E5). 

The data indicate that faculty members are knowledgeable and reflective regarding the 

OSCE as an assessment instrument. Although some participants identified weaknesses 

in the OSCE, they tended to view it as a valuable clinical assessment instrument. In 

general, the majority of participants have adequate knowledge and awareness of the 

OSCE's advantages and disadvantages. 

Faculty opinion on their OSCE  

The preceding section explores faculty perceptions of the OSCE as a clinical assessment 

instrument. In this section, however, I traced the opinions and perceptions of participants 

regarding their current OSCEs. This also looks into the impact of their OSCE on the 

students' future practise. According to one OSCE designer, OSCE execution in this 

school is different from course to course: 

‘There are many differences from course to course in the understanding and 
use of the concept of the OSCE method as well as calculating scores.’ (FG1-
D2).  

However, the application not only varied between exams but also did not meet the 

administration's expectations. 

‘Well, I think there are defects for sure... I think we are above average, but 
we did not reach the level that we were aiming for.’ (Interview1-AL). 

Also, an examiner seems disappointed about the current OSCE implementation. 

‘I am not very happy; however, I think we are doing the best OSCE that we 
can produce based on the resources we have, I guess.’ (FG4-E3). 
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Participants in the quotes above suggest a lack of consistency in the design and 

suboptimal implementation of the OSCE at this school. The analysis suggests that this 

variation could be linked to the absence of clear regulations and guidelines discussed in 

the first theme (4.3.1.2). Another explanation is that each course has its own OSCE 

exam, suggesting that different designers have various degrees of expertise and 

approaches to designing the OSCE. 

There was also a sense of frustration and criticism among some faculty, reflecting 

shortcomings and dissatisfaction with the current OSCE implementation. At the same 

time, this demonstrates their understanding of what the OSCE should look like. 

‘I am not particularly happy with the assessment of the clinical competencies 
in the college because there is no systematic way of assessing the clinical 
competencies… They claim they are conducting an OSCE, but in reality, 
what they conduct is not an OSCE. It is just a sort of short case assessment.’ 
(Interview4-AS). 

Notably, the above quote indicates that they are not conducting a proper OSCE, but 

rather ‘a sort of short case assessment’. Similarly, another participant acknowledged that 

their OSCEs are occasionally poorly structured and do not assess psychomotor skills. 

‘Sometimes we do not have a real OSCE exam, they are calling it OSCE, but 
it could be OSPE or oral exams, but it is not a real OSCE. This is also a 
weakness… In some stations, there are no skills have been examined; I 
mean, no psychomotor skills in some stations. It is just a scenario, and they 
are discussing (it) with the student.’ (Interview2-AL). 

I asked the participants above for explanations for their opinions, and I presented their 

responses in the appropriate subthemes (4.3.3.24.3.3.3). For instance, some have 

pointed to the lack of assessment experts overseeing the OSCE implementation, and 

others have cited the lack of resources and manpower, both of which are discussed in 

the fourth theme. 

Although many participants were dissatisfied with their OSCEs, many indicated that it 

still had a positive educational impact, demonstrating the utility of this assessment 

instrument. 

‘We all agree that OSCE is very useful in terms of its educational impact. 
Students will hardly forget cases that they have examined in the OSCE. It is 
a very useful tool.’ (FG1-D4). 

Moreover, one interviewee affirmed the OSCE's positive impact on students' hospital 

performance. He cited a piece of validity evidence from hospitals where some students 

received their training: 

‘They actually performed well in the hospitals based on the employers’ 
reports. So, this would mean that despite the fact that we do not run OSCE 
in the proper way, we still need to keep running this OSCE because it has an 
influence on the performance of students in the hospital.’ (Interview4-AS). 
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Although he acknowledged that their OSCE is suboptimal, it is still able to enhance 

students' clinical skills. However, the following OSCE examiner believed that what they 

were doing currently was insufficient. Therefore, he suggests that providing quality 

feedback and formative OSCEs could enhance the OSCEs' value.  

‘I believe that OSCE should have a better educational impact. It already does 
have some, but I mean, it could be more useful in terms of its educational 
value. For example, I occasionally talk to the resit students and give them 
feedback about their poor performance. I may also provide some hands-on 
training in the OSCE and explain how they could do better. It turned out to 
work very well, and they did pass the reset exam. However, what they have 
in the OSCE will stay the same during their internship, residency, fellowship, 
and for their whole practice.’ (FG4-E1). 

In summary, this subtheme explores the faculty's awareness of the OSCE. Most 

participants demonstrated good knowledge and comprehension of the OSCE theoretical 

concept, which could have a positive impact on their assessment design (Berendonk et 

al., 2013; Bearman et al., 2017). They also criticised many aspects of their OSCE 

application, claiming it was suboptimal. Although the interviewees agreed that their 

OSCE has some educational impact and positive effects on students’ future practice, 

they also acknowledged that it needs further improvement. 

4.3.2.2 Faculty approaches in planning and preparation 

The planning and preparation for the OSCE involve a number of steps and activities. 

This subtheme investigates how this school plan, prepare and write the OSCE. The 

section then presents some of the examiner's suggestions for a better OSCE 

implementation. 

Preparation and writing of the stations 

Boursicot (2010) and Bearman et al. (2020) emphasise the importance of an established 

preparatory phase for the successful implementation of an OSCE. One participant 

acknowledged that the OSCE is a difficult assessment to prepare for. 

‘So, it is a demanding assessment tool, ok, in terms of planning, training 
faculty members, the logistics, deciding the appropriate stations, finding 
simulated patients, writing scenarios, and so on. It is very demanding, in fact, 
you see’. (Interview4-AS). 

However, some OSCE designers indicated that they would start writing and preparing 

for the OSCE a few days ahead of the exam, as the following OSCE designer did. 

‘I worked one week ahead of the exam to write the stations, arrange for the 
venue, tools, mannequins, and so on.’ (FG1-D2). 

Another OSCE designer learned to allow more time for the preparation phase. 

‘We usually tend to underestimate the time needed for OSCE arrangements. 
We are getting better from year to year as we learn from mistakes, but the 
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most distinctive thing that I have learned and could make my course OSCE 
better is the early preparation for this exam.’ (FG1-D5). 

One assessment specialist expressed his dissatisfaction regarding the OSCE designers' 

arrangements for the exam, especially the lack of proper blueprinting.  

‘There is no appropriate planning phase that should precede the OSCE. For 
instance, there is no proper blueprinting.’ (Interview4–AS). 

Whereas one OSCE designer does not do any blueprinting, another does: 

‘We also do not have a blueprint for OSCE yet.’ (FG2-D1). 

‘Our paediatric course is huge, so we need to blueprint all topics and prioritise 
what could be an OSCE station and what could be for the written exam.’ (FG-
D5). 

This shows the disparity between courses in preparation for the OSCE, suggesting the 

absence of quality assurance measures. A similar issue is with writing the stations, as 

each course writes its own stations but without any review for the quality or 

appropriateness of the stations, as stated in the two examples below. 

‘Each of us writes a station that he has experience in its topic; I mean, write 
the station with its checklist. Then, the course organiser collects the stations 
from us.’ (FG4-E1). 

‘In the general surgery course, we are a bit different. The course director 
consults all (or) most of us on the stations and the checklists. After that, he 
writes them.’ (FG4-E3). 

The following OSCE examiner picks up on the disparity in the preparation process: 

‘There are a lot of challenges in the standardisation process, like writing the 
questions in a way that cannot be misunderstood and ensuring that no 
students get confused by how the questions are stated.’ (FG3-E3). 

However, the OSCE examiner below highlighted one example of the lack of clarity in a 

station’s scenarios, which suggests a weakness in the reviewing process for the stations 

before implementation. 

‘In the ICM (Introduction to Clinical Medicine) course, I noticed some defects 
in one scenario, as when the students read it, most of them get confused. 
And then they keep asking me for clarification; it is not well written.’ (FG3-
E1). 

The data indicates that each course has its own way of designing and writing its OSCE 

without the assessment unit or examination committee supervision. The data suggest 

that some courses may not have allotted sufficient time for preparation and groundwork, 

while others may not have a blueprinting phase, both of which would undermine the 

OSCE's validity (Abdulghani et al., 2015; Raymond and Grande, 2019). This reflects the 

lack of guidelines, as there is no systematic approach to their OSCE implementation 

across the medical school. The analysis reveals some challenges in writing professional 



111 
 

 

stations and that the quality of the OSCE largely depends on individual (i.e., course 

organiser) experience and preferences. The OSCE's success would be hindered if its 

preparation phase was inadequate (Bearman et al., 2020). 

Examiners suggestions for improvement to the OSCE 

Many OSCE examiners made some suggestions for the OSCE designers. For example, 

they wanted to be informed about their station and briefed about the exam before 

commencing it. 

‘Most of the time, when I am invited to be an examiner, I do not know what 
the station is about. So, I find it difficult to comprehend what exactly I need 
to observe because the OSCE organisers provide the checklist ten minutes 
before the start of the exam. There is no enough time to orient myself.’ (FG3-
E5). 

Another examiner emphasises the advantages of this: 

‘Ten or even thirty minutes of preparation for the examiner is not enough. 
The examiner needs to know her station one or two days ahead, to prepare 
herself and discuss any ambiguity. This could enable us to perform better.’ 
(FG3-E3). 

Furthermore, an examiner indicated the importance of briefing the examiners before the 

exam: 

‘We always wanted the OSCE organisers to explain the exam to make things 
equally clear for all examiners. Because we always have points that need 
clarification. But sadly, this is not normally happened.’ (FG3-E5). 

Although briefing is an important step, both before the day and immediately before the 

OSCE, to improve the validity of examiners' assessments (Gilani et al., 2021; Malau-

Aduli et al., 2023), no evidence indicates that the OSCE organisers responded to those 

suggestions. A possible explanation could be related to the first theme's discussion of 

poor communication culture, so the examiners' opinions are not effectively 

communicated to the right people. 

In the second theme, the data suggest that faculty members generally appreciate the 

OSCE as an instrument; however, they acknowledge that their implementation is 

suboptimal. For example, the participants mentioned a short planning phase, some 

difficulties in writing the stations, and the need for examiners to be briefed on their 

stations and know them beforehand. The analysis indicates that each course approaches 

the OSCE differently, placing less emphasis on proper blueprints, early preparation, and 

station reviews. These findings suggest that the quality of the OSCE's implementation is 

questionable. The OSCE's quality and design issues are the focus of the following theme.  
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4.3.3 Third theme—The OSCE quality and design 

This theme investigates the effect of current OSCE procedures on the quality and design 

of the OSCE. It highlights the key practises of this school's OSCE and how they influence 

its current implementation. This theme includes the three subthemes shown in Table 11. 

Table 11. The subthemes of the third theme and their description. 

Subthemes Description 

Quality issues 
Explores how this medical school ensures the 
quality of their OSCE implementation and the 

issues that affect it 

Theory-practice gap 
Inspects the mismatch between OSCE 

literature and this medical school OSCE 
practises 

Reliability issues  
Investigates the factors that influence the 

reliability of their OSCE 

4.3.3.1 Quality issues 

This subtheme investigates how the faculty ensure the quality of their OSCE. It also 

explores the impact of the language used in the OSCE on the validity of the exam. 

Challenges to quality assurance  

One participant acknowledged that she did not know about the quality of the OSCE in 

which she participated. 

‘I do not know; honestly, I do not know whether our OSCE is good or bad; I 
have no idea. We need an expert to evaluate our performance.’ (FG3-E3). 

Likewise, other courses rely solely on the hard work of their instructors to implement the 

OSCE, but no quality measures are employed. 

‘We design our OSCE in the department without support from other 
departments. That is why the OSCE design is different from course to course. 
But we do our best in preparing and conducting the OSCE, and we usually 
believe our exam is good enough.’ (FG3-E4).  

In fact, doing their best does not imply that the OSCE is of high quality. One academic 

leader described the feedback received after the OSCE. 

‘There is no external feedback... But we occasionally receive feedback from 
the staff or even the students.’ (Interview2-AL). 

However, one participant mentioned three approaches they usually use to evaluate the 

OSCE's overall quality. 

‘We receive feedback from students, general feedback about the course, 
including the assessments. We also, as examiners, discuss the exam 
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afterwards and compare the results between the tracks to see if anything is 
alarming. But we are not comparing our OSCE with the OSCE of other 
colleges, so we do not know whether our exam is better.’ (FG3-E2). 

Nonetheless, the feedback that they receive is not specific to the OSCE. With inquiry, it 

becomes clear that the examiners' discussions are informal and do not report any issues 

to the OSCE designers. In further inquiry about what are they doing with students' 

results? She indicated that they only look for the students' results to look for any red 

flags, e.g., high failure rates in some stations. 

Although the psychometric analysis can provide valuable numerical indicators to 

evaluate the quality of the OSCE (Pell et al., 2010), this school did not utilise any quality 

metric for the OSCE. 

‘We are not analysing the results of the OSCEs.’ (Interview4-AS). 

‘We have psychometric analysis for other written exams, but not for the 
OSCE. No, not yet. We do not have this.’ (Interview3-AS). 

The data shows no explicit protocol to ensure the quality of the OSCE. Nonetheless, 

occasional feedback from some stakeholders, general feedback about the course, and 

simple observation of the students’ OSCE scores are performed, which could be 

insufficient to ensure the quality of the OSCE and assure the stakeholders. 

The language as a barrier 

Since all students are Arabs and all teaching and assessments are in English, a 

significant concern has been raised that many students struggle to communicate well in 

the stations. 

‘I consider the language, English as a language for communication in the 
OSCE stations, is limiting students' ability to express their thoughts and 
knowledge properly, which annoys me too much. So, they tend to speak in 
Arabic in their local accent even.’ (FG1-D2). 

The language issue affects not only students but also SPs. Almost all SPs cannot speak 

Arabic or English, as most speak Urdu or Hindi. 

‘Yeah, yeah. Because of the language barrier. So, they are not interacting 
well with the students and cannot simulate the real case scenario correctly. 
So sometimes they overact.’ (FG2-D5). 

This makes communication with the SPs challenging for the students, affecting the 

quality of communication and causing misunderstanding. Thus, language-related issues 

may have a negative impact on students' performance (Moeen-uz-zafar et al., 2015; 

Almisnid, 2016). So, this could turn into a validity and authenticity issue (Diab et al., 

2019). 

In summary, this school does not employ effective quality assurance measures for the 

OSCE, so the staff cannot determine the quality of the OSCE that they design. Some 



114 
 

 

staff members have observed that the OSCE's language negatively impacts the efficacy 

of communication between students and SPs. Both issues cast doubt on the 

effectiveness and credibility of the OSCE. 

4.3.3.2 Theory-practice gap 

‘I know what the real OSCE is, and I know what we are doing. There is a 
gap between the two. That gap needs to be filled.’ (FG2-D3). 

The above quote inspired me to compose this subtheme. It explores the mismatch 

between the OSCE literature and the practice of the OSCE in this school. I discovered 

five issues in which there are gaps between theory and practice, i.e., what the literature 

recommends and what this school is executed. The five headings are ‘only the OSCE’, 

‘OSCE design confusion’, ‘two examiners’, ‘unwanted examiner behaviours’, and ‘lack of 

feedback to students’. 

Only the OSCE 

The internal regulations at the level of this medical school emphasise the importance of 

using multiple performance assessment tools. However, in practise, the OSCE is the 

only summative instrument used in their performance assessment programme. The 

participants barely mentioned clinical assessments other than the OSCE. 

‘The OSCE modality of assessment is one of the major tools that we are 
conducting in assessing our students.’ (Interview1-AL). 

Another participant declared that the other instruments are formative. 

‘I think they mainly rely on the OSCE for assessing clinical competencies, 
besides other tools, but the main (tool) is the OSCE… Other tools are direct 
observation in the hospital and portfolios, but both are formative’. (Interview3-
AS). 

No single assessment instrument would be able to test all facets of clinical competencies, 

as each instrument has its own advantages and disadvantages (Harden, 2015; Norcini 

et al., 2018). Therefore, the OSCE as the only summative clinical assessment tool goes 

against the best practice, which is to use a variety of clinical assessment tools in the 

assessment programme (van der Vleuten et al., 2010; Boursicot et al., 2020) 

OSCE design confusion 

I noticed confusion among some staff in naming different types of assessments and the 

OSCE. For example, one OSCE designer counted picture-based scenarios as OSCE 

stations: 

‘We have the clinical assessment in two parts. One of them is face-to-face 
discussion, whether with a simulated patient, a real patient, or a clinical 
scenario, where students take the history, and we assess them on their 
history-taking. The other part of the OSCE assessment, as they said, is a 
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picture-based scenario, so they have a picture with a scenario, and students 
have to answer it.’ (FG2–D5). 

Another interviewee described the spot diagnosis, while my question was about the 

OSCE. She described part of the OSCE in their course and said: 

‘The other part of the OSCE is spot diagnosis; we prepare a picture, or lab 
results, for example, in the station, and students have to identify the clinical 
diagnosis and answer the questions in written.’ (FG3-E3). 

Furthermore, in another course, they introduce a ‘written OSCE’ in the midterm exam: 

‘In our course ‘psychiatry’, we do have a written OSCE for the midterm, ok. 
It is a written OSCE case with questions about the diagnosis and 
management. We use this method because we do not have enough 
examiners or even patients. But, for the final OSCE, ok, it is a face-to-face 
exam from three to four stations.’ (FG4-E2). 

This midterm exam looks like a written exam as no psychomotor skill has been 

examined; it could be another assessment type, but not OSCE. According to the quotes 

above, some OSCE stations do not require candidates to demonstrate clinical skills, 

instead requiring them to answer questions akin to applied knowledge exams. The 

literature does not generally support picture-based scenarios, spot diagnosis, and 

‘written OSCE’ as an OSCE (Khan et al., 2013b; Abdulghani et al., 2015; Harden et al., 

2015). 

In another FG, I paused the discussion to check my understanding of what they 

described as an OSCE. SO, one OSCE designer apologetically explained this confusion: 

‘Sorry, I think we have different naming for different exams; we have some 
confusion in this regard. Some of us use OSCE, and they mean other 
exams.’ (FG1-D2).  

I was confused in the early interviews due to this naming issue. However, when I became 

aware of this variation, I explained to the participants what I meant by the OSCE. I found 

this necessary to obtain a common ground and clarify what my questions are about. 

However, one OSCE designer was aware that their exam was not an OSCE, but his 

course still referred to it as such, and he seemed unable to change this. 

‘We do not apply OSCE in a real way; we are just doing the picture-based 
scenarios in slides and call it OSCE. And according to the slide, we give them 
scenarios and space for short answers.’ (FG2-D1). 

Whereas a previous subtheme (4.3.2.1) suggested that many participants understand 

the OSCE concept, this subtheme indicates that many others do not. This naming 

variation might be considered a side issue, but it may reflect the level of uncertainty in 

practise and the absence of assessment fundamentals. The data suggest that students' 

clinical skills might be inadequately assessed because some staff members do not use 

the appropriate performance assessment instruments. 
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Two examiners 

The faculty in this school has the notion that two independent examiners in each station 

are important. The assessment policy of the school indicates that the OSCE requires two 

independent examiners. 

‘Per the policy… there should be two independent evaluators, and then we 
take the average. This is the optimal method approved in our college.’ 
(Interview2-AL). 

Most participants expressed their worries about the bias in the examiner's judgment and 

believed two examiners were the solution. 

‘We are supposed to have two examiners on the same station to decrease 
the chance of bias. But this is not applicable because of the lack of staff, so 
we do not actually do it.’ (FG2-D2). 

In the surgery clerkship, they managed to recruit outside examiners and internal 

examiners despite the shortage of examiners (4.3.4.1). 

‘In each station, we have two examiners, one internal from the college and 
one external from the hospital. Then, we take the average. to overcome the 
overrating or under-rating.’ (FG1-D3). 

In the above quote, they choose to use two independent examiners at the expense of 

using more stations (4.3.3.3). Having more stations would produce a more valid and 

reliable exam than an exam with a few stations (Boursicot et al., 2011). Moreover, the 

psychometric literature suggests having more stations with one examiner in each station 

is more important than having a few stations with two independent examiners in each 

(van der Vleuten, 1996; Abdulghani et al., 2015; Harden et al., 2015). Although some 

research in postgraduate settings suggests that two examiners (e.g., combining 

high- and low-stringency examiners) can produce reliable results, this method can only 

be used when there are enough examiners available, which is not the case at this 

medical school (McManus et al., 2006). This issue indicated a lack of evidence-based 

OSCE practices, indicating the necessity for assessment experts at this school as well 

as further training for faculty working on OSCE, as discussed later (4.3.4.1). 

Unwanted examiner behaviours 

Some examiners display undesirable behaviours during the OSCE stations. The 

behaviours range from unwanted facial expressions to interacting with the students and 

neglecting the checklist. For instance, the most common problem indicated by the 

participants is that many examiners are interfering with the students while performing the 

skills. 

‘Sometimes the examiners interfere with the students taking a history or 
performing a physical examination, and sometimes they convert the OSCE 
into, if you like, an oral exam, you see, which is against the philosophy of the 
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OSCE... Some examiners are nodding or showing agreement; they need to 
be neutral’ (Interview4-AS). 

This assessment specialist's statements are consistently critical and discontent with the 

status quo. For example, he regularly used the term 'you see' as a form of emphasis; it 

may also convey that this issue happens frequently. Therefore, he described their OSCE: 

‘it is not the real OSCE, but a somehow modified OSCE’ as I cited earlier (4.3.1.2). 

Similarly, one designer elaborated on this situation: 

‘I believe the problem is not with the OSCE; the problem is with the 
examiners. They do not understand what they are doing. We gave them a 
checklist, and we expected them to just observe and confine their 
subjectivity. But they start a discussion or give feedback during the stations! 
Please keep quiet… Then the student loses his confidence. Once the 
examiner gives feedback to the student during the exam, like that you are 
doing something wrong, the student starts fumbling.’ (FG2-D3). 

In the above quote, the OSCE designer was annoyed by this behaviour and its negative 

consequences. This reflects his awareness that this problem is not because of the OSCE 

but because of the examiners' behaviour. Another significant concern is described below:  

‘Sometimes, I mean, it is too common that the examiners keep asking the 
student during the station about questions or skills that are not mentioned in 
the checklist or even the focus of the station.’ (FG3-E3). 

While the examiners in the above quote agreed that this was inappropriate, the examiner 

in the quote below implies that it is acceptable behaviour. 

‘On some points of the checklist, we should have great flexibility. For 
example, sometimes I tend to ask students extra questions to push them up 
and give them more marks.’ (FG4-E3). 

If the examiners interact with the students in ways not specified in the checklist, the test's 

validity, reliability, and fairness will be jeopardised (Boursicot and Roberts, 2005; Reid et 

al., 2016). The data suggests that the examiners may require additional training that 

instructs them about OSCE principles before participating in the exam (Pell et al., 2008; 

Fuller et al., 2017). 

Lack of feedback to students 

In accordance with Boud (2015) and Hattie and Clarke (2018) recommendations, most 

of the staff believed in the importance of feedback to the students. However, they have 

issues preventing them from implementing this. 

‘We are not doing this although it is very important. Why are we not doing it? 
Because first of all, our OSCE is not the ideal OSCE exam. Number two, 
there is no structural feedback method to give feedback to the students. And 
thirdly, our students are not, I mean, trained on how to accept feedback. And 
there is no video recording, and this is the fourth thing. Also, we have never 
been taught how to give feedback.’ (FG2-D5). 
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Moreover, another participant expressed that they could not provide feedback due to the 

time restrictions. 

‘I wish I provide them with timely feedback, but there is no time in the station. 
I think it is important to give them immediate feedback, but how?’ (FG1-D2). 

The majority of those who work for the OSCE agreed that the lack of a structured, built-

in feedback mechanism is a contributing factor. 

‘We still do not give feedback to the students. I think this is one of the 
problems that we have to fix… We do not have, you know, a systematic way 
of giving feedback to a student after the test.’ (Interview3-AS). 

All quotations above discussed oral feedback, but no one mentioned written feedback, 

which could be a plausible way to provide it (Ngim et al., 2021; Sterz et al., 2021). 

However, one OSCE designer, in his comment below, indicates their need for support, 

guidance, and training to implement the feedback on the OSCE.  

‘Because no one told us how to do so (giving feedback). Simply, that is the 
issue. I also do think our OSCE is not based on Medical Education evidence 
for assessment, such as giving feedback.’ (FG2-D2). 

The data show that all participants believed that feedback was essential, but none was 

provided. The participants noted several reasons for this problem, including a lack of 

expertise in implementing it and time constraints, which are similar to the challenges 

faced by other medical schools (Ngim et al., 2021). According to the data, the analysis 

indicates their need for assessment experts to assist them in providing effective feedback 

to their students’ OSCE. 

In summary of this subtheme, this school has some issues that demonstrate a disparity 

between theory and practise in their OSCE implementation. These issues include the 

use of only one performance assessment, the confusion of other assessments with the 

OSCE, the use of two independent examiners, undesirable examiners’ behaviours, and 

the lack of feedback to students. These issues are against the criteria of good 

assessment discussed in Chapter 1 and Chapter 2, which would undermine the utility of 

their OSCE (van der Vleuten and Schuwirth, 2005). The analysis indicates that OSCE 

staff members require effective training, clear guidelines, and a greater understanding of 

OSCE principles to implement high-quality OSCEs. 

4.3.3.3 Reliability issues 

This subtheme explores the main issues affecting the OSCE's reliability in this case 

study. I generated some subheadings to explore the key findings about their OSCE 

reliability. These include the number of stations, parallel circuits and examiners' fatigue, 

and marking scheme design. 

Number of stations 
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In a previous section (4.3.2.2), one assessment expert touches on the lack of proper 

blueprints and the absence of an appropriate preparation phase. But here, he 

demonstrated one piece of evidence: 

The interviewee: ‘There is a limited number of stations because, again, some 
faculty members run just three stations.’ (Interview4-AS). 

The interviewer: ‘Sorry, how many?’ 

The interviewee: ‘Three stations. Can a three-station OSCE be considered 
an OSCE? In my opinion, no, you see. Some people go up to five; still, even 
five stations are not enough to be considered an OSCE. So, all these things 
are against the OSCE being appropriately run in the college’. (Interview4-
AS). 

I was surprised by the number of stations being held for some of their OSCEs. However, 

there is a more alarming number. The paediatric course is a major clerkship course with 

only two OSCE stations. 

‘They will have two clinical (OSCE) stations on real patients, which we 
consider too much for students, I mean, not too much, but let us say two are 
enough to enable us to give good clinical judgment on the student's 
performance.’ (FG1-D5). 

Therefore, the NCAAA commented on this issue during one of their accreditation visits 

to this school. 

‘The quality committee from the NCAAA ask us to increase the number of 
stations, as we do have a large number of topics in the general surgery 
course. They ask us for eight stations. We cannot provide sixteen examiners 
to run such an OSCE! We need more examiners and more support to do 
that.’ (FG4-E3). 

According to the preceding interviewee, the lack of examiners is a challenge, as he 

believes that two independent examiners are required per station, which the previous 

subtheme indicated is not necessary (4.3.3.2). This suggests that one misconception 

would have negative consequences on other OSCE design decisions. Moreover, one 

OSCE designers decide the number of stations based on the availability of the examiners 

but not how many stations the exam should be, as indicated earlier (4.3.1.2). 

Another reason for having few stations is the low number of skills taught in some courses. 

‘We teach them a very limited number of skills in the obstetrics and 
gynaecology course, two or three. So, students always get high marks in the 
OSCE because they can master the skills easily and they can easily expect 
which skill they will have in the OSCE.’ (FG1-D4). 

However, some participants recognised that this was insufficient, so they wished for a 

larger number of stations, consistent with the desire for improvement discussed earlier 

(4.3.1.3). 
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‘We want to make ten to twelve stations in a row. This is one of my hopes.’ 
(FG2-D3). 

Furthermore, another good practise is highlighted by one participant. The OSCE 

designers consulted content experts’ judgment to determine the duration of the exam. 

‘We depend mainly on the content experts in deciding the stations' length. 
For example, two to five (experts) assess how much time a student needs to 
respond to (each station). However, it is usually ten minutes.’ (Interview3-
AS). 

The following OSCE designer decided to increase the number of stations while 

decreasing their duration. 

‘And for us as organisers, this is fair because before it was ten minutes, but 
with the increasing number of students, it gets like a five-hour exam. So, we 
decreased it to eight minutes, which is still fair to the students. Usually, they 
can complete all tasks in two-thirds of the time; they can complete them 
within the allocated time.’ (FG2–D4). 

However, as mentioned in Section 4.3.4.1, there are times when they arbitrarily 

determine the length of the stations because there aren't enough examiners. 

The number and duration of stations is a strong indicator of OSCE reliability (Harden, 

1990). The number of stations indicated by the data would be considered a small number 

incapable of producing reliable results (Swanson et al., 1999; Abdulghani et al., 2015; 

Heal et al., 2019). The findings suggest that this can mostly be due to four reasons: 

holding an OSCE for each course, some misconceptions about the OSCE design 

principles, lack of clear guidelines (4.3.1.2), lack of examiners and other logistics, as 

discussed later (4.3.4). 

According to the data, holding an OSCE for each course would allow a limited number 

of skills to be blueprinted and examined, undermining the exam validity. Moreover, 

holding an OSCE for each course would place extra pressure on the constrained 

resource. However, designing a single well-structured OSCE exam by the end of the 

academic year would alleviate these concerns. This idea is proposed by the fact that one 

course stated that roughly two skills would be taught and assessed. On the other hand, 

history tacking could be examined repeatedly in each course OSCE, limiting the 

opportunity to test other skills. 

Parallel circuits and examiners' challenges 

Examiner fatigue is reported frequently in this case study, for example: 

‘The exam time is very long. I always get exhausted; do you understand what 
I mean? We may need two tracks in all exams, but we do not have enough 
examiners.’ (FG3-E6). 
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Therefore, some courses design their OSCE to run two parallel tracks in which each has 

the same type and number of stations to reduce the examiners' fatigue and total exam 

time.  

‘Sometimes the examiners' number is barely enough for one track, but we 
tend to make two tracks of four stations to avoid the issues with the patients 
getting tired from waiting for a long time, the students in the quarantine, or 
even the examiners' exhaustion. In this case, we need more examiners, 
which, you know, is always a challenge.’ (FG4-E1). 

Notably, they have hardly been able to recruit eight examiners for the two tracks, so they 

appear to have preferred this arrangement over having eight different stations on one 

track. This goes against the literature recommendations for more stations (Khan et al., 

2013a). However, staff and students became worried about the variation in students' 

results between the tracks. As an endeavour to minimise the disparity between the 

circuits, the paediatric course OSCE designer did the following technique: 

‘For the paediatric course, we have OSCE in the midterm and final, keep the 
same examiner on the same track, and shift students between the two tracks. 
So, we are more relaxed after this manoeuvre, and students feel fairer than 
before.’  (FG2-D4). 

One participant confirmed that differences in marking stringency are evident among 

many examiners. 

‘There are huge differences in terms of the strictness between the examiners. 
Some of them are too lenient, and they can reward some unacceptable 
performances. You can notice this from the grades of their stations… You 
can solve this issue with new staff, as training can be useful for them.’ (FG1-
D4). 

Another participant commented on her colleague statement above and said: 

‘Some of them are not fit to be an examiner in the first place; even training 
might not help.’ (FG1-D5). 

She realised training for the examiners is not a definitive solution (Yeates et al., 2015a). 

However, the literature suggests that it could minimise the variation if the examiners 

receive similar instructions (Schleicher et al., 2017b), as highlighted later (4.3.4.1). 

Furthermore, another concern that this school face is with the outside examiners, as they 

have different expectations from students. The OSCE's reliability, i.e., inter-rater 

reliability, may be compromised by disparities in assessing attitudes. 

‘I can see the differences between the internal examiners and outside 
examiners. The outside examiners have no clear idea about the OSCE 
concept. Also, they do not have an idea about students’ levels; therefore, 
their expectations are usually high. But the internal examiners are more 
familiar with the OSCE style.’ (FG4-E6). 

While the school and the student might benefit from the outside examiners, they may be 

unaware of the students' skill level or the OSCE examination procedure and may 
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therefore score students differently. Parallel circuits and examiners’ variation might pose 

reliability and fairness concerns as different examiners evaluate different students on the 

same station (Fuller et al., 2017). Therefore, OSCE designers need to employ a variety 

of techniques to ensure the comparability and fairness of the parallel circuits, including 

faculty training (Pell et al., 2008) and appropriate post hoc analysis (Pell et al., 2010; 

Tavakol and Dennick, 2011b). 

Marking schemes design 

This section concerns the design of the marking schemes used in the OSCEs of this 

medical school. The marking scheme is a crucial component of any OSCE station (Ilgen 

et al., 2015). It could be a checklist with dichotomous ratings or a rubric with a Likert 

scale, as both are used here. 

‘The rubric that the course organiser prepared has a range from one to three 
scale, like excellent, medium, and poor. Sometimes it could be a checklist 

which states done or not done for each skill.’ (FG4-E5). 

At least one course designed its checklist using differentially weighted items. 

‘In the general surgery course, our checklist has different items, and each 
item has a different mark; some points have two marks, and some have one 
mark, depending on the importance of the point. So, it is not a done/not done 
checklist; it is a mark-based checklist; we found this to be more accurate and 
fairer.’ (FG4-E3). 

However, an examiner determined that some marking schemes are poorly designed, 

which could result in a significant degree of disparity between examiners. 

‘They gave me the checklist a few minutes before the station started, I went 
through it, but I found it not appropriate. But what can I do? It is too late to 
discuss it with the designer. I also notice students perform poorly as the 
instructions are not clear enough… When I discussed this with other 
examiners, we agreed that the checklist was the source of this variation. It is 
not well built, it does not have clear items, and it is not specific.’ (FG3-E6). 

This could be related to the earlier finding that there is no briefing before the exam 

and suggestions by some examiners to receive their stations' plenty of time before the 

exam begins (4.3.2.2). Things can be fixed when the above steps are followed. 

‘I remember when I received the checklist and read it before the station, I 
discovered an inappropriate item, so I discussed this immediately with the 
OSCE organiser, and we agreed to modify the checklist at the last minute.’ 
(FG3-E2). 

One OSCE designer emphasised the importance of developing a good scoring sheet to 

reduce examiner variation. 

‘If we could have a well-built rubric or checklist, it would minimise the bias or 
the variation between the benign and malignant assessors, so to speak.’ 
(FG1-D1). 
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She implied that this ‘well-built rubric or checklist’ does not exist yet. In contrast, other 

OSCE designers appeared pleased, believing that they had created a high-quality OSCE 

checklist in his course. 

‘On our course (surgery), we have no big differences between the examiners, 
and I think our checklist has to help us to minimise the differences.’ (FG1-
D2). 

Another observation by one examiner indicated that they do have some theoretical 

questions in the checklists. 

‘Our checklist compound of clinical or practical questions and also theoretical 
questions.’ (FG4-E3). 

The inclusion of theoretical questions in the OSCE would be unfeasible because they 

could be easily and cheaply assessed in written exams. 

According to the data, the participants are aware that the design of the marking scheme 

is paramount for helping ensure OSCE reliability. While quotes show they have different 

marking schemes, the data suggest that they are not always appropriately designed. 

Therefore, many participants indicated the need to construct clear and specific marking 

schemes to minimise variation between examiners and enhance OSCE reliability 

(Abdulghani et al., 2015).  

To summarise the findings of the third theme, the three subthemes discussed revolve 

around one concept: OSCE quality and design. The data indicated that this medical 

school lacks quality measures for the OSCE implementation, as there is no pre-exam 

review or post-exam analysis, leaving the faculty unaware of the OSCE's quality and 

unable to defend its results. Additionally, the analysis revealed a gap between the OSCE 

practises of this school and the criteria of good assessment. For instance, they do not 

use any other performance assessment besides the OSCE, they tend to assign two 

examiners at each station, and they do not provide students with feedback following the 

OSCE. Further findings indicate that their OSCE reliability is compromised by a number 

of factors, such as conducting a small number of stations and parallel circuits without 

sufficient evidence of standardisation between the circuits and examiner training. Lastly, 

the data suggest that the marking schemes are not always of high quality, which could 

compromise the validity of student scores. These findings suggest that their OSCEs are 

implemented sub-optimally and require significant enhancements in terms of their 

validity, reliability, and fairness. 

4.3.4 Fourth theme—Resources and infrastructure setup 

In this subtheme, I explore the impact of these medical school resources on their OSCE 

implementation. Since the OSCE is known to be a resource-intensive exam (Gupta et 

al., 2010; Patricio et al., 2013), this theme investigates the relationship between the 
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resources available and their impact on actual OSCE implementation. This theme 

classified the resources into two categories, as shown in Table 12. 

Table 12. The subthemes of the fourth theme and their description. 

Subthemes Description 

Human resources 

Examines the impact of the OSCE workforce (faculty 

and patients) availability and training on the OSCE 

implementation 

Instructional and 

logistical resources 

Explores the effect of educational activities and physical 

resources on the OSCE implementation 

 

4.3.4.1 Human resources 

Many personnel (faculty and SPs) work together to create the OSCE. Therefore, this 

subtheme investigates how each personnel's availability and training affect the 

implementation of OSCE. 

Lack of workforce 

In some of the previous subthemes (4.3.1.1 and 4.3.3.3), many participants indicated a 

lack of staff working on the OSCE while discussing something else. However, the lack 

of faculty seemed to be a significant issue. 

‘The main challenge in my department is the shortage of staff.’ (FG3-E6). 

An OSCE designer described the depth of this issue: 

‘I am the course director, I am the teacher, I am the OSCE organiser, and I 
am the OSCE examiner! I need more staff with me during the course and the 
OSCE exam. So, I have to invite other colleagues to help me. So, this 
determines when the exam will be or how long it will be.’ (FG1-D5). 

As mentioned earlier (4.3.1.2), the quote above noted that the number of staff available 

decides the length of the exam, i.e., the number and duration of the stations, which may 

mean that these decisions are unplanned. A different OSCE designer specified the lack 

of station writers and examiners: 

‘I need someone to help me construct the OSCE and write the stations. We 
need variation in the cases and stations. But now I am forced to plan for the 
exam and write all the stations by myself. I consider this a negative aspect 
of our OSCE. But the big problem is allocating enough examiners.’ (FG1-
D4). 

They try to overcome the shortage of examiners by inviting outside examiners, as 

indicated earlier (4.3.3.3).  
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‘Some of the outside examiners who come from the hospital to support us in 
the exam; they think that students are supposed to know the details, but they 
only know the general and theoretical part of it. In that way, they reflect this 
expectation in their harsh marking.’ (FG2-D2). 

Sometimes outside examiners are not academic personnel but clinical doctors from 

hospitals. These outside examiners have different expectations of the students; they are 

unaware of the students' levels, what they should know, and what they may not know. 

This would affect the validity of their scores, suggesting that they need training to adjust 

their expectations (Abdulghani et al., 2015). 

Another important aspect many OSCE designers emphasise is the lack of assessment 

experts to support their OSCE implementation process and making decisions. 

‘Although we have a lack of staff and examiners in our course, it is still a 
solvable issue. The main problem I face right now is that no one is helping 
me design the exam, write the stations, or organise everything. Similarly, 
we need support to conduct the exams and to know what to do when we 
face a problem or when there are multiple options to do things. We need 
someone who knows what to do and why he or she chooses one thing over 
another…’ (FG1-D4).  

‘We need instructors and experts who have a good background in how to 
do things (in assessment).’ (FG1-D1). 

On the other hand, the participants highlighted the lack of patients and SPs. Although 

they are essential components in many OSCE stations, some difficulties in recruiting 

them may pose challenges for OSCE implementation. 

‘Also, I think SPs are another limitation as there are some challenges in 
recruiting and training enough of them.’ (Interview 1-AL). 

In some courses, the problem is more apparent. They are not using the OSCE for many 

reasons, but the lack of patients is one of them: 

'Because of the lack of the staff and, you know, lack of the of patients, it does 
need real patients, or simulated patients, which is not available in our college. 
So, based on our restrictions, we have to have a picture-based exam. And 
we call it spot diagnoses.’ (FG2-D1). 

According to the data, this medical school is having difficulty recruiting enough personnel 

to work with the OSCE. The analysis indicates a lack of OSCE designers, writers, 

examiners, assessment experts, SPs, and patients. In this situation, the OSCE's utility 

and feasibility in this context would be called into question. However, the data suggests 

they are able to conduct some OSCEs, but they may be of limited validity and reliability.  

Training for stakeholders  

This section explores the training status of OSCE personnel at this medical school. 

Proper training is crucial to ensure that all participants comprehend their roles, as this 

influences how the OSCE is implemented (Reid et al., 2016; Schüttpelz‐Brauns et al., 
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2019). The need for OSCE training is one of the most frequently mentioned aspects by 

all participants.  

‘I think what we are lacking is training. I think this is one of the limitations 
here, so we need to train more faculty members, more assessors, and more 
SPs. So, we need more workshops and seminars on how to prepare and 
conduct the OSCE.’ (Interview3-AS). 

The following participant described his experience as an OSCE examiner in other 

courses. 

‘There is no training here for the faculty about how to introduce or conduct 
an OSCE exam in the proper way… Actually, there is no training, but they 
will ask you to come in the morning, then will assign you to one of the 
stations, give you the checklist, and ask you to examine the students with no 
previous preparations. They may brief you minutes before the exam if there 
is at all… So, I personally depend on my personal experience.’ (FG2-D1). 

Therefore, the vision of one academic leader is to develop the faculty in this regard, 

which supports the desire for improvement discussed earlier (4.3.1.3). 

‘I will try to bring experts and conduct courses by national and international 
trainers on how to perform the OSCE examination for all of our staff.’ 
(Interview2-AL). 

However, one senior staff member stated that she had received some training in the 

past.  

‘For me, I attended one workshop a long time ago. It was an optional session. 
But from my personal experience, the workshop was difficult to comprehend, 
difficult to understand what they exactly wanted, and very long. It was just 
lecturing more than a workshop. I, frankly, felt it was not useful.’ (FG1-D3). 

This may appear to contradict other assertions about a lack of training. This can be 

explained by the fact that senior staff may have received training in the past, but junior 

staff did not. In fact, the majority of the academic staff at this school was recently 

appointed. They are junior academics with little experience assessing students, having 

mostly come from clinical backgrounds. As a result, they embarked on the OSCE without 

a chance to attend any training workshops since no new training sessions have been 

held. 

‘We frequently receive young and new faculty members. You see, we do not 
actually run training workshops for those newly joined faculty.’ (Interview4-
AS). 

This status quo highlighted the need for a structured and continuing faculty development 

programme. This would benefit not only new staff members but also those who have 

previously attended workshops to refresh and update their knowledge. Nonetheless, one 

OSCE designer indicated that she provided a briefing for the examiners prior to the 

exams, which she deemed valuable. 
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‘From my own experience, whenever the checklist is accurate, and I myself 
sit with the examiners to give them an orientation about the checklist, then 
they will have less subjectivity in marking. I have noticed this clearly in 
different course exams. The more I show them what we are focusing on in 
the exam, the more homogenous scoring they produce.’ (FG1-D5). 

Although briefing is considered important (Malau-Aduli et al., 2023), other OSCE 

designers did not provide any briefing for the examiners because they assumed the 

examiners already knew how to act on the stations. 

‘In our course (obstetrics and gynaecology), we are similar to the general 
surgery people. We are not providing any instructions to the examiners 
because we assume they all have the same background and know what they 
should do.’ (FG1-D4). 

Another crucial component of training is the training of patients and SPs.  

‘There is a lack in training for the staff and SPs as well.’ (FG2-D4). 

According to the data, many participants are concerned about the performance of the 

patients and SPs in the OSCE.  

‘Sometimes, what happens when few students examine the same patient (in 
the OSCE)? Then by reflex, the patient moves the body accordingly. And this 
happens! They also tend to show the signs that the students missed, then by 
reflexes, the SPs tend to help.’ (FG2-D3). 

This raises concerns about the fairness and standardisation of the OSCE (Cleland et al., 

2009). Another examiner conveyed the same concern and linked it to the examiners' 

need to interact with students to mitigate this issue. 

‘We struggle with the lack of trained SPs. We really want well-trained SPs; I 
think most medical colleges suffer from the same issue. That is why we need 
to talk with the students and SPs during the stations; we tried to, how I can 
say it, neutralise this deficit.’ (FG4-E3). 

As a result, the lack of SP training led to a suboptimal practice in which the examiners 

interfered with the SP role and student during the station (Boursicot and Roberts, 2005). 

However, only one OSCE designer provides training for the SPs, and she is the only one 

who briefs the examiners, as stated in one of the above quotations. 

‘I give training to the SPs one hour prior to the exam and explain to them how 
they should act in the exam. I give the training to the SPs together to ensure 
that they receive the same instructions.’ (FG1-D5). 

Her effort appears to be the exception in this medical school, which supports previous 

findings of a lack of regulations and quality assurance measures to ensure OSCE 

implementation (4.3.1.2 and 4.3.3.1). 

In summary, the findings indicate a clear lack of OSCE staff, patients, and SPs, leading 

to challenges like a low number of OSCE stations (4.3.3.3). Furthermore, the data 

suggests that while a few OSCE staff members may have received training, the vast 
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majority did not, so they rely on their own experience, as indicated earlier (4.3.1.2). 

Likewise, SP training is insufficient. These issues would undermine the standardisation 

and affect the reliability, fairness, and quality of the OSCE results (Collins and Harden, 

1998; Cleland et al., 2009; Fuller et al., 2017). The findings indicate that training for 

various stakeholders is one of the improvements required to improve their OSCE 

implementation. 

4.3.4.2 Instructional and logistical resources 

This subtheme explores the availability of educational and logistical resources that can 

facilitate the OSCE's implementation at this medical institution. This would assist in 

evaluating the suitability of these resources and their impact on OSCE implementation 

in this context. 

Educational resources 

In this section, I highlight the educational activities that support using the OSCE and 

allow students to perform well on this assessment instrument. One assessment specialist 

identified that their curriculum is supportive of the use of the OSCE. 

‘I would say that this is a real strength in our curriculum. It has an effect on 
how we use OSCE in our college. It is well designed with clearly stated 
courses and intended learning outcomes that align with teaching and 
learning methods and assessment strategies. So, we mainly prepare OSCE 
stations to cover learning outcomes pertaining to psychomotor and affective 
domains.’ (Interview3-AS). 

Another staff member affirmed that they provide good teaching that can assist students 

with their clinical exams. 

‘I think our teaching, especially bedside teaching and the discussion, are very 
supportive for students. I believe this helps them a lot in the OSCE. We also 
provide very clear ILOs that help students prepare better for the exams with 
no surprising stations.’ (FG3-E1). 

Furthermore, before the OSCEs, some faculty members provided more practice and 

teaching. 

‘We always check before the exams whether they (the students) are 
struggling or having problems with any topic in clinical examinations, so we 
can arrange for a review.’ (FG4-E3). 

While this could boost students’ learning and their performance in the OSCEs, some 

responses noted the lack of orientation for students to the OSCE exam style. Two OSCE 

designers realised students need to be familiarised with the OSCE as an instrument. 

‘I agree with Dr (…) when he said there is no training for the students on this 
tool. I think we are supposed to give them more training on this technique 
before they embark on it.’ (FG2-D5). 



129 
 

 

An examiner emphasised the importance of educating students on how they should 

manage their time during the stations: 

‘That is why I think we need to train students on how to be systematic during 
the OSCE station and how they can control their time to complete the task 
during the allocated time.’ (FG4-E1). 

This suggests the importance of training students to understand the new assessment 

method and prepare them for the actual exam, which can be achieved by conducting 

formative OSCEs. 

‘What I believe is that before the summative OSCE, there should be a 
formative, or let us say, a demo OSCE. We should show students a sample 
of it. There should be a rehearsal, which should be ungraded.’ (FG2-D3). 

Another OSCE designer promoted using the formative OSCE for a different reason. 

‘We do not use OSCE as a formative tool. We just use it as a summative tool 
to assess students’ skills… Therefore, I think we need OSCE in the middle 
of the course with no grades; ok, this will be an educational one for them. 
Because at the end of the course OSCEs, the student will be grade-oriented.’ 
(FG2-D1). 

As quotations pointed out, formative OSCE can help the students as an educational tool 

to support learning, provide them with feedback, and familiarise them with the OSCE as 

an assessment format, which is supported by the recommendation of Pugh et al. (2018). 

However, the formative OSCE is not utilised, so neither the formative nor summative 

OSCEs would provide students with feedback on their clinical skills, as indicated earlier 

(4.3.3.2). 

In summary, the data indicated two pieces of validity evidence supporting the OSCE's 

use in this school, as the curriculum ILOs and educational activities align with this type 

of assessment (Hodges, 2003b). However, the analysis suggests a lack of specific 

training for students on this assessment instrument, which may undermine the 

acceptability of the OSCE among them. Therefore, the participants indicated the need 

for formative assessment to provide this training and enhance the educational impact of 

the OSCE.  

Logistical resources 

This subtheme investigates the physical infrastructure and resources available that affect 

the OSCE implementation in this school. These include the venue, funds, teaching 

hospital, and procedural support. The OSCE is a resource-intensive examination that 

necessitates an abundance of resources (Rushforth, 2007; Patricio et al., 2013), which 

are unattainable in this medical school setting. 

‘Of course, we are not happy. It could be better, you know, to have a good 
way to assess the students, like using the OSCE, that is important. But lack 
of facilities and lack of faculty are holding us back.’ (FG2-D1). 
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Regarding this, all participants held the same view as the participant positioned above 

them. For instance, they emphasised the lack of a suitable venue. 

‘I just want to emphasise that the proper place for the OSCE is very, very 
important. And we lack the proper place.’ (FG2-D4). 

One of the consequences of insufficient space is an additional case for limiting the 

number of stations, as previously addressed (4.3.3.3). 

‘We are thinking of increasing the stations' number, but we find it difficult 
because of the limited place and examiners’ number. Anyway, we still think 
the station number is reasonable.’ (FG4-E3). 

Another participant considered that a well-established simulation centre would provide 

an appropriate environment for the OSCE. 

‘If we do have a simulation centre, I mean a well-prepared simulation centre. 
Then we can overcome many difficulties, especially the fact that we do not 
have an educational hospital.’ (FG3-E2). 

However, there is insufficient financial support to run the OSCE and the new simulation 

centre.  

‘I would work more on improving the setting itself. The simulation centre still 
needs more rooms. We have the mannequins and some other (equipment), 
but we still need some more funds. I think we need more support from the 
university, to be honest.’ (Interview3-AS). 

In response to a question about financial sufficiency, one interviewee stated that things 

are fine "to some extent." I tried to probe the interviewee, but his response remained 

consistent: 

‘(…) To some extent. To some extent.’ (Interview4-AS). 

There was a brief pause, then a slow response. I believe he was uncomfortable here 

because he usually speaks a lot, but he suddenly overcame this. I had the impression 

that some things went unspoken; the organisational culture here may have prevented 

him from discussing this openly. Nonetheless, one academic leader described some 

funding challenges to appropriate OSCE implementation. 

‘Yes, yes, yes, especially at this time, the university is trying to control the 
financial expenses. But we need some logistics that need funds… For 
example, we do not have a university hospital, so we do not have authority 
over the hospital (administration), the patients, or the departments in the 
hospital. We are trying to do our own simulation centre to use it for clinical 
assessment’. (Interview2-AL). 

The absence of a teaching hospital impacted both the teaching and the ability to conduct 

the OSCE in the hospital or have enough real patients for the OSCEs. Additionally, it 

makes the need for funds to operate the simulation centre more pressing. 
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‘As long as we do not have a university hospital and we have a limited 
number of patients, we need to have specialised models and mannequins to 
run the exam, which are not always available as well. It costs a lot of money. 
Also, the university hospital will provide a real environment and enough 
rooms to conduct enough OSCE stations.’ (FG2-D1). 

Aside from logistics, the need for additional administrative support to facilitate OSCE 

implementation was raised. 

‘The other point is that OSCE preparation needs administrative support, not 
only educational work; I mean, you need them to provide funds to 
compensate the SPs. Say the same for improving other doable logistics. For 
example, establishing a bank for the OSCE stations. I think some more 
administrative effort could help us on this.’ (FG4-E5). 

In the preceding quote, the examiner implied that administrative efforts might not be 

sufficient. He suggested that additional administrative efforts could alleviate some of the 

challenges mentioned above. 

According to the data, this school does not have an appropriate place to conduct the 

OSCE. Although they have a building for a simulation centre, it is not functional yet. 

Because this medical school does not have a teaching hospital, a functional operative 

simulation centre could be particularly helpful. Due to the lack of a teaching hospital, the 

school was unable to use real patients or hospital facilities to conduct the OSCE. The 

analysis suggests that all these limitations can be attributable to the financial constraints 

that impede a proper OSCE implementation. 

In summary, the fourth theme indicates deficiencies in all OSCE personnel and their 

training. This raises concerns regarding the school's ability to conduct valid and reliable 

OSCEs. Despite this, the findings show that the educational activity is appropriate and 

supportive for OSCE use, despite a lack of formative OSCE exercises. The findings 

suggest that financial considerations are significant logistical constraints that make it 

difficult to secure enough space to run enough stations simultaneously and operate the 

simulation centre. Therefore, this theme suggests that the OSCE implementation in this 

school would not improve unless they invest in human and logistical resources. 

4.4 Case study A findings interpretation 

This section synthesises and seeks to interpret the main findings from the documents, 

interviews, and FGs utilised in the case study. It offers a comment on the context of this 

medical institution. Then, I reflect on key findings that I have classified as opportunities 

and challenges encountered by this school during the OSCE implementation. I conclude 

with an overarching theme that synthesises the concepts derived from this data analysis 

into a central message that can be derived from this case study. 

4.4.1 Notes on the context 
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This newly established public medical school is subject to the affiliated public university 

and Ministry of Education regulations in SA. The data suggests that it is bound to these 

institutions’ hierarchy in decision-making and general regulations. Most of its faculty are 

newly appointed clinical doctors with limited experience in medical education. There is 

no current national or international accreditation for this medical school. According to the 

analysis, these factors influence the institutional and assessment culture, faculty 

expertise and practises, OSCE quality and design, and resources and infrastructure, all 

of which influence how the OSCE is implemented. 

4.4.2 Opportunities and challenges 

This section looks at the main opportunities for this medical school to improve its OSCE 

implementation. Besides, it highlights the key obstacles they face that prevent them from 

implementing better OSCEs. 

4.4.2.1 Opportunities 

The data analysis reveals several opportunities for this medical school to implement a 

high-quality OSCE. One of the most recurring themes in the data is everyone's desire to 

improve. This is an excellent opportunity for this school's leaders to build upon, as all 

interviewees share their vision to enhance their OSCE practises. For instance, many 

hope to introduce more stations, receive training, provide students with feedback, and 

allocate sufficient places for the OSCE. Although the majority of faculty members are 

junior clinicians, they show a good level of understanding of the basics of the OSCE. For 

example, the findings indicate that they valued the OSCE as an assessment tool and 

were able to critique their current OSCE practices. The data suggests that if they are 

enabled by supportive administration through providing more logistics and training, they 

can implement highly successful OSCEs. Therefore, knowledgeable and enthusiastic 

young faculty members are a valuable asset to this medical school. 

The fact that this is a newly established medical school provides another opportunity to 

support the faculty's desire for improvement. This suggests that they are not bound by 

history, allowing them to be innovative and adaptable in their OSCE implementation. For 

example, this school would be more flexible in amending and developing its documents 

and regulations. This school document analysis discloses comprehensive information 

about the basic assessment criteria, yet no specific information guides the OSCE 

implementation. Therefore, they could create these documents with sufficient detail to 

guide the OSCE and align them with evidence-based practices. For instance, they may 

write an OSCE guide adopting new rules and instructions based on the best practices in 

assessment literature, like adopting a criterion-based standard setting approach instead 

of a fixed pass mark. 
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The findings revealed that the educational resources, i.e., curriculum and teaching 

activities, were consistent with and supportive of OSCE use. Moreover, the data shows 

that this school has a building intended to be a simulation centre, which, when 

completed, will be a valuable addition that helps the faculty conduct more effective 

OSCEs. Finally, this school has a great opportunity to obtain national and international 

accreditation when it takes advantage of the aforementioned opportunities and 

addresses the challenges discussed below. 

4.4.3 Challenges 

According to the findings, this school culture is characterised by ineffective internal 

communication between the staff members and poor collaboration with other institutions. 

This makes sharing expertise between the faculty members and between this school and 

other institutions challenging, which, according to the data, negatively impacts the OSCE 

exam. Similarly, the findings suggest a lack of clarity in schools' regulations and 

assessment programmes, posing a challenge for OSCE designers and course 

organisers when they make decisions about OSCE and course assessments. Therefore, 

the faculty is inadvertently pushed to rely on their experience rather than written 

regulations to make some assessment decisions.  

Another challenge highlighted by the data is the lack of quality assurance measures prior 

to, during, and after the OSCE implementation. The findings indicate that the OSCE 

examination is not reviewed by the assessment unit or examination committee before 

delivery. Moreover, some data point to the absence of blueprinting, while others indicate 

a short planning phase. An obvious challenge to the OSCE's validity is the language of 

communication between students and SPs, as the majority of SPs lack adequate English 

proficiency to communicate effectively with students. After the OSCE, there is no post-

OSCE psychometric analysis to calculate quality metrics. Therefore, the findings suggest 

that the faculty is unable to guarantee the quality of its OSCEs. 

An evident challenge is the lack of OSCE personnel, including OSCE designers, station 

writers, examiners, and SPs. Furthermore, the findings indicate a theory-practice gap 

between what is considered best practices in the OSCE literature and this school 

practices. For example, there is an absence of feedback for students and no 

performance assessment instrument used besides the OSCE. Furthermore, there is a 

lack of training for the OSCE examiners and SPs. The data indicate that these challenges 

result from the lack of assessment experts. Therefore, the findings indicate the need for 

assessment experts to train different OSCE personnel and supervise the OSCE 

implementation. Finally, the data indicate a lack of a proper place and sufficient funds. 

The analysis suggests that a lack of human and logistical resources impeded the 

implementation of effective OSCE stations. 
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4.4.4 Overarching theme: A series of dilemmas and compromises 

This overarching theme provides a clustering concept for the findings analysed in this 

case study, shedding light on the relationships between concepts derived from data 

analysis. This can comprehend the complexity of the OSCE's operational and 

educational processes, which involve numerous stakeholders and variables. Reflecting 

on the entire data set reveals that the implementation of the OSCE in this medical school 

is subject to several design compromises due to factors such as examiners, SPs, 

training, funding, and space, which forces the faculty to make difficult decisions. 

The faculty voiced understanding for some of these compromises and tensions, but it 

appears that they are not always aware of all of them. Although the documents 

emphasise the need for high-quality assessments that follow the criteria of good 

assessments, the in-depth examination of the interviews and FGs reveals that the school 

is unable to conduct an OSCE that meets all the standards outlined in the documentation. 

The faculty makes compromises all the time without necessarily recognising them, but 

they are all ultimately interconnected. This reveals a quandary at each level; although 

participants are familiar with the majority of OSCE's good practices, they encounter 

challenges in their contexts that lead to these compromises.  

According to the findings, this school OSCE requires substantial improvement to meet 

the criteria of good assessment outlined in the documentation analysis. Therefore, the 

data indicate that this school is unlikely to be able to do so unless it improves its 

assessment culture by recruiting assessment experts and investing in faculty 

development and resources. Moreover, to implement high-quality OSCEs, the faculty 

should consider redesigning the OSCE within the assessment system to promote 

innovation, capitalise on opportunities, and address challenges. 

4.5 Summary 

This chapter presented the findings with analysis from case study A documents, 

interviews, and FGs. Using Codebook analysis, the findings of the school's assessment 

documents revealed that they cover most of the components of good assessment 

described in the literature but with little theoretical description and some omissions in 

places. On the other hand, RTA was used to induce the findings from the interviews and 

FGs, which generated perhaps more critical results. I constructed the findings into four 

key themes: institutional and assessment culture, faculty expertise and practices, OSCE 

quality and design, and resource and infrastructure setup. The analysis and 

interpretations demonstrated that the current OSCE implementation at this medical 

school is suboptimal and highlighted the factors influencing it. The following chapter will 

present case study B findings and analysis in a similar structure to this chapter. 
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Chapter 5 Findings and Analysis—Case Study B 

5.1 Introduction 

This research aims to answer two questions: how is the OSCE being implemented in 

Saudi medical schools, and what are the opportunities and challenges offered by 

adopting it? Therefore, I collected data from two case studies (A and B) from two medical 

schools in SA to answer them. Because each school has a unique context, as discussed 

in the Methodology and Methods Chapter, the results of each case study will be 

presented in their own chapter. In the previous chapter, I presented the findings from 

case study A, which is an example of the public and common type of medical schools in 

SA (as indicated in Section 3.3.1.1). 

In this chapter, I will present the findings of the second case study—case study B. Case 

study B is an example of, and shares the context with, the growing type of medical 

schools in SA, as discussed in the Methodology Chapter. The findings are derived from 

the analysis of twenty assessment documents, three interviews, and four FGs. The three 

interviews were with an academic leader and two assessment specialists, and the four 

FGs were with OSCE designers, writers, and examiners; Table 13 details the data sets.  

As with Case Study A, I will present the document analysis results using the codebook 

analysis approach (Mihas, 2019; Roberts et al., 2019); second, I will analyse the 

interviews and FGs. The analysis of the interviews and FGs allows me to structure the 

findings into four overarching themes, each with some subthemes. Using the Reflexive 

Thematic Analysis (RTA) approach (Braun and Clarke, 2006; Braun and Clarke, 2022), 

themes and subthemes were generated after deep engagement with the data sets. More 

information on the analytical approaches used can be found in Methodology Chapter 

(Section 3.8). 
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Table 13. Details of the documents, interviews and FGs conducted for case study 
B. 

# 
Data set and 

participants pseudonym 
Participant’s description Length 

1 OSCE documents 20 See Table 14 for more details 64 pages 

2 
Interview 1 

(Interview1–AL) 
1 

Academic leader (AL) 

Five years in academic service 

37 

minutes 

3 
Interview 2 

(Interview2–AS) 
1 

Assessment specialist (AS) 1 

Eleven years in academic service 

65 

minutes 

4 
Interview 3 

(Interview3–AS) 
1 

Assessment specialist (AS) 2 

Thirteen years in academic service 

64 

minutes 

5 
FG 1–Designers 

(FG1–D) 
6 

Six OSCE designers and station writers 

(From 5 different courses: 1. Internal 

Medicine, 2. General Surgery, 3. and 4. 

Obstetrics and Gynaecology, and 5 and 6. 

Clinical Skill course) 

88 

minutes 

6 
FG 2– Designers 

(FG2–D) 
5 

Five OSCE designers and station writers 

(From 5 different courses: 1. Internal 

Medicine, 2. General Surgery, 3. Family 

Medicine, 4. Obstetrics and Gynaecology, and 

5. Emergency Medicine) 

88 

minutes 

7 
FG 3–Examiners 

(FG3–E) 
4 

Four female OSCE examiners 

(From 4 different courses: 1. Emergency 

Medicine, 2.  Internal Medicine, 3. Clinical 

Skills course, and 4. Clinical Skills course) 

62 

minutes 

8 
FG 4–Examiners 

(FG4–E) 
5 

Five male OSCE examiners 

(From 4 different courses: 1. Internal 

Medicine, 2. Orthopaedic, 3. Ophthalmology, 4 

and 5. Clinical Skills course) 

74 

minutes 

Total 8 data sets 23 participants and 20 documents 
478 

minutes 
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5.2 Documentary findings and analysis 

This section is a documentary analysis of the available documents from this medical 

school, as discussed in Methodology Chapter (3.8.1). 

5.2.1 Findings of the documents 

Continuing the approach taken in the previous case study, I used the codebook analysis 

approach to analyse the documentary evidence from School B (Mihas, 2019; Roberts et 

al., 2019; Braun and Clarke, 2020). I collected twenty documents that I classified into 

three categories: 1) exam policies—two documents; 2) templates and forms used to 

prepare and design the OSCE—eleven documents; and 3) feedback forms and post-

exam analysis reports—seven documents. As displayed in Table 14, I conducted a 

comprehensive review of the documents and summarised the relevant content in each 

document, along with a commentary on the contents of each. I was unable to append all 

documents because they are lengthy, and doing so would reveal the identity of the 

medical school. Therefore, I chose to provide examples of documents that will not reveal 

their identity (Appendices 21, 22, and 23). 

Then I performed the codebook analysis, as shown in Table 15. I compared the relevant 

content of these documents with the assessment documents and guidance from three 

international organisations concerning assessment implementation in medical schools. 

The three organisations that I used their criteria and frameworks are the Ottawa 

Conference, AMEE ASPIRE-to-excellence award in assessment, and WFME, more 

details are in Methodology Chapter (3.8.1) (Boursicot et al., 2011; WFME, 2015; 

Boursicot et al., 2020; WFME, 2020; AMEE, 2023). 

 



138 
 

 

Table 14. This table provides an overview of the case study B assessment documents and each document’s relevant content with a 
description. 

Doc. 

No. 

Document 

title 
Pages Relevant content Description 

1 

& 

2 

Exams policies 

 

(A portion of these 

documents are 

listed in Appendix 

21) 

26 in 

total 

Guidance on the school’s assessment 

procedures. It is a procedural guide for the 

assessment process in this school; the relevant 

content includes content about: 

• Exam Analysis Policy. 

• Pre-exam Analysis. 

• Post-exam Analysis. 

• Replying to Students’ Exam Feedback. 

• Assessment Unit Responsibility. 

• Courses mark distribution. 

• A policy of moderation of assessment. 

In the two exam policies documents, this medical school generally focuses on 

the analysis process for the exams. It considers the steps that need to be 

followed to ensure a high-quality assessment. It detailed the steps and 

regulations for the pre-exam analysis. Many points were indicated, e.g., the 

exam questions should be ready and uploaded in their assessment system 

three days before any exam, and the need for alignment between the exam 

questions and the blueprint ILOs. The exams policies documents also focus on 

the post-exam analysis regulations. For instance, the post-exam analysis 

meetings should be held within five days after the exam, the students’ 

feedback session should be after the post-exam analysis meeting, and details 

for the moderation and review measures for all assessments. 

The exam policies documents specified references for some statistical values 

for post-exam analysis, such as specifying the acceptable values for facility 

index, discrimination index, and reliability coefficient, which should be above 

0.7 for the exam to be considered reliable. Furthermore, this document detailed 

some feedback issues, such as the process of receiving feedback from 

students after each exam, staff giving feedback to the cohort within six days 

after the exam, and reporting the recommended actions that need to be 

considered for the previous and upcoming exams. 

3 

& 

4 

OSCE guide 

and 

OSCE pro forma 

 

3 in 

total 

Brief checklists for the OSCE designers to 

follow during the preparation and 

implementation of the OSCE. It includes: 

• Creating and testing the blueprint. 

• Designing marking scheme. 

• Logistic preparation. 

• Conducting pre- and post-exam analysis. 

This school has two worksheets, one named OSCE guide and the other named 

OSCE pro forma. Both documents are short and concern the same purpose of 

checking the steps of designing the OSCE, serving as a checklist for the OSCE 

designers. They both mention similar things like ensuring proper blueprinting, 

the need for pre- and post-exam analysis, giving feedback to students, 

receiving feedback from students, and ensuring logistics availability. However, 

having two checklists for the same purpose could be potentially confusing. 
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• Receiving feedback from the students. 

• Providing feedback for the cohort. 

Although they overlap in most points, neither is comprehensive. Merging the 

two into one with sufficient details and a carefully designed document would 

probably be more effective. 

5 OSCE blueprint 1 An example of a blueprint table for one clinical 

course. It is a matrix table that contains the 

topics needed to be assessed against the 

psychomotor skill needed to be performed. 

It is a simple table that divides psychomotor skills into three domains: history-

taking, physical examination, and procedural skills. However, it does not 

mention other domains like communication skills, data interpretation, or 

diagnosis and management skills. 

6 Template for a full 

OSCE station 

 

(Appendix 22 

contains a part of 

this document) 

7 An example of a complete OSCE design for a 

given OSCE station. It includes: 

• Template for inventory. 

• Examiner guide and instructions. 

• SPs instructions. 

• Students’ sheet that contains the station 

scenario and assignments. 

• Rubric guide for the marking scheme. 

• Marking scheme. 

• Pre-exam review comments. 

• Post-exam review comments. 

The OSCE designers prepare one document for each station in the OSCE 

exams. This document is sent to the OSCE Committee for pre-exam analysis. 

Then, the OSCE Committee produces a report detailing all suggestions and 

comments that need to be considered before approving the OSCE. 

7 A station scenario 

and student 

questions 

1 An example of a student sheet containing the 

scenario and tasks. 

The scenario was clearly written, followed by four assignments which some 

might argue is too much for a ten minutes station (Appendix 22, second page). 

8 

& 

9 

Marking scheme 2 in 

total 

A four-point Likert scale scoring sheet is divided 

into three domains with a total score and a 

global rating. 

It appears to be a comprehensive and detailed scheme. 

10 Template for 

inventory 

1 A simple template needs to be filled out for 

each OSCE station to allocate the needed 

equipment. It includes the station’s: 

• Domain. 

• Title. 

• Target group. 

It is a straightforward inventory template. 
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• Date. 

• Duration. 

• SP role. 

• Equipment required. 

11 Template for SPs 

instructions 

2 Written instructions for SPs detailing how they 

should present the medical condition and 

answer students' questions. 

It is well-detailed; however, it does not indicate how much training the SPs 

need, when it will be provided, and by whom. 

12 

& 

13 

Pre-exam analysis 

review 

 

(One page is 

appended in 

Appendix 23) 

5 in 

total 

A report from the head of the OSCE Committee 

contains recommendations and comments 

regarding pre-exam analysis for some OSCE 

exams. It includes: 

• Ask the OSCE designer to modify some 

stations. 

• Urge the OSCE designers to include more 

instructions for the examiners to ensure 

greater consistency in scoring. 

• Using a four-point Likert scale instead of a 

three-point Likert scale in the marking 

scheme. 

• Ask the OSCE designer to add a global 

rating beside the total score. 

• Encourage the OSCE designers to send 

the instructions to students and examiners 

sometime before the exam. 

• Invite the OSCE designer to utilise the 

OSCE guide that the school produced. 

• Instruct the OSEC designer to increase 

station time to 10 minutes. 

This medical school emphasises the OSCE pre-exam analysis to check on 

stations’ plans and preparations. The documents indicated that they run these 

review sessions for every OSCE exam and ensure that all stations comply with 

the school’s standards and regulations. In the pre-exam analysis, the staff 

collect and analyse OSCEs’ forms and templates, such as the blueprint form, 

the template for designing the stations, the template for the equipment needed 

during the stations, the template for the SPs’ instructions, and the station's 

scenarios for the students. I collected and analysed some reports for the pre-

exam analysis, found them well-detailed, and provided direct suggestions and 

comments for every OSCE station. Some comments, for instance, asked to 

detail examiners’ instructions for specific stations, modify the marking scheme 

to include global rating, and use the OSCE template document for each station 

to complete all station requirements. 

13 

& 

14 

Students feedback 

forms 

2 in 

total 

Simple forms were prepared for students to 

provide feedback to the OSCE designers on 

the OSCE that they encountered. 

The name and ID numbers are optional so that students can remain 

anonymous. 
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16 Outside examiners’ 

feedback forms 

(One example is 

appended in 

Appendix 23) 

3 A simple form was prepared for the outside 

OSCE examiners to provide feedback on the 

school’s OSCE. 

Each feedback sheet has two to three points for the OSCE implementation and 

future recommendations. Each station’s feedback should be filled out on a 

separate form. The outside examiners’ comments were generally very positive. 

17 

 

Post-exam analysis 

review 

4 A report was written by the OSCE designer and 

the head of the OSCE Committee after the 

OSCE. It includes a: 

• Summary of the feedback received. 

• Brief statistical review. 

• Recommendations. 

For the post-exam analysis, the OSCE designer and the OSCE Committee 

write a review of the exam based on the students’ results, feedback from the 

students, and feedback from the internal and outside examiners. The report 

includes a brief statistical review that includes the students’ pass percentage, 

the inter-rater reliability, and the mean score for each station. The committee 

may recommend some actions for some stations, such as removing a station if 

considered necessary based on panel consensus and providing 

recommendations for future exams. 

18 
A response for 

external evaluator 

3 A part of a response written by the head of the 

OSCE Committee in response to an external 

evaluator. 

This report includes a suggestion from an external reviewer to improve their 

reliability and validity. The head of the OSCE Committee wrote a response to 

this suggestion, including an action plan that included the following items: the 

need for a blueprint for all OSCEs, the introduction of a new standard setting, 

the expansion of the number of stations, and the conduct of psychometric 

analysis. 

19 Station bank 1 A list of the stations available in the school’s 

station bank. It includes 26 station titles. 

It appears to be a small station bank. However, the school just started 

constructing it while still using the international medical school partner station 

bank. 

20 OSCE workshop 

material 

3 An outline for the workshop content prepared 

for the faculty development session about the 

OSCE. 

The material provides a broad overview of the OSCE but is not detailed. It can 

be considered a starting point to orient the staff on designing and preparing for 

an OSCE exam. 



142 
 

 

5.2.1.1 The codebook analysis matrix 

Using codebook analysis, I compiled a set of codes derived from the three international 

organisations' assessment documents and guides. Then, I created a comprehensive 

matrix comparing all codes found in the resources of the three guides to those found in 

this medical school's documents. Following this approach, four key areas emerged: 1) 

assessment policy, 2) criteria for good assessment, 3) use a system of assessment, and 

4) educational resources for assessment—each theme contains multiple codes, fifty-

eight in all. Table 15 presents the codebook analysis matrix. Most of the codes are 

present in all documents; however, as shown in Table 15, a few are missing from this 

school in comparison to the literature codes. Appendix 15 contains a worked example 

from the documentary material that depicts the code generation process. In addition, the 

table in Appendix 16 demonstrates how the codes were refined and then combined into 

a single area. 
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Table 15. This matrix illustrates the codebook analysis results for case study B's assessment documents in relation to the three 

organisations’ assessment documents.  

The underlined points indicate a discrepancy between this school's documents and the literature. 

Key areas 
Codes from literature 

Ottawa conference consensus + 
ASPIRE criteria + WFME standards 

Codes from this medical school 
The assessment documents of the case 

study B 
General guidance for the codes 

Assessment 
policy 

• Assessment policy should be 
responsive to the context 

• Exam policies–two documents 

• Founded assessment unit 

• Founded OSCE Committee 

The school assessment policy should govern and 
tailor the assessment according to its context and 
available resources. 

• Specified educational outcomes • Course specifications for each course The assessment plan should indicate specific 
educational outcomes expected from the assessment 
process. 

• Designing & conducting the OSCE 
o Marking scheme 
o Writing the stations 

• Designing & conducting the OSCE 
o Marking scheme 
o Templates and forms to write 

the instructions and scenarios 
o Unobserved OSCEs, which are 

stations with no assessors 
(only written questions) 

The elements and steps to design, implement, and 
review the OSCE. 

• Appeal policy • Appeal policy Detailed account for petition and challenge for the 
assessment results. 

• Remediation process  A lack of evidence in the documents 
sampled. 

Detailed account for the re-sitting of the exams for 
students. 

 
 

 
 
 

Criteria for 
good 

assessment  

• Validity 
o Content blueprinting 
o Quality assurance 

• Validity 
o Content blueprinting 
o Pre- and post-exam analysis 

(quality assurance) 
o Content experts’ revision 
 

The assessment measures what it is supposed to 
measure and reflects the curriculum. 
 

• Reliability 
o Number of the stations 
o Length of the stations 
o One assessor is 

recommended 

• Reliability 
o Number of the stations 
o Length of the stations 
o Psychometric analyses 

When the same assessment is introduced again in 
similar circumstances, it should produce similar 
results. 
  
Multiple issues mentioned in the documents 
contribute to the reliability of the OSCE, such as 
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o Standard-setting (criterion-
referenced) 

o Correlation with other 
exams 

o Psychometric analyses 

sampling for the stations and calculating some 
reliability values like inter-rater reliability. 

• Fairness 
o Test security  
o Examiner training 

• Fairness 
o Controlling design & application 
o Oversight the exam 
o Examiner training 

The OSCE should use a fair grading system and be 
free of deliberate bias, cheating, or any other issue 
that advantages some students over others. 

• Educational impact 
o Feedback to the students 
o Formative exams  

• Educational impact 
o Feedback to the students 

The educational benefit that students gain from 
taking the OSCE. For example, providing feedback 
for the students and providing formative OSCEs. 

• Catalytic effect 
o Feedback to the school and 

teaching system 
o Continuous improvement 

• Catalytic effect 
o Feedback to the school and 

teaching system 
o Continuous improvement 

The motivation that all stakeholders gain from 
conducting the OSCE. 
For example, the feedback that the school received 
to support and enhance future education, review the 
implementation process for quality assurance 
purposes and improve future implementation.  

• Feasibility 
 

• Feasibility 
o Station bank 

The assessment should be practical in terms of time, 
funds, and workload in a given context. 

• Acceptability  A lack of evidence in the documents 
sampled. 

Different stakeholders—faculty and students—
recognise assessment importance and credibility 
regarding its content and process.  

• Equivalence • Equivalence The assessment results lead to similar or equivalent 
decisions across equivalent cohorts or institutions. 

 
 
 
 

Use a system 
of 

assessment 
 
 
 
 

• Comprehensive 
o Use multiple tools for 

assessments 

• Comprehensive 
o The documents mentioned only 

one tool for clinical assessment 

The OSCE should not be used alone as a clinical 
assessment tool, so various assessment methods 
need to be employed. 

• Coherent  A lack of evidence in the documents 
sampled. 

It emphasises that different assessment tools in the 
assessment system should be consistent with each 
other and aligned around the same purpose. 

• Continuous • Continuous The assessment system needs to be continuously 
improved and evaluated against quality criteria. 

• Purpose-driven 
o Formative and summative 
o Assessment role  

• Purpose-driven 
o Formative and summative 

It indicates that the assessment system should 
include formative and summative exams to improve 
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students to graduate competent doctors who can 
contribute to society’s health and patient safety. 

• Transparent 
o Utility indicators 
o Assessment supported by 

the assessment literature 

• Transparent It required the school to make its assessment 
procedures accessible to all stakeholders to endorse 
accountability and integrity principles. Transparency 
should encourage the school to use evidence from 
the literature to make good assessment decisions. 

• Acceptable and appropriate • Acceptable and appropriate 
o Feedback from students 
o Feedback from examiners 

The assessment system should be designed to be 
acceptable and appropriate for all stakeholders. 

• Feasible • Feasible The assessment system needs to be efficient and 
practical in terms of the fund, time, and workload 
regarding the school context. 

• Quality control 
o Feedback to school 
o Evaluation and analysis of 

performance 
o Continuous improvement 
o Scholarship promotion 

• Quality assurance 
o Feedback to school 
o Evaluation and review for each 

exam application  
o Statistical analysis 

The school needs to ensure its assessment quality 
by evaluating current applications to improve future 
applications. This can be done by evaluating the 
assessment utility, which is a combination of the 
items mentioned in the criteria for good assessment. 

 
 
 
 

Educational 
resources for 
assessment  

• Human resources 
o Experts for design and 

support  
o Examiners 
o Patients and SPs 

• Human resources 
o Assessment experts 
o Outside examiners 

The assessment documents emphasise the need for 
assessment experts, examiners, patients, and SPs. 

• Stakeholder needs 
o Faculty development 
o Examinees’ needs 
o Healthcare system and 

regulators’ needs  
o Patients’ needs 

• Provide support for the staff 
o Faculty development 

All stakeholders should receive enough 
familiarisation and training for the OSCE as a tool for 
assessment. 

• Physical resources 
o Venue 
o Models 

• Fund 

• Physical resources 
o Venue 
o Required tools 

The requirements to meet the physical and financial 
requirements of the assessment. 
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5.2.2 Analysis of the documents’ findings 

This section compiles and analyses the key findings of the document analyses presented 

in Table 14 and Table 15. It is structured in accordance with the broad subheadings of 

the validity framework workbook for the OSCE described by Boursicot et al. (2019, 2022). 

5.2.2.1 General comments on the assessment documents  

Table 15 shows that almost all the essential elements of good assessment criteria 

published in the relevant literature are mentioned in these school assessment 

documents. The available data findings suggest that their OSCE and assessment system 

are largely aligned with the criteria for good assessment. However, some issues have 

not been explicitly mentioned in the school documents, such as the acceptability of the 

exams, the system of assessment’s coherence and feasibility. Aside from documents, 

other data sources may need to be considered to determine whether these issues are 

conscious in this school. Nonetheless, these documents were designed in such a way 

that it appears the school is applying these principles to some extent. For instance, they 

have multiple extended tables that overview the entire assessment system used in the 

school, implying that they consider the coherence principle.  

5.2.2.2 Intended use of the OSCE in the documents  

In no document are the OSCE's purpose and intended use stated explicitly, nor is it 

indicated how the OSCE fits into their assessment system. The documents’ contents, 

however, imply that the OSCE is used as a summative clinical assessment and that each 

course has its own OSCE. However, documents show that the OSCE is the only clinical 

assessment tool used at this medical school, with no overarching assessment strategy 

that indicates the need for other clinical assessment instruments. Furthermore, the 

documents do not specify which competencies the OSCE should assess, only that the 

school should adhere to the SaudiMEDs list of clinical competencies (Alrehaily et al., 

2022). 

5.2.2.3 Relevant data to support the intended use of the OSCE 

Planning of content 

The exam policy emphasises that OSCE designers must follow these general guidelines 

to ensure acceptable levels of validity, reliability, educational value, and overall exam 

quality. However, the documents do not provide a comprehensive description of how the 

OSCE should be structured in accordance with evidence-based practises. While there is 

one example of sampling and blueprinting for an OSCE, most of the OSCE documents 

available are checklists and forms for each step of designing and implementing the exam 

to assist OSCE designers. The OSCE Committee offers suggestions for improvement in 
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the pre-exam analysis and generates a report after each analysis session to resolve any 

flaws and ensure high assessment quality. 

Internal structure 

This is related to reliability; one pre-exam analysis report advises the OSCE designer to 

increase the number of stations from five to six or seven. However, no policy specifies 

how the number of stations should be determined in order to produce a reliable exam, 

aside from the requirement that Cronbach's alpha be at least 0.7, which has not been 

calculated for any OSCE exam. However, it specifies that station durations be ten 

minutes or longer if necessary. This medical school's marking scheme example indicated 

that they use a 4-point Likert scale with a total score and global mark. They provided me 

with a station scenario that appeared concise and clear, followed by four tasks for the 

students. However, this could be seen as excessive depending on the nature of the 

specific tasks for a ten-minute station (Appendix 22). This demonstrates the absence of 

a system for piloting stations to ensure task-time agreement. 

Response process 

For the OSCE conduct process and to ensure fairness, these documents urge OSCE 

designers to provide detailed instructions for examiners, SPs, and students. According 

to the documents, the OSCE staff are trained in the design and administration of the 

OSCE, as well as in how examiners should behave during stations. The training aims to 

familiarise examiners with the exam's format and mark sheets in an attempt to create a 

shared understanding among them. However, I was unable to locate detailed information 

regarding the training procedures, duration, instructions, or whether the training session 

is mandatory for OSCE designers, examiners, and SPs.  

Consequences of the OSCE 

The cut-score is an important issue that is mentioned only briefly in the documents. The 

only standard-setting mentioned is that passing the exam necessitates a total score of 

sixty per cent of the OSCE. This is regarded as a fixed score on all exams taken at this 

school, with no mention of alternative, criterion-based, standard methods that can be 

used. This appears to contradict best practises guidelines in the literature for OSCE 

standard-setting (Homer et al., 2016). The school asserts that its moderation policy 

ensures that assessment criteria are consistently applied and that the assessment 

outcome (e.g., grades) is fair, valid, and reliable. The available documents do not, 

however, describe how the school manages the remediation exam when a student fails 

the OSCE.  

Another important outcome of the OSCE is feedback to the student, which is asserted in 

multiple documents to improve the educational value of OSCEs. However, the feedback 

given to students is not specific or personalised but rather general for the cohort. 



148 
 

 

Effective feedback to students ought to be personalised, specific, detailed, and 

actionable (Boud, 2015; Hattie and Clarke, 2018; Dawson et al., 2019). 

A post-exam analysis is performed after each exam to ensure the quality of assessment 

practices. According to the document analysis, this faculty is keen to receive written 

feedback from internal and outside examiners as well as students. The documents 

indicate that post-exam analysis would take inter-rater reliability, internal consistency, 

and difficulty index into account to statistically ensure the quality of the exam item. The 

OSCE Committee may decide to take action, such as removing a station and increasing 

teaching hours, based on the post-exam analysis. However, no documents show a 

proper psychometric analysis.  

5.2.3 Summary 

The OSCE documents of this medical school align with the majority of the good 

assessment criteria outlined in the assessment literature. Evidence suggests that this 

school aims to produce OSCEs that are valid, reliable, fair, and educationally beneficial 

by conducting analysis sessions and utilising feedback from various stakeholders. 

However, some practises go against the literature's recommendations, such as 

unobserved OSCEs, fixed standard setting, and a lack of individual feedback to students. 

As a result, there are several omissions and a lack of evidence-based practise in some 

documents, suggesting that their assessment documents require further development. 
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5.3 Interviews and focus groups findings and analysis 

Using RTA to analyse this case study's interviews and FGs allowed me to generate 

four main themes (which are shared by both case studies, as explained in Section 

3.8.3): 

1) Institutional and assessment culture: The influence of institutional and assessment 

culture on the OSCE implementation. 

2) Faculty expertise and practices: The effect of faculty expertise and practice on the 

current OSCE implementation. 

3) OSCE quality and design: The current OSCE procedures impact on the OSCE 

quality and design. 

4) Resources and infrastructure setup: The impact of resources availability on the 

OSCE implementation. 

Table 16 summarises the themes and subthemes derived from case study B's interviews 

and FGs. Each theme consists of multiple subthemes, a total of ten, some of which have 

subheadings, summarised in Appendix 35. Due to the integrative nature of the qualitative 

case study analysis, there may be limited overlap between the themes and subthemes. 

Hence, each theme or subtheme must be considered in relation to others, making 

analysis of them in isolation impossible. Therefore, at the conclusion of this chapter, an 

overarching theme will cluster the concepts found and analysed in this case study. 

 

Table 16. A summary of the themes and subthemes derived from the interviews 
and FGs. 

# Themes Subthemes 

1 
Institutional and assessment 

culture 

The nature of communication and 

collaboration 

The Influence of assessment regulations 

Desire for improvement 

2 Faculty expertise and practices 

Faculty awareness of the OSCE 

Faculty efforts in planning and preparation 

3 OSCE quality and design 

Attention to quality 

Theory-practice gap 

Reliability issues  

4 Resources and infrastructure 

setup 

Human resources  

Educational and logistical resources 
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5.3.1 First theme—Institutional and assessment culture 

This theme is exploring the influence of institutional and assessment culture on the 

OSCE implementation. It is widely agreed that the environment of the institutional culture 

and social interaction would greatly influence the assessment implementation 

(Holzweiss et al., 2016; Simper et al., 2022). Therefore, this theme explores the factors 

and issues that shape the culture of this institution’s assessment and influence on the 

OSCE implementation. I divided the aspects that affect how the OSCE is being utilised 

in this school into three subthemes (Table 17). 

Table 17. The subthemes of the first theme and their description. 

Subthemes Description 

The nature of communication and 
collaboration 

Explores the aspects of internal and external 
communication and collaboration among 
various stakeholders that affect OSCE 

implementation 

The Influence of assessment 
regulations 

Examines the influence of external and internal 
regulations on the OSCE's implementation 

The desire for improvement 
Demonstrates the faculty's flexibility and desire 

to improve their OSCE in the future 

5.3.1.1 The nature of communication and collaboration  

This subtheme explores the nature of this school's attitude towards collaboration and 

communication with different parties. It discusses this issue within the school, the nearby 

medical schools, an international medical school, and the nearby hospitals and how that 

impacted OSCE implementation. 

Internal communication 

This section illustrates the nature of the communication and interaction between different 

units, faculty to staff, and among staff members within this medical school and its impact 

on the OSCE implementation. The academic leader shows that there are different units 

that participated in assessment implementation, and he thinks that the units work 

collaboratively. 

‘In Health Education Unit, we work with the Assessment Unit to consider 
and implement the assessment methods. We also work together to update 
regulations and policies to keep up with the new advances in assessment.’ 
(Interview1-AL). 

The HPE in this medical school is equivalent to the Medical Education Departments in 

other schools. So, the HPE supervise and regulate educational activities—classically 

including assessment—in this school. This school, however, has a separate assessment 
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unit responsible for reviewing and approving assessment standards. Also, they have 

another unit for the OSCE—the OSCE committee—as discussed in the next subtheme. 

While this could be seen as collaborative work from different units to implement the 

OSCE, this could cause overlap between different units’ responsibilities.  

 The collaborative view is supported by an assessment specialist who agrees that the 

communication between different parties working on the OSCE is efficient and highlights 

the importance of this in implementing good OSCEs. 

‘So that link is there. The administration, the PDQA (Professional 
Development and Quality Assurance), and the Health Education Unit 
collaborate with the OSCE Committee. We are all working together to 
continuously look into the process of, you know, making sure that the OSCE 
assessments are meeting high standards.’ (Interview2-AS). 

Another participant indicated that whilst implementing the OSCE is challenging, the units 

have a good level of communication and collaboration to overcome the OSCE demands.  

‘This is teamwork, actually; no one of us can do it all. We collaborate, from 
writing the scenario all the way to arranging all material for the stations, 
conducting the exam, and lastly, compiling the results. So, I feel that 
everybody has taken part in these steps.’ (FG4-E1). 

Additional communication channel highlighted by the academic leader was with the 

students.  

‘The students have a direct channel with the chief academic supervisor 
through the student council and the students’ support club. They can request 
anything. Then, we can see what we can do for them.’ (Interview1-AL). 

This suggests that communication between stakeholders is present, which can aid in 

hearing others' perspectives and resolving issues. The existence of efficient 

communication channels would aid in resolving problems and facilitate a more effective 

OSCE implementation (Banihashemi, 2011). 

External collaboration 

This medical school engages in external interaction and cooperation with other medical 

schools and hospitals for the purposes of the OSCE.  This can affect how this school’s 

OSCE is implemented, for example, by obtaining outside examiners. 

‘We have internal and external examiners for our OSCE. So sometimes we 
bring examiners from (medical school x) or from the hospital… This helps 
evaluate our students’ performance and also our examiners’ performance.’ 
(Interview1-AL). 

Outside examiners' assistance benefits this school’s OSCE by covering the shortage of 

examiners and providing feedback for the OSCE organisers. 

‘Due to the shortage of examiners, especially for some specialities like 
gynaecology, we invite examiners from (medical school x) or clinicians from 
different regional hospitals, which happened a lot. They are usually very 
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supportive, and we ask them for feedback about the stations’ organisation, 
scenarios, and so on.’ (Interview2-AS).  

Student exposure to outside examiners would help in preparing them for future practice 

in hospitals. However, outside examiners could be unaware of the students’ level or the 

OSCE exam process. For instance, clinicians from hospitals may not be mindful of how 

students have been trained to perform skills and techniques. Therefore, students might 

be assessed according to these clinicians’ expectations. Subsequently, some outside 

examiners may assess students differently, which would affect the reliability and validity 

of the OSCEs, especially in parallel OSCEs. On the other hand, outside examiners may 

also provide feedback on this medical school's OSCE practice, which would incorporate 

outsiders' opinions to develop the exam. 

The administration's support is critical for a successful assessment implementation 

(Weiner, 2009). The administration of this school facilitated external collaboration, 

suggesting that the leaders of this school are aware of their role in facilitating OSCE 

implementation. 

‘I think the administration is very supportive and facilitate things as much as 
they can, for example, in inviting outside examiner from some specialities.’ 
(FG3-E2). 

The faculty is considering a project that has the potential to improve cooperation across 

universities in the area. Because they have an availability issue with the simulators and 

SPs, they want to overcome this challenge by collaborating with other institutions in the 

area. 

‘We keep thinking about the possibilities of having a pool of trained 
simulators available for our OSCEs, which we can make with other 
institutions as assessment logistics.’ (Interview3-AS). 

This medical school also collaborates with their international western partner to acquire 

OSCE scenarios.  

‘We receive some of the OSCE stations and the assessment forms from (the 
partner medical school), but sometimes they do not fit our cultural or the local 
context. Therefore, we are (the examiners) helping in adapting the scenarios 
to the local context.’ (FG4-E4). 

The above suggestion may make the OSCE exam more feasible, yet the participant 

identified that they need to re-write some stations for their authenticity. I remember one 

example this participant mentioned during a side talk after the FG about a station that 

they received from their western partner. The station was about dealing with a drunk man 

brought to the hospital with a medical condition which is a very rare case in SA culture, 

so the local OSCE writers need to re-write the scenario to make it more authentic and 

culture friendly. 
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In summary, according to data, this medical school's culture is characterised by multiple 

levels of communication and collaboration with various stakeholders, suggesting that all 

stockholders can communicate their voices and support each other. The faculty are 

aware of the importance of teamwork in providing suitable OSCEs, as efforts can 

synergise to make successful and feasible OSCEs (Thornhill et al., 1996; Suter et al., 

2009). Yet the analysis indicates that multi-units controlling the OSCE implementation 

might add unneeded complexity and hinder faculty communication which may lead to 

challenges in OSCE implementation. 

Externally, this medical school shows examples of communication and collaboration with 

medical schools, local hospitals, and international institution, which benefited their OSCE 

implementation (Heal et al., 2019). They invite outside examiners and receive validated 

OSCE stations from recognised third parties to implement feasible and valid OSCEs. 

However, the faculty recognises the need for caution when incorporating external OSCE 

stations. 

5.3.1.2 The Influence of assessment regulations 

From a cultural point of view, rules and regulations are potent symbols which usually 

form, represent, and direct the culture of institutions (Ndoye and Parker, 2010; Simper 

et al., 2022). This subtheme reveals the impact of these regulations on the OSCE 

implementation in this medical school. I categorise the regulations into two levels, 

external regulation to the level of regulatory bodies and internal regulations to the level 

of this medical school. 

External regulations  

The interviewees' response to a question about how they make choices during the 

different implementation stages and what is the regulatory bodies’ influence on that. The 

following quotes show that they adhere to external regulators. 

‘When we are preparing, as we said, the blueprint of the skills for the exam… 
they are built according to the national standard of the SaudiMEDs 
framework, so the blueprint is directly influenced.’ (FG1-D1). 

‘… the NCAAA asked us about the reliability of our OSCE.’ (Interview1-AL). 

The NCAAA accredited this medical school. So this medical school needs to prepare an 

annual progress report to follow up on any significant changes to their programme and 

submit it to the NCAAA (ETEC, 2023b). The NCAAA uses SaudiMEDs as a framework 

for the competencies that graduates should achieve (1.3.2). This shows the direct impact 

of the NCAAA and the SaudiMEDs on the OSCE in this medical school. This could be 

used as validity evidence that this faculty follows a well-established competency 

framework during the OSCE implementation. Although this medical school can overlook 

these organisational bodies' instruction, the medical school will lose its accreditation 
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which will affect its reputation. This would affect their graduates’ employability and the 

number of new students joining this medical school. Furthermore, some authors argue 

that obtaining NCAAA recognition would enhance the quality of medical school education 

and facilitate international recognition for their graduates (Alrebish, 2014; ETEC, 2022). 

Therefore, most medical schools in the KSA are trying to comply with NCAAA regulations 

to gain accreditation and the beneficial consequences of that recognition.  

‘We responded very well to the NCAAA recommendations. For example, the 
last recommendations were to focus on students’ performance on each point 
in the OSCE rubric to detect the issues in the curriculum and teaching. They 
also emphasise the importance of the post-exam analysis. We accept and 
implement these comments and find them useful. This will help us to improve 
next year’s application and improve our teaching for clinical skills.’ 
(Interview2-AS).  

This school seems responsive and flexible in accepting and incorporating new ways of 

dealing with their assessment to improve its implementation. The faculty saw that as an 

opportunity to enhance their practice. Therefore, the accreditation agencies' 

recommendations are influencing the practice in this medical school because they need 

to follow them to obtain accreditation. This could be seen as a pragmatic way to gain the 

benefits; however, all medical schools have to do so to get accreditation from this 

agency. 

Internal regulations 

Interviews revealed that participants were satisfied with the clarity and appropriateness 

of their OSCE assessment policies. One assessment specialist commented: 

‘I think the college regulations for assessments as a whole and particularly 
for OSCEs encouraged us to maintain high standards. It gives us a lot of 
flexibility and encourages us to improve. The administration always asks us 
to maintain the quality cycle… and reflect on our assessment, learning, and 
teaching.’ (Interview3-AS). 

The academic leader was pleased with their policies and their responsiveness to change 

according to their circumstances. 

‘Our policies are all clear and updated. So, I believe we regularly change our 
rules and regulations based on our needs. And if we find something negative, 
we put it in our improvement plan. Sometimes the issues that we need to 
change are based on something that we feel needs to be updated, from the 
students, the faculty, and the Saudi regulatory parties like the NCAAA or the 
ministry of education… The head of the Assessment Unit is the one who 
works on and is entirely responsible for the assessment guidelines.’ 
(Interview1-AL). 

The assessment unit includes one person responsible for reviewing and approving 

assessment guidelines. However, forming the assessment guidelines for the whole 

medical school by one person would be undesirable. Because if this individual is 

misinformed, that will have an impact on the whole assessment system. Furthermore, 
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from the document analysis, it was not clear how they constructed their guidelines, as 

no references have been mentioned in any of the documents received. Another 

possibility of having only one person in this unit could be due to financial restrictions. 

Since this is a private medical school with limited budgets, staffing may be affected, as 

discussed in the fourth theme. However, for the OSCE, the faculty formed an OSCE 

Committee dedicated to overseeing and ensuring standardisation in the OSCE 

implementation across all courses by adhering to specific and unified criteria.  

‘OSCE Committee’s responsibility is to build up one strategic plan for the 
whole clinical rotation to standardise the OSCE. So, internal medicine would 
not be very different from surgery and so on. They have sent us specific 
forms to be used during the preparation of the stations, different files for 
students’ instructions, examiners’ instructions, checklists, rubrics, and so on.’ 
(FG1-D2). 

The participant sees the OSCE Committee as a central quality assurance measure. 

However, the analysis of the documents at the beginning of this chapter does not show 

detailed OSCE-related regulations. The general assessment regulations presented in 

the documents do not consider the uniqueness of the OSCE nor provide a 

comprehensive OSCE regulation. Thus, the OSCE forms given by the OSCE Committee 

are not solely enough to implement good OSCEs. Therefore, staff experience is 

particularly crucial for the successful implementation of OSCEs. One OSCE designer 

said: 

‘Because we have been doing the OSCE for some years now. And there are 
two to three courses per year. So, due to this experience, the OSCE 
organisation is much better now.’ (FG2-D3). 

This implies that the guidelines are constantly refined based on experience and practise. 

However, the following example suggests the clarity of general assessment policies and 

the staff's familiarity with these regulations. It shows a clear policy for applying the fixed 

cut-score rule for different study levels. 

‘The pass cut-off score is sixty percent; it is fixed. For the first three years 
OSCE, the Clinical Skills course is a standalone course, so students must 
get at least sixty per cent on the whole course to pass. But for the last three 
years of the school, the OSCE is part of the assessment programme for each 
clinical course; the OSCE score is aggregated with other exams scores to 
reach sixty per cent or above to pass each clinical course.’ (Interview2-AS). 

Although this assessment specialist appears to know some fine details about the cut-

score rules in this school, a fixed pass score goes against best practices for high-stake 

OSCEs (Pell and Roberts, 2006; Park et al., 2021).  

In summary, the data indicate that this medical school abides by the regulations of the 

regulatory bodies, suggesting that they adhere to high standards and regulations in their 

OSCEs. Efforts are being made to standardise the OSCE examination experience across 

the institution, which will enhance the OSCE's validity and produce defensible results. 
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However, excessive standardisation and control would not reflect real-life practice and 

could make it difficult to meet the specific OSCE needs of different years and courses. 

Therefore, a level of flexibility might be needed to embrace assessment creativity and 

innovation. Furthermore, the findings from the documents analysis indicate the absence 

of comprehensive OSCE regulations. The analysis suggests that the faculty working on 

the OSCE are well informed by the assessment regulations’ details, which propose good 

communication within the faculty. Yet, some examples indicate that this school regulation 

might not be supported by evidence-based practice; therefore, the claims of having 

updated regulations might not be accurate. 

5.3.1.3 The desire for improvement 

This subtheme demonstrates the tendency for improvement that can be noticed among 

the faculty. This impression is supported by several quotes suggesting its prevalence in 

this medical school's culture. This subtheme is characterised by two aspects: flexibility 

and adaptability and staff vision for development. 

Flexibility and adaptability 

This highlights the faculty’s attitude toward change and development. 

‘In (medical school x), we believe everything needs to be updated and 
improved. We are receptive to learning and improving things. This is life. No 
one is perfect.’ (Interview1-AL). 

The excerpt above suggests that some staff are open and adaptable to change by 

consistently incorporating feedback into their practise. However, the important issue is 

on what basis this change will be introduced. Change must bring about improvements 

based on evidence-based evidence rather than change for the sake of improvement. The 

third theme—under the unobserved OSCEs section—gives an example of how the 

faculty introduce change. 

The faculty are receptive and appreciative of external regulatory bodies’ feedback.  

‘We are using the feedback that we had from the NCAAA review visit last 
year. We, you know, took those recommendations very seriously. We are 
thankful to them for giving us this feedback.’ (Interview3-AS). 

Also, they collect feedback from four different sources from their medical school, as this 

assessment specialist described:  

‘We put in our consideration the feedback that we received from the 
examiners, from the coordinators, from the committee of the OSCE exam 
itself… and from the students also.’ (FG1-D5). 

There is an incremental improvement to the OSCE, which shows the ability of the faculty 

to introduce change. 

‘Every year, we introduce one or two improvements to the OSCE stations. 
So again, it is an ongoing cycle for us; based on the feedback we receive to 
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improve things… for example, we received good feedback on the checklist, 
then we have modified it.’ (FG4-E5). 

The staff are ambitious and looking for further improvement, often by learning from the 

practice of other medical schools. 

‘If you go through some prestigious universities, they have printed guidelines 
for OSCE exams for students. Everything is very clear, so I think we need 
something like this. Things need to be clearer. However, we are gradually 
overcoming some problems. We had a problem with the rubric, and we had 
a problem with the checklist also. But all those things have been gradually 
solved.’ (FG4-E1). 

This participant identified the need for solving such issues by, for example, learning from 

well-known institutions' experiences. This also highlights their adaptability in resolving 

issues with their marking schemes. 

The data suggest that this medical school is receptive to feedback and continuously 

incorporates that to improve the OSCE application. They are open to hearing from 

different stakeholders, so they are involved in the development of the OSCE, which 

would increase the acceptability of the OSCE among them. The quotations suggest that 

this medical school can readily embrace and implement change and keep improving 

toward higher quality OSCE. This may be affected by the fact that the medical school is 

relatively young; therefore, it is not bound by history or outdated, static systems. This 

helps shape a positive and expansive culture in this institution, allowing for innovation, 

adaptability, and continuous quality improvement (Simper et al., 2022). 

Vision for development 

The participants discussed some areas for potential improvement of the OSCE. An 

OSCE designer demonstrated his enthusiasm and eagerness to implement a high-

quality OSCE by working to enhance its reliability and validity. 

‘If we can achieve the reliability, validity, and objectivity of this exam, then 
the challenges we face should not matter… But if we give up and introduce 
low-quality OSCE that cannot meet the main goal of this exam, I think this 
will be the main problem, and the exam will be a waste of time... Therefore, 
we are trying to achieve the best OSCE either by considering the feedback, 
by reading in the literature, and by learning from our experience.’ (FG1-D5).  

The participant inferred that the current implementation is not optimal, but he 

demonstrated commitment to a better implementation. Furthermore, one assessment 

specialist aims higher, thinks about large-scale development, and collaborates with other 

institutions. 

‘We also need to think bigger by merging the Assessment Unit with the 
OSCE Committee to establish an Assessment and Examination Centre that 
helps not only our college and university but also other universities in the 
region… so we can get more assessment experts and OSCE examiners as 
well as making profits.’ (Interview2-AS). 
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While this suggestion is supported by some literature (Allan et al., 2023), the faculty 

shortage and financial constraints, as described in the fourth theme, may render the 

formation of an assessment centre unattainable. However, since this is a private school 

and this initiative has the potential to generate revenue in addition to its educational 

value, they may find a means to implement it. Another participant identified specific areas 

that he desired to improve next.  

‘We are looking at the possibility of doing a proper psychometric analysis, 
including the individual items in the checklist. That is what we want to achieve 
next, Insha’Allah.’ (Interview3-AS). 

One assessment specialist wished they could conduct a ‘proper’ psychometric analysis. 

And conclude the dialogue with ‘Insha’Allah’, which literally means ‘If God wills’ to affirm 

his desire. He indicated later that was one of the non-compulsory suggestions from the 

NCAAA. Although that was an optional suggestion, he seemed truly want that which may 

show his fidelity to his workplace. A few simple statistical parameters are already 

calculated for the OSCE—discussed in the third theme. However, he was aiming for a 

more sophisticated analysis, yet it appears that they have no psychometricians. Another 

suggestion was to consider an alternative standard setting. 

‘We are using the pass marks as a sixty per cent, fixed one… Do we have a 
system here? But I think that still needs to be changed.’ (FG1-D3). 

However, the staff generally appeared content with their OSCE yet keen to enhance their 

practice.  

‘We are quite comfortable and happy with the (OSCE) standards that we are 
trying to improve, but we always like to work for, I believe the word is 
(perfection). So, we need to keep trying to do better and better.’ (Interview3-
AS). 

The findings suggest that the participants tend to feel comfortable regarding their 

OSCEs, but they are aware that there is room for improvement. Some staff have the 

vision to develop certain areas of their OSCE implementation, which may suggest their 

engagement and commitment to the workplace (Alsharif, 2011). Thus, if they can make 

informed decisions and continue to improve, the OSCE quality will improve. 

To summarise the findings in the first theme, the three subthemes discussed in this 

theme are all around one central concept: the influence of institutional and assessment 

culture on the OSCE implementation. The data suggest that the communication culture 

inside this institution and the collaboration with other institutions are effective to some 

extent. However, they may need some enhancement, which could help implement valid 

and feasible OSCEs. This school follows the external bodies’ regulations, but it has its 

own internal regulations, which may need some revision to improve the OSCE 

implementation. The analysis shows that the faculty have a desire for improvement. They 

are adaptable and flexible in introducing change, and the staff has a vision for 
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development; this may allow the faculty to introduce incremental developments, leading 

to better OSCE implementation. While the analysis indicates that this school's 

institutional and assessment culture is not optimal and that it needs further enhancement 

to support OSCE implementation, the faculty demonstrate a clear desire for 

improvement. 

5.3.2 Second theme—Faculty expertise and practices 

This theme explores the effect of faculty expertise and practice on the current OSCE 

implementation. It reflects the experience the faculty currently have and have brought 

with them while managing the OSCE on the ground and how it shapes current OSCE 

conduct and delivery. It captures the reality of current OSCE practice based on 

participants' understanding, perceptions, and practices. This theme contains two 

subthemes, as in Table 18. 

Table 18. The subthemes of the second theme and their description. 

Subthemes Description 

Faculty awareness of the OSCE 
Explores faculty understanding of the 

OSCE and their perception of their OSCE 

Faculty efforts in planning and 
preparation 

Understands the processes that the people 
working on the OSCE follow to operate 

their OSCE 

5.3.2.1 Faculty awareness of the OSCE 

This subtheme reveals how the faculty perceives and understands the OSCE's 

significance as a clinical assessment instrument. It also captures the opinion and 

perception of the faculty on the OSCE's status in their institution and how they see its 

present implementation. 

Faculty understanding 

This section aims to understand the viewpoint of those involved in the OSCE 

implementation about the OSCE as a clinical assessment instrument. 

‘The OSCE is unique. As in my opinion, it allows the examiner to properly 
and objectively examine his students.’ (FG2-D1). 

‘It is very much needed and appreciated. It is a very good way of assessing 
psychomotor skills from different angles. It is the best way to assess students' 
(clinical) performance.’ (FG2-D2). 

This fulfils an important element of the criteria of good assessments, which is the 

acceptability of the assessment instrument. In his later speech, the OSCE designer in 

the second quote stated that their OSCE assesses students' performance competencies 
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such as history taking, communication skills, clinical procedures, and management skills. 

Nevertheless, one assessment specialist provided a more holistic opinion; he noted: 

‘You are never going to have a perfect assessment. The perfect assessment 
tool does not exist, right?… (however) the OSCE does rate relatively high, 
very high for its effectiveness as an assessment tool.’ (Interview3-AS). 

Another participant indicated aspects that make the OSCE a favourable tool. 

‘OSCE, in general, would allow, you know, practising on patients in a safe, 
controlled environment, right? We can test many types of skills in it. It does 
not just examine procedures but also communication skills. It is a very flexible 
tool, so it got a lot of variation. You can also assess a large number of 
students in the same standard environment.’ (Interview3-AS). 

These views are thoughtful and supported by the wider OSCE literature (Abdulghani et 

al., 2015; Harden et al., 2015). Moreover, an OSCE examiner recognised that the OSCE 

designers could control the level of difficulty: 

‘And we adjust the station according to the level of the students. So, mostly 
it is a good exam. But of course, it needs a lot of (planning) to arrange this 
exam. It needs a lot of work.’ (FG4-E1). 

And he also recognised the price of these advantages as the OSCE is resource 

intensive. The OSCE designer valued the OSCE as it can be standardised in a controlled 

environment which could enhance the exam's fairness. 

‘… there is standardisation, so the students have equal chances to be 
assessed on the same thing. So, this standardisation is a very important 
part.’ (FG1-D3). 

The academic leader indicated that the quality of the OSCE depends on the quality of its 

implementation.  

‘Again, it depends on how you utilise the tool. The OSCE needs a good 
design to be effective. So, I think the tool's usefulness depends on how it is 
practised.’ (Interview1-AL). 

It is not only about the type of assessment instrument used but, more importantly, about 

how it is implemented. Additionally, an OSCE examiner regarded the OSCE as superior 

to traditional clinical examinations. 

‘In traditional clinical assessment, the clinical examination comes at random; 
the students may face random two or three cases only, and they will not 
cover a wide range of skills. While the OSCE covers many skills that match 
the learning goals because you can cover many topics.’ (FG3-E1).  

The above participant appears to appreciate the significance of blueprinting and 

constructive alignment, thereby reducing the OSCE's reliance on randomness. He 

implied that the OSCE has more fairness, validity and reliability than long- and short-

case examinations. Yet, he has a well-balanced insight in line with the broader literature, 

as he mentioned that both assessment tools are needed: 
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‘Both are needed because, from the long case, you will take a history, you 
will evaluate the whole case as it is in real life from A to Z., But each OSCE 
station targeted a single learning goal.’ (FG3-E1). 

In summary, the faculty responses regarded the OSCE as a valuable assessment tool; 

however, they believe that its effectiveness is largely contingent on the quality of its 

implementation. Data shows that faculty seem capable of describing what they feel is 

best practise in the OSCE and broadly understand many of its advantages and limitations 

stated in the literature (Khan et al., 2013b; Abdulghani et al., 2015; Harden et al., 2015). 

They believe it is a valid, reliable, fair, flexible, and useful assessment tool that can fulfil 

the criteria of good assessment. So, the OSCE is a widely accepted assessment 

instrument among the faculty. 

Faculty opinion on their OSCE 

The previous section explores faculty opinions about the OSCE as a clinical assessment 

instrument. But this section traced the participants' views and perceptions of their current 

OSCEs and their influence on future student practice. The faculty's perception of the 

current OSCE affects whether they recognise the need for improvement or lack the 

motivation to do so. Participants had a sense of satisfaction with their OSCE 

implementation. 

‘I tend to think that we are doing a great job on the planning aspect and the 
implementation of the OSCEs.’ (Interview3-AS). 

However, these opinions are largely based on their feelings but not necessarily 

supported by evidence from the practice, as discussed in several sections of the third 

(4.3.3.1) and fourth themes (5.3.4.2). Although I have dedicated a subtheme to the 

faculty's desire for improvement (5.3.1.3), these opinions may render the Faculty less 

committed to implementing the improvement plans. Since a sense of contentment with 

the current OSCE implementation may impede further development. In contrast, some 

participants are not entirely pleased with the current OSCE implementation. 

‘To be honest, I think we are gradually improving our clinical assessment. 
Now, I am partially satisfied… I can say it is above the average…’ 
(Interview1-AL). 

‘I think it has sort of good quality but not of the top quality. But generally, 
regarding the checklist, rubric, and preparation steps for OSCE, I think it is 
of high quality; they are not bad at all.’ (FG3-E2). 

When faculty members believe that there are areas in which they can improve, it 

motivates them to strive for better implementation, as discussed in a previous subtheme 

(5.3.1.3). This would also motivate them to acquire further knowledge to fill the gaps in 

their practice. However, some examiners argued that their OSCE is of high quality 

because it has an educational impact beyond the exam, that students do not easily forget 

the topics covered during OSCEs. 
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‘I believe that the students will not forget the cases that they experienced in 
the OSCE, they will go and read more about the topics of the stations, and 
they will focus on them more in the future.’ (FG3-E3). 

Other participants support this opinion: 

‘Our students are performing excellently in clinical practise… We noticed that 
our students perform better than their peers in other medical schools, 
especially in clinical questions; we believe that mostly because of the use of 
the OSCE in the college from year one.’ (Interview2-AS). 

‘The hospital staff said that the (the name of this medical school) graduates 
do have good clinical skills. Also, some feedback is coming from our 
graduates that when they are working in the hospital, their basic skills are 
excellent.’ (FG4-E3). 

These claims from Faculty and hospital doctors can be regarded as validity evidence 

supporting the OSCE's implementation quality and educational impact. The statement 

from the OSCE examiner (FG4-E3) also suggests that alumni believe the OSCE helped 

them achieve clinical excellence. This could be because the OSCE experience prepares 

them for similar exams in post-graduate training. However, the statements in the 

preceding quotes about the OSCE's impact on future practise may be influenced by 

social desirability bias, where participants only show what they like (Grimm, 2010); and 

a lack of third-party benchmarking that assesses practise before and after graduation 

(Engelkemeyer, 1998). Furthermore, clinical skill proficiency is multifactorial, making it 

difficult to attribute it to a single teaching or assessment method. Though, Komasawa et 

al. (2020) and  Horita et al. (2021) found that the OSCE is well correlated with future 

clinical clerkship performance. 

5.3.2.2 Faculty efforts in planning and preparation 

Planning and preparation for the OSCE consist of multiple steps and effort from the 

faculty. In each step, faculty choices and actions based on their expertise and practices 

affect the OSCE implementation. The participants described a number of OSCE 

preparation steps that were characterised by early planning and blueprinting, as well as 

the exertions of the organisers and examiners. 

Early planning and blueprinting  

The OSCE is a sophisticated assessment instrument that requires extensive preparation 

(Bearman et al., 2020). Therefore, early planning is necessary to allow sufficient faculty 

time to decide and write the stations, organise the needed resources, and allocate 

examiners and patients/SPs (Boursicot, 2010). 

‘The OSCE Committee with the Assessment Unit and the Medical Education 
Unit set together to design the next year's academic calendar... They book 
all exams dates, including the OSCEs. Then, early in the academic year, the 
OSCE Committee gather and decides what ILOs should be covered by 
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making an extended blueprint and sending it to the course coordinators.’ 
(Interview2-AS). 

The data showed that the planning for the OSCE in this medical school starts early. This 

allows enough time to prepare and design the exam and avoid any unforeseen 

circumstances or time pressure. The OSCE Committee plays a central role in the 

preparation process for the basic years OSCEs. 

‘The OSCE Committee design the exam, allocate the time and the venue, 
call for the examiners, and prepare a report to be sent to the head of the 
Assessment Unit, head of the Clinical Department, and head of the Medical 
Education Unit. So, everyone knows what the exam is about, and they all 
can check on the ILOs coverage and so on. All parties can provide comments 
to the OSEC Committee.’ (Interview2-AS). 

But still, an OSCE designer finds that the planning and preparation for the OSCE are 

resource intensive.  

‘It takes a long time for preparation. The standardisation and training for the 
examiners consume so much time and effort. Also, it is expensive. These, I 
think some of the disadvantages of the OSCE.’ (FG1-D4). 

This may imply that their resources are insufficient for such an exam, as I elaborated 

later (5.3.4.2). Nonetheless, they appear to have no other option as they rely solely on 

the OSCE for performance assessment (5.3.3.2). Therefore, this faculty may need to 

secure enough resources for the OSCE and utilise another performance assessment 

instrument to mitigate the impact on the constrained resources. 

A participant mentioned that blueprinting is the first step in structuring the OSCE exam, 

and it is done for all OSCE exams.  

‘In surgery. I have about fifteen skills in my course... So the students know 
that these are our skills. We gave them these skills in the student guidebook. 
We have to choose six out of these in our blueprint. We do follow a 
standardised blueprint from the SaudiMED.’ (FG1-D3). 

The use of blueprinting is a crucial step in ensuring a high level of OSCE validity (Harden 

et al., 2015; Raymond and Grande, 2019). However, each clinical course in this medical 

school has its own OSCE, so only a few skills can be blueprinted. For example, the 

surgery course is a major course with fifteen skills to be blueprinted, suggesting that 

minor courses would have fewer skills. This indicates that the OSCE exam will cover the 

majority, if not all, of the course's skills. This would render the blueprinting useless since 

all or most of the skills would be assessed. The OSCE will then be more resource-

intensive when performed for each course. Moreover, this medical school has a 

maximum of six OSCE stations per course, which would reduce the exam's reliability, as 

discussed in the next theme (5.3.3.3). 

After blueprinting, one clinical teacher writes the station, which is then discussed in the 

department before being sent to the OSCE Committee for review. 
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‘The preparation and writing of the OSCE stations are sorted by the course 
coordinator in collaboration with the teachers in the (course) planning 
group... each member of the department, for example, is assigned to write 
one station, okay. After that, the whole group attended the assessment unit 
for what is called a pre-exam analysis. After that, all scenarios should be sent 
to the OSCE committee for final approval.’ (FG1-D4). 

This means that each station is revised twice by different people, which would enhance 

the quality of the stations. Because writing the stations is an important component of the 

OSCE, it is not only about writing the scenario but also the instructions for the examiners, 

students, and SPs. 

‘Besides writing the station, I need to write instructions for the student. And 
there are instructions for the examiner, including an explanation for each 
point in the checklist... There are also instructions for the role-player, 
including which task he must perform, when to answer the question, when 
not to answer, and what answer he should give if asked. I finally need to 
make an equipment list.’ (FG3-E4). 

This suggests that the faculty working on the OSCE are mindful of the need for clear 

instructions for all OSCE stakeholders. In addition, according to some OSCE designers, 

they make an effort to make the exam as authentic as possible. Indeed, the more 

authentic the exam, the more valid it will be. 

‘I make a simulated scenario from real-life (scenarios) to mimic real-life as 
much as I can, then I write the questions.’ (FG2-D1). 

The academic leader indicated that a content specialist writes the OSCE, and they have 

an OSCE question bank.  

‘We have expert doctors in their specialities who write the OSCE. And also, 
we have a station bank for the OSCE.’ (Interview1-AL). 

Since their OSCEs are written by content specialists, they can achieve a high level of 

validity (Khan et al., 2013a). And their OSCE can be more feasible because they have a 

bank of available OSCE stations (Abdulghani et al., 2015). Nevertheless, before being 

added to the station bank, OSCE stations should be thoroughly reviewed to ensure they 

adhere to the evidence-based design. However, it appears that piloting stations are not 

performed, as no document or participant mentioned this during the lengthy description 

of their implementation method. Piloting stations are essential to ensure smooth running 

during the actual OSCE operation (Abdulghani et al., 2015; Harden et al., 2015). 

Duties of the OSCE organisers and examiners  

In this medical school, the OSCE designers are also known as OSCE organisers or 

coordinators because they will be in charge before and during the OSCE exam. The 

participants identify several duties that the OSCE organisers and examiners need to 

perform just before the exam. Their role is critical to make a successful OSCE. One 

OSCE designer summarised OSCE organisers’ role into three main areas. 
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‘Our role mainly is in three parts. The first role is we design our OSCE 
questions and the instructions for the stations. The second part is the 
organisation as we organise the logistics, which also extends to training the 
simulators. The third part is running the exam, as we may act as examiners.’ 
(FG2-D3). 

There is some contradiction between the participants about who writes the stations. 

While most participants indicated that the OSCE designers write the stations, others 

mentioned that the content specialist writes the stations, as in the last quote by the 

academic leader (Interview1–AL). This suggests that the academic leader may not be 

fully acquainted with the OSCE practice, which could be understandable. This, however, 

suggests that the administrative staff are not supervising the implementation process, 

which may allow for poor practice. However, if a content expert does not write the OSCE, 

its validity and authenticity would be diminished, though this would depend on the level 

of practise (Khan et al., 2013a).  

Before the exam, there is a step to prepare the examiners that is different from the 

examiner training discussed in the fourth theme (5.3.4.1). It is common practice for the 

OSCE organisers to share the station scenario, station topic information, and checklist 

with the examiners prior to the exam.  

‘We receive the checklist and background information (about) the station that 
we are responsible for from the coordinator of the OSCE one week before 
the exam. I read the station, and if I have any problems with it, I have to be 
sure of how to execute it. So, I go to the OSCE coordinator or to a content 
expert to ask and be sure I understand how I could observe students 
correctly.’ (FG4-E4). 

‘The OSCE Committee... invite clinicians and non-clinicians. I am a 
Microbiologist, but they send me two things before the exam. They send me 
the checklist and background about the station to read. Because I am a non-
clinician, the material they send is very useful to prepare myself for my station 
and fairly conduct the exam.’ (Interview2-AS). 

The participants in the above quotations spoke positively about receiving the materials 

in advance. This suggests that this step will allow them to arrive well-prepared for the 

exam (Malau-Aduli et al., 2023). However, due to a lack of content specialist examiners, 

the faculty may resort to inviting non-clinicians/specialists. Sending the materials ahead 

of time is particularly important for examiners who are not clinicians, do not specialise in 

the assigned stations, or are outside examiners so that they can accurately assess 

students. While this practice is useful for examining some skills, some clinical skills 

require the use of content experts to assess students' performance (Abdulghani et al., 

2015). However, sending stations materials to examiners in advance of exams may 

increase the likelihood of leaks. 

Moreover, by providing exam materials before the exam, examiners could provide 

feedback to OSCE designers to improve the OSCE implementation. 
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‘As an examiner, I usually give my comments about the exam checklist to 
evaluate the clarity and quality of the checklist and whether I need to add 
some points to clarify things for the student. My comments as an examiner 
are very important to the designers and will guide them in the next OSCE 
exam.’ (FG3-E4). 

Just prior to the exam, the OSCE designers provide a briefing to the examiners to ensure 

they are aware of their stations. 

‘Before the exam itself, we have a calibration meeting for the examiners. And 
I think that is probably one of the most important things we do to have a fair 
OSCE assessment.’ (Interview3-AS). 

‘The good point in our OSCE is that we have a  quick meeting before the 
exam… When I am assessing a skill, I mostly receive a briefing about 
different items' weight in the checklist of my station.’ (FG3-E2). 

By briefing and sending materials in advance, examiners will be able to ask questions 

regarding uncertain points, thereby increasing the validity of their assessments (Malau-

Aduli et al., 2023). Moreover, this would make the examiners consistent in their 

assessment across the cohort (i.e., intra-rater reliability) as well as make the examiners 

more consistent among each other (i.e., inter-rater reliability) as they share similar 

understanding, especially in parallel stations. This step will enhance the validity, 

reliability, and fairness of the OSCE (Fuller et al., 2017).  

Exam security and supervising the application are two of the responsibilities of the OSCE 

organiser. 

‘… The OSCE organiser is always present to supervise exam security and 
ensure no contact between students during exam time to guard exam 
privacy; you know, this is very important. He also monitors and organises the 
application of the exam and ensures that everything runs as expected and 
that the male and female OSCE exams started at the same time.’ 
(Interview2-AS). 

The assessment specialist noted that close supervision during the OSCE is pivotal 

because this medical school typically has parallel stations, one for male and another for 

female students (Fuller et al., 2017). As a result, it is the responsibility of the OSCE 

organiser to ensure that the parallel station functions properly to ensure exam reliability 

and security. 

To summarise the findings in the second theme, each of the two subthemes discussed 

here revolves around a single concept: the impact of faculty expertise and practice on 

the current OSCE implementation. The first subtheme data suggest that the faculty 

believe the OSCE is a good clinical assessment instrument. They are generally pleased 

with their OSCE implementation. Yet, they think they want to improve its implementation. 

Overall, the data show that the faculty have a good understanding of the OSCE 

theoretical concept and believe they are implementing a good OSCE.  
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The second subtheme data suggest that the faculty working on the OSCE duties are 

early planning for the exam, blueprinting the skills, writing authentic stations, and 

reviewing the scenarios twice. There is a sense of teamwork in all the aforementioned 

steps between the OSCE designers, organisers, and examiners, which would contribute 

to implementing good OSCEs. The OSCE organisers send information about the stations 

to the examiners and brief them before the exam. While this practice allows non-

specialised examiners to participate in the OSCE, exam security may be compromised. 

In general, the data suggests that these collective efforts would aid in the implementation 

of OSCEs with high validity and reliability.  

5.3.3 Third theme—The OSCE quality and design 

This theme examines the impact of current OSCE procedures on OSCE quality and 

design. It highlights the OSCE’s key practises on the ground and how they influence its 

current implementation. This theme contains the three subthemes listed in Table 19. 

Table 19. The subthemes of the third theme and their description. 

Subthemes Description 

Attention to quality 
Explores how this medical school ensures the 
quality of their OSCE implementation and the 

issues that affect it 

Theory-practice gap 
Inspects the mismatch between OSCE 

literature and this medical school OSCE 
practises 

Reliability issues  
Investigates the factors that influence the 

reliability of their OSCE 

5.3.3.1 Attention to quality 

This subtheme analyses the quality measures utilised by this medical school and their 

influence on their OSCE implementation. Some quality assurance measures include the 

establishment of an OSCE committee, pre- and post-OSCE review, and incorporating 

stakeholder feedback. Moreover, the language used to introduce the OSCE may affect 

the quality of their OSCE, as discussed at the end of this subtheme. 

Measures for quality control 

According to the discussion that follows (5.3.3.2), the OSCE is the only performance 

assessment instrument employed at this school. Therefore, it tries to ensure the quality 

of its OSCEs by monitoring their implementation. 

‘I believe that the formulation of an OSCE Committee does indicate that the 
institution administration pays a lot of attention to the OSCE exams, and we 
want to achieve and maintain excellent OSCEs… The main responsibility of 
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the OSCE Committee was to supervise and guide OSCEs from year one to 
year five and to ensure that we maintain standards.’ (Interview3-AS).  

This medical school established an OSCE committee to coordinate and oversee its 

implementation due to the importance of the OSCE in its assessment system. This 

appears to be an attempt by the medical school's leaders to ensure the quality of their 

OSCE. It supervises the whole OSCE implementation process by providing support on 

how to implement the OSCE and overseeing its application by the OSCE designers. So, 

the process is intended to be consistent across all courses. An OSCE designer was 

pleased with the OSCE Committee's role in assisting them in designing and 

implementing the OSCE in their courses. 

‘We have an OSCE Committee, which reviews the OSCE stations we design 
and also gives suggestions to make it more accurate and standardised. The 
stations have been extensively and thoroughly revised by the chair of the 
OSCE Committee. He gives us opportunities to discuss and challenge.’ 
(FG2-D2).  

Although the participants see supervising OSCE implementation as a good thing, too 

strict supervision and rigid rules could impede innovation and creativity in the OSCE 

implementation (Shand, 2020; Chan et al., 2023). Furthermore, if this is not carefully 

balanced, it may lead to a stagnant OSCE, and the task of the OSCE designer could 

become limited to checking boxes and copying and pasting. However, it is reasonable to 

presume that none of this occurs since no participant raised this concern. 

Furthermore, the OSCE Committee conducts a review of the OSCE not only before but 

also after the exam:  

‘The pre- and post-OSCE analysis is always conducted to ensure the quality 
of all our exams and to improve next year’s OSCE, either by improving the 
teaching or the exam implementation itself. We also receive feedback from 
the students after the OSCE so that they can share their opinion, and we 
accept and amend things if we find a problem.’ (Interview2-AS). 

The post-exam analysis is conducted for each OSCE exam as part of the quality control 

process. This may include a qualitative and quantitative evaluation (Tavakol and 

Dennick, 2011b). As mentioned earlier in the document analysis (5.2), they produce a 

short report that includes a summary of the feedback received from the internal and 

outside examiners and students. 

‘The analyses (post-exam analysis) actually is not just for assessment 
purposes, but it forms a very important tool for tweaking our curriculum and 
teaching strategies.’ (Interview3-AS). 

This analysis benefited the current exam and was also used to improve the curriculum, 

teaching, and future implementation. Therefore, the OSCE results provide teachers with 

information regarding student learning and the effectiveness of their teaching, giving the 

OSCE assessment value, educational impact, and catalytic effect (Norcini et al., 2018). 
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Furthermore, the OSCE Committee considers the feedback received from different 

stakeholders, such as regulatory bodies, examiners, and students. This can be seen as 

a quality assurance method that could help improve the OSCE. 

‘The OSCE Committee get all points of view, examiners and students, then 
the good feedback incorporated for improvement.’ (FG4-E5). 

The excerpt above suggests that this medical school is receptive to feedback but 

possibly that they are selective about what feedback they decide to act on. People tend 

to focus on feedback that they agree with rather than feedback that challenges them, 

which may be the most useful. While it is understandable that they would focus on the 

'good' feedback, other feedback should not be ignored. The committee may need to 

communicate with the feedback providers to understand their point of view, or the faculty 

can explain their view. This would increase the value of the feedback and strengthen the 

faculty's credibility among the stakeholders.  

In addition, hearing from the OSCE examiners in the post-exam debriefing sessions is 

an important part of the quality assurance cycle.  

‘After the exam, the OSCE coordinators usually invite us to sit together and 
discuss how the exam went, so we can provide our comments… We also 
have a meeting with OSCE Committee to revise students' results and the 
feedback received from different participants.’ (FG3-E2). 

Debriefing would advise OSCE organisers and the OSCE Committee of any 

shortcomings or good practices of the OSCEs (Ware et al., 2014). This will allow them 

to take quick actions, such as removing certain items from the scoring rubric. Feedback 

and debriefing can help OSCE designers create better OSCEs in the future, contribute 

to the quality assurance process, and enhance the OSCE's catalytic effect. 

The post-exam analysis includes a basic quantitative review by comparing students’ 

scores. According to one assessment specialist, they have recently begun computing 

some psychometric values. 

‘Since last year, we have started off with a very basic psychometric 
assessment as our first step. We actually compare and contrast the scores 
of the students of the cohort on these six stations in between… to pick out 
any stations in which the students apparently performed poorly. Also, if we 
have two tracks, we compare the tracks' results among themselves. That, let 
us say, is our limited statistical analysis for our OSCE exams.’ (Interview3-
AS). 

However, based on some follow-up questions, it appears that the above comparison is 

merely comparing the results of the students to identify the outliers. They complete this 

without the use of any psychometric equations. As a result, this could be classified as a 

statistical review rather than a psychometric analysis. Likewise, they may compare other 

values: 
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‘Comparing the students’ performance in individual stations to the student 
performance in the whole exam and comparing the student's performance in 
OSCE to his performance in the course as a whole.’ (FG1-D1). 

One faculty member shared his screen with me and showed me a Microsoft Excel file 

with a list of students in one cohort and their scores at each station. Then he explained 

to me how they compare the students' results. I noticed that none of the comparisons 

above use any psychometric calculations. However, the alpha coefficient is the only 

psychometric value calculated, but they did not share its results with me. 

‘We calculate the alpha coefficient that is automatically done for all the 
exams. But unless we go into analysing the individual checklist items within 
each OSCE, I believe we still have a long way with the psychometric 
analysis.’ (Interview3-AS). 

‘We wish to conduct full statistical analysis for each exam item (station).’ 
(FG1-D4). 

According to the excerpt above, some participants understand the significance of 

conducting proper psychometric analysis. Advanced psychometric analysis can provide 

quality metrics and allow OSCE designers to identify some sources of errors, such as 

whether it is the assessor, the station design, or teaching issues (Pell et al., 2010; 

Tavakol and Dennick, 2011b). However, during a side conversation, I discovered they 

do not have any statisticians who can assist them in conducting the psychometric 

analysis they are aiming for. 

The language as a barrier 

The language used to conduct the OSCE can be a significant issue that affects its quality. 

This communication issue was raised by some participants as a challenging aspect. 

‘Simulated patient and student communication at times become tricky or 
difficult because of the language barrier. Our patients actually do not speak 
English, and some do not speak Arabic, but the students speak both Arabic 
and English. So, there is something wrong there. That could be eliminated 
either by an educational hospital or with the training of simulated patients.’ 
(FG4-E5). 

Although this point was raised infrequently, based on conversations outside of FGs, it 

appears to have occurred with nearly all OSCEs. The language of teaching and 

assessment in this medical school is English. The majority of the students' and some of 

the faculty's first languages are Arabic. This poses two challenges, first, for the OSCE 

design since the OSCE designers often cannot easily find English-speaking patients or 

SPs. As a result, this would not allow certain OSCE stations that need some 

communication skills to be introduced. This may affect the validity of the OSCE. 

Secondly, when the OSCE is introduced in English, most of the patients will not 

understand it because it is different from the community's main language. This issue 

questions the authenticity of the OSCE. In real life, most patients speak Arabic only, so 
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there may be cultural nuances important to clinical practise that will not survive 

translation from Arabic to English (Alnahdi et al., 2021). That is a broad authenticity issue 

that affects medical schools as well as hospitals in SA; however, this is not the focus of 

this thesis. 

‘Sometimes the language is a barrier. If we cannot find English-speaking 
patients, we sometimes conduct examinations in Arabic with Arabic-
speaking simulators. So that is something a bit of a challenge, but also 
interesting to see the OSCE is conducted in Arabic, mimicking real-life 
conversations and then assessed obviously with an Arabic-speaking 
examiner.’ (FG2-D2). 

Consequently, the OSCE may sometimes be administered in Arabic, but only a small 

percentage of examiners can speak Arabic. This would worsen the lack of examiners 

situation discussed later (5.3.4.1). Also, this may drive the OSCE designers to include 

fewer OSCE stations, which would lessen the exam's reliability, as addressed later 

(5.3.3.3). So here are a series of compromises which challenge the authenticity, validity, 

and reliability of their OSCE. Nevertheless, these skills are taught and trained in English; 

therefore, the assessment must reflect this. Thus, introducing the OSCEs in Arabic could 

be unfair to the students and lead to the loss of some examiners (Moeen-uz-zafar et al., 

2015). This could compromise the students' authentic interaction with the patient during 

the station, affecting the results' validity (Diab et al., 2019). The participants recognise 

the threat this issue poses to authentic practise, but they appear unable to resolve it. 

In summary, for this subtheme, the data suggest that this medical school take some 

steps to ensure that they implement successful OSCEs. They established an OSCE 

Committee to oversee the OSCE is implemented according to their standards. The key 

concern, however, is how the committee's staff members adopt the OSCE's standards. 

It is unclear whether they administer the OSCE solely based on their expertise and 

experience or if they embrace evidence-based practises from the wider literature. The 

OSCE Committee notes that they are not working alone and are considering feedback 

from all stakeholders. Although they strive to conduct proper psychometric analysis, they 

lack a psychometrician to do so. Finally, sometimes the language used during the OSCE 

could be a challenge for the OSCE designers, examiners, and students as this would 

affect the quality, authenticity, validity, and reliability of the exam.  

5.3.3.2 Theory-practice gap 

This section explores the mismatch between the OSCE literature and the practice of the 

OSCE in this medical school. I discussed three key areas where there are 

inconsistencies between theory and practice, i.e., between what the literature 

recommends and the way this institution conducts the OSCE. The three areas are only 

the OSCE, unobserved OSCEs, and lack of individual feedback. 

Only The OSCE 
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The participants reported that OSCEs and work-based assessments such as mini-CEX 

were conducted. However, the quote below reveals that this medical school relies mainly 

on the OSCE as a summative performance assessment, and the mini-CEX is only used 

as a formative assessment. 

‘We have the standard OSCEs that take place at the campus… And then we 
have OSCEs in the hospital where the students go to the real environment 
and examine real patients… We also have a mini-CEX every week as 
formative assessments.’ (Interview3-AS). 

Using the OSCE as the sole clinical assessment tool is contrary to the best practise of 

using various clinical assessment instruments within the assessment system (Khan et 

al., 2013b; Norcini et al., 2018). Due to the fact that no single instrument can assess all 

aspects of clinical competencies (van der Vleuten et al., 2010; Boursicot et al., 2020), 

the OSCE alone would not provide a comprehensive judgement of the students' clinical 

competencies. An assessment specialist suggested that they use multiple assessment 

instruments to improve the validity and reliability of their overall assessment outcomes. 

‘So, we know that using a variety of assessment tools increases the reliability 
and predictability of skills under assessment and the discrimination between 
the students.’ (Interview3-AS). 

Although some staff are aware that this approach is not the best practise, a shortage of 

faculty and constrained resources may have contributed to the emergence of this 

situation, as discussed later (5.3.4).  

Unobserved OSCE stations 

Another theory-practice gap is the unobserved OSCE. Although I was initially impressed 

by the number of stations—twenty-six—that comprised their OSCE, on detailed 

questioning, it became apparent that many of the stations were unobserved. 

‘But now, we divided the OSCE into observed OSCE and unobserved OSCE. 
So, we have twenty stations that are unobserved… And six stations are 
observed that we do them on the simulators (SPs)… but both are 
components of the OSCE.’ (FG1-D3). 

The conversation revealed that they view the computer-based questions presented to 

the students to be ‘unobserved’ OSCE stations. One participant explains the nature of 

these unobserved stations. 

‘A non-observed OSCE is basically a video or a sound that the student watch 
or listen to and writes his/her answer in the answer sheet. For example, a 
station with a murmur sound with some questions.’ (Interview2-AS). 

According to the explanations of the participants, the students were not required to 

perform a skill in the unobserved OSCE; instead, they were shown a video, picture, or 

audio on the screen, followed by some related questions, and asked to write down the 

answers. Similar to knowledge test formats, this exam is administered in an exam hall 
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with a computer for each student. This medical school regards the above-mentioned 

unobserved OSCE as an OSCE exam, with each question serving as a station. The 

participants provided three reasons why the faculty introduced the unobserved OSCE. 

First, they want to enhance the reliability of their exam by introducing more OSCE 

stations.  

‘Naturally, you know, increasing the number of assessment moments 
increases reliability… So, we have tried to increase the number of OSCEs 
by incorporating unobserved stations into the OSCE. The OSCE committee 
was consistently receiving feedback that (the stations) numbers needed to 
go up to ten or more stations.’ (Interview3-AS). 

The second reason is a lack of sufficient examiners to administer the desired number of 

stations, as discussed in the third theme. 

‘We do unobserved OSCE because of the same problem of constraint in the 
specialised examiners.’ (FG2-D2). 

The third reason involved a lack of workforce and logistics. 

‘We have tried to incorporate unobserved stations into the OSCE as well, try 
to increase the number of stations, and overcome the lack of staff and some 
logistical problems.’ (FG2-D5). 

The faculty appears keen to improve the OSCE's reliability and assumes that the 

unobserved OSCE would help increase the number of stations without the need for 

additional examiners or other logistics. However, according to the OSCE literature, the 

unobserved OSCE station, as described by the participants, is not deemed to be a proper 

OSCE station, as students do not perform any clinical skills (Khan et al., 2013b; 

Abdulghani et al., 2015; Harden et al., 2015). Although including unobserved stations 

improves overall reliability, it diminishes validity and authenticity since they do not meet 

the goal of this sort of assessment (Downing and Haladyna, 2004). After I realised this 

issue, I made it clear to the participants that our discussion would focus on the observed 

OSCE exams because I did not want the unobserved OSCE to direct the discussion, as 

the wider OSCE literature does not support it, and it is not the main focus of this research. 

Lack of individual feedback 

Personalised feedback has substantial educational value, and yet this medical school's 

OSCE does not provide individual feedback. 

‘I think our OSCE is not a very educational tool because there is no feedback 
for the students. So, how can they know what they did correctly and what 
they did incorrectly?… The exam itself has no built-in feedback. Feedback is 
necessary, so we need to work on that.’ (FG3-E1). 

However, some clinical years OSCEs offer general group feedback: 

‘We give feedback to the students regarding their performance in general. 
We are giving it in a group, not individually. Individual written feedback could 
be unattainable or very difficult for the examiners to write the feedback and 
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focus on the student’s skill at the station. And also, only a few of them have 
problems that need feedback, so these are the ones you can select and give 
them feedback later on.’ (FG2-D3). 

According to the above OSCE designers, individual written feedback is practically 

difficult. Their concern was how to implement it rather than its value. As a result, they 

only provide individual feedback to a few low-achieving students. However, it is more 

equitable and educationally beneficial if all students receive individual feedback on each 

station of their OSCE. Because feedback is not only about what went wrong but also 

about what went well, however, another participant inferred that the group feedback is 

adequate:  

‘I believe that our OSCE is part of the educational process because we 
conduct post-exam feedback for the whole cohort in which the OSCE 
coordinator discusses the exam with the students. This notifies the students 
of the strong points and weak points in their performance, ok, and puts them 
in the right direction. We consider this feedback as a very important learning 
session.’ (Interview2-AS). 

The quotation implies that post-OSCE group feedback sessions have a positive 

educational impact; however, no evidence is provided. Although this practise is more 

convenient than individual feedback, it may not adhere to some good feedback 

principles, such as tailoring feedback to individual student performance and needs and 

providing specific improvement suggestions (Boud, 2015; Alomair, 2021). Furthermore, 

the timing of this group feedback is usually a few days after the exam, whereas effective 

feedback needs to be provided in a timely manner (Harden et al., 2015; Hattie and 

Clarke, 2018). However, the OSCE of the basic years receives no feedback at all. 

Therefore, some participants suggested that well-prepared cohort feedback would be 

beneficial: 

‘It would be a good practice if the clinical skills department gathered the 
common mistakes that the student attempted during the exam, then they 
organised a common feedback session that would be great.’ (FG4-E2). 

While individual feedback is more educationally effective (Hattie and Clarke, 2018), 

evidence from other settings suggests that well-structured group feedback is preferable 

to no feedback at all (Parikh et al., 2001). Yet, the implementation of individual feedback 

can be more challenging. Because it necessitated a well-designed feedback system and 

trained examiners capable of providing written feedback immediately after the first 

candidate completed the station and before the next candidate began. 

In summary, three issues show a gap between the OSCE practise in this medical school 

and the evidence-based literature. First, this medical school employs only one 

summative clinical assessment instrument—the OSCE—which may jeopardise the 

comprehensiveness of the assessment system and, ultimately, the defensibility of the 

school's outcomes. Second, in an attempt to increase the number of stations 
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implemented, this faculty sometimes uses unobserved OSCEs due to a lack of 

examiners, staff, and logistics. Third, the absence of individual student feedback 

diminishes the educational value of the OSCE. These issues suggest the need to 

improve these practices to align with well-established literature and enhance the quality 

of their OSCE. 

5.3.3.3 Reliability issues 

This subtheme investigates the matters that affect the OSCE reliability in this school. 

Respondents were concerned about certain practises that undermine the OSCE's 

reliability. The key issues in this subtheme are the number of stations, parallel circuits 

and examiner challenges, marking scheme design, and psychometric analysis. 

Number of stations 

The number of stations in any OSCE exam is a crucial determinant of its reliability. The 

OSCE of the basic years is conducted once a year, and the OSCE Committee 

determines the stations' number. 

‘The OSCE Committee set together to decide the topics and number of 
stations… We usually have from five to a maximum of six stations and rest 
stations in the middle. The station number depends on the examiners’ 
availability and the ILOs of each course… The number of stations is usually 
five in each exam, given the limited number of examiners, but I think five is 
enough.’ (Interview2-AS). 

This suggests that stations are decided pragmatically based on examiner availability 

rather than reliability and instructional alignment. A similar number of stations is 

conducted for the clinical years. Some participants believe that six OSCE stations are 

enough. 

‘Six stations for emergency medicine. They were enough.’ (FG3-E1). 

According to the literature, five to six stations in an OSCE exam would not produce 

reliable results; thus, they argue that the minimum number of stations should be greater 

than twelve, taking into account the total examination time (Khan et al., 2013b; 

Abdulghani et al., 2015). As mentioned in blueprinting and writing the stations section, 

the OSCE for the clinical years in this medical school is conducted for each clinical 

course. This allows only a small number of skills to be blueprinted and then only a small 

number of stations to be implemented. However, some participants are convinced that 

they need to increase the number of stations. 

‘We wish to increase the number of stations. Our ambition regarding the 
observed station is to increase them from six stations to reach ten or twelve 
stations.’ (FG1-D1).  
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This implies that some faculty members have the knowledge and assessment literacy to 

highlight this, which is consistent with the "Faculty understanding" section above 

(5.3.2.1). 

‘We may need to increase the OSCE stations. Because at the programme 
review at the end of every year, we notice some of the skills students are 
good at and some of the skills they lack. The assessment drives learning, 
you know, so it could help with that. If the students know that these skills are 
going to be assessed, they will give them more attention.’ (FG4-E5). 

This may suggest that assessment drives learning and behaviour as well; therefore, the 

faculty has an opportunity to align their OSCE with authentic clinical practises. Other 

factors preventing this faculty from implementing a greater number of stations are a lack 

of sufficient examiners, resources, and time, as discussed in the fourth theme (5.3.4). 

‘I think our main challenge is the number of examiners, as the number of 
examiners usually impacts the number of stations… If we do not have any 
resource and time problems, we would probably like to increase the number 
of observed OSCE stations’ (FG1-D6). 

Regarding the stations’ duration, one OSCE designer indicated that the duration of some 

stations might be insufficient. 

‘Sometimes, we have a short time during the assessment of each student. 
Some students are good students, so they can go through the station very 
easily. But some other students need more time to perform the skill.’ (FG1-
D2). 

An interviewee suggests that a content experts should observe and investigate the 

stations and allocate reasonable time. 

‘The specialist staff who build up this station can decide the station length. 
So, he may return back to the committee and in the pre-test analysis at the 
planning group, they can modify it, I mean this should be modified.’ (FG1–
D1). 

The duration of OSCE stations is an important factor that contributes to the OSCE's 

validity and reliability (Harden, 1990; Epstein, 2007). Stations with a duration less than 

that required by the task are invalid, and short total examination times may reduce exam 

reliability (Khan et al., 2013a). 

According to the available data, the number of stations is less than what is required to 

produce sufficiently reliable results. Possible factors may include administering OSCE 

exams for short courses, a lack of examiners, and insufficient resources. This result 

suggests that the decision regarding the number of stations was pragmatic rather than 

purposeful. 

Parallel circuits and examiners' challenges  

The OSCE could run in one, two, or four parallel circuits in this medical school. That 

largely depends on the students’ number and examiners’ availability. 



177 
 

 

‘The other challenge is that now we got two campuses. We have got the 
female campus and the male campus, and sometimes two tracks in each. 
The challenge is to maintain the uniformity, calibration, and inter-rater 
reliability of the assessment.’ (Interview3-AS). 

The two-site OSCE is a widely accepted practice (Harden et al., 2015), and the 

assessment specialists appeared aware of some challenges for this design, such as 

uniformity of the students' experience and coordination of the examiners. However, there 

is concern about having large variations between examiners in parallel circuits. 

‘We have raised this issue so many times, but in the discussions in the post-
exam reviews, we concluded that this is not an issue, as marks have not 
been affected as we previously thought.’ (FG1-D3). 

This conclusion was reached by comparing the marks assigned by those examiners, as 

indicated later in this subtheme. Yet, this may only be interpreted as a rough indication 

of the lack of significant variation. In addition, there is no mention of whether the 

examiners' training helped reduce the disparity in their scores. Also, they should regulate 

SP performance across identical stations. Therefore, the students' performance needs 

to be evaluated qualitatively and quantitatively to ensure the comparability of the different 

sites and to account for any source of error (Pell et al., 2010; Tavakol and Dennick, 

2011b), for example, by ensuring that different circuits produce comparable 

psychometric results. However, there is no evidence that this evaluation is performed on 

parallel circuits. But an assessment specialist describes a method for adjusting 

examiners in the following excerpt. 

‘So, we would have the same OSCE station being implemented and 
supervised by two or three different examiners, one in each track. And what 
we do is take a lot of effort to put the stations’ examiners together, and then 
they calibrate the OSCE stations among themselves. So, they read the 
checklist scheme together to better understand how they can best assess 
the students to achieve a reliable and fair assessment to achieve high inter-
rater reliability.’ (Interview3-AS). 

While complete standardisation is hard to achieve due to the subjective nature of clinical 

skills and human behaviour, examiner training can contribute to a common 

understanding among examiners (Fuller et al., 2017; Schleicher et al., 2017b). Such 

approaches could assist in establishing a common ground for examiners and reducing 

extreme differences. Other OSCE examinations, on the other hand, use a single-circuit 

OSCE in which examiner fatigue is an issue. 

‘But the problem is that when we try to conduct more stations, there are a 
large number of students… We need more examiners to make two tracks, 
which will shorten the exam and prevent the examiner from being tired. With 
more examiners, we can increase the number of stations as well.’ (FG3-E3). 
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Examiner fatigue was frequently mentioned as an issue, as some evidence suggests 

that it may affect their scoring behaviour and, consequently, the OSCE's reliability (Swift 

et al., 2016). 

‘If we can run more than one track, it will take less time because this is for 
the sake of the students’ accurate assessment. The shorter the time, the 
more attentive the examiner would be and avoid being exhausted.’ (FG3-
E3). 

However, having multiple circuits will necessitate additional examiners, SPs, supporting 

staff, and logistics, all of which are limited at this medical school, as discussed below 

(5.3.4). The relationship between the logistics, number of stations, total exam time, 

number of available examiners, examiner fatigue, and OSCE reliability is pertinent. The 

data from the above quotes suggest the need for additional examiners and resources, 

which would have significant implications for the OSCE's design and reliability. This 

demonstrates the tensions and compromises made by OSCE designers during the 

OSCE design at this school. 

According to the data, this faculty conducts parallel circuits, which may affect overall 

assessment quality. Therefore, they attempt to ensure that the experiences of students 

in different circuits are comparable and that examiners are calibrated similarly. However, 

due to limited resources, the faculty may occasionally conduct a single OSCE circuit, 

which may cause examiners fatigue. Additionally, the data suggest that examiner fatigue 

may have an adverse effect on their scoring behaviour and, as a result, exam reliability. 

This suggests that the OSCE's designers could minimise this issue by improving the 

exam's design. This can be accomplished by having more examiners, implementing 

parallel circuits, and introducing frequent breaks. 

Marking schemes design 

The marking scheme design significantly impacts the OSCE's validity and reliability 

(Harden et al., 2015; Daniels and Pugh, 2018). However, an OSCE examiner revealed 

they were struggling with their marking scheme. 

‘A few years ago, we had problems with the checklist and the rubric that there 
was no sufficient information on them. But now I am a member of the OSCE 
Committee, and we have revised the flaws in the checklist and the rubric.’ 
(FG4-E3). 

Although the OSCE designers stated in the quotes below that designing a scoring rubric 

is difficult, they believed they did that well. 

‘For the examiners’ rubric and instructions, I would say, the most difficult part 
is, you know, designing the scoring scheme. The examiner’s rubric is where 
we explain what zero, one, two, and three mean. So, the scoring scheme is 
supported by the examiner rubric and instructions in a very strong way. That 
is why we believe that our checklist is quite robust.’ (FG2-D5). 
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It appears that the faculty are considering the complexities and importance of 

constructing a good marking scheme. As a result, they developed a rating scale and 

paired it with a scoring rubric. Their marking scheme is a four-point rating scale, as 

described below. 

‘Which goes from poor, moderate, good, to excellent. And a final total 
summative mark is also given at the end.’ (FG4-E5). 

It is worth noting that they considered a global rating at the end of the marking scheme, 

which may provide some reliability benefits (Ilgen et al., 2015). According to the OSCE 

designer cited below, the rating scale and examiners' instructions contributed to the 

OSCE's reliability.  

‘We assess the students with an excellent, very good, good, or unachieved 
level of performance. We can achieve good reproducibility in the exam when 
we give clear instructions to the examiners.’ (FG1-D5). 

However, no evidence was provided in response to my request for supporting evidence, 

such as their psychometric analysis. But according to the following quote, the marking 

scheme is initially designed by one person. Then, all members of that department—the 

examination board—discuss the marking scheme design and how each point should be 

scored. 

‘I write the checklist, but I must get agreement from all the faculty in the 
speciality about this checklist. We look for assistance from the literature, 
books, and good OSCE examples from other places. We discuss the 
checklist in detail and how to assess the student; when to give a full mark, 
when to give a half mark, when not to give any mark, and what is the critical 
point in this skill that should be performed, which will get a higher mark than 
others. This discussion, I think, is very important before the exam.’  (FG3-E2).  

This suggests that their design choices are influenced by literature, practise from various 

places, and faculty opinions. For example, they use ‘critical point’ to indicate that some 

items in the marking scheme deserve more weight than others, which could be supported 

by some literature (Homer et al., 2020b). In addition, other participants indicated that the 

marking scheme is well-designed, allowing non-clinicians to assess the students' clinical 

skills in the OSCE:  

‘We try to detail the examiner instructions and marking sheet to make it easy 
for anyone, any examiner, even if not specialised in the (station’s) speciality. 
We are obstetrics and gynaecology, and due to the shortage of examiners, 
any examiners can examine the students fairly following the instructions that 
we provide.’ (FG2-D1).  

While the data suggests that the faculty makes significant efforts to develop good 

marking schemes, their design varies across OSCE exams. Some responses indicated 

that they use scoring rubrics with rating scales, whereas others only use rating scales, 

and others use checklists. This suggests a lack of consistency, which may waste faculty 

resources rather than focusing efforts and resources on developing a uniform marking 



180 
 

 

style. However, participants are generally pleased with their marking schemes because 

they enable them to employ non-clinicians and non-specialised faculty at various 

stations. However, no psychometric analysis has been provided to prove the quality of 

their marking schemes. 

To summarise the findings of the third theme, the three subthemes discussed revolve 

around one concept: OSCE quality and design. This analysis indicates that this school 

places emphasis on ensuring equality, as evidenced by their establishment of an OSCE 

Committee that monitors the quality of OSCE implementation. However, the committee 

does not conduct post hoc psychometric analysis to ensure the quality of the OSCE after 

implementation. Furthermore, their OSCE practises indicate that there are some gaps 

between theory and practise, which suggests that the OSCE Committee may not be 

aware of these issues or may have a lack of awareness in certain aspects. According to 

the findings, the OSCE's use of a relatively small number of stations threatens its 

reliability. The analysis indicates that this school has a good OSCE design in some areas 

but poor practises in others; however, their focus on quality control will enable them to 

improve the OSCE in the future. 

5.3.4 Fourth theme—Resources and infrastructure setup 

This theme investigates the impact of various resources on OSCE implementation. It 

demonstrates the relationship between the availability of the school’s resources and the 

actual OSCE implementation. The OSCE is resource-intensive since it demands a large 

number of people and logistics to implement a high-quality OSCE (Gupta et al., 2010; 

Patricio et al., 2013). The following statement provides a general overview of the situation 

at this medical school. 

‘In my opinion, all the challenges mentioned should be tackled to improve the 
validity of the OSCE exam. Once we have a sufficient number of examiners, 
staff, patients, simulated patients, tools, rooms, and scenarios, we will be 
able to create a valid OSCE exam.’ (FG1-D1). 

According to this OSCE designer, lack of resources directly impacted OSCE 

implementation. Thus, this theme explores two areas: human resources and educational 

and logistical resources, Table 20. 

Table 20. The subthemes of the fourth theme and their descriptions. 

Subthemes Description 

Human resources  

Examines the impact of the OSCE workforce (faculty 

and patients) availability and training on the OSCE 

implementation  
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Instructional and logistical 

resources 

Explores the effect of educational activities and 

physical resources on the OSCE implementation 

5.3.4.1 Human resources 

This subtheme investigates the current state of recruitment and training of OSCE staff 

and patients at this medical school. 

Lack of workforce 

Various faculty members are involved with the OSCE, including designers, writers for the 

stations, examiners, and support staff. Nonetheless, the lack of examiners appears to be 

the biggest challenge. 

‘We are lacking manpower; the main challenge is the availability of the 
examiners. We prefer clinicians to be the examiners because particular 
stations need an expert in the subject, but usually, we do not have enough 
number of them, so we ask non-clinician staff to be examiners or even invite 
outside examiners from (name of a medical school)… This makes 
preparation even more complicated.’ (Interview2-AS). 

Some specialised stations make locating eligible examiners more difficult. Therefore, the 

faculty sometimes uses non-clinicians as examiners, which can be acceptable if they 

assign them to the appropriate stations and provide them with adequate training 

(Abdulghani et al., 2015), as discussed later. This increases the need for collaboration 

with hospitals and other medical schools to request outside examiners. 

‘Finding and inviting them (outside examiners) to attend the exam is 
sometimes difficult and needs some arrangements according to their 
schedule in their clinical work in hospitals. This is the main challenge for this 
point.’ (FG1-D1). 

Outside examiners can benefit OSCE implementation by covering the shortage of 

internal examiners and providing feedback to the OSCE designers. However, according 

to the last quote, recruiting outside examiners is not without complexity because outside 

examiners are typically busy clinicians. Therefore, OSCE designers must exert additional 

effort to avoid scheduling conflicts, making it difficult to find a suitable examiner. 

Moreover, an OSCE designer describes another challenge in the following quote: 

‘We tend to resolve this by inviting specialists and consultants from the 
hospitals... But this solution produces another problem because they are only 
familiar with clinical and hospital work and have no experience dealing with 
OSCE stations, how to assess students’ levels, and how to run these stations 
rapidly to cover all (checklist) items.’ (FG2-D4).  

While inviting outside examiners would bring some benefits, there is no guarantee that 

they will acknowledge the level of the students or the nature of the OSCE exam. The 

quotation implies that they may be unaware of how the students were trained to perform 
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the skills. Therefore, their expectations and judgements of the students' performance 

may not align with those of the internal examiners. Disparities in assessing attitude may 

compromise the OSCE's reliability, i.e., inter-rater reliability. Furthermore, the quote 

above assumes that hospital examiners cannot control the station's timing. This suggests 

that outside examiners would need some training and familiarisation with the OSCE and 

with the students’ level (Fuller et al., 2017).  

Another indication of a lack of faculty at this medical school is the scarcity of station 

writers and OSCE designers: 

‘But I believe that the basic science department can do better with a bit more 
support; you know, they may need a bigger number of OSCE designers. At 
the moment, I am aware that Dr (x), who is the skills lab instructor, is the only 
one writing and designing the stations for years one, two, and three. And my 
feedback as an OSCE committee chair over the years has always been that 
we could diversify and increase the number of designers in the basic science 
years.’ (Interview3-AS).  

According to the assessment specialist, only one faculty member wrote and designed 

the basic years OSCEs. This may result in low OSCE validity and the disclosure of station 

information to students, as the same writer has designed the OSCE for many years. 

Nonetheless, this problem has persisted for a long time.  

Another issue with human resources in this medical school is a lack of patients and SPs. 

While both real patients and SPs are limited, real patients are rarely used: 

‘As my colleagues have said many times, in fact, we do have a problem with 
the real patients’ availability because we do not have a university hospital; I 
believe this is a downside. This is a major problem.’ (FG4-E3). 

Since this medical school lacks an educational hospital, the majority of OSCE exams are 

administered on campus. Nonetheless, many of the participants argued that they 

required a teaching hospital to use real patients and administer the OSCE in the hospital. 

Furthermore, the presence of actual patients would enhance the exam's validity, 

whereas their absence would decrease the authenticity of the OSCE stations. 

‘Use of real patients will be better, you know, real-life scenarios with real 
patients in a real place will always be better. I think this could be solved if we 
did have an educational hospital… We may need to bring spontaneity to the 
interaction between the students and the patients. Because in the OSCE, 
everything is artificial and planned; it is not real life, not real pain, not a real 
situation.’ (FG4-E5). 

However, due to the difficulty of having actual hospital patients, the current practice is to 

use cleaning staff as SPs. 

‘There are challenges, and they do form an important motivation to keep 
people working for improvement. One of the challenges that we have is the 
lack of simulators or patients… We have used the cleaning staff as 
simulators... We would like to have professional simulators that are highly 
trained.’ (Interview3-AS).  
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The last quote suggests that some challenges, such as a lack of SPs, can be a source 

of motivation for improvement (5.3.1.3). This reflects the faculty's desire for improvement 

discussed in the first theme. However, using untrained SPs would have a negative 

impact on OSCE quality and lead to the implementation of inauthentic stations (Cleland 

et al., 2009). 

‘I think if we keep using inexperienced simulated patients, the level of the 
assessment will go a little bit down. So, the simulators’ level on the OSCE 
assessment may not give a real-life picture of the patients. It is quite different, 
obviously. Since we do not have professional SPs, I think using manikins 
could be better than using inexperienced simulated patients; this would solve 
some issues.’ (FG4-E2). 

While manikins are also inauthentic, he preferred them over inexperienced SPs, which 

may indicate the difficulties in recruiting and training them. 

In summary, the data suggest a lack of faculty working on the OSCE, a lack of patients, 

and a lack of professional SPs. For the faculty, the findings suggest that the lack of OSCE 

examiners, writers, and designers is a source of multiple challenges. This leads to a 

series of compromises, like using a low number of stations, using an unobserved OSCE, 

being unable to design parallel circuits, examiner fatigue, and, ultimately, lower OSCE 

reliability and validity than would ideally be preferred. Furthermore, recruiting outside 

examiners is difficult because qualified outsiders are not always available. The findings 

for patients noted a scarcity of real patients and the absence of professionally trained 

SPs. And the absence of a teaching hospital makes it difficult to acquire real patients. 

Consequentially, the OSCE could be inauthentic and unfeasible, as training new SPs for 

each OSCE would be expensive. The findings suggest that the lack of faculty and 

patients at this private non-profit medical school could be due to financial constraints, as 

mentioned in the next subtheme (5.3.4.2). 

Training for stakeholders 

People who contribute to the OSCE implementation need to understand how they 

perform their roles effectively (Fuller et al., 2017; Schleicher et al., 2017b). Therefore, 

this section highlights the current practice regarding the training opportunities of faculty 

and SPs on the OSCE exam. 

The OSCE designers and examiners in this medical school came from diverse 

backgrounds with varying familiarity with and understanding of the nature of the OSCE, 

which may affect the exam's validity and reliability. Consequently, they may require 

training that establishes a common understanding and set of expectations for this 

assessment instrument.  However, an OSCE examiner stated that he had no formal 

training. 

‘Training for the regular OSCE? No. I once received some directions from 
one OSCE coordinator. It was just a conversation, not proper training.’ (FG4-
E5). 
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The academic leader endorses the last quote. He stated that a lack of assessment 

experts is one of the barriers impeding them from offering OSCE training. Thus, he 

wanted to employ some assessment experts who would be able to provide some training. 

‘If the benefits outweigh the cost, I will hire some experts who can prepare 
well-designed stations and train more examiners. We hope to do that soon.’ 
(Interview1-AL). 

As a result of the lack of training, the examiners had to rely on their personal experience. 

‘I also got involved, but without any training courses. I got the experience by 
conducting the exam every year for the students. So, I have made it many 
times, but without a scientific base. Because I have not received any training, 
it took me so much effort and time to adapt myself to this exam.’ (FG3-E3). 

This suggests that some faculty may have inadvertently pushed for an incompletely 

theorised OSCE, as they participate in the OSCE without a comprehensive 

understanding of its underlying principles. Lack of basic training may permit these 

examiners to manage the stations differently, thereby affecting the OSCE's validity and 

fairness (Schüttpelz‐Brauns et al., 2019). In addition, this may influence their scoring 

behaviour and produce discrepancies in the marking style, consequently diminishing the 

exam's reliability. The field notes indicate that the examiners who reported receiving no 

training are relatively new to this medical school. However, I have observed that some 

senior faculty have received training in the past. 

‘We had regular OSCE workshops, like four or five years ago … in which we 
invited the faculty, and they had hands-on training on designing checklists, 
setting up a blueprint for the OSCE... And as expected, without calibration, 
the scoring was different, so this (workshops) helped us harmonise the 
examiners scoring behaviour.’ (Interview3-AS). 

The preceding excerpt suggested that there was some training a few years ago, but it 

appears to have stopped or become less frequent. This is supported by the document 

supplied for an OSCE workshop, which has an old date. One reason could be the 

stoppage of the training courses provided by the partner international medical school to 

the faculty. 

‘We had different faculty development sessions, and most of them were 
conducted under the supervision of expert colleagues from (name of the 
partner international medical school), which is working in cooperation with 
our university. They checked on a lot of our activities, kind of benchmarking… 
which is less frequent now’ (FG1-D2). 

One participant emphasised the importance of spaced training by assessment experts. 

‘I think training and learning is a continuous process. And we like to keep up 
with the latest developments in the academic fields. I believe training once a 
year or maybe every other year could be a good thing.’ (FG2-D5). 

Training is also crucial for SPs and patients because they must understand their roles 

and how to interact and react during the exam (Collins and Harden, 1998). For example, 
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SPs should provide the same answers to all students in the cohort. However, the data 

indicates that SPs' training is brief, as it is given just prior to the exam, and thus can be 

considered a briefing, as described below. 

‘We usually orient them (the SPs) on the day of the exam. We usually come 
earlier than the students, by one hour, for example, to meet these volunteers 
and explain the stations to them.’ (FG1-D2). 

Therefore, using inadequately trained SPs would jeopardise the OSCE's validity, 

reliability, and fairness (Cleland et al., 2009). An OSCE designer, however, noted that 

training the SPs is challenging. 

‘This is one of our challenges every year: recruiting and preparing these 
simulated patients to do the exam. And how can you give them clear 
instructions for the exam? How can they cooperate with the students during 
the exams? I think this makes our exam a little bit more expensive.’ (FG1-
D5). 

Recruitment and training for SPs may be challenging because this process must be 

repeated for each exam because SPs are constantly changing. 

‘If you have a simulator, you will have the challenge of training; you need to 
train them very well. But on every exam, you need to change them and start 
training again. the challenge is mostly the training.’ (FG2-D3). 

According to the quote, SPs turnover from exam to exam is high, so OSCE designers 

should repeat the training for each OSCE exam. This could make training the SPs 

challenging and result in a more expensive OSCE. However, while some faculty may 

provide some training for SPs, certain issues may arise due to the nature of these 

individuals and a lack of proper instructions, raising the need for professional SPs. 

‘Here, we use the workers as simulators... So, we give instructions to our 
workers because some are not speaking English, are illiterate, or are not very 
literate, which makes training them a bit hard. But there are written 
instructions for the simulators, which might not be very useful for the same 
reason.’ (FG1-D3). 

In summary, according to available data, OSCE staff training is infrequent, with junior 

staff receiving no appropriate training. They, therefore, work with the OSCE without any 

prior training. The data suggest that training used to be more frequent but has recently 

decreased. The findings suggest that the faculty may require assessment experts to 

provide continuous training and support for the OSCE implementation. Likewise, 

evidence suggests that current SPs training is inadequate. These challenges highlight 

the need for a pool of professionally trained SPs and actual patients to make OSCE 

implementation more feasible. 

5.3.4.2 Instructional and logistical resources 



186 
 

 

This subtheme explores the availability of educational and logistical resources that can 

support the implementation of the OSCE at this medical school. This would assist in 

assessing the appropriateness of the educational and logistical infrastructure at this 

medical school for running the OSCE assessment. 

Educational resources 

This section examines the curriculum's appropriateness, teaching strategies, and 

learning opportunities that allow students to comprehend and perform well on this type 

of assessment. According to an OSCE designer, their programme allows for the 

progressive development of students' clinical skills. 

‘The curriculum is well organised. It is a spiral curriculum, so the students are 
being exposed multiple times and at different levels to the same skills.’ (FG2-
D2). 

Moreover, some participants highlighted that the educational system and facilities 

available are suitable for OSCE implementation. 

'We have skills labs and a longitudinal clinical skills course for years one, 
two, and three. The skills are distributed over the whole academic year. So, 
the course that is going on and the skills that are taught are very closely 
linked. I think our educational system supports OSCE exams.’ (Interview3-
AS). 

‘We have an online platform for skills in medicine, so this is a good point for 
our students' learning. We teach them in the college in the clinical skills lab. 
They practise these skills in the skill lab, and then they practice these skills 
in the hospital under our observation.’ (FG1-D3). 

From an educational standpoint, the OSCE assessment appears viable and compatible 

with their curriculum and teaching activities (Hodges, 2003b). Furthermore, prior to the 

OSCE exams, some preparation and revision sessions are held under the supervision 

of medical teachers. 

‘We do a mock rehearsal OSCE exam two or three days before the actual 
exam to be sure every ILO is covered and the student is already aware of 
the process of the exam itself.’ (FG1-D5). 

The practice mentioned above is akin to a formative or mock OSCE examination. While 

this can help students prepare for the summative OSCE, the proximity to the summative 

OSCE makes it exam-oriented. However, to get the most out of formative OSCEs, it may 

be preferable to administer them throughout the academic year but not too close to the 

summative exams (Pugh et al., 2018). Students can also benefit from the formative 

OSCE by receiving feedback on their practical skills, as there is no feedback provided 

during the summative OSCE (5.3.3.2). 
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Although the data suggest that the time allotted for students to practice clinical skills on 

campus may be adequate, the time allocated for skills training in an authentic 

environment is seen as insufficient.  

‘They do not have enough time to properly practise and master the 
techniques of the clinical examination in the hospital.’ (FG1-D2). 

As a result, the validity of the skills examined in the OSCE may be compromised since 

students have not had enough exposure time to master some of the skills on which they 

will be assessed. This may be partially due to the absence of a teaching hospital, as 

discussed above (5.3.4.1). 

The data suggest that this medical school's learning resources are diverse and provide 

information and training on clinical skills, as well as the OSCE as an assessment 

instrument. This would provide validity evidence that students are tested on what they 

have been trained on (Hodges, 2003b). However, training on clinical skills in an authentic 

clinical setting may not be sufficient, and the formative OSCE can be improved. 

Logistical resources 

In this section, I explored the physical infrastructure and resources required for OSCE 

implementation. It addresses logistical areas that directly impact the OSCE operation: 

venue, equipment, financial resources, and factors that make the OSCE logistically 

feasible. Implementing a reliable number of OSCE stations necessitates a large space 

and an abundance of equipment (Khan et al., 2013a). However, the current number of 

OSCE stations—six stations per exam—suggests that the campus facilities may lack 

sufficient space and equipment to accommodate additional stations. 

‘We have a shortage of some tools, equipment, and instruments. The 
availability of properly equipped places, tools, equipment, and instruments to 
makes it difficult to have a wide and necessary variety (of stations). Some 
are there, but you need a sufficient number of them to use parallel circuits, 
so we may need more instruments.’ (FG1-D1). 

Another OSCE organiser suggested that the lack of patients necessitates the use of high-

fidelity manikins. 

‘I think one of the main issues in the OSCE exam is the tools. Many tools are 
not available for the emergency medicine course. High-fidelity manikins that 
mimic real-life injuries and tools are really needed for the OSCE stations to 
compensate for the absence of real patients as much as possible. We now 
compensate for this by using video stations, unobserved OSCE.’ (FG2-D4). 

Furthermore, some OSCE designers are compelled to change the topics of their stations 

based on the equipment at hand rather than the original blueprint. 

‘And you need to see what types of manikins and what instruments are 
available in your skills labs to design your station. Manikins’ availability 
affects the station type, so the limitations of the models may restrict the 
freedom of choosing the most appropriate station.’ (FG2-D1). 
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Whereas the space and equipment available might be adequate for some OSCE exams, 

increasing the number of stations will require a larger space and more equipment. This 

also means using parallel stations is challenging. As a result, the lack of space and 

equipment may be hampered the implementation of a more reliable and valid OSCE 

(Goh et al., 2022). Some quotes suggest that financial resources may be the source of 

this challenge. 

‘When I attend a conference, and they propose manikins or something like 
that, they are usually expensive, very expensive, so we cannot afford it. And 
even, I mean, if you bring someone professional who can play the patient 
role in the OSCE, they also need special training and a good amount of 
money. This point is, yeah, very challenging for us.’ (Interview1-AL). 

The fund, according to the academic leader, is an issue. The OSCE is a costly 

assessment tool (Patricio et al., 2013); therefore, medical schools should secure 

sufficient financial resources to enable faculty to implement a high-quality OSCE. 

However, the school's financial constraints prevent it from having some manikins or from 

providing adequate training and compensation to professional SPs. They may have other 

types of manikins and SPs, but the cheaper ones are usually not as good as the high-

quality ones the OSCE needs. 

‘We have to pay for the simulated patients, and we have to train them as 
well. It is a big issue that needs a lot of work and resources. Yeah, Wallahee 
(swearing), we try to minimise our costs as much as we can. But, again, if 
you hire someone who requests a small amount of money, that usually 
means he is not well prepared… We also cannot bring as many outside 
examiners as we wish to have. But there is nothing we can do.’ (Interview1-
AL). 

Even though only the academic leader mentions the financial issue, he is the only 

participant capable of discussing it because the other participants are not involved in 

financial matters. However, according to the data, he appeared frustrated that financial 

constraints prevented them from implementing the OSCE as they desired. It has an 

impact on many aspects of the OSCE, such as their ability to have a bigger place, proper 

equipment, appropriate training, professional SPs, and outside examiners. Thus, some 

OSCE design decisions are based on pragmatic rather than academic considerations. 

Consequently, the lack of funding may jeopardise the OSCE's validity and reliability. 

However, because preparing for the OSCE is a resource-intensive and time-consuming 

process (Barman, 2005), practices that make it more feasible and faculty-friendly are 

required. Participants agreed that the OSCE examination requires a significant 

investment of time and resources. 

‘It is time-consuming and an exhausting exam, yes.’ (FG3-E3). 

‘I think OSCE is difficult to prepare and requires a lot of assistance from 
different departments. Preparing for the exam is a multi-step process: to write 
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the material, design the checklist, prepare the place and equipment, invite 
and train the examiners, and recruit and train the SPs.’ (FG3-E1). 

Therefore, this school employs some practices to implement a logistically feasible OSCE. 

For instance, they have their own station bank; however, they want to expand it to make 

it more diverse. 

‘Regarding the scenarios, we need to have a wide range and variety of 
scenarios to increase the validity... We need to have a good OSCE bank with 
many stations and scenarios.’ (FG1-D1). 

Nonetheless, the lack of faculty discussed above indicates that this medical school lacks 

station writers. Consequently, the use of station banks from other medical schools can 

make their OSCE more feasible and presumably more valid. 

‘We have one question bank from the university of (the international partner 
medical school’s name). We also have, for example, one rotation run by (the 
near national medical school’s name) faculty members, so we use their 
station bank for that course. So, these are question banks from others, yeah.’ 
(Interview1-AL). 

The analysis of the document showed that this institution started constructing a station 

bank with a few stations, which can make future implementation more feasible 

(Abdulghani et al., 2015). They also utilise the station bank of its international medical 

school partner to make OSCE preparation more feasible since they do not need to create 

the OSCE stations from scratch. 

Another step used to implement a feasible OSCE is related to the preparation for the 

logistics of the exam. The following example demonstrates how various units share the 

responsibility to assist OSCE implementation.  

‘Presently, the OSCE Committee book the room and sends the OSCE 
document to the Skills Lab, highlighting the logistic requirements all the way 
from a pen, you know, to a patient bed. ... Then the role of the Assessment 
Unit is to announce the exam details for the students and invite invigilators. 
The day before the exam, the OSCE coordinator goes to check out the 
preparations with the Skills Lab administrator. They go through the rooms, 
making sure everything is labelled and ready for the next day. I mean, it is a 
pleasure to walk in on the OSCE day.’ (Interview3-AS). 

This suggests that different units provide important logistical support. Therefore, the 

OSCE designers would not be overwhelmed by OSCE logistics, allowing them to focus 

more on the academic aspect of the exam (Bearman et al., 2020). The organisational 

aspect of the exam day appears to be good, as the assessment specialist described it 

as ‘a pleasure’. This could be attributed to the effective preparatory phase, which 

supports the OSCE designers' efforts and makes the OSCE more feasible. 

To summarise the findings of the fourth theme, the two subthemes examine the impact 

of various resources on OSCE implementation. The analysis reveals a clear shortage of 

faculty, SPs, and their training, which has an adverse effect on the OSCE's quality. This 
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indicates a lack of investment in human resources, which appears related to a lack of 

assessment experts (5.3.1.3 and 5.3.4.1) and funds. Moreover, the available data 

indicate that the present logistical resources, such as the lack of properly equipped 

places and equipment, pose a further hurdle to implementing sufficient OSCE stations 

and conducting parallel circuits (5.3.3.3). While the data suggests that the educational 

resources (i.e., curriculum and educational activities) are compatible with OSCE use, the 

participant suggests that this could be enhanced by providing students with individual 

feedback (5.3.3.2) and by incorporating formative OSCEs. The analysis indicates that 

administrative attention is required to allocate sufficient human and logistical resources 

to enable the faculty to implement a proper OSCE exam. 

5.4 Case study B findings interpretation 

This section interprets the key findings from the case study's documents, interviews, and 

FGs. It gives a comment on the context of this medical school. Then, I reflect on key 

observations that I have classified as opportunities and challenges this school 

encountered throughout the OSCE implementation. I conclude with an overarching 

theme that synthesises the concepts derived from this data analysis into a core message 

that can be drawn from this case study. 

5.4.1 Notes on the context 

Due to the fact that this is a private medical school, it is not subject to the same 

regulations as public medical schools. This can allow the faculty the flexibility to have 

their own administrative structure and embrace new educational changes. It has a 

partnership with a Western medical school and full accreditation from national and 

international educational organisations. These facts may have an impact on the 

institutional mission, faculty attitudes, education philosophy, and governance. 

Apparently, this has been represented in several areas of this institution's culture, 

especially its assessment culture.  

Despite the fact that this institution is considered a newly established medical school, no 

single data point indicates that this has an impact on them. This could be interpreted as 

meaning that it makes no difference whether it is new or not, given that the individuals 

involved are not new to academia or the OSCE; they have been recruited from other 

places and have experience. And it is the culture of the place that they are joining which 

influences them and allows them to bring experience, in addition to the regulations that 

they were following. This may indicate that the culture of this school is supportive and 

receptive to change. 

5.4.2 Opportunities and challenges 
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This section explores the main opportunities this medical school has for further OSCE 

implementation improvement. In addition, it will highlight the main obstacles they 

encounter, which may prevent them from implementing better OSCEs. 

5.4.2.1 Opportunities 

Although this medical school's assessment documents have some shortcomings and 

omissions, the availability of forms for OSCE preparation and follow-up reviews and 

analyses is regarded as a valuable addition. It implies that preparations for the OSCE 

are organised, have a proper planning phase, and are well-structured in terms of the 

OSCE's implementation procedure. Thus, the faculty have a good opportunity to further 

develop their documents to include a more detailed description of how the design 

decision should be made in light of the best OSCE practices.  

According to the findings, the educational system, curriculum, teaching, and some 

facilities support OSCE implementation. Yet, the OSCE is not always adequately 

theorised or described in the assessment documents, and it is the only summative 

clinical assessment used, with no formative OSCE. This suggests that the fundamentals 

for a successful OSCE implementation are in place, and the school has a good 

opportunity to improve its clinical assessment further. 

The OSCE Committee contributes significantly to their OSCE quality assurance and 

assists various course organisers in implementing smooth and feasible OSCEs. 

Nonetheless, I noticed some data points indicated a lack of assessment experts to 

provide consultations and training to faculty working with the OSCE. Hence, the OSCE 

Committee's value can be reinforced by appointing assessment experts to its board. 

Investing in human resources would be an asset to their OSCE and overall assessment 

system.  

Despite data suggesting a good level of internal communication among faculty members, 

I observed that the responsibilities of this committee might overlap with those of other 

units, such as the Health Profession Education Unit and the Assessment Unit. For 

example, this may fragment the work and ultimately potentially affect the OSCE's smooth 

operation. Therefore, restructuring these units may help avoid unnecessary conflict in 

responsibilities while being more cost-effective.  

According to the data, the faculty initiated a good but limited collaboration with hospitals, 

other local medical schools, and the international partner medical school. Thus, there is 

an opportunity to take this collaboration to the next level to facilitate sharing experiences, 

resources, examiners, and SPs. For example, the proposal for establishing an 

Assessment and Examination Centre. This will assist in enhancing the school's OSCE 

feasibility and overall implementation quality, e.g., by providing enough SPs and 



192 
 

 

manikins, especially since a teaching hospital is not available. However, the school 

appears to lack the capacity and resources necessary for this project. 

Multiple data indicate that this school's staff, who come from diverse backgrounds, are 

enthusiastic and have a good understanding of the OSCE. And this medical school's 

culture is welcoming and flexible to change. Due to this, the faculty is enabled to bring 

some experiences and practises from other places. This is a valuable opportunity for this 

school to continue improving their OSCE. Even though the findings indicate that the 

OSCE is not perfectly implemented, several participants indicated that it still offers 

educational benefits. This can be interpreted as an indication that the faculty is on the 

right track, which can be a motivator to invest more to maximise the OSCE benefits and 

promote students' future practice. 

5.4.2.2 Challenges 

According to the findings, the main challenge this medical school faces is a lack of 

resources available for the OSCE. There are insufficient human resources, including 

assessment experts, OSCE writers, examiners, and patients/SPs. There is also 

evidence of inadequate training for examiners and SPs. In addition, some logistical 

deficiencies are evident, including a lack of equipment and space, the absence of a 

teaching hospital, and financial constraints. The aforementioned resources are crucial 

for implementing a high-quality OSCE. Consequently, the lack of resources renders their 

OSCE design pragmatic, and the selection of station topics is greatly affected by the 

availability of resources. Several data points, for instance, indicate that the number of 

stations is contingent on the availability of examiners. The data reveal that the number 

of stations is suboptimal and may not be able to produce a reliable result. Another 

example is that some stations are designed based on equipment availability rather than 

solely on blueprinting results. Therefore, if the school did not invest more in these 

resources, it would be unable to improve its OSCE practice. 

In an attempt to overcome this challenge, the faculty introduces an unobserved OSCE, 

which is less resource intensive. Nonetheless, as discussed previously, this cannot be 

considered an OSCE, which also reflects a theory-practice gap at this school. Instead, 

this school can expand its collaboration with other institutions to reduce costs while 

increasing benefits by exchanging available resources. Moreover, a more integrated 

OSCE approach may allow the blueprinting of more skills, allowing adequate OSCE 

stations to be implemented to produce a reliable result. For instance, instead of 

conducting one OSCE for each course, use a single, longer OSCE examination each 

year so that all skills taught that year could be blueprinted. 

Although some quality control measures are implemented following the OSCEs, a proper 

psychometric analysis is not carried out. Station-level psychometric analysis can provide 

useful information, such as error source identification and setting the standard (Pell et 



193 
 

 

al., 2010; Fuller et al., 2013). However, the lack of an experienced psychometrician 

makes this analysis impossible within the current staffing, which can also be attributed 

to a lack of human resources. 

Following the exam, the feedback for the students is provided to the cohort, but no 

individual feedback is provided. Some participants stated that there is no built-in method 

for providing individual feedback for each student and that attempting to do so is difficult, 

given the scarcity of examiners. 
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5.4.3 Overarching theme: A series of dilemmas and compromises 

This overarching theme is a concept clustering for the findings analysed in this case 

study, which provides insights into relationships between concepts generated by data 

analysis. This would allow a better comprehension of a complex operational and 

educational process involving multiple stakeholders and variables. A reflection across 

the four themes of this case study reveals that it is all about a series of tensions and 

dilemmas. There are multiple design compromises in this school's OSCE 

implementation. For example, examiners, SPs, training, funds, and space all push faculty 

to settle on the middle ground by making hard choices to implement the OSCE. While 

some of these dilemmas and tensions are understood and articulated by faculty, they 

appear not to comprehend all of them. 

According to the document analysis, the school is keen to have a high-quality 

assessment. In contrast, the in-depth analysis of the interviews and FGs reveals that the 

school is unable to implement an OSCE that meets the requirements stated in the 

documents. The faculty often makes compromises without necessarily realising their 

interconnection, resulting in a conundrum at all levels. Although participants are aware 

of many of OSCE's best practises, contextual obstacles make it difficult for them to 

completely adhere to them, resulting in compromises.  

The findings suggest that, based on the available resources, the OSCE implemented at 

this medical school does some of the basic work well. At face value, these efforts seem 

important and valued. But in fact, the school may be unable to improve the OSCE unless 

it invests in faculty and resources, as this is the source of many shortcomings in their 

OSCE practice. Furthermore, the faculty should consider restructuring the OSCE within 

the assessment system to embrace innovation, capitalise on opportunities, and address 

challenges to implement high-quality OSCEs. 

5.5 Summary 

This chapter presented the findings with analysis from case study B documents, 

interviews, and FGs. Using Codebook analysis, the findings of the school's assessment 

documents revealed that they cover most of the components of good assessment 

described in the literature but with little theoretical description and some omissions in 

places. On the other hand, the findings from the interviews and FGs were generated 

using RTA, which produces perhaps more critical findings. I composed the findings into 

four key themes: institutional and assessment culture, faculty expertise and practices, 

OSCE quality and design, and resource and infrastructure setup. The analysis and 

interpretations indicated that the current OSCE practise at this medical school has both 

positive and negative aspects, and I highlighted the factors that affect its implementation. 

The following chapter will bring the findings from the two case studies together and relate 
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them to the existing literature in order to answer the research questions and highlight the 

contribution of this research to the literature. 

  



196 
 

 

Chapter 6 Discussion 

6.1 Introduction 

This chapter presents a synthesis and discussion of the major findings of the two case 

studies and relates them to the existing literature in order to answer the two questions of 

this research. Firstly, a consideration of how the OSCE is being implemented in Saudi 

medical schools. Secondly, a summary of the challenges and opportunities offered by 

adopting the OSCE in these schools. Then, I conclude by highlighting the overarching 

theme, differences between public and private medical schools in OSCE implementation, 

and key messages for medical schools to improve their OSCE implementation. 

6.2 The OSCE implementation in Saudi medical schools 

This section brings the two case studies together to compare, contrast, and discuss 

commonalities and uniquities. It offers a synthesis and discussion of overall findings to 

answer the first research question, “How is the OSCE being implemented in Saudi 

medical schools?”. The findings indicate that each case study's OSCE implementation 

practises are different to some extent. According to the analysis, school B appears to 

have a better overall implementation of the OSCE than school A. The findings provide a 

documentary analysis and four themes across the two case studies, which I will discuss 

in this section to demonstrate how they relate to the literature and what this means for 

OSCE practise.  

6.2.1 Documentary analysis discussion 

This section discusses the main findings from the documentary analysis of the two case 

studies. According to Downing (2006) and Johnson et al. (2008) assessment documents 

are an essential element in establishing assessments fundamental decisions, rules, 

regulations, specifications, and design processes. I compared the case studies 

assessment documents findings with three international organisations in medical 

education (Appendix 17). The three organisations whose criteria and frameworks I 

utilised are the Ottawa Conference, the AMEE ASPIRE-to-excellence award in 

assessment, and the WFME (Boursicot et al., 2011; WFME, 2015; Boursicot et al., 2020; 

WFME, 2020; AMEE, 2023). I utilised these resources because they are well-known for 

promoting excellence in medical education assessment. 

Although the codes that emerged from the Codebook analysis of the assessment 

documents of the three organisations in relation to the case studies documents are 

similar, there are multiple omissions in the two case studies (Appendix 17). According to 

the evidence, the majority of the criteria for good assessment are mentioned in both case 

studies; however, the evidence also suggests that the OSCE lacks a connection to the 
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broader assessment system. For example, there is no mention of the need for coherent 

and feasible assessments, nor are the processes for the quality control measures for the 

assessment instruments addressed in detail. Furthermore, there is ambiguity regarding 

which competences should be examined. This suggests the need for more 

comprehensive and detailed assessment documents to guide a successful OSCE 

implementation. 

In the two case studies, the OSCE is used as the sole clinical assessment instrument 

from the first to the fifth year. The purpose of using the OSCE in these medical schools 

as a high-stakes summative exam is obvious to many faculty members; however, other 

stakeholders, such as new faculty, employers, regulatory bodies, and the public, may be 

unaware of the importance of the format. There is no explicit description of the OSCE’s 

purpose, how it integrates into the wider assessment system or indication of the need for 

multiple clinical assessment instruments. As stated in the documents and discussed in 

sections (4.3.3.2 and 5.3.3.2), overreliance on one clinical assessment instrument may 

jeopardise the validity and reliability of their overall clinical assessment system 

(Shumway and Harden, 2003; Norcini et al., 2018). Thus, any shortcomings in their 

OSCE would undermine the credibility and defensibility of their overall outcomes 

(Colbert-Getz and Shea, 2021). It is widely argued that a single clinical assessment 

cannot adequately judge students’ clinical performance (Epstein, 2007; Khan et al., 

2013b). For example, OSCE lacks some authenticity elements because it is conducted 

in artificial settings (Boursicot et al., 2020; Flood et al., 2022; Hyde et al., 2022). 

Therefore, medical schools may need to include other performance assessment 

instruments, such as Mini-CEX, DOPS, or other WBAs, as each has advantages and 

limitations (van der Vleuten et al., 2010).  

Harden and Gleeson (1979) created the OSCE primarily to assess students’ clinical 

skills. Furthermore, because the OSCE is an expensive and complicated assessment to 

design, the school should make the best use of its resources. However, the lack of a 

clear statement determining the use of the OSCE may help explain why medical school 

B (5.3.3.2) incorporates unobserved OSCE stations while not assessing any of the 

students’ clinical competencies, thereby wasting valuable school resources. At both 

medical schools, there is a lack of clear statements defining the intended use of the 

OSCE to support the decisions made during all phases of OSCE implementation, which 

will benefit the school in avoiding shortcomings and managing expenses. 

The documents of both medical schools indicate that the OSCE pass-score is fixed of 

sixty per cent to be in line with their universities’ regulations. While this approach would 

be regarded as comfortable and cost-effective for the schools in the absence of a 

professional psychometrician, this will undermine the defensibility and credibility of the 

OSCE results (Pell and Roberts, 2006; Tekian and Norcini, 2015). Other approaches 

would produce more defensible results for high-stakes exams. Kramer et al. (2003), 
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Yousuf et al. (2015), Dwivedi et al. (2020), and Homer et al. (2020a) recommend using 

criterion-referenced methods. They argue that the criterion-referencing approach of the 

Borderline Regression Method (BRM) for standard setting is deemed fair and defendable 

for high-stakes OSCEs. Because a summative OSCE should produce just and defensible 

results, it must be grounded in evidence-based practices. Using guidance from 

assessment regulatory documents and assessment specialists should make an informed 

decision between criterion and norm-referencing methods when selecting the 

appropriate standard setting approach. Their decision should not be arbitrary but logically 

justifiable considering the context (Homer and Darling, 2016), as discussed in the 

literature review chapter.  

6.2.2 Interviews and FGs discussion 

While the themes generated in both case studies are similar, several findings are specific 

to their respective contexts. Table 21 illustrates the key difference in OSCE 

implementation between case studies A and B, which are structured according to the 

themes. The entire contents of Table 21 are drawn from the Findings and Analysis 

Chapters (Chapter 4 and Chapter 5). I will discuss the role of culture, faculty, design, and 

resources in the OSCE implementation, highlighting the commonalities and differences. 

Then, I will discuss the overarching theme of both case studies: a series of OSCE 

implementation dilemmas and compromises. 
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Table 21. Key differences and similarities between case studies A and B. 

Theme Area Medical school A Medical school B 
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n
t 

c
u
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 Funding source Public sector Private sector 

National accreditation Partial accreditation Full accreditation 

International accreditation No Yes - by two agencies 

Collaboration with an international 
medical school No Yes 

The documents and policies’ 
comprehensiveness 

-Comprehensive  
-Lack of procedural 

documents 
(Templates and forms) 

-Not comprehensive 
-Focusing on procedural 

document 
(Many templates and 

forms) 

Is passing the OSCE required to 
pass the clinical course? 

The school has not 
reached a clear decision 

in this regard 

No – only 60% of total 
assessments in any 

course were necessary to 
pass that course 

F
a

c
u

lt
y
 e

x
p

e
rt

is
e

 a
n

d
 p

ra
c

ti
c

e
s

 Inexperienced or new faculty Many Few 

Nationality of the staff The majority are home 
faculty 

The majority are 
international faculty 

Faculty understanding of the pros 
and cons of the OSCE Well-informed Well-informed 

Preparing for the OSCE Few days (5-10 days) 
ahead 

12 to 2 months ahead 
Everything should be 

ready one month before 
the exam 

Assign examiners to the stations 
and send material to them 

30 minutes before the 
exam 

2 - 3 days before the 
exam 

Briefing prior to the OSCE No Yes, but generic 

O
S

C
E

 q
u

a
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ty
 a

n
d

 d
e
s

ig
n

 

OSCE Committee availability No Yes 

The similarity of OSCE design and 
implementation across various 

school courses 
Variable Very similar 

The average number of stations in 
different courses 2 - 5 station 5 - 6 stations 

Stations’ duration Ranged from 3 to 15 
minutes 

10 minutes, or longer if 
necessary 

Feedback to students No individual feedback No individual feedback 

Marking schemes design Different from exam to 
exam 

Using a unified form, but it 
may vary 

Post hoc statistical analysis No Yes, but very basic 

R
e
s

o
u

rc
e

s
 a

n
d

 i
n

fr
a
s

tr
u

c
tu

re
 s

e
tu

p
 Training for OSCE examiners No Yes - intermittently 

Training for outside examiners Not mentioned Not mentioned 

Training for SPs Yes, but limited Yes, but limited 

Availability of the examiners Very limited Very limited 

Availability of real patients Little No availability 

Availability of SPs 
Low availability and 

usually, inexperienced 
SPs 

Low availability and 
usually, inexperienced 

SPs 

Venue and equipment Limited Limited 

Funds Financial constraints Financial constraints 

The need for an educational 
hospital Yes Yes 
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The diagram above illustrates the four themes that directly affect the implementation of 

the OSCE (Figure 15). The analysis revealed that a good OSCE requires integrating the 

four components in the diagram and careful consideration of their constituent elements, 

all of which are required to implement a high-quality OSCE. Therefore, assessment is 

more than simply ensuring the technical and practical aspects of the exam (i.e., design 

and resources) without careful consideration for wider influencing factors (i.e., 

institutional culture and faculty expertise). While much of the literature focuses on the 

practical steps to implementing the OSCE (Gormley, 2011; Zayyan, 2011; Abdulghani et 

al., 2015; Daniels and Pugh, 2018), which are essential, this study takes a more holistic 

approach by considering the broader influencing factors. 

6.2.2.1 First theme: Institutional and assessment culture 

Case study A is a public-sector medical school, while case study B is a private-sector 

medical school. The funding source appears to influence how the school operates in 

general and approaches the OSCE examination in particular, which aligns with Altbach 

and Levy’s (2005) conclusions about private higher education. Although Case Study B's 

business model is a non-profit private medical school, my data interpretation indicates 

that it runs with a private sector attitude. This includes profit-oriented decision-making 

and an eagerness to deliver high-quality education to rival other medical schools and 

•Considering reliability issues

•Alignment to the OSCE literature 

•Quality assurance

•Availability and training of the 
workforce

•Availability of educational and  
logistical resources

•Faculty awareness 

•Faculty efforts in planning and 
preparations

•The Influence of regulatory 
bodies

•The assessment documents 
(policies and guides)

•The nature of communication 
and collaboration

Institutional 
and assessment 

culture

Faculty 
expertise and 

practices

OSCE quality 
and design

Resources and 
infrastructure 

setup

Figure 15. This diagram summarises the key findings from the two case studies. 

This conceptual framework illustrates how these components interact throughout 

the OSCE implementation process. 
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keep enrolling good students. For example, one participant's suggestion for OSCE 

improvement was to establish an Assessment and Examination Centre, and his 

comment was: ‘so we can get more assessment experts and OSCE examiners as well 

as making profits.’ Case study B (Interview2-AS). However, the data analysis indicated 

that private school (B) shows an overall better performance in the OSCE implementation 

than public school (A). This finding is consistent with a Mexican study that indicates a 

higher quality education in the country’s private medical schools in comparison to the 

public medical schools, which reflected a better performance for the private school 

graduates in the national AKT test in comparison with those from the public schools 

(Hernandez-Galvez and Roldan-Valadez, 2019). However, Joy et al. (2007) find that the 

Indian community prefers doctors who graduated from public medical schools over those 

who graduated from private ones, indicating that the community is doubtful about the 

quality of private schools. Although no published research has compared the 

assessment quality of public and private medical schools, based on my limited data, I 

inferred that some private schools might be more successful in implementing high-quality 

OSCE. This could be due to their greater agility to improve their practice, stronger 

decision-making autonomy, and desire to maintain a good reputation, as indicated in 

Table 22 and Section 6.4.2. However, since this issue is not the focus of my thesis, I 

have recommended it as a potential area for future research to investigate (8.4.3), for 

example, whether this is influenced by how public and private schools are regulated and 

whether this difference is typical. Furthermore, the available data suggested that school 

B seemed more agile in making decisions as their leader showed the ability to make 

autonomous decisions (5.3.4.1, p183) compared to the leader of public school (A), who 

has less autonomy, probably due to the organisational structure and hierarchy of the 

public medical schools (4.3.4.2, p130). 

Despite the fact that both medical schools are relatively newly established and have 

submitted applications to the national accreditation agency, only medical school B has 

obtained programmatic accreditation from the NCAAA. Additionally, school B has 

international accreditation. This suggests that this private school has more reasons, as 

stated above, to control assessment quality and obtain accreditation than the public-

funded school, which may have a different motivation to control quality, possibly merely 

for accreditation purposes. Weiner (2009) and Shiffer et al. (2019) argued that the 

regulatory bodies (i.e., accreditation agencies) are influencing the institutional culture 

and assessment quality. The findings of these papers are consistent with the findings of 

this study, which indicate that school B has a better OSCE implementation compared to 

school A. This study suggests that school B adheres to some rules established by the 

regulatory agencies, indicating that the OSCEs are held to the same high standards. 

However, this study's findings suggest that the accreditation authority is not as influential 

as some authors suggest (Sanyal and Martin, 2007), but it still has some favourable 



202 
 

 

effects. For example, school B obtained two accreditations; however, their OSCE 

practice is not as described in the literature as good OSCE practices, and school A has 

a poorer OSCE implementation and no accreditation. This finding is consistent with the 

notion that accreditation alone is insufficient to ensure the quality of a school's 

assessment, especially with the lack of follow-up after getting the accreditation (Harvey, 

2004). Often, it can only partially contribute to the assessment quality. 

Another distinguishing feature of the two case studies’ institutional cultures is the nature 

of internal communication between the faculty of each case study. According to the data, 

the communication and information delivery level is more effective in school B than in 

school A. These findings are consistent with the literature showing that effective 

communication among faculty members is crucial for the success of the educational 

process (Thornhill et al., 1996). Banihashemi (2011) and Suter et al. (2009) emphasise 

that good dissemination of rules and regulations and accessibility of feedback channels 

are essential for a healthy institutional culture. This explains the impact of ineffective 

communication on the OSCE implementation in school A. For instance, section 4.3.1.2 

shows that the assessment specialists were uncertain whether the passing score had 

been changed from seventy to sixty and whether students who failed the OSCE could 

pass the course or not. Such issues highlighted two main challenges in school A, which 

are a lack of effective communication and a lack of clear regulations. 

The lack of clear internal regulations is evident at school A; consequently, the staff 

working with the OSCE tend to rely on their personal experience without support from 

other departments (4.3.1.2). On the other hand, school B has the OSCE committee to 

monitor and support its OSCE implementation (5.3.3.1). These findings align with the 

need for supportive assessment guidelines recommended by Simper et al. (2022). 

Furthermore, the data suggest that collaboration with external parties is more evident in 

school B than in school A (4.3.1.1 and 5.3.1.1). The data indicate that school B 

collaborates with some national medical schools, one international medical school, and 

hospitals, which makes their OSCE implementation more feasible and probably more 

valid by including external experiences. 

An important finding and positive cultural aspect of both medical schools is the strong 

desire for improvement among all participants. This section and the sections below 

highlight several challenges to overcome and opportunities to utilise to improve the 

OSCE implementation. Therefore, those enthusiastic faculty members can find plenty of 

room for improvement (Alsharif, 2011) as both medical schools are newly established, 

so they are not bound by history. Nonetheless, the data suggests that the private medical 

school (B) can be more responsive to introducing a change because it has better internal 

communication and external collaboration (5.3.1.1) and is more flexible and adaptable 

to change (5.3.1.3). Although both medical schools have the opportunity to change and 

improve their OSCE implementation to align with the government's 2030 vision to 
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enhance higher education, the private school may have a higher chance of success due 

to the privatisation movement in SA supported by the Saudi Vision 2030 (Vision2030, 

2023). The institutional and assessment cultural aspects discussed in this section lead 

to a different assessment product; therefore, the schools need to consider them to 

implement a high-quality OSCE.  

6.2.2.2 Second theme: Faculty expertise and practices 

The staff members' experience and understanding of the OSCE's purpose and structure 

will enable them to administer exams effectively (Berendonk et al., 2013; Bearman et al., 

2020). This study suggests that the participants' theoretical understanding of the 

principles of the OSCE between the two case studies is comparable. However, the staff 

of case study B often appear more thoughtful and critical regarding the OSCE. For 

example, in section 5.3.2.1, one participant commented: ‘The OSCE needs a good 

design to be effective.’ case study B (Interview1-AL) suggests that the actual design is 

more important than mere theoretical understanding. The findings indicate that the 

OSCE design in school B is superior to that of school A, which can be largely attributed 

to the large number of new staff in school A. Case study A faculty members are typically 

young clinicians who come from similar backgrounds with limited experience in medical 

education. In contrast, the faculty members of case study B are more senior, come from 

diverse backgrounds, and have greater academic expertise; thus, they have previously 

gained some experience that they brought with them. This suggests that schools with 

experienced faculty members are better equipped to implement better OSCEs, which is 

consistent with the findings of Bearman et al. (2017). 

The results indicate that participants from school B are more satisfied with their OSCE 

implementation (5.3.2.1) than those from school A (4.3.2.1). However, all participants' 

opinions agree that the OSCE is a valuable assessment instrument. This finding is 

consistent with Alsaid and Al-Sheikh (2017), Majumder et al. (2019), and Solà-Pola et 

al. (2020), who all concluded that the OSCE is a useful, fair, and acceptable assessment 

instrument. Although the participants from the two medical schools convey that their 

OSCEs are suboptimal and require enhancement, they affirm that the OSCE positively 

impacts the clinical practise of the students after graduation (4.3.2.1and 5.3.2.1). While 

one published work does not support this result (Rudland et al., 2008), the conclusions 

of the majority of studies are aligned with the findings of the two case studies (Graham 

et al., 2013; Komasawa et al., 2020; Horita et al., 2021). This is a significant finding that 

can be attributed to the fact that the students’ OSCE experience in medical schools 

prepares them for comparable examinations in post-graduate training. However, this 

result should be taken with caution due to the possibility of social desirability bias (i.e., 

participants favouring their outcomes)(Grimm, 2010); and a lack of third-party 

benchmarking (i.e., no external comparison for performance) (Engelkemeyer, 1998).  
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While both faculties are exerting efforts to develop the OSCE, evidence suggests that 

the faculty of medical school B has a better understanding of and capacity to manage 

the OSCE’s implementation. The OSCE literature emphasises that the OSCE is a 

complex and resource-intensive assessment that necessitates a thorough preparation 

phase and trained faculty (Boursicot, 2010; Khan et al., 2013a; Harden et al., 2015; 

Bearman et al., 2020). In accordance with the literature recommendations, school B 

starts the planning and preparation phase several months before the exam (5.3.2.2), 

whereas the staff in school A do so just days beforehand (4.3.2.2). This implies that some 

staff members in school A underestimate the complexity and difficulty of implementing 

an effective and high-quality OSCE, resulting in an overall substandard implementation. 

For example, school A does not always allow sufficient time to carefully write and review 

the OSCE stations (4.3.2.2), and no participant in either case study indicated that they 

piloted the station beforehand, as the literature suggests (Abdulghani et al., 2015; 

Harden et al., 2015). 

According to Newble (1988) and Raymond and Grande (2019), creating a blueprint is a 

critical step in planning the OSCE, which is an important source of validity to ensure that 

the exam accurately reflects the taught skills. According to the data, staff in medical 

school B are keen to blueprint all their OSCEs, whereas OSCE examinations at medical 

school A are typically not blueprinted (4.3.2.2 and 5.3.2.2). Another validity aspect raised 

by many examiners is the importance of briefing them and sending the OSCE materials 

to them before the exam day. The OSCE literature emphasises the role of examiner 

briefing in conducting a valid OSCE (Harden, 1990; Fuller et al., 2017; Gilani et al., 2021; 

Malau-Aduli et al., 2023). However, data from school A indicated the absence of briefing 

(4.3.2.24.3.4.1), whereas school B examiners indicated that they received a briefing and 

the OSCE material a few days prior to the exam (5.3.2.2). They suggest that this step 

allows them to comprehend the OSCE station details and provide feedback on the OSCE 

design to the OSCE designers. Whereas school B shows practices supported by the 

literature and enhances the OSCE’s validity, school A fails to establish many of these 

practices. 

6.2.2.3 Third theme: OSCE quality and design 

The analysis of the findings indicates that case study B takes more measures to ensure 

the quality of its OSCE design than case study A. While data shows that both medical 

schools are keen to design a good OSCE, medical school B established an OSCE 

Committee as a quality assurance measure. This committee coordinates, supervises, 

and provides support for the OSCE implemented across the school, which enhances the 

quality of and staff satisfaction with their OSCEs (5.3.3.1). However, excessive 

supervision would discourage innovation and creativity in designing the OSCE; thus, the 

OSCE committee should consider this issue to allow the OSCE to evolve in accordance 
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with the context (Shand, 2020; Chan et al., 2023). In contrast, the OSCEs in case study 

A are designed and administered by departments without evidence from the data 

indicating any input from assessment specialists or the exam committee, allowing for 

variations in OSCE design without knowing its quality (4.3.3.1). School B pre-exam 

review follows the good OSCE practices in OSCE implementation (Abdulghani et al., 

2015; Harden et al., 2015; Schuwirth et al., 2021). The literature suggests that pre-exam 

analysis for the stations will minimise their flaws and ensure the validity of their content.  

The post-exam analysis is also important, and the finding indicates that both case studies 

receive feedback from various stakeholders. According to Pugh and Smee (2013) and 

Ware et al. (2014), feedback from examiners, students, and SPs to the OSCE organisers 

is a valuable source for quality assurance and improvement. In school B, the findings 

indicate that this feedback is considered to inform future OSCE and curriculum design 

(5.3.3.1). However, the participants from case study A show less emphasis on the 

feedback role in their school and OSCEs (4.3.3.1). According to the literature, 

maintaining open feedback channels between stakeholders and faculty allows for a 

culture of continuous improvement and demonstrates the faculty's willingness to improve 

(Stassen et al., 2004). As a result, school B interviewees believe that their OSCE 

implementation is improving over time, leading to more accurate decisions regarding 

students’ competencies.  

Psychometric analysis is an effective approach to evaluating the quality of OSCE design 

outcomes and identifying station-level issues (Newble and Swanson, 1988; Pell et al., 

2010; Tavakol and Dennick, 2011b). The literature recommends employing a 

combination of metrics, such as Cronbach's alpha, coefficient of determination (R2), 

between-group variation, and the number of failures, because no single metric alone is 

sufficient to provide a comprehensive picture of OSCE quality. Although case study B 

demonstrates that some statistical values are evaluated, e.g., Interview3-AS said: ‘If we 

have two tracks, we compare the tracks results among themselves. That, let us say, is 

our limited statistical analysis for our OSCE exams.’, neither of the case studies conducts 

a sophisticated post hoc psychometric analysis of the OSCE outcomes (4.3.3.1 and 

5.3.3.1). Psychometric analysis is important to ensure exam reliability, identify the source 

of error, and ensure the quality and defensibility of OSCE results (Pell et al., 2010). It is 

also useful to triangulate local results with other well-established exams, licencing 

examinations, and hospital clinical performance (Boursicot et al., 2020). However, 

according to case study A and B participants, it is not being conducted at either school 

due to a lack of qualified psychometricians (4.3.3.1 and 5.3.1.3). 

In accordance with a study about the language barrier between the students and the SPs 

in OSCE in SA (Moeen-uz-zafar et al., 2015), both case studies mention the same 

concern. All most all students are Arabs who were taught and assessed in English, but 

according to the participants (4.3.3.1 and 5.3.3.1), SPs typically do not speak English. 
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This could compromise the quality of communication during the station and, 

subsequently, the validity and authenticity of the examination (Mirza and Hashim, 2010; 

Diab et al., 2019). According to Al-Mously et al. (2013) and Mann et al. (2013), 

introducing some activities in English has a negative impact on the academic 

performance of students for whom English is a second language. This is a broad issue 

of authenticity because the majority of patients in hospitals are Arabic, and the students 

prefer to interact in Arabic, but they were instructed and assessed in English (Alnahdi et 

al., 2021; Alomair, 2021). 

The clinical competencies being tested are indicated in the assessment documents 

of school A, which include history taking, physical examination, simple procedures, 

patient management problems, communication, and attitude 4.2.2.2); and school B 

indicate that they adhere to the SaudiMEDs framework for clinical competencies 

(5.2.2.2). Although many OSCE stations in both schools assess real clinical 

competencies, there are many other examples where the OSCE stations do not include 

any clinical competencies. School A, for example, uses 'written OSCEs' (4.3.3.2), 

whereas School B uses 'unobserved OSCEs' (5.3.3.2). This can be attributed to a lack 

of clarity regarding the purpose of this assessment tool and what competencies should 

be tested. Although adding written and unobserved stations can improve the OSCEs' 

overall reliability, it reduces their validity and authenticity as they do not fulfil the aim of 

this type of assessment, i.e., students are not observed performing a skill (Downing and 

Haladyna, 2004; Ware et al., 2014). There are more effective and feasible methods to 

assess the elements assessed in these written and unobserved stations, such as through 

written exams that include pure data interpretation (Amin et al., 2006). 

In some situations, there is a theory-practice gap in the design of the OSCE. In both case 

studies, faculties administer one OSCE exam for each clinical course, with an average 

station count between two and six (4.3.3.3 and 5.3.3.3). This is a small number of stations 

that are deemed unlikely to produce valid and reliable results (Swanson et al., 1999; 

Abdulghani et al., 2015; Harden et al., 2015). According to the data analysis, this is 

primarily due to four factors: some courses only have a limited number of performance 

skills to be assessed (4.3.3.3), there is a lack of examiners, a lack of SPs, and a lack of 

equipment and space (4.3.4 and 5.3.4). This highlights the importance of considering the 

purpose of this assessment, i.e., summative or formative (Boursicot et al., 2022). Then, 

the schools must address these issues and may need to reconsider their assessment 

system to implement an OSCE that covers multiple modules so that sufficient skills can 

be blueprinted (Pugh and Smee, 2013; Yudkowsky, 2019). Running one large end-of-

year OSCE will also be more feasible from an organisational and financial standpoint. In 

addition, the administration has to invest more in human and logistical resources to 

ensure the successful implementation of OSCEs, as discussed below (6.2.2.4). These 

challenges are why case study B faculty use unobserved OSCEs to increase the number 
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of stations (5.3.3.2). Similarly, due to a lack of examiners and SPs, school A uses 'written 

OSCE' (4.3.3.2), which, as previously discussed, is an inappropriate substitute for the 

real OSCE. 

Another theory-practice gap in the two case studies OSCEs is the lack of individual 

feedback for students. Although the OSCE designers in school B may provide post-exam 

feedback to students, this is done as a group rather than individually (5.3.3.2). Case 

study A data indicate that their OSCE does not have a system for providing students with 

feedback (4.3.3.2). According to Ossenberg et al. (2019), Davies (2023), and Boud 

(2015), effective feedback must be timely, specific to the student’s performance, and 

include suggestions for improvement. Cohort feedback does not appear to meet any of 

these criteria (Hattie and Clarke, 2018; Dawson et al., 2019). The aforementioned theory-

practice gap issues highlight the need for schools to align their OSCE practises with the 

evidence-based practises described in the literature to conduct high-quality OSCEs. 

Findings show that both case studies use checklists and rubric marking schemes, and in 

school B, they may also use global rating. In their systematic review, Ilgen et al. (2015) 

concluded that while checklists may have higher inter-rater reliability, global ratings have 

higher inter-item and inter-station reliability. However, some authors argue that the 

checklist is better for inexperienced examiners assessing procedural skills (Ma et al., 

2012), whereas others contend that the global rating is superior for expert examiners 

(Regehr et al., 1998). Nonetheless, other authors believe that if carefully structured, all 

types of marking schemes would yield reliable and valid results (Daniels and Pugh, 2018; 

Wood and Pugh, 2019). Both case studies have templates for both types, but not all 

OSCE designers use them. Typically, they use either detailed checklists or a four-point 

Likert scale with written marking criteria. Participants from School B were satisfied with 

their marking scheme design and deemed it suitable for use by non-clinical examiners 

(5.3.3.3). In school A, however, some examiners were pleased with the checklist with 

differentially weighted items that they designed in the department, as they said it was 

more credible and minimised examiner variation (4.3.3.3), which is supported by some 

literature (Homer et al., 2020b). But another examiner in school A indicated that the 

checklist used in his department is not well-designed and it was a source of variation 

between the examiners. The data indicated that the design of the marking schemes 

differs between schools and departments, with various degrees of examiner satisfaction 

about their quality. However, it requires to be carefully designed to enhance the validity 

and reliability of the OSCE (Dyrvig et al., 2014; Malau‐Aduli et al., 2021).  

6.2.2.4 Fourth theme: Resources and infrastructure setup 

According to studies on the challenges in Saudi medical schools, one of the main 

challenges for Saudi medical education is a lack of faculty (Hamdy et al., 2010; Tekian 

and Almazrooa, 2011). In accordance with those results, the data from the two case 
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studies reveal a workforce shortage, including OSCE examiners, station writers, and 

assessment experts (4.3.4.1 and 5.3.4.1). Nonetheless, the documentary analysis of 

case study A states the need for two independent examiners in each OSCE station, as 

suggested by Brannick et al. (2011), whereas the majority of the psychometric literature 

recommends using one examiner but with a larger number of stations and emphasises 

the importance of proper training (Newble and Swanson, 1988; van der Vleuten, 1996; 

Besar et al., 2012; Abdulghani et al., 2015; Harden et al., 2015; Faherty et al., 2020). 

This is an excellent example of how, in some instances, the absence of alignment with 

evidence-based practices leads to an undue burden on logistics. 

In line with the recommendation of Abdulghani et al. (2015), both medical schools utilise 

outside examiners to compensate for the shortage of internal examiners. However, this 

does not appear to effectively address the issue because these outside examiners may 

not always be available in sufficient numbers. Moreover, the findings suggest that 

because outside examiners do not receive appropriate training, there is no assurance 

that they will recognise the students' level or the format of the OSCE examination (4.3.4.1 

and 5.3.4.1). Therefore, they may have different marking behaviours and manage the 

stations differently, which will adversely impact the OSCE’s validity and reliability.  

Similarly, the finding indicates a lack of internal examiner training, as it appears to be 

sporadic, with newly hired staff in case study B receiving no training (5.3.4.1). Likewise, 

case study A data indicate that most OSCE examiners receive no formal training 

(4.3.4.1). According to the literature, examiner training is required for administering valid 

and reliable OSCEs; examiners must understand the purpose of the OSCE, the design 

of the marking scheme, and acceptable and unacceptable examiner behaviour (Pell et 

al., 2008; Reid et al., 2016; Fuller et al., 2017; Schleicher et al., 2017b; Schüttpelz‐

Brauns et al., 2019; Tavakol et al., 2023). The findings of this study point to a possible 

reason for the lack of faculty training on the OSCE: a scarcity of assessment experts. 

For instance, in school A, interview2-AL stated: ‘I will try to bring experts and conduct 

courses by national and international trainers on how to perform the OSCE examination 

for all of our staff.’ (4.3.4.1). This demonstrates how the lack of assessment experts at 

these schools would negatively impact the implementation of the OSCE, including faculty 

training. 

Using trained SPs is also necessary for valid, reliable, and authentic OSCEs; however, 

'professional' SPs are preferred (Collins and Harden, 1998; Cleland et al., 2009). SPs 

can assist in resolving the problem of the lack of real patients in these medical schools, 

but neither school provide adequate training for SPs (4.3.4.1 and 5.3.4.1). For example, 

in some of the school A OSCEs, no training is provided for the SPs; in others, the OSCE 

designers provide only one hour of training before the exam begins (4.3.4.1). According 

to Furman (2008), MacLean et al. (2018), and Talwalkar et al. (2019) recommendations 

for training the SPs, these schools practise are considered insufficient because they do 
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not allow enough time for the SPs to practise their role and remember the scenario 

details, particularly for SPs who do not speak the instructor's language fluently (4.3.3.1 

and 5.3.3.1). This indicates that the SPs lack professional training, which will undermine 

the OSCE's validity and reliability. 

In terms of resources, both case studies exhibit a similar pattern: adequate educational 

resources but insufficient logistical resources. Participants indicated that the curriculum, 

teaching approach, and educational activities support using the OSCE (Hodges, 2003b). 

For instance, both medical schools show good examples of reviewing the students' skills 

before the exams (4.3.4.2 and 5.3.4.2). However, the educational value can be enhanced 

further by providing individual feedback (discussed above 6.2.2.3) and introducing 

formative OSCEs (Swanson and van der Vleuten, 2013; Pugh et al., 2018), which are 

both absent from both schools. Some interviewees identified that formative OSCE could 

also orient students regarding this assessment instrument and how to manage their time 

during the station (4.3.4.2). 

The logistical resources, including funding, location, and equipment, are reported to be 

insufficient to conduct a valid and reliable OSCE (4.3.4.2 and 5.3.4.2). Although some 

authors deemed the OSCE resource intensive (Barman, 2005; Turner and Dankoski, 

2008), Patricio et al. (2013) and Harden (2015) argued that medical education is costly, 

so it is important to consider the cost-benefit ratio of this instrument because, as 

discussed in Chapter 2, its benefits make it worthwhile. The findings of this research are 

consistent with the literature (Poenaru et al., 1997; Goh et al., 2022); a lack of funds and 

an appropriate place prevents OSCE organisers from introducing more stations to 

ensure acceptable OSCE reliability (4.3.4.2 and 5.3.4.2). However, approaches such as 

multi-site (Wilkinson et al., 2000), multi-circuit (Harden et al., 2015), multi-day, and 

sequential OSCE (Homer et al., 2018) have been implemented to improve OSCE 

feasibility. Therefore, the schools may consider administering the OSCE over three days, 

i.e., six stations per day, for a total of eighteen stations, but with the same resources. 

Nevertheless, using this approach must be accompanied by appropriate design 

management of student sequestering and post-hoc analysis to ensure that standards are 

maintained across circuits (Pell et al., 2010; Harden et al., 2015). Some participants 

mentioned the lack of a teaching hospital (4.3.4.2), which, if available, would compensate 

for some shortages in other resources by providing a sufficient place, real patients, and 

examiners, thereby making the OSCE more authentic and feasible. These resource 

constraints will inevitably force OSCE exam developers to implement low-quality OSCEs. 

6.3 Opportunities and challenges to the OSCE implementation 

The analysis of the findings reveals several opportunities and challenges to the OSCE’s 

implementation in Saudi medical schools. Despite some overlap with the previous 

section, the purpose of this section is to bring the discussion together to answer the 
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second research question, “What are the challenges and opportunities of adopting the 

OSCE in Saudi medical schools?”. Below, I summarise the two case studies' most 

significant opportunities for improvement and challenges to overcome (Table 22). The 

table demonstrates that although both medical schools share comparable opportunities 

and challenges, to a degree, school B has more opportunities than school A, which faces 

more challenges.  
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Table 22. Key opportunities and challenges of adopting the OSCE in Saudi 
medical schools. 

 School A School B 

O
p

p
o

rt
u

n
it

ie
s

 
These medical schools are relatively new, so they are unencumbered by history, 

allowing them to perhaps improve the OSCE and implement changes more easily 

than older institutions. 

The curriculum, instructional approaches, and clinical skills teaching sessions are 

compatible with the OSCE. 

The desire for improvement expressed by all participants would give the introduction 

of change a better chance of success than if those staff members were unwilling to 

improve. 

These medical schools have already collaborated with some hospitals and medical 

schools, so they have the potential to build on that to implement more feasible and 

sustainable OSCEs. 

The majority of the staff are junior home 

faculty with good knowledge about the 

OSCE and have the opportunity to learn 

from the faculty development sessions. 

The staff have diverse backgrounds with 

good experience about the OSCE, which 

is an opportunity to utilise their expertise 

to embrace creativity and innovation. 

It has the potential to obtain accreditation 

from accreditation agencies. 

It is a private school that is more agile to 

change because it has more autonomy. 

C
h

a
ll
e
n

g
e

s
 

There is no pre- or post-OSCE analysis 

to ensure the quality. 

There is pre- and post-OSCE qualitative 

analysis to ensure the quality. 

There is no effective internal 

communication between faculty 

members and departments. 

There is effective communication among 

the faculty members and departments. 

The lack of human resources; includes assessment experts, OSCE writers, OSCE 

examiners, and professional SPs. This jeopardises the OSCE’s validity and reliability. 

The financial constraint prevents the schools from securing sufficient workforce, 

space, and equipment to operate enough stations. 

The absence of a university educational hospital limits access to hospital facilities—for 

example, difficulties in administering the OSCE in the hospital’s authentic settings and 

obtaining real patients. 

There is no proper psychometric analysis to ensure the quality, determine the pass/fail 

decisions, and identify the source of error in the OSCE implementation. 

The need to provide individualised feedback for each student at each station to 

maximise the OSCE’s educational impact. 

The assessment documents lack details that guide and align OSCE implementation 

with the best OSCE practices in the literature. 
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6.4 Synthesis of the overall discussion 

6.4.1 Overarching theme: A series of dilemmas and compromises 

The clustering concept is that both medical schools encounter a series of dilemmas and 

compromises when making any OSCE implementation decisions. The discussion 

indicates that the faculties made compromises at all levels of OSCE implementation 

without necessarily recognising them. The documentary evidence implied that both 

schools’ written documents emphasise the basic criteria of good assessment; however, 

when the OSCE is implemented, these criteria are not enacted. For instance, the 

documents emphasise the importance of having reliable and valid assessments, but the 

findings of this study indicate that the reliability and validity of their OSCEs are 

inadequate. This illustrates the tension between theory and practice, which ultimately 

has resulted in suboptimal OSCEs in some respects. The preceding discussion 

demonstrates that the four themes generated can function as components that must be 

carefully evaluated to implement a successful OSCE. They provide a more holistic view 

than a linear guideline for medical schools to consider when implementing the OSCE. 

However, the overall discussion show that the current OSCE implementation in Saudi 

medical schools is variable and often suboptimal, necessitating a change. The following 

table summarises the implementation issues that have been identified from both case 

studies (Table 23). 
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Table 23. A combined list of the OSCE implementation issues that have been 
identified from both case studies. 

1 Absence of clearly defined statements outlining the purpose and intended use of the 

OSCE, along with uncertainty regarding the competencies that ought to be assessed. 

2 Inadequate alignment of the OSCE with the school's assessment system. 

3 Lack of OSCE guidelines that follow evidence-based practices to guide the OSCE 

implementation. 

4 Sole reliance on the OSCE as the summative performance assessment tool, with no other 

alternatives. 

5 Insufficient blueprinting for the OSCE. 

6 Inclusion of non-clinical/performance skills in certain OSCE stations. 

7 Small number of stations in the OSCE. 

8 Short preparation time. 

9 Deficiency in assessment personnel, encompassing assessment experts, examiners, 

station writers, psychometricians, and professional SPs. 

10 Insufficient training and briefing for stakeholders, including examiners, station writers, 

SPs, and students. 

11 Instances of unwanted behaviour by examiners, such as interfering with students during 

task performance and posing questions not outlined in the marking scheme. 

12 Absence of quality assurance measures, such as psychometric analysis and qualitative 

evaluation. 

13 The standard setting is fixed 

14 Lack of individualised feedback for students regarding their performance in the OSCE. 

15 Language barriers in some stations affecting communication between students and SPs. 

16 Absence of formative OSCEs. 

17 Shortage of logistical support, including inadequate space, equipment, and financial 

backing for the OSCE. 

18 Insufficient collaboration with other institutions, including hospitals, local medical schools, 

and international medical schools. 
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6.4.2 Public versus private medical school 

There is a widespread belief that public medical schools have traditionally been well-

established and state-controlled, which was thought to be sufficient to ensure high-

quality assessments (Joy et al., 2007). However, the recent expansion of newly 

established public and private medical schools in SA raises concerns regarding the 

quality of medical schools’ outcomes (Bajammal et al., 2008; Abu-Zaid et al., 2020). The 

findings of this thesis argue that the OSCE, as an example of a complex high-stakes 

examination, has been implemented in public and private medical schools but not always 

at the level of what the assessment literature would define as the gold standard. This is 

not uncommon; the literature indicates that OSCE is often implemented sub-optimally in 

different parts of the world (Bearman et al., 2017; Bearman et al., 2020).  

While the discussion suggests that case study B has a more defensible OSCE 

implementation, both case studies have a range of challenges and shortcomings in their 

OSCE practice. However, both case studies have several opportunities for improvement, 

with a clear desire from the faculty members. Case study B’s arguably better OSCE 

implementation can be partially attributed to the medical school’s culture as a private 

medical school. Private schools typically emphasise quality assurance and strive to 

maintain a positive reputation to enrol students and maintain the budget (Altbach and 

Levy, 2005). This suggests that the private medical school (case study B) has better 

implemented the OSCE compared to the public medical school (case study A). This 

finding highlight that more research is needed to determine whether this situation, in 

which a private school outperforms a public medical school in OSCE implementation, is 

context-specific or if it can be broadened to other private medical schools. Such findings 

have the potential to significantly inform the Saudi Vision 2030's privatisation of some 

higher education institutions (Vision2030, 2023). 

6.4.3 Key messages   

The analysis and discussion proved that the OSCE implementation is challenging at both 

medical schools. This study reveals a series of limitations that need to be addressed by 

medical schools to enable the implementation of high-quality OSCEs. Firstly, the senior 

administration of medical schools needs to enhance the institutional and assessment 

culture and make it a greater priority. They should be aware of the ramifications of low-

quality OSCE on a school's reputation, outcomes, and the public and students' safety. 

Consequently, they can value the importance of having a high-quality OSCE and invest 

in its improvement. The senior administration can establish a supportive institutional 

culture by embracing the staff through effective communication, listening to their 

feedback, empowering them to implement the necessary changes, and collaborating 

with other institutions (Simper et al., 2022).  
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Secondly, there is a clear need to improve the quality assurance measures used to 

evaluate the OSCE before, during, and after implementation. These measures include 

conducting a thorough review of the OSCE stations prior to implementation, inviting 

external examiners, and performing post hoc psychometric analysis, must address the 

current lack of clarity regarding the competencies that should be tested. Achieving a 

good OSCE design and quality assurance system requires clear and detailed 

assessment guidelines developed in accordance with OSCE literature that adheres to 

evidence-based practises. 

Thirdly, the lack of OSCE personnel and their training is evident; no successful OSCE 

can be introduced without them. Those people include assessment experts, OSCE 

designers, writers, examiners, patients, and SPs. Each of them has a vital role in the 

OSCE’s implementation; thus, they must receive adequate training and briefing. 

Therefore, medical schools must invest in allocating enough of them through direct 

recruitment or collaboration with other institutions. 

Lastly, logistical and educational resources require further development. The shortage 

of funds, appropriate places, and adequate equipment forced the faculties to make 

compromises during the OSCE design, resulting in suboptimal OSCEs. Therefore, the 

medical schools’ administrations have to secure a sufficient amount of them to enable 

the OSCE personnel to conduct successful OSCEs. Regarding educational resources, 

the two main shortcomings are the lack of individual feedback to students and the 

absence of formative assessment. These two elements are crucial to the OSCE's 

educational impact; hence, OSCE and assessment programme designers need to 

address these issues in order to improve the OSCE's educational value.  

In summary, this thesis argues that implementing a high-quality OSCE is a multifactorial 

process in which all factors must be appropriately considered to achieve successful 

implementation. Improving OSCE quality is not only about conducting more stations or 

providing more examiners and logistics; while all are essential, enacting them effectively 

in accordance with evidence-based practices requires a supportive institutional culture. 

Thus, without addressing these limitations, it is unlikely that these medical schools will 

be able to implement OSCEs of high quality. This indicates that the awareness and 

commitment of institutional leaders are vital for establishing a supportive institutional 

culture to successfully implement a high-quality OSCE (Fuller et al., 2015). Therefore, 

the existing assessment theories would not be effective in this case, highlighting the need 

for institutional change to improve OSCE implementation, as Chapter 7 discusses. 

6.5 Summary 

This chapter presented a discussion and synthesis of the findings from the two case 

studies to answer the first research question of how the OSCE is being implemented in 
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Saudi medical schools. It also answers the second research question by summarising 

the opportunities and challenges for Saudi medical schools to implement a high-quality 

OSCE. In the next chapter, I will develop this discussion by presenting options for 

changing the OSCE implementation derived from the institutional change literature.



217 

 

Chapter 7 Changing OSCE Implementation 

7.1 Introduction 

This chapter is an extension of the discussion chapter. It presents a theoretical 

perspective on how the medical schools examined in this thesis can introduce changes 

to their OSCE implementation to address challenges and capitalise on opportunities. I 

explore some change theories and then emphasise those most applicable to this thesis's 

context. Then, I highlight the distinctions between introducing change in public versus 

private medical schools and the complexity of implementing the change. I also stress the 

need for sustainable changes that are sensitive to the medical school context to ensure 

the implementation of successful OSCE. 

7.2 Bringing change to the OSCE implementation 

The preceding discussion demonstrates that the current OSCE implementation is, to a 

degree, unsatisfactory and still fails to adhere to international recommendations, so 

faculty members express a desire for improvement. Evidence indicates there is a strong 

desire for excellence, as evidenced by an eagerness to obtain national and international 

accreditation (4.3.1 and 5.3.1). At the same time, there is a dynamism and desire for 

improvement in the government, which is supported by the Saudi Vision 2030, which 

aims for high-quality medical education (MOE, 2022). This necessitates bringing about 

institutional change by utilising the limited resources, diverse contexts, and 

infrastructures of schools to operate affordable and high-quality, authentic OSCEs. 

Institutional change is often difficult and time-consuming (Bank et al., 2017). Utilising 

change theory would assist medical schools in capitalising on opportunities and 

overcoming challenges by implementing practical steps to improve the OSCE 

implementation. In the next section, I will consider various change theories and explore 

which could be appropriate to the two medical schools’ contexts. 

7.2.1 Overview of change theories  

I explore the change theories offered in the institutional change literature, where there 

are some popular change models, such as the McKinsey 7s model (Peters and 

Waterman, 1982) and Greiner's Growth Model (1972), which are both focused primarily 

on companies and businesses. The Kübler-Ross Change Curve (1969) is another well-

known change model, yet it analyses change from a psychological perspective and 

describes people's emotions throughout the change. Moreover, the Bridges Transition 

Model (1995) consists of three stages that are akin to Lewin's change theory (described 

below), but it is rarely used in educational settings. 

However, change theories such as Lewin’s (1947) and Kotter’s (Kotter, 1995; Kotter, 

2012) are well-established in institutional change literature (Snabe, 2007; Mahmood, 



218 

 

2018). Both have been successfully utilised in various HPE settings (Manchester et al., 

2014; van Schaik et al., 2019; Haas et al., 2020; Wijk et al., 2021). Lewin’s model has 

been described as the core of comprehending organisational change (Burke, 2002). 

Kotter's change model is a more detailed approach to executing the change in higher 

education (Kang et al., 2022). Consequently, I deemed these theories appropriate for 

this research context. I aligned the two change theories because change is complex, and 

a single theory may not be sufficient to explain and implement the desired change. 

Lewin’s model has three key stages: ‘unfreeze, movement, and refreeze’. This aligns to 

Kotter’s eight-step change model; Figure 16 depicts a summary of these stages. 

 

Figure 16. Stages of change. Adopted and modified from Lewin (1947) and Kotter 

(1995, 2012) . 

 

7.2.1.1 Phases of change 

The first phase is the unfreeze stage, which involves processes of questioning the 

current situation to create a sense of urgency (i.e., the right time), creating a community 

of people with shared needs (i.e., the right people), and developing a vision (i.e., the right 

plan) (Kotter, 2012; Hussain et al., 2016). These three characteristics appear to be 

shared by the majority of the research participants in this study. This can be reinforced 

by demonstrating to the faculty that change can improve their graduates and raise the 

school's profile. Data indicates a sense of dissatisfaction with current OSCE practices; 

consequently, people feel the need for administrative and staff-level changes. 

Furthermore, there is a desire for improvement, as many findings indicate that 

participants have a vision and practical ideas that need to be enabled, indicating that the 

faculty are committed to change. For example, an assessment specialist discussed the 

concept of establishing an examination and assessment centre that can be established 

by multiple medical schools and focuses on enhancing the OSCE implementation. This 

suggestion, along with similar ideas outlined below (7.2.3.2), may bring medical schools 

together to exchange best practises and enhance each other's OSCE. However, it is 
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crucial to communicate with clarity, frequency, and transparency to avoid 

misunderstandings and ensure a shared understanding among all parties involved. This 

unfreeze stage is arguably the most important phase, as it requires effective 

communication to convey the vision to the wider community of stakeholders. 

The subsequent phase of change is the movement stage, during which the actual change 

processes occur. This is the time to put the change into action by taking steps to 

communicate and activate the vision, remove obstacles, and create short-term wins 

(Kotter, 2012). This is a critical stage in interpreting the vision into reality and dealing 

with deeply embedded issues within the culture of medical schools. For instance, the 

faculty development workshops that convey the change strategy will assist in 

communicating the vision (Kang et al., 2022). Although some data show that some 

faculty members are partially satisfied with their OSCE, this is only because they believe 

it is the best they can do, given a lack of human and logistical resources. Across the 

entire dataset, the lack of funds, examiners, and SPs was the most prominent issue. 

Therefore, medical schools could not implement better OSCEs without addressing these 

obstacles. It would be possible to alleviate these areas’ shortages by reinforcing current 

efforts and expanding collaboration with hospitals and other medical schools. Medical 

school administrations must provide continuous administrative support, invest in human 

capital, and develop sources of income to maintain and support sustainable change 

(Kotter, 2012). Kotter values short-term achievements; thus, using key performance 

indicators can generate a feeling of accomplishment and support long-term success 

(Baloh et al., 2018). For example, findings show that OSCE stations range from two to 

six, so achieving more than fifteen OSCE stations in one of the end-of-year OSCEs can 

be used as a metric to celebrate an immediate improvement. Additionally, the data show 

that no psychometric analysis has been conducted, so another metric could be to start 

conducting an appropriate psychometric analysis. This would aid the faculty in prioritising 

some of these quick achievements, allowing the staff to observe the OSCE's change. 

This stage is filled with practical challenges that necessitate effective communication 

with faculty and the celebration of short-term wins in order to maintain momentum. 

The final stage is to refreeze to stabilise and sustain the recent implementations. This 

stage entails consolidating successes and anchoring change in the school and 

assessment culture (Kotter, 2012). The findings indicate a lack of faculty development 

sessions; therefore, senior and newly joined faculty must receive training in their new 

roles to provide stability for the change, as they are the most critical asset for sustaining 

the change. Additionally, the analysis of the documents reveals a lack of OSCE-specific 

policies and procedures; therefore, all systems, policies, and regulations must be revised 

to reflect the new reality (Odiaga et al., 2021). This stage is crucial for solidifying the 

change and influencing the institution and assessment culture (Ndoye and Parker, 2010). 

While this phase concludes the big change, no change is error-free; therefore, evaluation 
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channels should always be available to identify and address shortcomings (Rhydderch 

et al., 2004). When the staff witness changes resulting from their evaluation, this 

reinforces the change and encourages additional evaluation, thereby sustaining the 

improvement cycle. 

7.2.2 Change in public versus private medical school 

This period in Saudi medical education history is characterised by a dynamic 

transformation in higher and health professions education that runs parallel to the 

government’s vision (Aljohani, 2020). The two most important aspects of Saudi Vision 

2030 in this regard are the graduation of competent healthcare professionals and the 

privatisation of some public universities (Alnufaiee, 2019). This aims to empower 

universities to develop and achieve financial balance and sustainability (Vision2030, 

2023). These issues would motivate medical administrations to make changes in order 

to meet the national development strategy. Therefore, the number of private medical 

schools in Saudi Arabia is increasing (Ayuob et al., 2015).  

While the improvement of OSCE implementation is possible in both types of medical 

schools, private medical schools may have more space to accommodate agile change 

(Mohamed, 2003). In contrast, public schools may encounter a hierarchical decision-

making process and limited resources to make changes (Farghali, 2013). This was 

highlighted by the academic leader in the private school (B) (5.3.4.1), who suggested he 

would recruit assessment experts, indicating that such a decision can be made quickly 

when the benefits are evident. Hamron (2018) and Alghamdi (2019), in their research on 

the privatisation of higher education in Saudi Arabia, conclude that greater financial and 

administrative autonomy enables private schools to collaborate with national and 

international institutions more easily. Althubaiti (2020) studied the new Saudi 

government’s vision to privatise higher education and indicated that it is part of Saudi 

economic reform for the sector. While several studies suggest that the privatisation of 

higher education may have a negative impact on its quality (McCowan, 2004), Althubaiti 

(2020) argues that privatisation may contribute to economic development, meet the 

requirements of the labour market, and enhance the quality of educational services. 

Furthermore, the findings indicate that the private medical school has better internal 

communication and external collaboration with other institutions. It also has an OSCE-

specific committee that monitors its quality and senior staff who have received OSCE 

training at various institutions. These factors may make this private medical school more 

prepared to implement the change for their OSCE implementation. 

Althubaiti (2020) expressed concern that private medical schools might prioritise profits 

over educational quality. However, the findings of this study indicate that the private 

medical school in case study B have more measures to control the quality of their OSCE 

and better internal communication. Nonetheless, addressing the concerns of 
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stakeholders can be accomplished on two levels: firstly, by increasing the quality criteria 

for the accreditation of medical schools (Alrebish, 2014; Abrol, 2016). Secondly, explore 

the impact of an OSCE national licencing exam after graduation in addition to the current 

written licencing exam to ensure the clinical competence of new graduates (Abu-Zaid et 

al., 2020). However, there are different models to ensure the clinical competency of new 

graduates (Price et al., 2018); one model is the UK model, which is a national set of 

clinical and professional skills assessment (CPSA) standards for medical schools (GMC, 

2023a); another model is the national clinical skills exam such as that in Switzerland 

(Bonvin et al., 2019; Huwendiek et al., 2020); and a third model is that of the United 

States (USMLE, 2023) and Canada (MCC, 2023), as they formerly had a unified national 

OSCE exam that is currently discontinued, although the specific reasons for this decision 

remain unclear. This overview reflects the debate in the literature regarding the best 

approach to ensuring medical graduate clinical competencies (Swanson and Roberts, 

2016), which calls for a Saudi national study to evaluate the Saudi context, examine the 

experiences of other countries, and provide recommendations for the Saudi context. 

Enhancing the quality of private medical schools can be expensive, which can result in 

an increase in student fees. This will make public medical schools more appealing to 

prospective students, given their long history of public trust (Alrubai, 2011; Alzahrani, 

2019). As a result, a decline in the number of applicants to private schools may prompt 

these institutions to lower admissions standards in order to maintain financial stability. 

Therefore, to assure the public, the above recommendations regarding accreditation 

agencies and licencing exams are worth considering.  

The findings indicate that there is a need for substantial change at the public school (A) 

due to a sense of demotivation among some staff members and poor internal 

communication (4.3.1). The public school has more bureaucratic processes to change 

things. Thus, the school needs to focus on accelerating the change approval process, 

as staff naturally want to see change quicker. Change should not be limited to the 

introduction of specific changes, such as a new approach to standard setting, but should 

instead focus on achieving a more agile approach to supporting change processes in 

general. On the other hand, the more mature OSCE delivery at the private medical 

school may suggest that their system effectively manages some of the OSCE’s 

complexity. This presents an opportunity for them to build upon their system to improve 

their assessment quality. The dilemma and tensions in implementation are noticeable in 

both private and public types of medical schools. Therefore, change is not simple, as it 

involves more than just improving technical metrics and must consider educational, 

economic, and contextual factors along the way.  
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7.2.3 Complexity of change 

H.L. Mencken once said: “There is a solution to every problem: simple, quick, and 

wrong.” (Nelson, 1976). In the literature on medical education, complexity theory has 

been utilised to illustrate the nonlinear interactions between multiple variables when 

designing and implementing educational programmes (Jorm and Roberts, 2018; 

Cristancho et al., 2019). Furthermore, medical education is a multidisciplinary field with 

origins in medicine, education, administration, and other fields. For example, 

implementing OSCE is a complex task that is influenced by institutional culture, 

workforce availability, staff experience, policy decisions, infrastructure, and funds. 

Therefore, OSCE implementation change is not merely an academic change but a 

combination of institutional, contextual, and interprofessional change. Additionally, many 

stakeholders may be resistant to change, making its implementation more complicated 

(Bajammal et al., 2008; Harrison et al., 2017). Change implementation is usually complex 

and challenging; therefore, the change leader must be sensitive to the organisational 

culture, be flexible, and strive for sustainable change. 

7.2.3.1 Sensitivity to the context 

In the literature on institutional change, sensitivity to institutional context has been 

emphasised (Buchanan et al., 2005; Beach, 2016). While some developed countries may 

be able to adapt to the structure and situation of private medical schools, the Saudi 

context is different. All old schools are public, but in recent years the number of private 

schools has increased, and many public schools have begun to be privatised (MOE, 

2022). This would have implications for the OSCE as an example of a costly and complex 

performance assessment. According to the data, this presented numerous financial and 

logistical challenges. Consequently, utilising the experiences of international medical 

school partners should only be considered in relation to the context of local settings. 

While international partnerships can provide valuable insights and standards of practice, 

it is essential to consider local cultural, social, economic, and assessment system factors 

to ensure their effective implementation and applicability. Because academic institutions 

have different staff expertise, funding, vision, culture, and logistics, all of these factors 

will play a crucial role in implementing the change (Buchanan et al., 2005). The data 

indicate that in contrast to case study A, case study B's collaboration with international 

medical schools resulted in a better OSCE implementation. However, some OSCE 

scenarios must be revised to reflect the local context (5.3.1.1). Furthermore, case study 

B OSCEs have certain shortcomings that render their implementation inferior to the 

international school, such as a small number of stations and the use of a fixed cut-off 

score. 

Despite the data indicating a desire for improvement, there is still a sense across both 

schools of underestimating the OSCE’s complexity and difficulty in implementing change 
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in the practice. Participants desire to increase the number of stations, provide training 

for stakeholders, increase the number of examiners, and other interventions that are 

valuable and essential for the success of the OSCE. However, introducing substantial 

changes to each level of OSCE implementation necessitates establishing a solid 

foundation first. As all factors are interconnected, separate modifications may not be 

sufficient to achieve a high-quality OSCE. For example, case study B wanted to increase 

the number of stations from six to twenty-six, so they introduced unobserved OSCE 

stations, which, as previously discussed (5.3.3.2), do not constitute an OSCE as 

commonly understood. However, they felt compelled to do so because of a shortage of 

station writers, examiners, and logistics. Therefore, a leader with medical education 

assessment knowledge, vision, authority, and a holistic approach to change is vital for 

successfully implementing the change. This is not the sole responsibility of a single 

person, such as the chair of the OSCE Committee, but it needs to involve a team with 

the passion and expertise to make positive contributions (Sanyal and Hisam, 2018). It 

requires the team to return to the barriers and levers, considering the system as a whole 

and how the OSCE would fit into it (Khan et al., 2013a). An example of that could be 

looking for a comprehensive approach to the assessment system, so instead of one 

exam for each course, an integrated, cross-modular OSCE may be more appropriate. 

7.2.3.2 Sustainable change 

From the complexity theory perspective, Mason (2009) stresses the importance of 

sustainable change. Considering sustainability when planning for change is critical to 

avoid relapsing into old problems (Olafsen et al., 2021). Some participants, for example, 

stated that they had previously received OSCE training that had been discontinued 

(4.3.4.1 and 5.3.4.1). My inquiry into this matter revealed that the partnership contract 

with the international experts who provide the training was modified, and the training was 

discontinued. While it is advantageous to utilise external expertise, this temporary 

situation requires the administration to invest in developing local expertise. Local experts 

would contribute to the training’s sustainability and aid the OSCE’s implementation due 

to their understanding of sociocultural nuances. 

Change that is more effective and long-lasting should be built on the local institutions’ 

capacities rather than being imposed on people. Consequently, there is a role for 

cooperation between regionally competitive medical schools, i.e. co-opetition (Hidayah, 

2018). Co-opetition can empower institutions to collaborate and capitalise on each 

school’s comparative advantages in order to create feasible, sustainable, and high-

quality OSCEs (Muijs and Rumyantseva, 2014). The Australasian Collaboration for 

Clinical Assessment in Medicine (ACCLAiM) project acknowledges that establishing a 

high-quality OSCE can be difficult and costly. So they came together to share the best 

practices for creating the OSCE stations, such as writing the stations, training examiners, 

analysing the results, and benchmarking (ACCLAiM, 2023). Another option is an online 



224 

 

forum that brings together individuals with a special interest in the OSCE to share 

expertise and enhance one another's practises, akin to the psychometrics special 

interest group organised by the Association for the Study of Medical Education (ASME, 

2023). Likewise, the Saudi Medical Colleges Deans’ Committee (SMCDC) has an 

opportunity for collaboration to facilitate high-quality yet affordable OSCEs. Such 

projects have a high chance of success because they adhere to the Saudi Vision 2030 

principle of collaboration between the public and private sectors (Vision2030, 2023). 

7.2.3.3 Flexible change 

Flexibility in implementing the change is essential to a successful change (Dunford et al., 

2013). For example, increasing the number of stations per exam from two or six to twelve 

would necessitate a significant resource that would not be readily available. Therefore, 

the change takes time to evolve and is subject to unpredictable factors with no 

straightforward recipe that will guarantee success (Styhre, 2002). However, with a clear 

vision, the support of the administration, and the staff's commitment, a desired change 

can be accomplished (Shanley, 2007). The implementation of new assessment 

standards is difficult but necessary. Therefore, the design of the change should be 

sensitive to the organisation's culture, sustainable, and flexible. 

In addition, evaluation and dissemination of the implemented change are crucial for 

ensuring continual development and dissemination of best practices throughout the 

medical education community (Graham et al., 2003). Evaluation is essential to evaluating 

the change's effectiveness, enabling schools to identify areas for improvement and make 

informed decisions about what they should do to improve further (Harden et al., 2015). 

Dissemination is also important to share the experience and the process of change with 

other stakeholders and institutions about evidence-based practices (Ravinetto and 

Singh, 2022). This can be accomplished through publications, conferences, workshops, 

and collaboration with other institutions. 

7.3 Summary 

This chapter offered a theoretical perspective to introduce institutional change to support 

the implementation of a high-quality OSCE. It presents change theories that will be useful 

in guiding the desired change at the level of educational institutions. It highlights the 

differences between public and private medical schools when introducing change, the 

complexity of change, and the need for sustainable, flexible, and context-specific 

change. In the following chapter, I will present the thesis’s conclusions, the contributions 

of this thesis to the literature, recommendations for different stakeholders, strengths and 

limitations, and conclude with a reflective account of this research.  
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Chapter 8 Conclusions, Recommendations, and Reflections 

8.1 Introduction 

This chapter presents the final sections of the thesis, including the conclusions, 

contributions to the field, and recommendations. I present the recommendations in three 

sections: medical school recommendations, national and international medical education 

recommendations, and recommendations for future research. Then, I discuss the 

strengths and limitations of this thesis. I conclude my thesis with a reflective account of 

this project. 

8.2 Conclusions and a review of the thesis 

The literature generally highlights that the OSCE is one of the most valid and reliable 

performance assessment instruments when appropriately implemented (Abdulghani et 

al., 2015; Harden et al., 2015; Boursicot et al., 2020). Therefore, good implementation is 

the bedrock of a successful OSCE (Khan et al., 2013b). This thesis is the first explorative 

and interpretive study to explore how the OSCE is being implemented and identify the 

challenges and opportunities its adoption offers in Saudi medical schools. Whilst the 

literature review (Chapter 2) demarcates the criteria of good performance assessment, 

there is a paucity of research on how medical schools in new contexts, such as Saudi 

medical education, implement and ensure the OSCE's quality. 

The data was gathered from two case studies conducted at two newly established 

medical schools, one state-funded and the other privately funded. This study’s multi-

method data collection and analysis approaches provide valuable insight into the 

complexity and disparity in the quality of OSCE implementation in the Saudi context. The 

inductive RTA analysis generated four cross-cutting themes that contribute to this 

situation: institutional and assessment culture, faculty expertise and practices, OSCE 

quality and design, and resources and infrastructure setup. However, the overarching 

theme across the two case studies themes and sub-themes is that there are a series of 

dilemmas and compromises at each stage of OSCE implementation. 

Even though the assessment document analysis at both medical schools shows high 

congruence with the criteria of good assessment, it appears that these criteria are usually 

not reflected in practice. According to the findings, many staff members are aware of the 

essential requirements for effective OSCE; nonetheless, several reasons appear to 

hinder them from adhering to the OSCE standards described in the literature. For 

instance, it is unclear what competencies the OSCE is supposed to assess and what its 

intended purpose is. The data interpretation revealed that contextual aspects such as 

the funding source of the school (private or public), accreditation status, faculty 

experience, and availability of resources are linked with the quality of the OSCE 

implementation.  
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The overall aim of the research is to provide insight into possible interventions that 

enable medical schools to implement high-quality OSCEs. Data shows that most faculty 

members are eager to improve their OSCE practices; however, the institutional culture, 

workforce, infrastructure, and financial resources are not supportive of implementing 

OSCE that meets high-stakes OSCE quality standards. Therefore, I propose introducing 

changes to the medical school to improve OSCE implementation and align with the Saudi 

government’s 2030 vision for enhancing higher education.  

Based on this work, I recommend introducing change to improve the OSCE 

implementation using well-established change theories that are applicable and effective 

in educational settings. The proposed changes at the medical school level may include 

redesigning the assessment system, investing in human capital and infrastructure, and 

employing quality assurance measures. More change can be introduced at the national 

and regulatory bodies level, including developing a national roadmap to facilitate 

performance assessments, encouraging coopetition between national medical schools, 

partnering with hospitals and international medical schools, and forming a team of 

national assessment experts to support OSCE implementation. However, the discussion 

underlined that introducing change is a complex and time-consuming process; thus, 

change leaders should be flexible in implementing the change and seek sustainable 

transformation rather than short-term success.  

While both medical schools examined in this study can implement a successful change 

to their OSCE practice, the private school may have some advantages when bringing 

about the change. Findings suggest that private schools may have a better institutional 

and assessment culture, such as being more agile in introducing change due to the 

flexibility of their administrative structure, having better internal communication, having 

more senior staff, and being eager on quality assurance to maintain the institution's 

reputation to maintain the revenue flow from student admissions. 

This thesis contributes to the body of knowledge by offering an original, in-depth 

understanding of the OSCE implementation in Saudi medical schools. It recommends 

introducing change to exploit opportunities and overcome challenges to improve the 

OSCE implementation. Moreover, this project provides a novel perspective by 

highlighting the link between the source of school funding and the OSCE implementation 

in the two medical schools examined in this thesis. Another contribution is using an 

innovative combination of methods, and analysis approaches to answer the research 

questions effectively. Additionally, borrowing change theories from other disciplines 

revealed that medical education could benefit from interdisciplinary research to improve 

discipline-specific issues like OSCE implementation.  
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8.3 Contributions of this work 

This thesis has made several contributions to literature knowledge and theory, as 

demonstrated in the following four sections. 

8.3.1 In-depth exploration 

Firstly, this thesis is the first in-depth research exploring the OSCE implementation in 

Saudi medical schools using a large-scale multi-method qualitative project. This 

established an original understanding of how the OSCE is implemented in this context 

and offered insight into the complexity of implementing a performance assessment. The 

research identifies a series of challenges to overcome and opportunities to exploit to 

improve the OSCE implementation. The findings reveal a sense of tension and a series 

of dilemmas at each stage of OSCE implementation. This suggests the need for an 

institutional-level change to improve OSCE practice. The proposed change can occur in 

different areas, such as regulations, assessment programmes, human resources, and 

school infrastructure investment. Furthermore, the findings from the implementation of 

OSCEs in the investigated medical schools can provide the groundwork for the proposed 

national OSCE exam for medical graduates (Abu-Zaid et al., 2020). Another alternative 

is to introduce a national set of standards similar to the GMC's for the CPSA that ensure 

the quality of the OSCE (GMC, 2023a). 

8.3.2 Novel perspective 

Secondly, this study advances knowledge by offering a novel perspective by examining 

the impact of institutional culture, faculty, and logistics on OSCE quality and design at 

two medical schools (private and public). Whilst both have similar challenges, the private 

medical school (case study B) appears to have some factors like effective internal 

communication, which contributes to better OSCE practices. Furthermore, this private 

school appears to be more adaptable to change because their decision-making process 

is less bureaucratic as a result of their financial independence. 

Therefore, this thesis contributes to the body of knowledge by providing an original 

understanding to view the OSCE implementation through educational, economical, 

organizational culture, and health quality lenses. Educationally, controlling the OSCE’s 

quality would have educational ramifications for students’ pass and progression, 

ultimately, their graduation or failure and remediation. Economically, this study 

establishes a connection between some OSCE challenges and funding issues by 

demonstrating the logistical and recruitment costs associated with OSCE use. The 

organizational culture implications are numerous, including administrative and 

communication aspects. However, patient safety is paramount because it is the ultimate 

aim of this process, for which all resources  must be exploited to tackle all challenges to 

achieve this goal (Tamblyn, 1999). Budget and poor quality assessment are not only a 
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threat to patient safety but also to learner safety, as it would provide learners with a false 

sense of reassurance that they are competent to practise (Smirnova et al., 2019). 

8.3.3 Unique methodological combination 

Thirdly, I believe that one of the most significant contributions of this study is the use of 

in-depth case studies (Yazan, 2015; Yin, 2018) involving the combination of multiple 

methods, which provides new methodological lenses for gaining a holistic understanding 

of the research problem. This thesis used a novel combination of qualitative methods to 

investigate OSCE implementation, combining Codebook analysis for the documents with 

RTA for the interviews and FGs. Then, integrate the findings into the discussion to offer 

answers to the research questions and recommendations for medical schools. 

Triangulating different data sources, employing different methods, and using different 

analytical approaches produce a new dimension in understanding OSCE 

implementation. This approach demonstrates a useful application for analysing my 

research data, so I would recommend it to other researchers working in various contexts 

and with various assessment instruments. This new methodological lens demonstrates, 

for instance, that assessment documents may describe something that is not 

implemented in practice and vice versa. 

8.3.4 Introducing change theory 

Fourthly, this thesis contributes to the OSCE literature by introducing change theories to 

improve their implementation (Chapter 7). It also raises awareness of the importance 

and complexity of implementing a high-quality OSCE that meets the criteria of good 

assessment. The proposed change theories emphasise the need for sustainable, 

flexible, and context-sensitive changes to improve and maintain the quality of the OSCE. 

Furthermore, it provides empirical evidence for medical schools worldwide, particularly 

those in similar contexts, about the challenges they must be aware of, how to address 

them, and the opportunities they must seize. It highlights areas in the OSCE 

implementation that indicate whether their OSCE is of high quality or needs to be 

improved. It shows gaps in some OSCE practices that need to be addressed to introduce 

a defensible OSCE. Therefore, I believe that this thesis provides actionable steps for 

change and recommendations to enhance OSCE implementation in medical and health 

schools worldwide. 

8.4 Recommendations and implications 

In practice, this thesis proposes several recommendations involving what changes can 

be made to improve OSCE implementation and, more broadly, assessment and 

education in various medical and other health professions schools worldwide. I believe 

this study’s findings and recommendations will have significant implications for medical 

schools in SA and other countries with similar contexts. 
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While developing these recommendations, I considered the tension between producing 

a high-quality OSCE and the ever-present resource constraints. Therefore, I consider 

leveraging available resources judiciously to achieve implementation feasibility while 

offering high validity and reliability for the OSCE. Although there are some differences 

between the two medical schools in this thesis, the recommendations are overarching 

and applicable to both, and arguably the majority of this could be applied to most medical 

schools that share their contexts. 

8.4.1 Recommendations at the medical schools’ level 

• Redesign assessment programmes and course schedules to ensure the OSCE is 

nested within a suite of appropriate, authentic assessment instruments supporting 

education. Based on Kotter's theory of change (Kotter, 1995), this recommendation 

could serve as the change vision, outlining the proposed change. The assessment 

programme should place greater emphasis on assessing all relevant skills, which 

need to be aligned with the intended learning outcomes and assessment 

instruments. The assessment programme should incorporate multiple assessment 

instruments, such as the Mini-CEX, DOPS, and long-case examination. The OSCE 

should introduce a greater number of integrated stations that can help mimic the 

undifferentiated practice of new doctors. The current practice of introducing an OSCE 

exam for each course would allow for only a limited number of skills to be blueprinted 

and examined. Restructuring the assessment programme should consider allowing 

more skills to be blueprinted and examined. This could be accomplished by designing 

one more authentic, integrated, and long OSCE exam per year for all courses. That 

will allow for better preparation, blueprinting, the introduction of more stations, the 

ability to secure adequate examiners and SPs, and better logistical management for 

the limited resource. This would result in OSCEs that are more valid, reliable, and 

feasible. 

• Develop assessment policies and regulations to align with the criteria of good 

assessment, evidence-based practices, and up-to-date OSCE literature. This 

recommendation would be consistent with Kotter's theory of institutional 

culture change consolidation through documentation. Efforts to improve the 

assessment documents should concentrate on including more information about 

OSCE implementations. This should include, but not be limited to, clearly stating the 

intended purpose for the OSCE use in relation to the assessment system, listing the 

types of competencies that the OSCE can assess, outlining the minimum criteria to 

run the OSCE, deciding an appropriate method to calculate standard settings, 

developing a procedure for providing feedback to the examinee, and providing 

guidance for quality assurance measures. This would help avoid OSCEs that do not 

meet the basic OSCE criteria, such as exams with few stations, unobserved stations, 

and no individual feedback. The OSCE is a resource-intensive examination, so 
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administering it inappropriately would waste resources and produce indefensible 

results. OSCEs are intended to assess observable clinical skills, and knowledge and 

reasoning can be assessed in an OSCE, but only as part of an observable clinical 

encounter. Therefore, management should make sure these documents are 

disseminated and followed by all OSCE personnel.  

• Invest in human capital, as there is a legitimate need for more OSCE staff. This 

can be achieved by recruiting assessment specialists, OSCE examiners, OSCE 

writers, and SPs. Each of these personnel is in high demand, particularly assessment 

experts who can inspect OSCE implementation, oversee the entire assessment 

system, and train faculty. A sufficient number of workers is essential for valid and 

reliable OSCEs, as no real improvement can be implemented without them. 

• Focus on faculty development activities, including training sessions for OSCE 

designers, writers, and examiners. Training would empower the action step of 

Kotter's change theory because it would enable individuals to act towards the vision. 

Training is essential, so it should not be taken lightly or underestimated how much 

time and effort should be put into this endeavour. While workshops should provide 

theoretical background for the OSCE, it is important to include hands-on training, 

such as station writing and student assessment. Having qualified examiners is vital 

for valid and reliable scoring. Therefore, outside examiners invited to cover examiner 

shortages should receive comparable training to understand their role and have the 

appropriate expectations of the students. Furthermore, the examiners must be 

trained to provide each student with effective, personalised, constructive, and 

actionable feedback. 

• Provide proper training for OSCE participants, including candidates, SPs, 

patients, and support staff. A briefing before the exam would not suffice, as proper 

training requires time and spaced-out instructions to ensure participants can perform 

as intended. Candidates need to engage with formative OSCE to get used to this 

format, ensure they understand the different types of stations and learn how to 

manage their time effectively within each station. Training SPs, patients, and support 

staff ensure consistency and standardisation in the OSCE delivery, enhancing the 

exam's validity, reliability and fairness. Moreover, because training new people for 

each exam can be challenging, creating a local database of SPs and patients would 

be more feasible. 

• Use quality assurance measures to ensure the quality of the OSCE and inform 

curriculum, teaching, and future OSCE implementation. This can be accomplished 

by starting an OSCE evaluation programme incorporating quantitative and qualitative 

data. Quantitatively, post-hoc psychometric analysis can provide invaluable 

information about the OSCE’s quality, such as identifying the source of 

implementation errors. In addition, benchmarking students’ results to those of their 

peers from other medical schools can inform the institution about the performance 
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level of its faculty and students. Qualitatively, receiving feedback from various 

stakeholders. For instance, feedback can be received in writing or during a post-

exam discussion session where examiners and examinees discuss and analyse 

exam items. This would provide both qualitative insights for the faculty and 

educational benefits for the students. 

• Provide additional administrative support and improve communication with 

different departments to ensure a quality assessment. The administration’s 

authority is critical in implementing and maintaining all recommendations. According 

to Kotter's theory of change, communicating the vision to all stakeholders is crucial 

for the success of any change. Furthermore, celebrating short-term achievements 

upon reaching a predetermined milestone would increase confidence, momentum, 

and support for the change efforts. Furthermore, they can work to increase the OSCE 

budget by securing adequate funds, space, and equipment. They can also facilitate 

the establishment of a teaching hospital. This would enhance bedside teaching and 

make the OSCE more authentic by introducing it in real settings with real patients. 

While these recommendations are applicable to both public and private medical schools, 

each type of institution may need to emphasise specific recommendations. For example, 

the data indicate that the public school may need to improve their internal communication 

further and that the private school may need to invest more in developing comprehensive 

assessment policies and regulations. 

8.4.2 Recommendations at the national and international level 

These are the recommendations for regulatory bodies and other institutions involved in 

medical education worldwide. 

• National quality assurance bodies, such as the NCAAA in SA, have the opportunity 

to design a quality framework for performance assessments to guide the OSCE 

and other performance assessment tools. This would allow them to collect and 

evaluate data from medical schools, ensure the quality of assessment 

implementations, and suggest possible interventions medical schools can employ to 

overcome challenges in OSCE implementation. For example, they can produce a 

clear, practical, and up-to-date OSCE guideline that provides schools with 

information, recommendations, and instructions for implementing high-quality 

OSCEs. Developing OSCE implementation guidelines does not imply a static 

implementation devoid of creativity and innovation; rather, it merely establishes the 

minimum acceptable standards for good OSCEs. This can be reinforced by 

regulatory body visits to evaluate implementation on the ground and promote best 

practices. This recommendation would serve as a foundation for evidence-based 

practice and a powerful change agent. 

• Exam providers for medical licences, such as SCFHS in SA, may need to evaluate 

the value of the national performance licencing examination. For example, 
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introduce an OSCE performance exam alongside the current written exam. This 

would ensure medical graduates’ clinical competencies for the sake of patient safety. 

However, there are different approaches to consider, such as introducing a common 

set of OSCE standards, as indicated in the preceding chapter. This effort would 

improve undergraduate OSCEs by establishing standards and encouraging medical 

schools to improve their OSCE practises in accordance with the national standards. 

• The Saudi Medical Colleges Deans’ Committee (SMCDC) and similar committees in 

different countries have the opportunity to develop a collaboration roadmap to 

facilitate performance assessments. It is recommended that partnerships be 

formed with regional medical schools to establish a joint simulation and 

examination centre for teaching and examining students as well as training staff. 

Although competition between medical schools is inevitable, mutual interest would 

motivate decision-makers to establish such initiatives. This can be considered a 

coopetition that would resolve logistical issues such as a lack of expertise, workforce, 

funding, space, and SP. So, instead of having a smaller version of this centre in each 

medical school (i.e., clinical skills labs), it would be more cost-effective for all partners 

to share resources and costs for a well-established advanced centre. 

• Form a coordinating council between regional medical schools to share expertise 

and form a network of Saudi medical school OSCE experts. As they share similar 

contexts, they can assist each other in operating the OSCE and discuss overcoming 

challenges and exploiting opportunities. Members of this council can collaborate as 

a joint department to provide expertise in psychometric services across multiple 

schools, build a shared OSCE station bank, and promote further collaboration. This 

concept can be expanded to establish an assessment support team to provide 

medical schools with research services and evaluation for assessment programmes. 

Due to the paucity of assessment specialists in the region, this would greatly benefit 

medical education. 

• Consider partnering with hospitals and national medical schools to work 

together, support and improve OSCE implementation, and establish a network-based 

development approach. 

• Launch a journal and an annual conference on assessment in medical 

education to inform and promote advances in assessment in similar medical 

schools. 

8.4.3 Recommendations and directions for future research 

After completing this research, I believe that its findings highlight numerous future 

research potentials in this field. Firstly, I recommend that future research utilise the 

methodology of this thesis to investigate the OSCE implementation across different 

medical school contexts, such as medical schools in the Arabian Gulf countries. This 

would inform the field whether the findings identified in this dissertation are comparable 
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across medical schools in the region or whether they are highly context specific. There 

is scope for future researchers to learn about these various organisations and apply this 

thesis’s lens to understand the effects of various organisations’ structures on 

assessments and overall school outcomes. This can determine whether OSCE 

implementation disparities are attributable, at least in part, to the fund source or other 

contextual factors. 

Secondly, this thesis recommends using certain change theories to improve OSCE 

implementation; however, I came across many change theories in the change literature. 

For example, the McKinsey 7s model (Peters and Waterman, 1982) and Greiner's 

Growth Model (1972) are well-known models of change in business but not in 

educational literature. Therefore, it would be beneficial for future research to examine 

what change models might be suitable for introducing the desired change in medical 

school assessment and whether different school structures require a different change 

model. This would increase our understanding of how the OSCE can be best 

implemented in different contexts. 

Thirdly, the findings of this thesis suggest a disparity in the quality of OSCE 

implementation between institutions in SA. This suggests the importance of ensuring the 

quality of performance assessments used to graduate new medical doctors. Some may 

argue that this calls for evaluating the need for a national licensure OSCE exam in Saudi 

Arabia to ensure the competency and safety of newly-graduated physicians (Abu-Zaid 

et al., 2020). This requires a research team conducting a systematic review of 

international practices as well as a local environmental screening to determine the need 

for such intervention or to look for other alternatives. 

Fourthly, this thesis highlights the importance of conducting an exploratory study to 

evaluate the wider assessment culture and assessment programmes in SA medical 

education. The OSCE, like any other assessment instrument, is merely one component 

of a larger assessment system (Eva et al., 2016; Norcini et al., 2018); thus, researchers 

can investigate how assessment systems are structured and implemented in Saudi 

medical schools. Understanding this issue in greater depth can provide crucial data 

regarding the quality of medical education and the outputs of medical schools. 

Fifthly, the analysis indicates that this private medical school has a higher OSCE quality 

than the public medical school. Therefore, future research may investigate to what extent 

private school characteristics, such as a focus on customer service, contribute to this 

situation – and whether this difference is more broadly typical. Furthermore, whether the 

differences discovered in the two case studies are applicable to other medical schools in 

SA (e.g., old, well-established, and state-funded) as well as other schools' aspects 

beyond assessment and OSCE (e.g., quality of teaching). 



234 

 

Finally, according to Connell (2014), Southern theory asserts that context differences 

make knowledge experiences different due to the north-south global disparity. This 

theory challenges the inherent dominance of Western perspectives in social and 

academic knowledge. Therefore, it calls for including perspectives from the Global South 

to create a comprehensive understanding of the issues under consideration. While this 

research is in a Southern context but uses Northern guidance to critique the OSCE, 

future research could examine whether there should be more specific Global South 

guidance and examine the OSCE through that lens. 

8.5 Strengths and limitations of this thesis 

The sections that follow provide an overview of the thesis's key strengths and limitations. 

8.5.1 Strengths 

I identified several strengths in this thesis upon reflection. First, the research questions 

addressed gaps in the literature about OSCE implementation in Saudi Arabia. The 

literature review I presented in Chapter 2 reveals a dearth of studies on the quality of 

OSCE implementation in international literature, but none in the Saudi context. 

Therefore, this is a key strength for this thesis as it explores the uniqueness of this study 

context from other Western countries, distinguishing it from the vast majority of OSCE 

studies discussed in the literature. I believe this in-depth investigation would enable 

decision-makers, medical educators, and OSCE workers who share this thesis’ context 

to rethink their practises and identify the drivers and barriers to improving the OSCE 

implementation. 

Secondly, I adopted the constructivist qualitative paradigm in this thesis to investigate 

the OSCE implementation. In the field of assessment, which is dominated by quantitative 

research and lacks realist research methods (Hodges, 2003a; Norman and Eva, 2018), 

the constructivist qualitative approach is viewed as a new paradigm with the potential to 

bring significant advantages to Saudi Arabian medical education (Farghaly, 2018). 

According to my literature review, this is the first time the constructivist paradigm has 

been utilised to explore in detail the implementation of the OSCE in two contrasting 

contexts. This research can contribute to introducing this paradigm to the Saudi medical 

education community by demonstrating its applicability and utility to practice. Rather than 

focusing on the surface of an issue using the positivist paradigm, the constructivist 

paradigm enables the researcher to delve deep into its origins (Tavakol and Sandars, 

2014; Cohen et al., 2018). I believe this paradigm is valuable for addressing similar 

research questions; therefore, I anticipate this thesis to promote its use in Saudi medical 

education research. 

Thirdly, this research methodology is designed to triangulate the data in two ways. Firstly, 

it was collected from various sources: documents, academic leaders, assessment 
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specialists, OSCE organisers, OSCE writers, and OSCE examiners from two medical 

schools. Secondly, the data is triangulated utilising three qualitative research methods: 

document analysis, interviews, and FGs. Furthermore, this thesis employed the 

appropriate data analysis approaches for each form of data, namely Codebook analysis 

for the documents and RTA for the interviews and FGs. Combining these data sources, 

research methods, and data analysis approaches enriches the findings by looking at the 

OSCE implementation from different perspectives. This methodology enables the 

production of findings and in-depth analyses with a high degree of validity and 

robustness, thereby enhancing the credibility of the findings. 

Fourthly, I conducted all the research procedures myself. This includes the recruitment 

of participants, the conduct of interviews and FGs, the processing of data, and all phases 

of analysis and writing. This offered me the chance to immerse myself in the data, 

allowing me to gain a comprehensive yet in-depth understanding of the context and 

OSCE implementation in Saudi Arabia. I also share the participants’ culture, allowing me 

a greater understanding of their perspectives and linguistic expressions. The 

aforementioned features are valuable components of adopting the 

constructivist/interpretivist paradigm. Consequently, my perspective is inextricably 

connected to the study, as I have to engage in all research procedures. For instance, 

during that interaction with the participants, I observed that they were discursive on some 

issues but not others, which is a valuable point. I consider this a good sign for two 

reasons: firstly, it reflects the strong rapport I have established with them, which allows 

them to communicate openly and honestly. Second, when they begin to engage in 

discourse about an issue, it is a sign that it is a significant issue that I should investigate 

further. In fact, my unique context allowed a deeper, more nuanced interpretation. Much 

of what I have encountered has been non-verbal, and by doing all the work myself, I 

bring continuity to interpretation that would be lost with an assistant, for example. All of 

these factors enhance the utility and precision of the data.  

Fifthly, this thesis took place during an unprecedented period of reform in Saudi Arabia 

initiated by the 2030 Vision, which brought about changes in a variety of areas, including 

education, medicine, and the economy. The number of medical schools in Saudi Arabia 

has increased rapidly from five to forty-one in the last twenty-two years, as discussed in 

Chapter 1. This increases competition among these medical schools, and only those with 

high-quality outcomes and alignment with the 2030 Vision, which this thesis supports, 

are likely to stand out to prospective students and the government. Given the topic's 

importance to the medical and educational sectors, this research will help in the 

development of good assessment practices in these fields. Thus, this study will be a 

valuable addition to medical education in Saudi Arabia.  
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8.5.2 Limitations 

Although this project adhered to methodological rigour and addressed the research 

questions and objectives, it is not without limitations. Potential limitations can relate to 

methodological and communication issues, which I will address in turn. 

8.5.2.1 Methodological issues 

This thesis is an empirical study of two medical schools, but investigating more medical 

schools might aid in examining a broader context, especially when pointing to 

comparisons between public and private institutions. For instance, since both case 

studies are considered newly established, including an old and well-established medical 

school may be advantageous. However, my investigation was focused on depth and 

breadth as opposed to a superficial investigation, and the limited time and resources—

i.e., being a single researcher constrained by PhD time constraints—restricted my ability 

to investigate additional case studies. Nevertheless, from a philosophical standpoint, 

qualitative research investigates issues in more depth than breadth (Cohen et al., 2018). 

Therefore, the amount of data collected falls within the range of comparable qualitative 

studies in the literature and is deemed adequate for the methodological paradigm 

employed. Importantly, the data collected enables me to answer the research questions, 

address gaps in the literature, and generate sufficient supporting evidence.  

Similarly, the nature of the PhD, which makes me the sole researcher with a limited 

amount of time, influences some decisions and is the source of certain constraints, such 

as the inability to observe actual OSCEs due to practical restrictions. Another example 

is that this thesis has no quantitative component, such as statistical or psychometric 

analysis. In fact, the initial design of the study included both quantitative and qualitative 

analyses of the OSCE data collected from these case studies. However, it became 

quickly apparent that this would be an excessive amount of work; furthermore, 

subsequent findings suggested that barely any psychometric evaluation had actually 

taken place. As a result, it is clear that this is not a feasible design for a PhD project. 

Nonetheless, the quantitative component may still add some value to the overall findings, 

so I would like to conduct supplemental qualitative research to support this work further. 

Purposive sampling is another methodological limitation that affects the case study 

selection process. I set certain requirements for case study selection, including being 

from different cities and having different funding models, to enable me to examine how 

the OSCE is implemented in different contexts. Although the case studies in the thesis 

satisfied these requirements, the selection for medical school depended in part on the 

accessibility to the medical school. While selecting alternative medical schools may 

impact the data and analysis, the findings in the contexts I have examined are clear. 

Since the medical schools in SA share a broader context, I believe that the 

methodological approach, findings, and recommendations can be applied to a number 
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of medical schools in the country. Furthermore, medical schools outside of SA with 

similar contexts to the research case studies could benefit from this thesis' findings and 

recommendations. This suggests the need for similar studies to benefit medical schools 

with different contexts. 

Another methodological limitation is the absence of perspectives from other 

stakeholders, such as students and regulatory bodies’ leaders. Students’ voices are not 

included since this study focuses on implementation rather than perception, and students 

had minimal input towards the OSCE’s implementation. Although this keeps thesis 

research focused on addressing the research question, I recognised that some student 

input could be more valuable than I had initially anticipated. They would contribute to the 

study by describing their experiences with the OSCE, how they would evaluate the 

current OSCE, and what they expect from an effective and fair OSCE. Furthermore, 

gathering data from decision-makers in regulatory bodies, such as NCAAA leaders, 

would offer valuable additional insight. Their participation would clarify how these bodies 

assure the quality of medical school assessment. Expanding the range of stakeholders 

with whom this issue is discussed would add additional value to this project, so this can 

be the focus of future research. 

8.5.2.2 Communication issues 

In qualitative research, the accuracy of participants’ spoken language during interviews 

and FGs is of utmost importance so that they can articulate themselves precisely. 

Despite the fact that they use English at work, the participants only speak it as a second 

language. I noticed some participants had difficulty articulating their views, which posed 

a challenge for this study. However, I was aware of this issue beforehand, so I was very 

cautious when interpreting their sentences. For example, participants may use phrases 

with nuanced meanings, so I rephrased their responses to confirm their accuracy. In 

addition, I was taking notes to provide commentary and capture the context in order to 

inform the analysis later. Another approach involved sharing portions of a transcribed 

and coded interview with my supervisors so they could provide feedback and review the 

meaning and accuracy of the codes generated.  

Social desirability bias is another communication issue that may influence the findings of 

this study, as participants may alter their responses to please the researcher (Grimm, 

2010). For example, some participants may focus on the positive aspects of their practice 

and avoid negative aspects. Consequently, I analysed the data with caution, as some 

responses may be imprecise (e.g., exaggerated), and some information may simply be 

concealed. This issue may add complexity to the interpretation of the findings; however, 

I attempted to mitigate this effect by triangulating the findings from multiple sources and 

participants. To further mitigate this effect, prior to the interviews, I endeavoured to 

establish a good rapport with the participant and notify them that there are no right or 
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wrong answers and that I am only interested in hearing about their current practice 

(Bergen and Labonté, 2020). 

8.6 Reflexivity 

From a constructivist philosophical stance, it is impossible to separate the research from 

the researcher who designed the methodology, decided on the methods, collected the 

data, analysed the data, and wrote the research (Bulpitt and Martin, 2010; Varpio et al., 

2021). Therefore, the researcher’s reflexivity is deemed a quality measure that helps 

readers better understand the research process (Dodgson, 2019). According to Walsh 

(2003) and Olmos-Vega et al. (2022), reflexivity is a multifaceted practice in which 

various aspects must be considered to provide a comprehensive overview of the 

researcher’s impact on the research. They recommend discussing four areas to carry 

out rigorous qualitative research: personal, interpersonal, methodological, and 

contextual reflexivity. 

8.6.1 Personal reflexivity  

As a qualified medical doctor working in a Saudi medical school, I had previously only 

encountered positivist viewpoints and quantitative research methods. However, being a 

lecturer in a Medical Education Unit and holding a master’s degree in medical education 

developed my perception of knowledge. My PhD journey shifted my ontological and 

epistemological stance towards a more constructivist paradigm. Throughout this journey, 

my thinking evolved, and I found it important to maintain a reflective journal in which I 

tracked my thoughts, experiences, assumptions, and ideas (Annink, 2017). I found this 

method helpful in making informed decisions and upholding transparency in my writing. 

This practice helped me to better understand my position as a researcher and made me 

realise that my interest in the OSCE long predates my PhD studies. My experience in 

the workplace and with other medical schools in Saudi Arabia enables me to confront 

the challenges of OSCE implementation. Therefore, I wrote a PhD proposal on this topic, 

which my supervisors deemed worthy of in-depth investigation.  

At the outset of this investigation, I envisioned a more linear model in which I would use 

an operational guide to solve the problem. However, when I immersed myself in three 

data sources from two case studies, I discovered that the issue is more complex than I 

initially anticipated due to its educational, financial, and sociocultural facets. In fact, this 

further justifies the use of an in-depth educational case study design. The first round of 

data analysis and theme generation reflected my initial thoughts, but after several rounds 

of extensive data engagement, I developed the current themes that reflected my new 

insight. Although developing an OSCE operational guide is important, it is insufficient to 

address the other issues discussed in this thesis.  
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This is the most substantial piece of work I have ever completed, requiring a significant 

personal commitment and investment. However, my PhD journey has been challenging 

and illuminating; I had numerous “aha!” moments that altered my thinking, reshaping me 

into a different but better version of myself. Another unique experience for me has been 

writing subnational research in a second language. Arabic is my first language, and it is 

very different from English. They differ in many ways, but perhaps the most significant is 

their approach to logic and sentence structure. Therefore, I made every effort to improve 

my academic English by reading and writing extensively and by attending academic 

writing workshops. Although this learning journey will never end, I believe incorporating 

my supervisors’ feedback and suggestions have greatly improved my writing style. I 

learned that good research is an iterative process of re-writing and re-editing. So, I did 

this throughout the thesis, for example, deciding which ideas and quotes should be 

included and which are irrelevant to my work. This is a time-consuming and intellectually 

demanding process. However, I believe this is the best way to write a thesis.  

I had three opportunities to present this research at international conferences, which 

advanced my knowledge and allowed me to network with the medical education 

community. While I benefited from audience questions and feedback, I observed that 

how important this topic is to many medical schools worldwide. My future goals include 

research and publication in medical education. I intend to create a network of young 

Saudi medical educators and schedule regular meetings at which we can discuss local 

issues and field advancements. This group can collaborate to publish research and form 

an advisory group for medical schools akin to AMEE and other organisations' early 

career researchers’ support groups. 

8.6.2 Interpersonal reflexivity 

I am an ‘insider researcher’ since I share the same culture as the participants and am 

familiar with the study’s community. This could influence the research process and 

findings due to my familiarity with the context, which might limit my perspective and 

cause me to overlook alternative viewpoints (Walsh, 2003; Barrett et al., 2020). However, 

I acknowledged my status as a quasi-ethnographer and subject-matter specialist. 

Consequently, I managed my tension while collecting and analysing the data. I kept a 

clear distance from what they told me, what I knew about them, and what I heard 

elsewhere (Olmos-Vega et al., 2022). I was self-reflective by maintaining a self-reflective 

journal throughout the analysis and being transparent and forthcoming throughout the 

writing (Berger, 2015; Sudirman et al., 2021). For example, I identified all that is important 

by looking at the codes, themes, and interpretations and discussing them with the 

supervisors. This, along with the reflective journal, has afforded me the opportunity to 

allow them to try and help me maintain that distance. 
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Another issue is that some participants know me, so this relationship might influence my 

interaction with them (Cohen et al., 2018). However, I was aware of my situation; thus, I 

was reflexive to myself and careful that it did not affect the data. For example, I constantly 

asked myself whether this dynamic relationship influences participants’ responses to 

highlight more negative or positive responses (Bulpitt and Martin, 2010). I was aware of 

this type of social desirability bias, for example, when participants attempted to please 

me as a researcher (Grimm, 2010; Varpio et al., 2021). However, our previous 

relationship had no power or authority over one another. Therefore, I felt they were 

honest, cooperative, and willing to share their real experiences. 

Being familiar to some participants made recruitment relatively easier and facilitated a 

cordial, productive discussion. This paved the way for easy communication with them 

and boosted my confidence during the discussion. Some of them, however, 

misunderstood me because they knew my background and speciality, and they 

wondered why I would ask questions when the answers were obvious to both them and 

me. For instance, in some FGs, when I asked if there were discrepancies between 

examiners in the parallel OSCEs, some participants responded, “Do you not recognise 

that?”. Others attempted to investigate why I did not recognise such a fact. I was 

surprised by their response, so I took a step back and explained that I ask questions 

regardless of my position; what I really require are your thoughts and how you deal with 

things (Cohen et al., 2018). This was most likely due to their unfamiliarity with the nature 

of the qualitative approach in general. 

Informal conversations before and after the recorded meetings contribute significantly to 

my understanding of these medical schools (Annink, 2017). During those off-the-record 

discussions, the faculty discussed things I had not expected them to discuss, yet it 

reflected the dilemmas in their OSCE implementation. They almost wanted that meeting 

to be a consultation session, implying their need for assessment specialists’ advice in 

their practice. 

8.6.3 Methodological reflexivity 

As a qualitative researcher, I embrace subjectivity as part of my constructivist 

philosophical stance. Consequently, I have given careful consideration to this 

paradigmatic stance throughout the thesis. Even though I am the sole researcher for this 

project, discussing the methodology with supervisors, transfer examiners, and 

colleagues was beneficial. For example, I had planned to conduct a mixed-method study 

incorporating quantitative data by conducting a psychometric study analysing students’ 

OSCE results. However, the transfer panel recommended that this step be kept as a 

follow-up post-doctoral study. They argue that the proposed qualitative part will suffice 

for the purposes of a PhD project and that any additional work will render the thesis 

unfeasible, given that I am a single researcher with a limited timeframe. At the end of 
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this project, I found that the advice was useful; qualitative research is difficult and time-

consuming, but it yields rich data and an in-depth understanding of the research 

questions. 

The process of collecting the documents and conducting the interviews and FGs added 

a wealth of understanding about the institutional culture of participating medical schools, 

how to approach academics and communicate effectively. For example, I learned that 

approaching the gatekeepers with appreciation and perseverance is essential to this 

process. The data collection process is an important aspect of understanding the context 

that would influence the data analysis and findings. Using the Codebook and RTA 

approaches to analyse the data allowed me to immerse myself in the data during the 

transcription, familiarisation, coding, theme generation, theme review, and writing-up 

stages. At each stage, I gained a deeper level of immersion into the data, to the point 

where I noticed my perception of the data had markedly developed. 

Reflecting on my methodological approach strengthened my new belief that qualitative 

methods are essential for assessment research, which has traditionally been dominated 

by quantitative research (Hodges, 2003a). I would therefore recommend qualitative 

methods to other researchers. I find that the combination of analysing assessment 

documents and conducting interviews and FGs is a useful methodology for other 

researchers in the field. However, if I were to repeat this study, I would collect data using 

additional qualitative methods and include more stakeholders. For example, the 

ethnographic approach would enable me to observe the actual OSCE implementation 

as it takes place on the ground, which will provide valuable input to the research. 

Moreover, considering other stakeholders' perceptions, such as students and 

policymakers in accreditation agencies, would further develop the findings and be a 

useful post-doctoral focus. There are always opportunities to conduct follow-up research 

to further develop the work, for example, by incorporating quantitative approaches such 

as psychometric studies, as I intend to do soon after completing this thesis (8.7). 

8.6.4 Contextual reflexivity 

As an insider researcher, I am able to comprehend the culture and environment of these 

medical schools. In a similar context, I have been examined by the OSCE as a student, 

and I have also served as an OSCE designer and examiner for multiple OSCEs. I have 

worked with these medical schools in many workshops and local conferences and heard 

stories about their practices, all of which contribute to a rich conceptualisation of their 

OSCE implementation process. While this allows me to gain a deeper understanding of 

the issues under investigation, it may cause me to overlook things I have taken for 

granted due to my familiarity with the context. However, I took field notes to document 

many of these issues to make myself conscious of them. For example, I took notes on 

the funding source and how it affects decision-making. Furthermore, I have been 
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transparent about the context of each medical school, enabling the reader to understand 

and evaluate the findings. Therefore, my supervisors served as a safety net for any 

unconscious confirmation bias I may have had. 

While gathering the data, I occasionally heard about suboptimal OSCE implementation 

practices that could negatively impact students and other stakeholders. These practices 

would undermine the credibility of their OSCE. As a researcher, I was not in a position 

to advise them of these practices during the data collection period (Othman and Hamid, 

2018). I found this a difficult dilemma, and after reflection and discussion with my 

supervisors, I have decided to offer a supplementary report based on this thesis to inform 

participants about OSCE implementation best practises. This would partially reward the 

participants for their time participating in this study and help them improve their OSCE 

implementation. 

As discussed in the Methodology Chapter, I purposefully selected medical schools for 

my case studies. Thus, I was aware of the contextual distinctions between the two. 

Although they share many similarities, they also have some differences. Working with 

newly established medical schools with different business models led me to discover 

intriguing findings. The process of conducting this PhD in these specific contexts took 

me beyond my initial expectations, revealing things to me throughout the course of this 

research. For example, I started to see different challenges and opportunities in each 

medical school and look for change theories, which are things that I did not start with but 

evolved during my PhD journey. Although those issues were not explicit in my research 

questions, I cannot ignore them. This research increases my awareness of context-

specific nuances and their influence on practice. As a result, I intend to expand on this 

work by looking for ways to bring change to medical schools during the government’s 

university privatisation movement. 

8.7 Next steps 

Given my current understanding of the assessment literature and current OSCE practice 

in Saudi, I consider myself a change agent (Bartunek, 2014). I will employ the skills I 

gained during my doctoral studies to improve medical education in my context. By being 

so immersed in this work for so long, I can now support other medical schools' 

assessments, support faculty development, encourage collaborative networking, and 

bring together the regulators to help develop a change roadmap collaboratively. 

I also consider this exploratory study a starting point for further assessment and OSCE 

implementation research. For example, I plan to publish parts of this research to inform 

medical schools of similar contexts, as I believe it would greatly benefit their practice. 

Additionally, I am motivated to conduct a follow-up study to this thesis to examine the 

findings of this research by conducting an empirical quantitative study that analyses 

OSCE data psychometrically. I would also conduct additional research to examine the 
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perspectives of other stockholders, such as students and regulatory bodies’ decision-

makers. Their perspective would contribute to a better understanding of the OSCE’s 

implementation. I am keen to extend this methodology further to take an additional 

ethnographic focus by observing how different things play out in a real OSCE (Kearney 

et al., 2018). An ethnographic observation can collect data from on-site observation for 

pre-OSCE preparation, attending live OSCE stations, and participating in post-OSCE 

discussions to better understand its implementation (Cohen et al., 2018).  The findings 

of such studies will be valuable because they can either support, refute, or add a new 

perspective to the current research. 
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Appendices 

Appendix 1. Details of the search strategies and the number of articles identified 
in each database.  
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Appendix 2. The reasons for and numbers of publications excluded at the first 
level of filtration.  
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Appendix 3. The reasons, number, and citations of publications were excluded at 
the second level of filtration.  
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Appendix 4. The reasons, number, and citations of publications were excluded at 
the third level of filtration. 
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Appendix 5. Publications discussing the OSCE implementation.  
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Appendix 6. Papers discussing the OSCEs implemented in new locations.  
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Appendix 7. Publications discussing the OSCEs in SA.  
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Appendix 8. The main elements discussed in the literature that have to be 

considered in each OSCE to implement a high-quality examination. 

These elements may have alternate names in the literature, as shown between 

brackets.  
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Appendix 9. The documented beginning of OSCE use in Saudi Arabian medical 
schools. 
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Appendix 10. Focus Group Guide: Designers and writers focus group. 

I also designed a slightly different question guide for the examiners' FGs and a third one for the semi-structured interviews.   
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Appendix 11. The ethical approval from the University of Leeds.  
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Appendix 12. A copy of the emails that I sent to the two medical school deans.  
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Appendix 13. Information Sheet. 

This is the information sheet for the interviews’ participants; I also created 
slightly modified information sheets for the FGs and document analysis.   
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Appendix 13 continues.  
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Appendix 13 continues.  

  



298 

 

Appendix 14. Focus Group Consent Form. 

I also designed a slightly modified consent form for the interview participants. 
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Appendix 15. A demonstration of the initial code-generating process by using 
codebook analysis.  
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Appendix 16. An illustration of one key area labelled "criteria for good 
assessment" developed using codebook analysis. 
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Appendix 17. A comparison of case studies A and B’s documents analysis codes with those from the literature.  
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Appendix 18. Case study A documents: Excerpts from the medical school A Assessment and Evaluation Guide.  
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Appendix 18 continues.  
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Appendix 19. Case study A documents: Excerpts from the medical school A Assessment Policy.  
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Appendix 19 continues.   
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Appendix 20. Case study A documents: Examples of marking schemes used in two different courses at medical school A.  
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Appendix 21. Case study B documents: Excerpts from the medical school B Exams Policy.  
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Appendix 21 continues.   
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Appendix 22. Case study B documents: Excerpts from the medical school B template for an OSCE station.  
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Appendix 22 continues.  
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Appendix 23. Case study B documents: Excerpts from the medical school B OSCE pre-exam analysis review (left), and an external 
examiner’s post-exam feedback (right).  



312 

 

Appendix 24. An excerpt from an interview with an assessment specialist.  
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Appendix 25. An excerpt from a focus group with OSCE designers and examiners.  
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Appendix 26. Screenshots depict the codes generation process using NVivo.  
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Appendix 27. The initial codes from the four interviews and four FGs of case 
study A.  
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Appendix 28. One of the earliest cycles for developing themes and subthemes. 

Themes in red, subthemes in green, and codes in black. 
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Appendix 29. A sample of my strategy for collecting the best quotations during the RTA analysis. 
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Appendix 30. One of the later cycles for theme and subtheme development.  
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Appendix 31. The abstract for the oral presentation presented at AMEE (2020).  
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Appendix 32. A sample from the workshop presented at a medical school in SA 
(2021).  
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Appendix 33. The poster for the Saudi International Medical Education 
Conference (SIMEC) (2022). 
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Appendix 34. This table summarises the themes, subthemes, and subheadings of case study A with example quotes.  
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Appendix 35. This table summarises the themes, subthemes, and subheadings of case study B with example quotes.  
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