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Abstract

Dehumanization research has grown in recent decades, often examining contexts of intergroup attitudes and harm. Several influential models of subtle or “everyday” dehumanization have been at the forefront of these developments. One such model, infrahumanization theory, suggests that we subtly dehumanize outgroup members by seeing them as experiencing uniquely human emotions (e.g., optimism, nostalgia) to a lesser extent than ingroup members. The dual model of dehumanization suggests we subtly dehumanize human targets by denying them character traits that distinguish humans from other animals (e.g., sophisticated, civilised) or machines (e.g. interpersonally warm, openminded). However, these models have recently been critiqued, particularly for depending on the perception of prosocial aspects of humanity and overlooking antisocial aspects. Thus, we cannot disentangle dehumanization from intergroup preference – associating ingroup members with more prosocial characteristics than outgroup members. This thesis re-examines models of subtle dehumanization and associated findings considering these critiques. The hypothesised causal link between trait-based dehumanization and harm is examined in Chapter 2, demonstrating harm to be predicted by attributing undesirable traits to the target rather than denying uniquely human traits. Infrahumanization as a post hoc justification for harm is explored in Chapter 3. Rather than the pattern infrahumanization theory predicts, harmed outgroup members were seen as feeling negative emotions when harmed, regardless of emotion humanness or sense of collective responsibility. Chapter 4 re-examines infrahumanization with more robust methods than typically used, finding intergroup preference better explains apparent evidence of infrahumanization. These findings support recent critiques, with no evidence of trait or emotion-based dehumanization found across 11 highly powered studies (N_{total} = 1,748). Implications of the confounds and replicability issues for future dehumanization research are discussed. This thesis provides a strong challenge for current conceptualisations of subtle dehumanization, emphasising the importance of robust theories and replicable findings concerning urgent social issues like intergroup harm.
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Chapter 1: General Introduction

The horrors of war and mass genocide in the 1940s ushered in a reckoning, as Western philosophy and psychological research struggled to explain the extent of harm caused by what Reynolds and colleagues (2012) refer to as a “fatal flaw” in the human psyche: prejudice. The motivations behind humankind inflicting such harm on itself based on perceived differences in identity became a defining focus of social psychology (Farr, 1996; Gaines & Reed, 1995). As intergroup matters such as racism, colonialism, genocide, and the resurgence of right-wing populism continue to define today’s social world, understanding the facets of prejudice remains as imperative as ever to prevent its manifestation at both the group and individual levels.

Frequently associated with large-scale atrocities such as genocide, marginalisation, war, and slavery (Bar-Tal, 2000; Boucher, 2019; Kelman, 1973; Savage, 2013; Smith, 2011, 2020; Stanton, 1998), as well as individual-level discrimination such as misogyny (Fredrickson & Roberts, 2016; Manne, 2018; Rudman & Mescher, 2012), and hate crime (Firinci, 2018; Hodwitz & Massingale, 2021; Posselt, 2017), is the concept of dehumanization. The 21st century brought a particular focus on the construct of dehumanization in social psychology. Different theoretical frameworks attempted to clarify how dehumanization occurs, its socio-behavioural outcomes, and the functions it appears to serve. Whether it is to see another individual as less than human in an ontological sense (Kteily et al., 2015), as human but with lesser mental and socio-emotional capacity than oneself (Leyens et al., 2000, 2001; Waytz et al., 2010), or as something superficially human yet lacking essentially human aspects simultaneously (Haslam, 2006; Smith, 2011) is a debate that continues across many disciplines, particularly philosophy, psychology, political science, and sociology (Kronfeldner, 2021).

In this introduction chapter, I provide a broad overview of relevant social-psychological literature on dehumanization. Before focusing on dehumanization, I give an overview of the closely related constructs of prejudice, stereotyping, and discrimination in intergroup contexts.
I then summarise the most prominent social-psychological theories of dehumanization. Following this, I review the literature on an apparent link between dehumanization and harm. Critiques of current literature on dehumanization will then be discussed, followed by a review of evidence-based alternatives to dehumanization. I then outline the aims of this thesis and give a brief outline of my research reported in subsequent chapters.

1.1. Defining Constructs Related to Dehumanization

Several constructs in social psychology are often associated with dehumanization, in which the overlap can vary considerably. In this section, I briefly summarise related constructs and distinguish them from dehumanization.

**Prejudice**

Prejudice is a preconceived attitude that creates or maintains hierarchical status relations between groups (Dovidio et al., 2010). Rather than an individual being prejudiced or not, prejudice is better understood as existing along a continuum in which it can vary from implicit forms, such as maintaining social distance from a particular group (Williams, 1964), to explicit forms, such as openly expressing dislike (see also Billig, 2012). The natural, cognitive process of social categorisation, dividing the world into social groupings of “them and us”, is widely seen as the starting point in developing prejudicial beliefs (Kurzban et al., 2001; Tajfel & Wilkes, 1963; Waxman, 2010). Tajfel and Turner’s Social Identity Theory (1979) suggests that individuals make intergroup comparisons favouring their ingroup, incidentally encouraging the perceived inferiority of particular outgroups (see also Reicher et al., 2008). Brewer (1999) distinguishes between two aspects of this bias: ingroup love and outgroup hate. Contextual influences such as past experiences, intergroup contact, and socio-political intergroup relations are all seen as influences on one’s prejudicial attitudes and the norms around prejudice expression (see Durrheim et al., 2016; Gaines, 2012).

**Stereotypes**

Stereotypes are considered the cognitive component of prejudicial attitudes, defined by Dovidio et al. (2010) as subjectively positive or negative beliefs and associations about a
social group. Stereotypes are schematically formed to help us manoeuvre the social world around us by providing cognitive shortcuts. The content of a stereotype is primarily shaped by one’s lived experiences, social interactions, and the socialisation process, whereby proximate ingroup members and institutions influence the presumptions, expectations, and associations one holds about their ingroup and outgroups (Brewer, 1999; Hamilton, 1981; see also: Bandura, 1999). The power of a negative stereotype in eliciting and sustaining prejudicial attitudes and social inequality has much empirical support. For example, ethnic or racial stereotypes have been linked to dire social problems such as shooter bias (Correll et al., 2007), and gender stereotypes are linked to many socio-economic and civil issues that affect all genders, but particularly women (for a review, see: Ellemers, 2018) and LGBTQ+ individuals (see: Seelau & Seelau, 2005).

Banaji et al. (1993) concluded that the mere awareness of a negative stereotype’s content could prompt implicit, prejudicial-like associations of an outgroup regardless of one’s agreement with the content. However, Devine (1989) stresses that this duality of stereotypes and personal beliefs allows the latter to mitigate the application of stereotypes in the form of prejudice.

**Discrimination**

Discrimination occurs when an outgroup stereotype is applied, and a prejudicial attitude is expressed or acted upon, which at the individual level can involve the poor treatment of someone due to their group membership. Dovidio and colleagues (2010) note that discrimination creates, maintains, and reinforces advantages for some groups over others, usually one’s ingroup. The interplay of stereotypes, prejudice, and discrimination is considered cyclical, in which each component influences the others (see: Harding et al., 1969). The constructs or stages of this detrimental cognitive, affective, and behavioural interplay are linked to dehumanization across many contexts in the literature. As discrimination often involves behaviour involving the maltreatment, negligence, or harm of outgroup members, dehumanization is often applied in attempts to explain how such discrimination can occur (see Haslam & Loughnan, 2015; Kelman, 1973; Smith, 2011, 2020).
1.2. Accounts of Subtle Dehumanization in Social Psychology

Complex in its operationalisation due to its many definitions and contextual applications, dehumanization can be broadly defined as the perception, portrayal, or treatment of a human being as something that is not quite human (de Ruiter, 2021). Overt forms of dehumanization often involve the portrayal of an outgroup as animal-like or as an object through visual mediums and metaphorical language. Blatant or explicit dehumanization remains a central characterisation of the construct when discussing historical examples of dehumanization, such as the Jewish population being depicted as rodent-like in Nazi Germany or the Tutsi being referred to as cockroaches in the lead-up to the Rwandan genocide in 1994 (Smith, 2011; Tirrell, 2012). Kteily et al.’s (2015) ‘Ascent of Human’ measure (see Figure 1) was developed to capture one’s supposed blatant dehumanization of an outgroup, which Kteily & Bruneau (2017) argue is particularly problematic due to it being a conscious denial of full humanity to other humans.

![Figure 1. The ‘Ascent of Human’ measure of explicit dehumanization](image)

Participants are asked to indicate how “evolved” they consider the average member of each group to be using the respective sliding scales. Responses range from 0 (least evolved) on the extreme left to 100 (most evolved) on the extreme right.

*Note:* Target groups used by Kteily et al. (2015) are displayed (copyright 2015 American Psychological Association).
Other forms of dehumanization in social psychology include perceived deficiencies someone has compared to an “ideal human” (Kteily & Landry, 2022) and perceptual dehumanization, defined as the activation of neural networks associated with the perception of nonhuman animals and objects when viewing an image of another person (Deska et al., 2018; Fincher & Tetlock, 2016). However, this thesis will not focus on these operationalisations of dehumanization. My doctoral work focused on subtle forms of dehumanization, which are those thought to occur in everyday perceptions people have of outgroup members without necessarily being conscious of this perception. In the coming section, I discuss three prominent characterisations of subtle dehumanization, which have garnered considerable attention in the field: infrahumanization theory, the dual model of dehumanization, and the mental state attribution account. Each of these models of subtle dehumanization share similar theoretical and methodological frameworks, and each provides a perspective on how perpetrators of harm perceive their victims.

**Infrahumanization Theory**

The first characterisation of subtle dehumanization I will discuss is infrahumanization theory. Initially proposed by Leyens and colleagues (2000, 2001), infrahumanization theory offers an operationalisation of dehumanization that emphasises variations in one’s perceived capacity of outgroup members to experience uniquely human emotions compared to ingroup members. Specifically, Leyens and colleagues suggested that the perceived humanness of outgroup members can be measured by examining the extent to which they can experience uniquely human emotions relative to ingroup members. Secondary emotions are those thought to be uniquely human, which we assume nonhuman animals do not experience, such as compassion, remorse, or optimism. Compared to primary emotions, those we share with nonhuman animals, such as joy, fear, and sadness, uniquely human emotions are more complex, internally sourced, less visible, and longer lasting (Demoulin et al., 2004; Ekman, 2008). Both kinds of emotions can be positively or negatively valenced, meaning they can be positive to experience (e.g., happiness, love) or negative to experience (e.g., loneliness, guilt). Secondary emotions are considered those that capture the “essence” of what it means to be
human relative to nonhuman animals. A proposed indicator of subtle dehumanization, Leyens et al. (2000) initially noted that individuals tend to perceive ingroup members as experiencing uniquely human emotions to a greater extent than outgroup members while attributing primary emotions equally.

This reservation against recognising uniquely human emotions in outgroup members to the same degree as ingroup members is at the centre of infrahumanization theory, suggesting the perception of an incomplete or *infrahuman* essence (Leyens et al., 2007; Leyens et al., 2003; Vaes et al., 2012). Relating to similar ingroup biases in social identity research (Hewstone & Ward, 1985; Turner & Tajfel, 1979), it has been suggested that individuals might view their ingroup as possessing more human essence than other groups (Cortes et al., 2005). Examined initially in the context of cross-regional ethnic groups (Canary Islanders and mainland Spaniards, Leyens et al., 2001), infrahumanization has since been examined in many intergroup contexts, including religious, ethnic, and regional differences in identity among others (Banton et al., 2020; Demoulin et al., 2009; Prati et al., 2016; for reviews see Haslam & Loughnan, 2014; Haslam & Stratemeyer, 2016).

**The Dual Model of Dehumanization**

First proposed by Haslam (2006), the dual model of dehumanization is built upon prior conjectures of infrahumanization research, particularly the causal nature of subtle dehumanization and the concept of humanness as a dimension of group perception (Haslam, 2021). The dual model is anchored in prior research on essentialist beliefs about what it means to be human in a descriptive sense (Haslam et al., 2004, 2005). At its core, the dual model relies on the assumption that to deny essentially human character traits to a person or group of people indicates a subtle form of dehumanization. The dual model also differentiates between two “senses” of what it means to be human and proposes two associated forms of dehumanization, as illustrated in Figure 2. The first sense of humanness is *human uniqueness*, consisting of traits humans possess that supposedly separate us from other species in the animal kingdom, such as civility, refinement, rationality, moral sensibility, and maturity. According to the dual model, when a target is denied the attribution of these uniquely human
traits, they are targets of *animalistic dehumanization*. They thus are perceived as uncultured, amoral, coarse, immature, or irrational. The second sense of humanness is *human nature*, composed of traits that supposedly separate us from non-sentient machines or automata, such as emotional responsiveness, interpersonal warmth, depth, cognitive openness, and individual agency. The dual model defines the denial of these traits being attributed to a human target as *mechanistic dehumanization*, whereby they are perceived as cold, superficial, passive, rigid, or emotionally inert.

The dual model and its differentiation between animalistic and mechanistic forms of dehumanization has received considerable empirical attention (Bain et al., 2009, 2012; Haslam & Loughnan, 2014). Subtle forms of intergroup dehumanization have supposedly been found using the dual model approach in an occupational context by Loughnan and Haslam (2007). Participants in their implicit association test were argued as animalistically dehumanizing artists and mechanistically dehumanizing businesspeople. When applying the dual model, claims of subtle dehumanization also exist when examining different ethnic and cultural groups. For example, Bain et al. (2009) concluded that ethnic Chinese people tended to be mechanistically dehumanised by Anglo-Australians, who themselves tended to be animalistically dehumanized by ethnic Chinese people. Regarding ethnonational identity, Andrighetto and colleagues (2014) determined that Italian nationals’ reduced intention to support disaster relief for Haitian and Japanese victims of earthquakes was explained by the animalistic dehumanization of the former and the mechanistic dehumanization of the latter.

The consequences of being the target of trait-based dehumanization differ depending on whether it is animalistic or mechanistic dehumanization. The dual model (Haslam, 2006) claims that animalistic dehumanization promotes disgust and contempt towards the target, with their behaviour being rooted in desires and wants rather than cognitive states. Mechanistic dehumanization is said to elicit a lack of empathy and indifference in the perceiver towards the target, with the behaviour of the target tending to be explained in nonintentional, causal terms (p. 262).
Figure 2. Conceptual illustration of the dual model of dehumanization

The figure is taken directly from the original publication (Haslam, 2006; Copyright 2006, Lawrence Erlbaum Associates, Inc)

**Mental State Attribution**

Another prominent framework of subtle dehumanization is the mental state attribution account. While this account will not be a focus of this thesis, it is worth noting given its impact on the field and its conceptual overlap with the dual model (Haslam, 2006) and infrahumanization theory (Leyens et al., 2000, 2001). Like these other models, the mental state attribution account characterises dehumanization as failing to perceive aspects of humanity in another individual or social group that distinguish us from nonhuman animals and
machines. Rooted in the subfields of social cognition and social neuroscience, this account defines dehumanization as misperceiving other individuals or members of outgroups as lacking socio-emotional capacity, agency, and subjective experience. More specifically, they are seen as lacking desires, beliefs, or higher-order cognition (Harris & Fiske, 2006b, 2011). This perspective comprises two key research areas (as cited by Haslam, 2021). The first concerns mind perception and is grounded in research on *mentalizing*, or the theory of mind (see Frith & Frith, 2003). In an investigation into lay understandings of how the human mind can vary from individual to individual, Gray, Gray, and Wegner (2007) proposed that mind perception occurs along the dimensions of *agency* (the mental capacity to plan and decide) and *experience* (the capacity to sense and feel). Gray and colleagues found that adults were seen as having greater agency than children or nonhuman animals and greater experience than inanimate objects (see also Epley et al., 2007).

Elaborating on the process of mind perception, Waytz et al. (2010) note that the perceiver could be motivated to recognise mental states in another human out of a desire for social connection. However, when an individual has many social connections, an indifference towards unacquainted others might lead to a dehumanized perception of them (see Waytz & Epley, 2012). Regarding factors stemming from the perceived minds of others, we are said to consider those more similar to us (i.e., ingroup members) as having more mental states. Consequentially, we are said to be more likely to dehumanize (or dementalize) outgroup members with whom we do not share an identity. Waytz and colleagues (2010) further note that either recognising mental states or having a dehumanizing perception of the target is associated with varying behavioural outcomes. For example, should the perceived individual be an acquaintance or a member of an ingroup, cooperation and helping behaviour may be encouraged. However, should the perceived be unfamiliar, different to us or unlikeable, then what might be encouraged instead are indifference, hostility, or harm.

Lastly, I will briefly touch upon another variant of the mental state attribution approach that is the least relevant to my doctoral research. Grounded in the stereotype content model (Fiske et al., 2002), this alternative approach focuses on intergroup social perceptions and
associated neural activity. Dehumanization became the prime focus of this approach after Harris & Fiske's (2006) impactful study that claimed to identify a neural signature for dehumanization. They found that the medial prefrontal cortex was activated using functional MRI methods when participants viewed images of all social groups apart from low-status outgroups, such as people who abuse illegal drugs and unhoused people. Moreover, the researchers interpreted amygdala activation when viewing images of members of these groups as disgust or a fear response. It is worth noting, however, that these findings have been criticised for possible reverse inference issues and that the competence dimension highly correlates with social status (Durante et al., 2013). Nonetheless, the influence of this socio-physiological characterisation of dehumanization has been far-reaching, having been applied to several contexts and social groups alongside the stereotype content model's broader applications (for a review, see Fiske, 2018).

1.3. The Hypothesised Causal Link Between Dehumanization and Harm

Across disciplines, dehumanized individuals and groups are considered at a greater risk of harm (Haslam, 2019, 2021; Haslam & Loughnan, 2014, 2016; Smith, 2011, 2016). Dehumanization is postulated as a critical factor in large-scale acts of genocide (see Stanton, 1998) and interpersonal acts of harm committed by regular people in society (see Zimbardo, 2007). The hypothesised link between dehumanization and harm has been particularly prominent when addressing contexts of inter-ethnic perceptions, conflict, and violence (Bar-Tal, 2000; Maoz & McCauley, 2008; Smith, 2011, 2014). Haslam & Loughnan (2014) noted that the construct of dehumanization is primarily called upon to explain and enable acts of violence (p. 402), also claiming that understanding how dehumanization promotes harm has been the driving force behind recent developments in social psychology concerning the phenomenon (Haslam & Loughnan, 2016).

Within social psychology, theories concerning how dehumanization might encourage harm via moral disengagement with the target were suggested prior to developments concerning subtle forms of dehumanization. Opotow (1990) suggested that a dehumanized
individual is deindividuated and no longer perceived as within the moral community of the given social context, and thus, considerations of fairness do not apply to them. Moral exclusion has been associated with diminished empathy towards the target, leaving the dehumanizer in a position to morally disengage from them, which Bandura (1999) notes can present a temptation to cause them harm as it may seem a morally warranted act. This link between dehumanization and harm was further elaborated upon by Nariman et al. (2020), who reported that the moral exclusion of a minority group could encourage other prejudicial attitudes, such as enhancing the positive relationship between social dominance orientation and right-wing authoritarianism with discriminatory intentions (see also Duckitt, 2001).

In recent decades, a causal link between dehumanization and increased intentions to harm the target has been examined across many intergroup contexts. In the following paragraphs, I will discuss how explicit forms of dehumanization, followed by characterisations of subtle forms of dehumanization, have each been empirically linked to harming the target.

Explicit Dehumanization and Harm

Philosophers have noted that genocide is often preceded by propaganda in which the members of the target outgroup are explicitly described as rats, lice, and parasites (Smith, 2011; Tirrell, 2012). Such blatant forms of dehumanization have also been linked to increased hostility in lab-based work. Kteily and Bruneau (2017) reported that the extent to which US Americans endorse the claim that Arabs are “less than human” predicted hostility towards Arab immigration. The ‘Ascent of Human’ measure of blatant dehumanization (Kteily et al., 2015) has been utilised in examining many inter-group contexts where links to harm have been suggested. For instance, Kteily and colleagues (2015) showed that the extent to which non-Arab US Americans blatantly dehumanized people who were Arab was associated with reduced empathy and the endorsement of direct harm towards them (see also Kteily et al., 2017). Similarly, Viki et al. (2013) found that British Christians who associated Muslims with animal traits more than human traits showed greater support for torturing Muslim prisoners of war. In examining the predictors of explicit dehumanization, Lindén et al. (2016) suggested
majority ingroup identification and authoritarian and socially dominant personalities encourage the blatant dehumanization of terrorists, which predicted support for torturing them.

Empirical work has also suggested that nonviolent harm can be predicted by explicit dehumanization. For instance, Bruneau et al. (2020) found that blatant dehumanization predicted discrimination against minority Roma children by majority-group teachers in a Hungarian school, whereby explicit dehumanization of Roma students predicted them being disproportionately recommended for lower educational tracks (see also Civitillo et al., 2022). Turning from explicit dehumanization to implicit mental associations between outgroup members and animals, empirical work on this phenomenon has also suggested dehumanization can lead to increased non-violent forms of harm. In a series of implicit association tests, Goff et al. (2008) concluded that non-Black participants in their US sample tended to associate the faces of Black people with apes and that this association then influenced participants to judge the use of violence against a criminal suspect as more justifiable when the suspect was Black, compared to when the suspect was White. Goff and colleagues’ findings suggest how dehumanization, at least in the form of semantic associations between outgroup members and nonhuman animals, appears to be associated with the endorsement of harm.

The following paragraphs will focus on the models of subtle dehumanization previously described and how each posits their characterisation of dehumanization predicts harm towards the target.

**Subtle Forms of Dehumanization and Harm**

According to the dual model of trait-based dehumanization, the more an individual or group is either animalistically or mechanistically dehumanized, the greater their risk of harm (Haslam, 2006; Haslam & Loughnan, 2014). The dual model's framework has been employed in many empirical studies examining a hypothesised link between trait-based dehumanization and increased hostility towards the target (Barber & Davis, 2022; Chen-Xia et al., 2023; Kasper et al., 2022; Morehouse et al., 2023; Rousseau et al., 2023; West & Thomson, 2023). Those seen as lacking human traits such as civility, warmth, or cognitive openness, for example, are
said to be ascribed a lower level of humanness, which can foster feelings of disgust or contempt. Similar to theories on moral exclusion (Bandura, 1999; Opotow, 1990), these feelings may facilitate aggression, as the target is said to fall outside the boundary of moral considerations (Harris & Fiske, 2006b; Maoz & McCauley, 2008). Empirical research has also suggested that trait-based dehumanization facilitates social exclusion (Bastian & Haslam, 2010) and reduces prosocial behaviour (Andrighetto et al., 2014) towards the target. Bastian et al. (2013) suggested that trait-based dehumanization directly predicted the endorsement of harsher punishment for criminals, independent of the nature and the severity of the crime they committed (see also Viki et al., 2012; Zhang et al., 2015).

Regarding infrahumanization theory, Leyens and colleagues (2000, 2001) have suggested that perceiving outgroup members as experiencing secondary emotions to a lesser extent than ingroup members could encourage harm in a manner similar to the moral exclusion hypothesis (Bandura, 1999; Opotow, 1990). Leyens and colleagues (2001) elaborate that the link between their conceptualisation of subtle dehumanization captures a perception of outgroup members as sharing an “essence of humanity” with ingroup members to a lesser degree and, in turn, having dissimilar norms and values (p. 408). Citing Struch & Schwartz (1989), Leyens and colleagues further note that such perceived differences in norms and values have been shown to determine levels of aggression towards outgroup members.

Empirical work has suggested that infrahumanization is associated with reduced prosocial behaviour and increased aggression towards the target. Cuddy et al. (2007) asked participants to estimate the extent to which Hurricane Katrina survivors of their racial ingroup and outgroup experienced uniquely human emotions such as grief, sorrow, and mourning, as well as emotions shared with other animals such as anger, panic, and rage. The less their participants attributed uniquely human emotions to outgroup members, the less willing they were to offer them help. In related experimental work, Vaes et al. (2002, 2003) found that participants were less likely to avoid and more likely to respond prosocially to a stranger who expressed a uniquely human emotion (disappointment) than to a stranger who expressed an emotion shared with other animals (anger). In research concerning gender-based prejudice, it
has been suggested that men who hold hostile sexist attitudes towards women attribute less complex emotions to them, which in turn might justify their mistreatment (Viki & Abrams, 2003). Empirical work has also suggested that infrahumanization can promote harm in contexts of intergroup conflict, such as Tam et al. (2007), who concluded that infrahumanization is detrimental to intergroup forgiveness of past wrongdoings in Northern Ireland (see also Gaunt, 2009; Tam et al., 2008).

The mental state attribution account also proposes a link between subtle dehumanization and harm. People seen as lacking agentic and experiential mental states might be viewed as lacking moral responsibility or the right to be protected from harm (Gray et al., 2007; as cited by Haslam & Loughnan, 2014). Research examining a link between the denial of mental states to a human target often looks at the intergroup context of gender-based violence. Touching upon the psycho-sociological concept of objectification (see Nussbaum, 1995), Loughnan and colleagues (2010) suggest that perpetrators of misogynistic violence deny full personhood to women, specifically mind and moral status. Gender-based violence and its association with the dehumanization of women, in particular, has also been widely examined in the psychological literature (Bernard et al., 2020, 2015; Fredrickson & Roberts, 2016; Seabrook et al., 2019). Correlational studies suggest that men who deny mental states to women are likely to show tendencies towards sexual aggression (Rudman & Mescher, 2012) and intimate partner abuse (Bastian, 2019; see also Pizzirani & Karantzas, 2018). Moreover, survivors of sexual assault may also be dehumanized, as suggested by Loughnan et al. (2013), whereby the dehumanization of survivors was associated with more victim-blaming and less perceived suffering than survivors who were not dehumanized (see also: Bernard, Loughnan, et al., 2015; Taylor, 2020).

**Dehumanization Following Harm**

In the modern world, minority groups that have been historical victims of colonialism, genocide, and marginalisation continue to struggle in the same systems of oppression that have perhaps become more subtle rather than dismantled. The link between dehumanization and harm is thought to shed light on how such systems can survive generations later. Some
research posits that dehumanization can occur after harm has been inflicted as a means of dissonance reduction, whereby the perpetrator dehumanizes their victim to ease their guilt (Baumeister et al., 1994; Castano & Giner-Sorolla, 2006; Waytz et al., 2010). Čehajić and colleagues (2009) supported this claim when they found that reminding group members of violence they have collectively committed against another group (such as Non-Indigenous Chileans and Serbs in Bosnia) raised their sense of ingroup responsibility while simultaneously encouraging victim dehumanization. The researchers concluded that members of perpetrating groups morally disengage with the victims through the denial of secondary emotions, to feel less empathy towards them and, in turn, less collective guilt (see also Bandura, 1999).

Similarly, the apparent dehumanization of historical harm victims is associated with less support for reparation policies (Zebel et al., 2008). Interestingly, this effect has also been reported in response to another person’s anguish when the group identity of the perceiver and the perceived are not relevant by Kozak et al. (2006). Kozak and colleagues suggest that perceived suffering seems to discourage acknowledgement of the victim’s mind, thoughts, and feelings as a moral disengagement strategy (see Bandura et al., 1996), whereby dehumanizing victims of harm relieves the distress that occurs when an individual’s awareness of their suffering becomes salient. This process of moral disengagement has been applied when explaining how apparent dehumanization can lead to less intention to help those in need (Cuddy et al., 2007; Vaes et al., 2003) and increased reluctance to provide intergroup help, such as majority-group opposition to the intake and integration of foreign refugees (Bruneau et al., 2018).

1.4. Limitations of Dehumanization Research

In the past two decades, a large body of psychological literature has been published on the construct of dehumanization using the models detailed in this chapter. However, serious issues remain regarding the theories and metrics used in the psychological study of dehumanization. Firstly, dehumanization research suffers from a lack of consistent operationalization of the construct. The following footnote by Posselt (2017) aptly articulates...
how loosely the term can be interpreted: “To dehumanize an individual can mean to depersonalize it, to objectify or to de-subjectify it, to animalize it, to outgroup it, to de-individualize or stereotype it – or, which seems to be the general underlying assumption, to deny him or her equality (sic)” (p. 16). The range of contexts and targets in which apparent dehumanization has been found within empirical literature has grown considerably in recent years. These can sometimes include groups where the sources and consequences of dehumanization can be dubiously variable, such as short people (Kunst et al., 2017), obese people (Kersbergen & Robinson, 2019), asexuals (Maclnnis & Hodson, 2012), cyclists (Delbosc et al., 2019), or those who have opposing political views to your own (Pacilli et al., 2015; Roccato et al., 2018). As Bloom (2022) notes, “If everything is dehumanization, nothing is dehumanization”.

There have also been several critiques regarding theoretical shortcomings in psychological approaches to dehumanization and its, at times, insufficient separation from interrelated phenomena such as prejudice, stereotypes, or intergroup preference (Bloom, 2017b; Enock et al., 2021a, 2021b; Lang, 2020; Manne, 2016, 2017; Over, 2020a, 2020b; Smith, 2014, 2016, 2023). Over (2020a, 2020b) summarises the current empirical paradigm of the causal relationship between dehumanization and harm as the dehumanization hypothesis, composed of two interrelated claims. The first is that victims of intergroup harm are perceived as similar to nonhuman entities, and the second is that natural inhibitions against inflicting harm on the target are eroded because of this perception. Over then poses challenges to this hypothesis, critically reflecting upon the most prominent theories of dehumanization from philosophy, neuroscience, and social psychology. Emphasising the need to reassess the limits to which dehumanization can be contextually operationalised, Over calls for clarification on how the denial of negative mental states, antisocial emotions, and socially undesirable traits fit into its existing characterisations.

**Trait and Emotion Sociality: A Possible Confound**

According to infrahumanization theory, dehumanization occurs when an outgroup is perceived as lacking the capacity to experience secondary emotions, such as remorse or
nostalgia, to the same extent as one’s ingroup (Leyens et al., 2000, 2001). Leyens and colleagues have argued that the valence of secondary emotions (how positive or negative they are to experience as an individual) does not factor into how they are attributed to one’s ingroup and outgroup members. While some studies have come to similar conclusions (see Castano & Giner-Sorolla, 2006; Cortes et al., 2005; Paladino et al., 2002), Enock et al. (2021b) argue that valence is not equivalent to the sociality of emotions. For instance, guilt is a negative emotion to experience but is not considered antisocial. When one expresses guilt, it is generally considered an appropriate response to wrongdoing. Thus, expressing guilt might convey good character and gain social approval from others (Stearns & Parrott, 2012, as cited by Enock et al., 2021b).

After running a pretest in which emotion valence and sociality were shown to differ, Enock et al. (2021b) applied both dimensions in a series of studies utilising the infrahumanization approach. Specifically, the researchers examined whether outgroup members were denied uniquely human emotions that were antisocial (e.g., arrogance or resentment) to the same extent that they denied prosocial emotions. However, members of the studies’ intentionally antagonistic outgroups (e.g., anti-vaxxers, criminals) were perceived as experiencing prosocial secondary emotions to a lesser extent than the ingroup, yet antisocial secondary emotions to a greater extent than the ingroup. Enock and colleagues also found this trend occurring in a non-antagonistic context using a minimal groups design. This pattern diverges from the central hypothesis of the infrahumanization approach (Leyens et al., 2000, 2001), which expects outgroups to be attributed secondary emotions to a lesser extent than the ingroup. Instead, Enock and colleagues’ findings supported an approach anchored in intergroup preference, whereby people perceive uniquely human emotions to be experienced to a greater extent by ingroup members when they are prosocial but by outgroup members when antisocial. This trend was also found by Enock & Over (2022), who concluded that reduced intentions to help outgroup members were better predicted by the attribution of antisocial uniquely human emotions rather than infrahumanization.
Haslam’s dual model (2006) posits that denying uniquely human traits (*civilised, rational, moral, refined, mature*) to an individual or group constitutes animalistic dehumanization, and likewise, denying human nature traits (warm, open-minded, depth of character, emotionally responsive, self-determined) constitutes mechanistic dehumanization. However, this model was developed by exclusively relying on socially desirable traits in its theoretical framework and ensuing measures. A series of studies by Enock et al. (2021a) highlighted the need to recognise the denial of undesirable human character traits (such as *arrogant, jealous* or *corrupt*) in dehumanization research. Enock and colleagues identified traits that scored high in both dimensions by conducting a pretest where participants indicated how human and how desirable a range of character traits were. Along with human traits that were desirable, socially undesirable uniquely human traits (*corrupt, arrogant, superficial*) and socially undesirable human nature traits (*jealous, selfish, stingy*) were a novel addition to the dual model’s approach to intergroup attributions. With the inclusion of socially undesirable and desirable traits, Enock and colleagues expected intergroup bias, rather than dehumanization, to explain the variance in trait attributions across numerous intergroup contexts. According to the dual model, outgroup members should be denied uniquely human and human nature traits regardless of trait sociality.

However, this was not the case. Instead, Enock and colleagues (2021a) observed trends indicative of intergroup preference similar to those found by Enock et al. (2021b) and Enock and Over (2022) when examining infrahumanization theory. Desirable human traits were attributed more to the ingroup, but undesirable human traits were attributed more to the outgroup. This bias was evident across three social divisions examined: those who voted to leave or remain in the UK’s Brexit referendum, right-wingers’ perceptions of immigrants, and perceptions of criminals by individuals with no criminal history. Moreover, non-uniquely human traits were also included when examining the latter two intergroup contexts, for which the same ingroup bias emerged. Enock and Over (2023) observed a similar trend in which outgroup members described using animalistic slurs were ascribed more undesirable human traits rather than dehumanized according to the dual model. These pieces of research challenge
the dual model's framework, as they demonstrate how measuring the attribution of essentially human traits that vary in terms of their social desirability leads to apparent evidence of trait-based dehumanization collapsing into intergroup preference instead.

Considering the above critiques and evidence-based clarifications of some of the leading theories in dehumanization research, I maintain that there are valid grounds to reflect on the current literature surrounding the topic critically. Furthermore, there is reasonable doubt to re-examine one of the most widely accepted qualities of dehumanization: its apparent causal relationship to harm.

**Questioning the Causal Link Between Subtle Dehumanization and Harm**

One of the core challenges Over (2021a, 2021b) poses to dehumanization research is that victims of harm are often targeted because of their perceived humanity. In this view, targets of harm are not misperceived as lacking a mind, morals, or mental states; instead, they are attributed antisocial or socially undesirable aspects of humanity. Noting examples such as football fans making monkey noises at Black players during matches and an account of Jewish people being forced to scrub the streets in Nazi-occupied Austria, Bloom (2017) notes that such intentions to humiliate or reinforce subordination lie precisely in the recognition that the targets are human. Manne (2017) makes a similar case in the context of gender-based violence, noting that it may often be the case that a man's misogyny and recognition of a woman's humanity, rather than dehumanization, will lead them to inflict harm as a means of dominance expression. In the same vein, these acts would not be committed against nonhuman animals or machines, as intentions to humiliate and psychologically subjugate only make sense with human targets. Similarly, Davis (1981) argues that despite their ardent portrayal of Black US Americans as subhuman chattel, laws enforced by the White majority under segregation would not have forbidden Black Americans from accessing education if they did not recognise their humanity and associated potential to learn (p. 101). Furthermore, Lang (2010, 2020) criticises the academic reliance on dehumanization to explain how humans can inflict extreme harm on one another in contexts of intergroup conflict and genocide. Noting how popular construals of dehumanization often minimise the meaning behind one group’s
violence, such as shifting power dynamics motivating one group to maintain hierarchical superiority through the subjugation or eradication of another, Lang argues that a social relationship exists between the perpetrator and victim of harm, in which recognition of common humanity is required (see also Sofsky, 1996).

The explanatory power of dehumanization in contexts of harm becomes further questionable when morality is considered. Over (2020a) notes that moral-centric conflict does not exist in the animal kingdom outside of humans, implying that to inflict harm on moral grounds is, by default, a recognition of the target's mental capacity and moral standing. Rai et al. (2017) find evidence of such a paradigm in empirical work, concluding that dehumanization removes the meaning behind morally motivated violence (p. 8514). It has also been argued that perceiving animals, objects, and other people as lacking in humanity does not solely determine harm towards them (Over, 2021a; Smith, 2021b). Some developmental research suggests that differences in the acceptability of harm towards these targets might be socially learned, with younger children tending to be more equalitarian in their views and older children prioritising human safety over nonhuman animals and robots (Reinecke et al., 2021; Wilks et al., 2021). Social learning also plays an important role in shaping one's moral considerations and biases towards different groups of people (for a review, see Over & McCall, 2018). Thus, whether seeing another person or group as less human puts them at risk of harm, independent from the perceiver's pre-existing prejudices, intergroup biases, and moral beliefs surrounding who should be harmed and protected within their social context, is not as straightforward as often assumed in the literature.

An alternative explanation of intergroup harm by Over (2021a, 2021b) is that attributing negative aspects of humanity to outgroup members encourages harm towards them rather than dehumanization (see also: Smith, 2020). Relating to social-psychological models of subtle dehumanization, outgroup harm could be predicted by the perception of negative mental states (e.g., plotting against the ingroup), undesirable human traits (e.g., controlling, jealous), or antisocial uniquely human emotions (e.g., resentment, pessimism) in outgroup members, rather than seeing them as lacking in these human qualities overall. Given the
intrinsic real-world value of such research, the models and theories we use to explain intergroup problems such as racism and sexism must represent reality as closely as scientifically possible. Thus, evidence-based support is needed to challenge the assumed causal link between dehumanization and harm.

1.5. The Present Research

This thesis reports 11 studies constituting my doctoral research. This research had three overarching aims. The first was to investigate the extent to which social-psychological findings on subtle forms of dehumanization replicate, specifically those relating to the dual model of trait-based dehumanization (Haslam, 2006) and infrahumanization theory (Leyens et al., 2000, 2001). The second aim was to shed light on whether earlier evidence of trait-based dehumanization and infrahumanization can be better explained by effects associated with the confound of social desirability, such as negative evaluation of the target and intergroup preference. The third aim of my doctoral work was to critically evaluate the hypothesised causal relationship between trait-based dehumanization and harm. These aims converge on the intention to provide a critical yet constructive rethinking of subtle dehumanization models to better our understanding of intergroup perceptions and harm.

In the first empirical chapter of this thesis, I aim to provide an evidence-based re-examination of the dual model of dehumanization (Haslam, 2006) based on a central critique posed by Over (2020a, 2020b). This critique is the theoretical shortcoming whereby the dual model emphasises uniquely human and human nature traits that are socially desirable and overlooks those that are socially undesirable, enabling trait desirability to confound the model, as evidenced by Enock and colleagues (2021a). In Studies 2.1A and 2.1B, I initially aimed to replicate Bastian et al. (2013), whereby an apparent positive relationship was found between the trait-based dehumanization of criminal targets and participants' endorsement of harsher punishments. Studies 2.2A and 2.2B introduced socially undesirable uniquely human and human nature traits to the design, investigating whether trait desirability moderates the previously described relationship. Studies 2.3A and 2.3B then used an experimental design to
manipulate the desirability and humanness of the traits that participants attributed to criminals to determine if one’s endorsement of harsh punishment is directly affected by such variability in these two trait dimensions.

In the second empirical chapter of this thesis, I attempt to replicate the phenomenon of infrahumanization following harm initially proposed by Castano and Giner-Sorolla (2006) and further evidenced by Čehajić and colleagues (2009). Across three highly powered and pre-registered studies, the extent of harm experienced by members of an outgroup and the sense of collective responsibility for the harm are manipulated across two novel intergroup contexts. In Studies 3.1 and 3.3, UK residents perceived collective responsibility for the harm experienced by residents of Lagos, Nigeria, due to climate change. In Study 3.2, UK consumers perceived collective responsibility for the harm experienced by textile workers in fast fashion supply chains. Studies 3.1 and 3.2 followed the design of Čehajić and colleagues (2009), whereby the dependent measure was the extent to which participants perceived members of the target outgroup as typically experiencing the same four positive primary emotions, four negative primary emotions, four positive secondary emotions, and four negative secondary emotions these researchers used.

In Study 3.3, we followed Castano and Giner-Sorolla’s (2006) design in a more elaborate attempt to replicate the infrahumanization of outgroup members that one’s ingroup has harmed. Participants first rated how uniquely human and how positively or negatively valenced 64 emotions were before the experimental manipulation. After reading the same climate change vignettes as in Study 3.1, they attributed these 64 emotions to residents of Lagos. This method gave infrahumanization following harm a fairer chance of replicating with more elaborate measures used. The variables of emotion humanness and emotion valence were also treated as continuous variables, as done by Castano and Giner-Sorolla (2006). An additional hypothesis was tested in Study 3.3, whereby outgroup members were expected to be seen as experiencing more negative emotions when depicted as being harmed compared to when they are not depicted as being harmed. Challenging the hypothesis that we might subtly dehumanize members of outgroups we have harmed, we expected a recognition of
negative affect when harmed to occur regardless of emotion humanness or how collectively responsible participants felt for the harm.

In the third empirical chapter of this thesis, I aimed to re-examine infrahumanization in light of recent critiques and empirical work suggesting infrahumanization theory confounds subtle dehumanization with intergroup preference (Bunce et al., 2024.; Enock et al., 2021b; Enock & Over, 2022; Over, 2021a, 2021b). Should an intergroup preference emerge, outgroup members would perceive a typical ingroup member as feeling prosocial emotions more strongly and a typical outgroup member as feeling antisocial emotions more strongly, regardless of emotion humanness. In two highly powered and pre-registered studies, we included a much larger set of emotions than is typically used in infrahumanization research (68 in total) in our measures, as recently mentioned as a limitation to infrahumanization research (Enock & Over, 2022; Vaes, 2023). The intergroup context examined in Study 4.1 was UK nationals (ingroup) and immigrants to the UK (outgroup), and in Study 4.2, it was British people (ingroup) and Irish Travellers (outgroup).
Chapter 2: Is Outgroup Harm Predicted by Trait-Based Dehumanization or Negative Evaluation?

2.1. Abstract

Previous work has reported that the extent to which participants dehumanized criminals by denying them uniquely human character traits such as refinement, rationality, and morality predicted the severity of the punishment endorsed for them. I revisited this influential finding across six highly powered and pre-registered studies. First, I conceptually replicated the effect reported in previous work, demonstrating that our method was sensitive to detecting relationships between trait-based dehumanization and punishment, should they occur. I then investigated whether the apparent relationship between trait-based dehumanization and punishment was driven by the desirability of the traits incorporated into the stimulus set, their perceived humanness, or both. To do this, I asked participants to rate the extent to which criminals possessed uniquely human traits that were either socially desirable (e.g., cultured, civilised) or socially undesirable (e.g., arrogant, bitter). Correlational and experimental evidence converged on the conclusion that apparent evidence for the relationship between trait-based dehumanization and punishment is better explained by the extent to which participants attribute socially desirable attributes to criminals rather than the extent to which they attribute uniquely human attributes. These studies cast doubt on the hypothesised causal relationship between trait-based dehumanization and harm, at least in this context.
2.2. Introduction

The research reported in this chapter concerns the dual model of dehumanization (Haslam, 2006), an influential trait-based account of subtle dehumanization. According to the dual model, individuals and groups are dehumanized to the extent that they are denied uniquely human character traits. The dual model distinguishes between two forms of dehumanization (Haslam et al., 2004). When outgroup members are animalistically dehumanized or perceived as similar to animals, they are thought to possess traits such as civility, refinement, rationality, moral sensibility, and maturity to a lesser extent than the ingroup. When outgroup members are mechanistically dehumanized or perceived as similar to robots, they are thought to possess traits such as emotional responsiveness, interpersonal warmth, depth, cognitive openness, and agency to a lesser extent than the ingroup.

According to the dual model, the more an individual or group is either animalistically or mechanistically dehumanized, the greater their risk of being harmed (Haslam, 2006; Haslam & Loughnan, 2014). Haslam and Loughnan (2014) argue that "dehumanization is important as a psychological phenomenon because it can be so common and yet so dire in its consequences" (p. 401). Haslam (2021) further notes, "many studies have examined how dehumanizing perceptions enable harm or provide support for it. Some of this work points to direct links between tendencies to dehumanize others and… aggressive behaviour" (p. 139).

Empirical research has suggested that trait-based dehumanization facilitates social exclusion (Bastian & Haslam, 2010) and reduces prosocial behaviour (Andrighetto et al., 2014).

The dual model's framework has been employed in many empirical studies examining a supposed link between trait-based dehumanization and increased hostility towards the target (Barber & Davis, 2022; Chen-Xia et al., 2023; Kasper et al., 2022; Morehouse et al., 2023; Rousseau et al., 2023; West & Thomson, 2023). Bastian and colleagues (2013) conducted an influential set of studies testing the hypothesised association between the denial of human character traits and the endorsement of harsh punishment. The researchers measured how trait-based dehumanization influenced participants' punishment of criminals. Participants were asked to rate their agreement with four items assessing animalistic
dehumanization of criminals: "I felt like the person in the story was refined and cultured" [reversed], "I felt like the person in the story was rational and logical, like they were intelligent" [reversed], "I felt like the person in the story lacked self-restraint, like an animal", and "I felt like the person in the story was unsophisticated". Participants were also asked to rate their agreement with four items assessing mechanistic dehumanization of criminals: "I felt like the person in the story was open minded, like they could think clearly about things" [reversed], "I felt like the person in the story was emotional, like they were responsive and warm" [reversed], "I felt like the person in the story was superficial like they had no depth", "I felt like the person in the story was mechanical and cold, like a robot". Bastian and colleagues (2013) reported that both forms of dehumanization predicted endorsement of harsh punishment for the criminals portrayed in their stimuli, concluding that their participants viewed criminals as “subhuman and beastly” (p. 9).

Recently, however, the explanatory value of the dual model has been called into question (Enock et al., 2021a; Over, 2021a, 2021b). According to these critiques, evidence for trait-based dehumanization is often confounded with social desirability. Bastian and colleagues (2013) suggested that criminals were animalistically dehumanized based on the observation that participants judged them to be unsophisticated, lacking self-restraint, unrefined, uncultured, irrational, and unintelligent. Evidence that criminals were mechanistically dehumanized came from the observation that participants viewed them as superficial, cold, and lacking in warmth and responsiveness. These results may reflect dehumanization because the traits criminals were found to lack are those perceived as uniquely or essentially human (Haslam, 2006; Haslam et al., 2004). However, as the traits deemed uniquely human were all socially desirable, evidence for trait-based dehumanization cannot be separated from evidence of negative evaluation. An alternative explanation for the findings of Bastian et al. (2013) is that participants endorse harsh punishment against criminals to the extent they perceive criminals to possess undesirable or antisocial characteristics.
Bastian and colleagues (2013) sought to account for this possibility by statistically controlling for participants' moral outrage at the targets' behaviour in their analysis. They reported that the relationship between trait-based dehumanization and punishment remained even when controlling for moral outrage. While this is interesting and suggests independent effects of dehumanization, it cannot fully address the conceptual weaknesses in how dehumanization was operationalised. A more convincing way to de-confound evidence for trait-based dehumanization from evidence of negative evaluation is to ask participants to rate the target group on traits that are uniquely human but vary from socially desirable to undesirable (Over, 2021a, 2021b). Previous research conducted by Enock et al. (2021a) has established that undesirable character traits such as jealous, spiteful, and bitter are considered unique to humans and socially undesirable. Across three intergroup contexts, the researchers found that participants attributed socially desirable human traits more strongly to the ingroup and socially undesirable traits more strongly to the outgroup (see also: Decker & Lord, 2023; Enock et al., 2021b; Enock & Over, 2022, 2023). Enock et al. (2021a) concluded that intergroup preference may better explain apparent evidence for trait-based dehumanization. However, it is unclear how attributing uniquely human character traits relates to harm. Addressing this question is crucial to understanding the extent to which the dual model of dehumanization can help explain real-world discrimination and intergroup negativity.

We revisit the hypothesised causal relationship between trait-based dehumanization and harm in the context of endorsing harsh punishment for criminals. In Studies 2.1A and 2.1B, we seek to conceptually replicate a key finding of Bastian et al. (2013), suggesting that the extent to which participants animalistically (Study 2.1A) and mechanistically (Study 2.1B) dehumanize criminals predicts the severity of the punishment participants endorse for them. In Studies 2.2A and 2.2B, we adopt a similar design but incorporate socially undesirable traits into our stimulus set. This addition to the design allows us to investigate whether trait-based dehumanization, undesirable trait attribution, or both predict the severity of punishment. Following Bastian et al. (2013), and to understand the generalisability of our findings, we investigate these questions in relation to two different types of crime (violent crime and theft).
In Studies 2.3A and 2.3B, we seek to investigate a similar question using an experimental design and focusing on parole decisions rather than sentencing. We present participants with vignettes in which criminals are described using character traits that differ in how socially desirable they are and whether they are unique to humans. We then measure how these varying descriptions influence participants' parole decisions. This design allows us to directly measure whether there is a causal relationship between trait-based dehumanization and punishment, independent of negative evaluation.

2.2.1. Note on Methods

All studies received ethical approval from the Psychology Departmental Ethics Committee at the University of York (approval number 926). All data collection occurred online, and the studies were created and administered using Qualtrics (https://www.qualtrics.com). Participants were recruited through the online platform Prolific (https://www.prolific.co), with an independent sample recruited for each study. Informed consent was obtained at the start of each session according to approved ethical guidelines. Inclusion criteria for each study included adult participants fluent in English who had never been to prison for committing a crime and had a Prolific approval rating of at least 90% (95% for Studies 2.3A and 2.3B). Increases in Prolific's recommended rate of compensation for participation during data collection meant the reward ranged from approximately £7 per hour in Studies 2.1A and 2.1B to approximately £8 in the other four studies. Assumption testing and analyses were conducted using SPSS and RStudio. Highly influential cases were identified using Cook’s distance in each study. All studies were pre-registered on AsPredicted.com before commencing data collection. The stimuli used for each study can be seen in Appendix A: Supplementary Materials for Chapter 2.
2.3. Study 2.1A: Does Trait-Based Dehumanization Predict Punishment Decisions for Violent Criminals?

Bastian et al. (2013) presented evidence that the more participants dehumanize violent criminals, the harsher the punishment participants endorse for them. We sought to test whether we could conceptually replicate this relationship between trait-based dehumanization and punishment using terms similar to those used by Bastian and colleagues. In Study 2.1A, participants read a series of scenarios describing fictitious criminals and their violent crimes. Following this, participants rated the extent to which the criminals possessed four character traits that distinguish humans from nonhuman animals (refined, rational and logical, has a sense of morality, and civilised), which we refer to as uniquely human traits. Participants also rated the extent to which criminals possessed four character traits that distinguish humans from machines (openminded, emotionally responsive, has a depth of character, and interpersonally warm), which we refer to as human nature traits. In investigating traits that distinguish humans from animals and machines, we respect the distinction between animalistic and mechanistic dehumanization, which is fundamental to the dual model (Haslam, 2006, p. 256). Participants also responded to an item measuring how harsh they thought the punishment for violent criminals should be. Following Bastian et al. (2013), we predicted that the less participants attributed these uniquely human traits to criminals, the harsher the punishment they would recommend for criminals.

2.3.1. Method

Participants

A power analysis using G*Power indicated that a sample size of 89 would allow us to detect a medium effect size ($f^2 = .15$) with an alpha of .05 and power of .95. A medium effect was chosen based on previous findings in the area of trait-based dehumanization. A final sample of 100 participants was collected, with 54 identifying as female, 44 as male, and two as nonbinary. Ages ranged from 18 to 63 ($M = 26.5, SD = 8.94$). Following our pre-registered exclusion criteria, data submitted by six individuals who failed one or both attention checks
(i.e., gave a response more than 20 points away from the instructed end of the scale) were omitted and replaced. Participation took an average of approximately eight minutes.

**Materials**

**Vignettes.** All participants responded to the same five vignettes detailing different scenarios involving violent crimes. An effort was made to ensure that all five vignettes were similar in length, degree of detail, and severity of crimes depicted. In each vignette, the target criminal’s age and ethnicity were not indicated, and the scenarios depicted were all set in unspecified locations. Each target’s name and pronouns were gender-neutral, though we cannot rule out assumptions made by participants about gender given the prevalence of androcentrism (Bailey et al., 2018; Van Fleet & Atwater, 1997), particularly in contexts of crime (see Ruibyte et al., 2016; Seager & Barry, 2019). All vignettes can be seen in full in Appendix A: Supplementary Materials for Chapter 2. For example: "Charlie was arrested after a fight broke out in a pub soon after opening time, apparently triggered by a minor disagreement. Charlie smashed a pint glass and used it to stab another customer. Two additional customers received cuts as they tried to hold Charlie back until the police arrived."

**Trait Attribution.** After reading each vignette, participants responded to items designed to measure trait-based dehumanization, broadly following the procedure of Bastian et al. (2013). Participants indicated the extent to which they attributed four uniquely human traits (*refined, rational and logical, has a sense of morality and civilised*) and four human nature traits (*openminded, emotionally responsive, has a depth of character, and interpersonally warm*) to the criminals depicted. Participants indicated their agreement with each item (e.g., *I think [e.g., Charlie] is refined*) using an unmarked sliding scale from 0 (*Strongly Disagree*) to 100 (*Strongly Agree*), with the sliders initially fixed at the midpoint. According to the dual model, lower scores indicated greater dehumanization of violent criminals. An attention check appeared halfway through the dehumanization items for two criminals (*Please move the slider all the way to Strongly Agree/Disagree*).
Harshness of Punishment Endorsed. Using an unmarked sliding scale that ranged from 0 (Not at all harsh) to 100 (Very harsh), participants were asked to respond to the following question, “How harsh do you think the punishment for [e.g., Charlie] should be?”

Design

Following Bastian et al. (2013), we utilised a within-subjects, correlational design. All participants read the same five vignettes presented in a random order and responded to the same trait attribution and punishment items. Participants’ scores for the trait attribution items and the endorsed harshness of punishment items were then averaged across scenarios. The presentation of the items in the trait attribution task was also randomised.

Procedure

Participants were informed that the study would examine how social attributions influence our behavioural intentions towards criminals. After providing informed consent, participants answered a few demographic questions and confirmed that they had never been to prison for committing a crime. The first of five vignettes then followed. After reading the vignette, participants were asked to respond to the trait attribution items, followed by the single item asking them to indicate how harshly they thought the criminal should be punished. Participants repeated the above steps for each of the remaining four vignettes. Each vignette remained on the screen for at least 15 seconds to ensure participants read the stimuli carefully.

2.3.2. Results

Model 1: Animalistic Dehumanization and Punishment

In line with our pre-registered criteria, this analysis omitted two highly influential cases (remaining sample N = 98). We first calculated the average attribution score for uniquely human traits and punishment for each participant in the sample. We then conducted a simple linear regression to understand whether the extent to which participants attributed uniquely human traits to criminals predicted the harshness of punishment participants endorsed for them. A significant negative relationship was found, $b = -0.56 [-0.75, -0.37]$, $t = -5.93$, $p < .001$, see Figure 3. Thus, the more violent criminals were animalistically dehumanized (by being
denied uniquely human traits), the harsher the punishment participants endorsed. The model explained approximately 27% of the variance in the harshness of punishment scores, $R^2 = .27$, $F(1, 96) = 35.14$.

Figure 3. Results of Studies 2.1A and 2.1B

Seemingly in line with Bastian et al. (2013), the greater the extent of animalistic dehumanization (left panels) and mechanistic dehumanization (right panels), the harsher the punishment endorsed for both violent criminals (Study 2.1A, top panels) and thieves (Study 2.1B, bottom panels).
Model 2: Mechanistic Dehumanization and Punishment

In line with our pre-registered criteria, seven highly influential cases were omitted from the analysis (remaining sample $N = 93$). After calculating the average attribution score for human nature traits and punishment for each participant, we conducted a simple linear regression to test whether the attribution of human nature traits predicted the harshness of punishment endorsed for violent criminals. A significant negative relationship was found, $b = -.41 [-.57, -.24], t = -4.928, p < .001$, see Figure 3.

This relationship shows that greater mechanistic dehumanization (operationalised as the denial of human nature traits) was associated with the endorsement of harsher punishment. The model explains 21% of the variance in the harshness of punishment scores, $R^2 = .21, F(1, 91) = 24.29$.

2.4. Study 2.1B: Does Trait-Based Dehumanization Predict Punishment Decisions for Thieves?

Study 2.1B investigates whether the relationship found in Study 2.1A replicates when participants are asked to judge a different type of criminal activity. In Study 2.1B, we examined whether animalistic and mechanistic forms of dehumanization, as operationalised by Bastian et al. (2013), are associated with harsher punishment being endorsed for individuals who commit theft. The design, materials, and analysis plan were similar to that used in Study 2.1A, except that the scenarios involved theft rather than violent crime. In investigating a different type of crime, we follow the example set by Bastian and colleagues and seek to understand the generalisability of our results.

2.4.1. Method

Participants

Based on the same power analysis used in Study 2.1A, a sample of 100 participants was collected, with 55 identifying as male and 45 as female. Ages ranged from 18 to 57
The attention checks in Study 2.1A were also used in Study 2.1B. Ten participants failed one or both attention checks, and their data was omitted and replaced as per our pre-registration. Participation took an average of nine minutes.

**Materials**

The measures of trait-based dehumanization and harshness of punishment endorsed were identical to those used in Study 2.1A.

**Vignettes.** All participants responded to the same five vignettes, each detailing a crime involving theft (see Appendix A: Supplementary Materials for Chapter 2). As in Study 2.1A, an effort was made to ensure the vignettes were similar in structure and amount of detail. Once again, all the perpetrators had gender-neutral names. An example of one of the theft vignettes is as follows: "*Until their recent arrest, Charlie had worked as a till operator at a local charity shop supporting individuals experiencing homelessness. Charlie had been stealing cash amounts varying from £5 to £50 from the tills almost daily over a five-year period. Police revealed that Charlie had stolen several thousand pounds from the charity shop while working there.*"

**2.4.1.3. Design and Procedure**

The design and procedure of Study 2.1B were identical to those of Study 2.1A.

**2.4.2. Results**

**Model 1: Animalistic Dehumanization and Punishment**

Seven highly influential cases were omitted from the analysis (remaining sample $N = 93$). We calculated the average attribution scores for uniquely human trait attribution and punishment for each participant and then conducted a simple linear regression to measure whether trait attribution predicted the harshness of punishment endorsed for thieves. As shown in Figure 3, a significant negative relationship was found, $b = -.42 [-.64, -.21], t = -3.97, p < .001$. Thus, greater animalistic dehumanization of thieves was associated with the endorsement of harsher punishment for them. The model explains approximately 15% of the variance in the harshness of punishment scores, $R^2 = .15, F(1, 91) = 15.75$. 

$(M = 25.5, SD = 8.10)$. The attention checks in Study 2.1A were also used in Study 2.1B. Ten participants failed one or both attention checks, and their data was omitted and replaced as per our pre-registration. Participation took an average of nine minutes.
Model 2: Mechanistic Dehumanization and Punishment.

Eight highly influential cases were omitted from the analysis (remaining sample \( N = 92 \)). After calculating the average score of human trait attribution and punishment, we conducted a simple linear regression to test whether or not human trait attribution predicted the harshness of punishment endorsed for thieves. A significant negative relationship was found, \( b = -.27 \) \([-0.47, -0.08]\), \( t = -2.77 \), \( p = .007 \). These data show that greater mechanistic dehumanization is associated with the endorsement of harsher punishment for thieves (see Figure 3). The model explains approximately 8% of the variance in the harshness of punishment scores, \( R^2 = .08 \), \( F(1, 90) = 7.65 \).

2.5. Study 2.2A: Does Trait-Based Dehumanization or Trait Social Desirability Predict Punishment Decisions for Violent Criminals?

Study 2.2A investigated whether apparent evidence for a relationship between trait-based dehumanization and endorsement of harsh punishment for violent criminals remains when controlling for the desirability of the traits. We tested this by introducing character traits perceived as uniquely human yet socially undesirable into the stimulus set (Enock et al., 2021a; Over, 2021a, 2021b). The dual model predicts that to the extent criminals are denied uniquely human character traits, they will be subjected to harsher punishment. We predict that trait desirability will moderate the relationship between human trait attribution and punishment. More specifically, we predict that the extent to which violent criminals are denied socially desirable character traits and attributed socially undesirable character traits will predict harsh punishment.

2.5.1. Method

Participants

A power analysis using G*Power indicated that a sample size of 119 would allow us to detect a medium effect size \( (f^2 = .15) \), with three predictors (trait attribution, trait desirability, attribution*desirability), an alpha of .05 and power of .95. To counterbalance the sample
equally and allow for the exclusion of outliers, a sample of 130 was collected. Within the sample, 66 identified as female, 62 as male, and two as nonbinary. Ages ranged from 18 to 55 ($M = 28.5$, $SD = 9.15$). Similar to Studies 2.1A and 2.1B, two attention checks were included in this study. Per our pre-registered plan, 16 participants failed one or both attention checks; thus, their data were omitted and replaced. Participation took an average of nearly eight minutes.

**Design**

This study utilised a mixed design. All participants responded to items designed to measure animalistic dehumanization and mechanistic dehumanization. The desirability of the traits rated by participants was manipulated between subjects: half of the participants rated criminals on the extent to which they possessed socially desirable traits, and half rated criminals on the extent to which they possessed undesirable traits. All participants responded to a single item measuring the harshness of punishment endorsed.

**Materials**

**Vignettes.** All participants read the same violent crime vignettes as used in Study 2.1A.

**Trait Attribution.** After reading each vignette, participants responded to an eight-item scale measuring animalistic dehumanization (four items) and mechanistic dehumanization (four items) of the criminal portrayed. Participants made trait attributions by indicating their agreement with each item using an unmarked sliding scale ranging from 0 (Strongly Disagree) to 100 (Strongly Agree), all initially positioned at the scale’s midpoint. Depending on the condition, the eight trait items were either socially desirable (uniquely human: cultured, civilised, sophisticated, moral; human nature: generous, open-minded, warm, kind) or socially undesirable (uniquely human: corrupt, controlling, arrogant, bitter; human nature: jealous, selfish, spiteful, cruel). The lower the score, the more participants dehumanized the criminal target by denying them human traits.

**Harshness of Punishment Endorsed.** The same single-item scale for measuring the harshness of punishment endorsed in Studies 2.1A and 2.1B was employed in Study 2.2A.
Procedure

The procedure in Study 2.2A mirrored that of Studies 2.1A and 2.1B.

2.5.2. Results

Model 1: Animalistic Dehumanization and Punishment.

Eight highly influential cases were omitted from the analysis (remaining sample \( N = 122 \)). The regression model tested for a relationship between participants’ average scores for uniquely human trait attribution and harshness of punishment endorsed with trait desirability included as a moderator (desirable = 0, undesirable = 1).

The moderated regression showed no significant effect of uniquely human trait attribution on punishment, \( b = -0.07 [-0.22, 0.09], t = -0.83, p = .408 \). Thus, when undesirable uniquely human traits were included in the measure of animalistic dehumanization, the previously reported relationship between animalistic dehumanization and the endorsement of harsher punishment by Bastian et al. (2013) was no longer significant.

The interaction between uniquely human trait attribution and trait desirability was significant, \( b = 1.31 [1.00, 1.63], t = 8.31, p < .001 \). In line with our prediction, simple slopes showed that the more socially desirable human traits participants attributed to criminals, the less harshly participants thought they should be punished, \( b = -0.58, [0.15, 0.52], t = -5.90, p < .001 \). The more undesirable traits participants attributed to criminals, the more harshly participants thought they should be punished, \( b = -0.73, [-0.98, -0.49], t = -5.92, p < .001 \) (see Figure 4). The model explained approximately 38% of the variance in the harshness of punishment endorsed, \( R^2 = .375, F(3, 118) = 23.61 \).
Figure 4. Results of Studies 2.2A and 2.2B

The relationship between trait attribution and punishment for violent criminals (Study 2.2A, top panels) and thieves (Study 2.2B, bottom panels) depends on the social desirability of the traits rather than how uniquely human they are.

Model 2: Mechanistic Dehumanization and Punishment

Eight highly influential cases were omitted from the analysis (remaining sample $N = 122$). A moderated regression analysis tested for a relationship between the average
scores of human trait attribution and harshness of punishment endorsed to violent criminals and whether this interacted with trait desirability.

The moderated regression showed no significant effects of human nature trait attribution on punishment, $b = -0.04 [-0.19, 0.12]$, $t = -0.44$, $p = .658$. The effect reported by Bastian et al. (2013), whereby mechanistic dehumanization predicted harsher punishment endorsement, which we replicated in Studies 2.1A and 2.1B, did not appear when undesirable human nature traits were included in our measures.

The interaction between uniquely human trait attribution and trait desirability was significant, $b = 1.37 [1.06, 1.68]$, $t = 8.65$, $p < .001$. Simple slopes indicated that the more participants attributed socially desirable traits to criminals, the less harshly they thought those criminals should be punished $b = -0.73 [-0.96, -0.51]$, $t = -6.46$, $p < .001$. As shown in Figure 4, the more participants attributed socially undesirable traits to criminals, the more harshly they thought those criminals should be punished, $b = .64 [0.42, 0.86]$, $t = 5.77$, $p < .001$. The model explained 39% of the variance in the harshness of punishment scores, $R^2 = .389$, $F(3, 118) = 25.05$.

2.6. Study 2.2B: Does Trait-Based Dehumanization or Trait Social Desirability Predict Punishment Decisions for Thieves?

Study 2.2B sought to replicate the results of Study 2.2A but with thieves as the target group rather than violent criminals. We examined whether the apparent relationship between trait-based dehumanization and the endorsement of harsh punishment for thieves is better explained by the desirability of the traits incorporated into the stimulus set. We investigate this question using a similar design and procedure to Study 2.2A, with the exception that the vignettes are those used in Study 2.1B detailing crimes involving theft. As in Study 2.2A, we hypothesise that trait desirability will moderate the relationship between human trait attribution and punishment. More specifically, we predict the extent to which criminals are denied socially desirable character traits and attributed socially undesirable character traits will predict endorsement of harsher punishment.
2.6.1. Method

Participants

The power analysis described in Study 2.2A informed the sample size for Study 2.2B. A separate sample of 130 participants was collected, of whom 74 identified as male, 53 as female, and three as nonbinary. Ages ranged from 18 to 59 (\(M = 26.6, \ SD = 7.48\)). Data submitted by 20 participants who did not pass one or both checks were omitted and replaced. Participation took an average of nine and a half minutes.

Design

This study utilised a mixed-methods design, matching that of Study 2.2A. The same attention checks used in Studies 2.1A, 2.1B, and 2A were used in Study 2.2B.

Materials

Vignettes. All participants responded to the same five vignettes used in Study 2.1B detailing scenarios involving criminals committing theft.

Trait Attribution and Harshness of Punishment Endorsed. The same scales used in Study 2.2A when measuring animalistic dehumanization, mechanistic dehumanization, and harshness of punishment endorsed were used in Study 2.2B.

Procedure

The procedure in Study 2.2B was identical to that of Study 2.2A, except for the vignettes describing crimes involving theft rather than violence.

2.6.2. Results

Model 1: Animalistic Dehumanization and Punishment

Eight highly influential cases were omitted from the analysis (remaining sample \(N = 122\)). A moderated regression tested for a relationship between average scores of uniquely human traits and harshness of punishment endorsed and whether this interacted with trait desirability. The moderated regression showed no significant effects of uniquely human trait attribution on punishment \(b = .13 \ [-0.05, \ 0.30], \ t = 1.44, \ p = .152\). Replicating the results
of Study 2.2A, when socially undesirable traits were incorporated into the stimulus set, there was no longer any relationship between trait-based dehumanization and punishment.

The interaction between uniquely human trait attribution and trait desirability was significant, \( b = 1.08 \ [0.74, 1.42], \ t = 6.22, \ p < .001 \). As illustrated in Figure 4, the more participants attributed socially desirable traits to criminals, the less harshly participants felt they should be punished, \( b = -.43, \ [-0.65, -0.21], \ t = -3.88, \ p < .001 \). The more participants attributed undesirable traits to criminals, the more harshly participants felt they should be punished, \( b = .65, \ [0.38, 0.91], \ t = 4.85, \ p < .001 \). The model explained about 25% of the variance in endorsed harshness of punishment scores, \( R^2 = .247, F(3, 118) = 12.89 \).

**Model 2: Mechanistic Dehumanization and Punishment**

The analysis omitted six highly influential cases (remaining sample \( N = 124 \)). A moderated regression tested for a relationship between human trait attribution and punishment and whether this interacted with trait desirability. As in Study 2.2A, and contradicting the findings of Bastian et al. (2013), the moderated regression showed no significant relationship between human trait attribution and punishment, \( b = 0.15 \ [-0.04, 0.34], \ t = 1.57, \ p = .119 \).

However, the interaction between human nature trait attribution and trait desirability was significant, \( b = .95 \ [0.57, 1.33], \ t = 5.00, \ p < .001 \). As can be seen in Figure 4, simple slopes showed that the more participants attributed socially desirable human traits to criminals, the less harshly participants thought they should be punished, \( b = -.33, \ [-0.55, -0.11], \ t = -2.99, \ p = .003 \). The more participants attributed socially undesirable human traits to criminals, the more harshly participants thought they should be punished, \( b = .62, \ [0.31, 0.92], \ t = 4.01, \ p < .001 \). The model explained approximately 17% of the variance in the harshness of punishment scores, \( R^2 = .174, F(3, 120) = 8.44 \). These data suggest that the apparent relationships between animalistic and mechanistic dehumanization and punishment reported in previous research (Bastian et al., 2013) are better explained by the social desirability of the traits.
2.7. Study 2.3A: Does Animalistic Dehumanization or Trait Desirability Predict Parole Decisions?

In Study 2.3A, we used an experimental design to examine further the hypothesized causal relationship between trait-based dehumanization and punishment when controlling for the social desirability of human traits incorporated into the stimuli. We described criminals with traits that varied in desirability and perceived humanness, creating a 2*2 design. We then measured participants' willingness to endorse parole for each criminal described. To allow for character traits to be integrated into the vignettes, the context in which the criminals are described differed from those of Studies 2.1A through 2.2B. Rather than describing a criminal act, the vignettes of Study 2.3A each give an account of how other people describe a criminal as they approach a parole hearing. Thus, the dependent measure also differed from Studies 2.1A through 2.2B to fit the different contexts of the vignettes. The dual model predicts that criminals who are described in uniquely human terms will be more likely to be granted parole. We predicted that criminals described in socially desirable terms would be more likely to be granted parole. In principle, this design allows us to detect independent effects of dehumanization and trait sociability or an interaction between the two. In Study 2.3A, we specifically measure the extent to which animalistic dehumanization is causally related to parole decisions. Thus, our measures included uniquely human traits and those shared with other animals. We predict that participants will be more likely to endorse parole for criminals described with socially desirable traits, regardless of whether or not those traits are uniquely human or shared with other animals.

2.7.1. Method

Participants

A power analysis using G*Power, with effect size specification as in SPSS, indicated that a sample size of 135 would allow us to detect a medium effect size ($\eta_p^2 = .09$) with a 2*2 factorial, repeated measures design, an alpha of .05, and a power of .95. To counterbalance the sample equally, a sample of 136 participants was collected, of whom 78 identified as
female, 55 as male, two as nonbinary, and one who preferred not to indicate their gender identity. Ages ranged from 18 to 63 ($M = 24.9$, $SD = 6.97$). All participants were adults fluent in English who had never been to prison for committing a crime. Due to a noticeable increase in failed attention checks during pilot data collection, the minimal approval rating on Prolific was raised from 90% to 95%. Despite this, data from 46 participants were omitted and replaced due to failed attention checks. The high rate of failed attention checks was likely due to a broader issue with Prolific at the time of data collection: a surge in new users after a social media post promoting the platform went viral (see Charalambides, 2021). Three participants were mistakenly recruited after the intended sample size had been met, and thus, their data were excluded from analyses. Including data submitted by excess participants in analyses yielded the same results as those reported. Participation took an average of seven minutes.

**Materials**

**Vignettes.** All participants responded to the same four vignettes, each detailing a different scenario in which a criminal's eligibility for parole was assessed. Efforts were made to ensure that all four vignettes were similar in length, degree of detail, and contextual aspects, such as how long the criminal had spent in prison and who was described as attributing the traits to the criminal. In each vignette, the criminal's name and pronouns were gender-neutral, their age and ethnicity were not indicated, and their crime and sentence were not specified. The four vignettes for Study 2.3A can be seen in Appendix A: Supplementary Materials for Chapter 2. The criminal was described as *cultured, civilised, sophisticated,* and *moral* in the uniquely human socially desirable condition. In contrast, the criminal was described as *corrupt, controlling, arrogant,* and *bitter* in the uniquely human socially undesirable condition. In the animalistic desirable condition, the criminal was described as *energetic, trusting, genuine,* and *having curiosity,* while in the animalistic undesirable condition, the criminal was described as *uncultured, unrefined, unsophisticated,* and *stupid.*

The following is an example of a vignette describing a criminal with uniquely human socially desirable traits: "Alex, known by locals in their hometown as having always been sophisticated, has recently begun their first parole hearing at the local courthouse. Having
been tried and convicted 36 months ago, a report by one of the prison's counsellors notes that other prisoners often refer to Alex as being civilised and moral in character. Alex was also described by the counsellor as exhibiting a cultured demeanour since their arrival."

Agreement with Parole. The dependent variable, agreement with granting parole, was measured using the following single-item measure: “I think (Alex/Sam/Robin/Jamie) should be granted parole”. This measure appeared after each vignette, and participants indicated their agreement using an unmarked sliding scale ranging from Strongly Disagree (0) to Strongly Agree (100). The slider’s starting point was always centred at 50.

Attention Check. An additional paragraph describing a criminal named Charlie was included, largely similar to the other four paragraphs. However, the following sentence was included in the middle of the paragraph: “This paragraph is an attention check: please move the slider all the way to Strongly Disagree on the left-hand side”. Data submitted by any participants who did not respond within 20 points of the instructed end of the 100-point scale were omitted and replaced.

Design

This study adopted a 2(trait humanness: uniquely human, shared) X 2(trait desirability: desirable, undesirable) within-subjects factorial design. Counterbalancing ensured that each vignette was associated with each trait category an equal number of times across the participant sample, resulting in four trait-type orders. The trait words were randomly allocated to the position in which they appeared in each vignette using a random order function in Excel. Mirror versions of the trait orders were then created. These two trait-order conditions were also counterbalanced between participants, which was done to control for possible primacy and recency effects of the order in which traits appeared.

Procedure

After participants provided informed consent, they responded to the same demographic questions and inclusion checks as in the other studies. Participants were then shown the first of the four vignettes. After reading the vignette, participants were asked to respond to a single item measuring their agreement with granting parole to the criminal
depicted. Participants then repeated the above steps for the remaining three vignettes. The order in which the vignettes were presented to participants was randomised. Each vignette appeared on the screen for at least 15 seconds to maximise the chance that participants read all the relevant information. Participants were debriefed and redirected to Prolific to collect their reward after completing the questionnaire.

2.7.2. Results

A 2*2 within-subjects ANOVA was conducted to examine how variations in the desirability (desirable or undesirable) and humanness (uniquely human or shared with other animals) of the traits used to describe criminals influenced participants' agreement with granting them parole. In line with our prediction, a significant main effect of trait desirability was found, $F(1, 135) = 369.43, \ p < .001, \ \eta_p^2 = .73$. Criminals described with socially undesirable traits ($M = 38.8, \ SE = 1.72$) were less likely to be granted parole than those described with desirable traits ($M = 77.8, \ SE = 1.44$), 95% CI [34.98, 43.01]; see Figure 5. A main effect of trait humanness was also found, $F(1, 135) = 51.62, \ p < .001, \ \eta_p^2 = .28$. Contrary to the predictions of the dual model, however, criminals who were described with uniquely human traits ($M = 53.0, \ SE = 1.36$) were less likely to be granted parole than those described with traits shared with other animals ($M = 63.7, \ SE = 1.50$), 95% CI [-13.66, -7.76].

A significant interaction between trait humanness and trait desirability was also found, $F(1, 135) = 54.67, \ p < .001, \ \eta_p^2 = .29$. We conducted paired samples $t$-tests with a Bonferroni-corrected alpha level of .025 to examine interaction effects. Criminals described using undesirable uniquely human traits ($M = 27.9, \ SE = 1.93$) were less likely to be granted parole than were criminals described using desirable uniquely human traits ($M = 78.0, \ SE = 1.70$), $t(135) = 20.75, \ p < .001, \ 95\% \ CI [-54.94, -45.37], \ Cohen’s \ d = 1.78$. Contrary to the dual model, participants tended to agree more with granting parole to criminals described with uniquely human traits that were desirable than those that were undesirable by a difference of about 50 points on the 100-point scale.
Similarly, criminals described using undesirable traits shared with other species ($M = 49.8, SE = 2.32$) were less likely to be granted parole than were those described using desirable traits shared with other species ($M = 77.6, SE = 1.6$), $t(135) = 10.57, p < .001$, 95% CI [-33.05, -22.63], Cohen’s $d = .91$. Demonstrating the impact of differences in trait desirability, participants were more likely to agree with granting parole to criminals described with desirable shared traits than those described with undesirable shared traits by a difference of about 28 points on the 100-point scale.

Figure 5. Results of Studies 2.3A and 2.3B

In both Study 2.3A (left) and Study 2.3B (right), criminals described with undesirable traits were less likely to be granted parole than criminals described with desirable traits, regardless of whether or not those traits were essentially human.

Note: Error bars represent ±1 SE. *** denotes $p < .001$, NS denotes non-significant.
2.8. Study 2.3B: Does Mechanistic Dehumanization or Trait Desirability Predict Parole Decisions?

Study 2.3B had a similar design and method to Study 2.3A. Again, we employed an experimental manipulation in which we manipulated the perceived humanness and sociality of the traits with which criminals were described and measured how these descriptions influenced participants’ parole decisions. In Study 2.3B, we specifically tested for an influence of mechanistic dehumanization by including human nature traits and traits shared with robots in our measures.

As in Study 2.3A, we predicted that criminals described with undesirable traits would be less likely to be granted parole than those described using desirable traits.

2.8.1. Method

Participants

The power analysis described in Study 2.3A also informed the sample size for Study 2.3B. A new sample of 136 participants was collected, of whom 76 identified as female, 56 as male, two as nonbinary, and two did not indicate their gender identity. Ages ranged from 18 to 57 ($M = 26.4$, $SD = 8.29$). The inclusion criteria were identical to those used in Study 2.3A, including a minimum Prolific approval rating of 95%. Data from 35 participants were omitted and replaced due to failed attention checks. As in Study 3.3A, the high rate of failed attention checks was likely due to a surge in new Prolific users after a social media post promoting the platform went viral at the time of data collection (see Charalambides, 2021). Five participants were mistakenly recruited after the intended sample size had been met, and thus, their data were excluded from analyses. Including data submitted by excess participants in analyses yielded the same results as those reported. Participation took an average of just under seven minutes.

Materials

The agreement with granting parole scale and attention check were the same as those used in Study 2.3A.
**Vignettes.** All participants responded to the same four vignettes used in Study 2.3A but with different trait words. The desirable human words were *generous, openminded, warm,* and *kind.* The undesirable human words were *jealous, selfish, spiteful,* and *stingy.* The desirable traits shared with robots were *helpful, disciplined, calm,* and *efficient.* The undesirable traits shared with robots were *cold, inflexible, superficial,* and *passive.* The following vignette is an example of the undesirable shared condition:

"Sam is currently applying for parole after being convicted of a crime just over three years ago. In assessing Sam's suitability, the parole committee gathered reports from prison staff and other inmates. Guards patrolling the prison grounds noted Sam as being passive. Other prisoners mention Sam as exhibiting superficial behaviour with them for the most part. The prisoner who shares a cell with Sam has referred to them as the most inflexible cell-mate they have ever had. In last week's parole hearing, Sam's responses indicated a cold character."

**Design and Procedure**

The design and procedure were identical to that of Study 2.3A.

**2.8.2. Results**

A 2*2 within-subjects ANOVA was conducted to examine how variations in trait humanness (human nature or shared with robots) and trait desirability (desirable or undesirable) influenced participants' parole decisions. As illustrated in Figure 5, a significant main effect of trait desirability was found, $F(1, 135) = 409.60, p < .001, \eta_p^2 = .75$. Criminals described using undesirable traits ($M = 38.9, SE = 1.82$) were less likely to be granted parole than were criminals described using desirable traits ($M = 80.6, SE = 1.44$), 95% CI [-45.85, -37.68]. Participants tended to see criminals less deserving of parole by about 42 points on the 100-point scale when described with undesirable rather than desirable traits.

No significant main effect of trait humanness was found, $F(1, 135) = 2.782, p = .098, \eta_p^2 = .02$. Participants were no more likely to grant parole to criminals who were described using human nature traits ($M = 58.7, SE = 1.53$) than those described using traits shared with
robots ($M = 60.8$, $SE = 1.33$), 95% CI $[-4.79, 0.41]$. Unlike in Study 2.3A, no interaction effect between trait humanness and trait desirability was found, $F(1, 135) = 2.49$, $p = .117$, $\eta^2 = .018$.

### 2.9. Chapter 2 General Discussion

Across six highly powered and pre-registered studies, we examined the hypothesised causal relationship between trait-based dehumanization and harm. The dual model of dehumanization (Haslam, 2006) posits that individuals and groups are sometimes subtly dehumanized by being denied human character traits. To the extent that groups are dehumanized in this way, they are considered vulnerable to harm (Haslam, 2019; Haslam & Loughnan, 2016). The work of Bastian and colleagues (2013) has been cited in support of this claim. Bastian et al. (2013) reported that the less human traits participants attributed to criminals, the harsher the punishment participants endorsed for them.

We initially sought to replicate the dehumanization effect reported by Bastian et al. (2013) in a conceptually similar design. In Study 2.1A, we examined the relationship between animalistic and mechanistic dehumanization, as operationalised by Bastian and colleagues, and the harshness of punishment endorsed by participants. In both studies, we successfully replicated previous findings, demonstrating that our paradigm was sensitive to finding predictive relationships between trait-based dehumanization and harm, should they occur.

In Studies 2.2A and 2.2B, we investigated the extent to which the previously reported relationship between trait-based dehumanization and harm can be explained by the social desirability of the traits incorporated into the stimulus set. The dual model (Haslam, 2006) has previously been critiqued for failing to clearly distinguish evidence for trait-based dehumanization from evidence of negative evaluation (Bloom, 2022; Enock et al., 2021a; Over, 2021a, 2021b). In line with the dual model (Haslam, 2006), Bastian and colleagues (2013) operationalised animalistic dehumanization as a reduction in the extent to which participants viewed criminals as possessing traits such as sophistication and refinement. They operationalised mechanistic dehumanization as a reduction in the extent to which participants
viewed criminals as possessing traits like warmth and depth. As these human traits are all socially desirable, it is unclear whether harm was predicted by dehumanization or negative evaluation.

We incorporated undesirable human traits into our stimulus set (e.g., bitter and spiteful) to tease apart the influence of dehumanization and negative evaluation in predicting harm. If trait-based dehumanization explains harm, the previously reported relationship between dehumanization and punishment should remain even when undesirable human traits are incorporated into the stimulus set. If the previously reported relationship is better explained by negative evaluation, then trait desirability should moderate the relationship with punishment. In support of the latter claim, Studies 2.2A and 2.2B showed that the more desirable human traits participants attributed to criminals, the less harshly participants thought they should be punished. The more undesirable human traits participants attributed to criminals, the more harshly participants thought they should be punished. The amount of variance explained by the models in Studies 2.2A and 2.2B increased by an average of about 75% compared to their respective models in Studies 2.1A and 2.1B. Given that the inclusion of trait desirability was the main difference between the studies, this increase suggests a strong independent influence of this variable on how traits are attributed, further highlighting the importance of controlling for trait desirability when examining trait-based dehumanization.

In Studies 2.3A and 2.3B, we sought to further distinguish between these two competing hypotheses using an experimental manipulation. We described criminals in traits that varied in perceived humanness and sociality and measured the influence of these varying descriptions on participants’ parole decisions. This experimental design allowed us to directly test the hypothesised causal relationship between trait-based dehumanization and punishment. Converging with the findings of Study 2.2, we found that criminals described with undesirable traits were less likely to be granted parole than criminals described with desirable traits, regardless of whether or not those traits were uniquely human. There was no evidence for the hypothesis that criminals described with uniquely human terms would be more likely to be granted parole.
These findings fit with broader critiques of social-psychological models of dehumanization. Enock and colleagues (2021a) showed that what appears to be evidence for trait-based dehumanization of immigrants and political groups is better explained by negative evaluation. Similarly, Enock et al. (2021b) presented evidence that what appears to be emotion-based dehumanization of seven different outgroups is better explained by intergroup preference, another effect driven by the confound of social desirability. In these studies, participants were more likely to attribute prosocial emotions to the ingroup regardless of whether or not they were uniquely human. Participants were also more likely to attribute antisocial emotions to the outgroup, regardless of whether or not they were uniquely human. In further work, Enock and Over (2022) presented evidence that the apparent relationship between emotion-based dehumanization and reductions in prosocial behaviour is better explained by negative evaluation.

An interesting trend that emerged in Study 2.3A was that criminals were less likely to be granted parole when they were described with undesirable uniquely human traits compared to undesirable traits shared with other animals. In direct contrast to the predictions of infrahumanization theory, this suggests that shared undesirable traits (e.g., uncultured, stupid) might have less of an impact or be seen as less incriminating than undesirable uniquely human traits (e.g., corrupt, arrogant). This difference may explain the significant main effect of trait humanness found in Study 2.3A. Note that we did not see an analogous interaction when investigating mechanistic dehumanization in Study 2.3B. This difference between studies was not predicted and consequently needs to be treated with caution. Further research could examine in more detail whether seeing someone as possessing essentially undesirable human traits might garner more hostility than those seen as possessing undesirable traits shared with other animals. One possibility is that it is more vilifying to be seen as machine-like, possessing traits like ‘cold’ and ‘superficial’ than being seen as animal-like.

It is important to acknowledge that we considered only one target group in this study – criminals. We based this decision on the influence the findings of Bastian et al. (2013) have had on the literature. However, there may be more evidence for the hypothesised causal
relationship between trait-based dehumanization and harm in other intergroup contexts. In addition to examining additional intergroup contexts, future research should also incorporate more trait terms into stimulus sets. Research on dehumanization has been critiqued for using relatively small stimulus sets (Vaes, 2023). Indeed, some studies have used a single trait term to assess dehumanization. For example, Leidner et al. (Leidner et al., 2013) measured dehumanization by asking participants to rate the extent to which they agreed that members of the target outgroup experienced compassion. It will always remain possible that evidence for the causal relationship between dehumanization and harm could be found with a more sensitive paradigm.

We are not trying to argue that trait-based dehumanization never occurs. Instead, our argument is considerably more modest. Taken in conjunction with other recent results, it is apparent that evidence for trait-based dehumanization has often been confounded with evidence for negative evaluation (Bloom, 2022; Enock et al., 2021a, 2021b; Over, 2021a, 2021b). The results of the current study add to this growing body of critiques by showing that the findings of Bastian et al. (2013), often cited as evidence for the claim that trait-based dehumanization leads to an increased risk of harm, are considerably less convincing than they first appear. It is imperative that future research tests whether there is evidence for trait-based dehumanization when trait desirability is controlled for, given the grave importance of understanding predictors of intergroup harm in the real world.
Chapter 3: Infrahumanization Following Harm or Recognising Negative Affect when Harmed?

3.1. Abstract

Previous research has suggested that subtle dehumanization can occur as a consequence of harming others. According to this research, participants who feel a sense of collective responsibility for harming an outgroup may perceive members of that group as lacking in uniquely human emotions (Castano & Giner-Sorolla, 2006; Čehajić et al., 2009). I sought to understand whether these results replicate in two novel intergroup contexts: understanding UK residents’ perceptions of those who experience the harmful effects of climate change in Nigeria and employees working in exploitative conditions in fast fashion supply chains. Across three well-powered and pre-registered studies, I successfully manipulated perceived harm against the target groups and perceived ingroup responsibility for that harm. However, I found no evidence for the previously reported relationship between ingroup responsibility for harm and the attribution of uniquely human emotions towards target outgroup members. Instead, a more straightforward pattern was found in all three studies, whereby participants perceived outgroup members to experience negative emotions to a greater extent when harm towards them has been made salient. The often-cited relationship between the need to justify harm and the tendency to subtly dehumanize harmed outgroup members may be less common than is often assumed.
3.2. Introduction

According to infrahumanization theory, a prominent emotion-based model of subtle dehumanization, outgroups are dehumanized to the extent that they are seen as lacking in uniquely human emotions compared to one’s ingroup (Leyens et al., 2000, 2001). Also known as secondary emotions, uniquely human emotions are considered complex and long-lasting, including nostalgia, pride, shame, and euphoria. In contrast, emotions shared with other animals (also known as primary emotions) are considered more primal and fleeting, representing experiences humans perceive as sharing with other animals, such as happiness, fear, sadness, and surprise. The distinction between uniquely human emotions and those we share with nonhuman animals is based on lay perceptions of human and animal emotion experiences, with some empirical evidence suggesting that people spontaneously categorize emotions along this dimension (Rodríguez-Torres et al., 2005). Empirical work has suggested that we infrahumanize many kinds of outgroups, including regional and national ones (Cortes et al., 2005; Paladino et al., 2002; Rodríguez-Pérez et al., 2011), immigrants (Banton et al., 2020; Costello & Hodson, 2009, 2011), refugees (Azevedo et al., 2021; Gómez-Martínez & de la Villa Moral-Jiménez, 2018), and members of minority ethnic groups (Bruneau et al., 2020; De Dreu et al., 2011; DeLuca-McLean & Castano, 2009).

One reason researchers across many disciplines are interested in the construct of dehumanization is that it is thought to be causally related to harm. Philosophers have noted that genocide is often preceded by propaganda in which the members of the target outgroup are explicitly described as rats, lice, and parasites (Smith, 2011; Tirrell, 2012). Such blatant forms of dehumanization have also been linked to increased hostility in lab-based work (Kteily & Bruneau, 2017). Kteily and Bruneau (2017) reported that the extent to which US Americans endorse the claim that Arabs are “less than human” predicted hostility towards Arab immigration.

Subtle forms of dehumanization are also hypothesized to be causally related to harm (Bruneau et al., 2020; Civitillo et al., 2022; Goff et al., 2008; Maoz & McCauley, 2008; Obermann, 2011; Rudman & Mescher, 2012; Viki et al., 2012, 2013; Zebel et al., 2008). For
example, Cuddy et al. (2007) asked participants to estimate the extent to which Hurricane Katrina survivors of their racial ingroup and outgroup experienced uniquely human emotions such as grief, sorrow, and mourning, as well as emotions shared with other animals such as anger, panic, and rage. The less their participants attributed uniquely human emotions to outgroup members, the less willing they were to offer them help. In related experimental work, Vaes et al. (2003) found that participants responded more prosocially to a stranger who expressed a uniquely human emotion (disappointment) than to a stranger who expressed an emotion shared with other animals (anger).

Recently, the hypothesised causal relation between dehumanization and harm has been questioned (Bloom, 2017, 2022; Manne, 2016, 2018; Over, 2021a, 2021b). Individuals and groups may often be harmed because of uniquely human qualities they are thought to possess. Perceiving a group to be enemies, criminals, or traitors, terms that make the most sense when applied to humans, might motivate harm or oppression towards members of that group (Lang, 2010; Manne, 2016; Over, 2021a, 2021b; Rai & Fiske, 2011). Lab-based research has shown that the apparent causal relationship between infrahumanization and social behaviour can often be explained by a confound in the stimuli used. It has been suggested that the uniquely human qualities incorporated into stimulus sets are often more prosocial than those shared with other animals (Bunce et al., 2024; Over, 2021b). When appropriate controls are put in place, lowered attributions of prosocial and socially desirable qualities predict a reduction in prosocial behaviour and increases in antisocial behaviour towards outgroup members, not lowered attributions of uniquely human qualities (Enock et al., 2021a, 2021b; Enock & Over, 2022, 2023).

However, researchers have pointed out that dehumanization may be related to harm in other ways (Vaes et al., 2021). Perpetrators may justify the harm they have caused by coming to perceive their victims as less than human. The sociologist Luft (2019) suggests that dehumanization might sometimes manifest as a result of violence rather than a predecessor to it. Based on research into cases of extreme intergroup violence, including the Rwandan genocide and the Holocaust, Luft argues that dehumanizing language may serve to reinforce
social norms surrounding ongoing violence and justify the violence already undertaken by perpetrators. In particular, dehumanizing discourse may emerge to help alleviate the trauma and guilt that perpetrators feel in response to killing fellow humans (Luft, 2015). In support of this analysis, perpetrators of extreme intergroup harm sometimes refer to their harmed targets as less than human (Hatzfeld, 2003; Smith, 2011, 2021b). 

The hypothesis that dehumanization may occur as a consequence of, or response to, harm has also been investigated with more subtle forms of dehumanization in lab-based settings. In a seminal paper in this field, Castano and Giner-Sorolla (2006) investigated whether participants would be more likely to deny outgroup members uniquely human emotions when they believed their ingroup was responsible for causing the outgroup harm. In one study, Castano and Giner-Sorolla presented participants with a scenario in which humans were either responsible for killing a large number of extra-terrestrial aliens or not. Participants were then asked to rate the extent to which they thought the aliens experienced 59 emotions on a 5-point Likert scale. Participants’ emotion attributions were correlated with previously reported data on the extent to which these emotions are perceived as unique to humans (Demoulin et al., 2004). Results suggested that when participants felt responsible for their ingroup harming members of an outgroup, they attributed uniquely human emotions to them to a lesser extent than when they did not feel responsible. Castano and Giner-Sorolla (2006) broadly replicated this effect of infrahumanization following harm in two further studies using real-world contexts. These post-harm contexts involved British participants rating the emotion typicality of Indigenous Australians, and European US Americans rating the emotion typicality of Native Americans.

Further evidence for a relationship between collective responsibility for harm and infrahumanization was provided by Čehajić et al. (2009). Serbian participants were asked to estimate the extent to which Bosnian Muslims experienced 16 emotions. In one condition, a sense of collective responsibility for the genocide of Bosniaks in the early 1990s was made salient, while in the other two conditions, it was not. For the emotion ratings, four emotions were unique to humans and positive to experience (tenderness, hope, admiration, and love),
four were unique to humans and negative to experience (remorse, guilt, shame, and resentment), four were shared with other animals and positive to experience (happiness, pleasure, euphoria, and joy) and four were shared with other animals and negative to experience (sadness, disgust, anger, and fear). Participants rated Bosnian Muslims as typically feeling uniquely human emotions to a lesser extent when ingroup responsibility for harm was made salient compared to when it was not. These results were replicated in another context by Čehajić and colleagues, whereby European Chileans rated Indigenous Chileans as experiencing uniquely human emotions to a lesser extent when encouraged to feel responsible for the harm European colonialism brought upon the Native peoples of Chile. Overall, the studies described by Castano and Giner-Sorolla (2006) and Čehajić et al. (2009) reflect an apparent motivation to alleviate negative affect in response to harming fellow human beings by attributing fewer uniquely human emotions to them.

However, these pieces of research claiming to provide evidence of infrahumanization following harm are not without limitations. For instance, the crucial interaction between group condition and emotion humanness did not always reach significance, such as in Study 1 in Castano and Giner-Sorolla (2006) and Studies 1 and 2 in Čehajić et al. (2009). However, the researchers broke down these nonsignificant interactions and treated the trends found within as evidence for infrahumanization following harm. Each piece of research also had sampling limitations. Castano and Giner-Sorolla (2006) recruited relatively small samples of psychology undergraduates in their first two studies, as did Čehajić and colleagues (2009) in their first study. The sample collected by Čehajić and colleagues (2009) for their Study 2 comprised teenage students at a specific secondary school. The frequency of nonsignificant trends and lack of diverse sampling in the two most influential papers that claim to show evidence of infrahumanization following harm warrant an examination of how replicable this finding is in other contexts.

Considering the above concerns, as well as recent theoretical and empirical critiques of infrahumanization theory and its role in intergroup harm more broadly, we sought to measure whether we could replicate the occurrence of infrahumanization in response to harm
in two contemporary contexts – the harm caused to people by climate change and the harm caused to people by the fast fashion industry. Across three well-powered and pre-registered studies, we sought to test whether the previously reported relationship between feeling collective responsibility for harming an outgroup and the infrahumanization of its members replicates in two contemporary intergroup contexts.

Following previous research, we compare participants’ performance across three conditions. In the harm responsible condition, we inform participants that the outgroup has experienced harm and that the ingroup is responsible for causing that harm. We compare emotion attribution in this condition to two other conditions. In the harm not responsible condition, we informed participants that the outgroup had experienced the same harm but that responsibility for the harm fell on a third party unrelated to the participants’ ingroup. In the control no harm condition, we describe members of the same outgroup without any mention of harm. Regarding the predictions of previous research employing infrahumanization theory (Castano & Giner-Sorolla, 2006; Čehajić et al., 2009), the crucial comparison is between the two harm conditions. If infrahumanization occurs as a response to collective harm, then participants should attribute uniquely human emotions to the outgroup more strongly in the harm not responsible condition than in the harm responsible condition.

3.2.1. Note on Methods

All studies received ethical approval from the Psychology Departmental Ethics Committee at the University of York (Ethics ID no. 127). All data collection occurred online, and the studies were created and administered using Qualtrics (https://www.qualtrics.com). Participants were recruited through the online platform Prolific (https://www.prolific.co), with an independent sample recruited for each study. In each study, we incorporated manipulation checks to ensure that participants believed the group had been harmed and to ensure that participants felt collective responsibility for this harm. Informed consent was obtained at the start of each session according to approved ethical guidelines. Participants were rewarded at an approximate rate of £9 per hour in all studies. Assumption testing and subsequent analyses
were conducted using SPSS and RStudio. All post hoc tests were Bonferroni corrected for multiple comparisons. Highly influential cases were identified using Cook’s distance in each study. All Studies were pre-registered on AsPredicted.com before commencing data collection. The vignettes used in each study, main effects and detailed breakdowns of interactions that are not theoretically relevant for Studies 3.1 and 3.2, and results of alternative analyses when testing the two hypotheses of Study 3.3 can be seen in Appendix B: Supplementary Materials for Chapter 3.

3.3. Study 3.1: Testing for Infrahumanization of Outgroup Members Harmed by Climate Change

In Study 3.1, we examined whether UK residents perceived residents of Lagos, Nigeria, as typically experiencing uniquely human emotions to a lesser extent when they felt collective responsibility for the harm they experience due to climate change, following the same design as Čehajić and colleagues (2009). This intergroup context was chosen because Lagos is a region considered particularly vulnerable to the consequences of climate change, with locals already experiencing some harmful effects (Mixed Migration Centre, 2023; Opeyemi, 2020). Thus, from the participant's perspective, the connection between their individual actions as members of an advantaged group and the current harm experienced by members of a disadvantaged outgroup is arguably more relatable and relevant than historical cases of intergroup harm, as examined in previous work.

We asked participants to read paragraphs about the residents of Lagos and then rate the extent to which residents of Lagos typically experienced the same selection of 16 different emotions used by Čehajić and colleagues (2009). The content of the paragraphs differed between the three conditions. In the harm responsible condition, the responsibility of UK residents for the harm experienced by the residents of Lagos due to climate change was emphasised. In the harm not responsible condition, the responsibility of multinational oil companies for this harm was emphasised. In the no harm condition, participants read a
paragraph about residents of Lagos in which no harm or effects of climate change were mentioned.

We sought to measure whether participants would rate residents of Lagos as typically experiencing uniquely human emotions to a lesser extent when participants felt a sense of collective responsibility for the harm caused to the target group by climate change, compared to when participants did not feel responsible for that harm or when no harm was emphasised.

3.3.1. Method

Participants

A power analysis using G*Power indicated that a sample size of 249 would allow us to detect a medium effect size ($\eta^2_p = 0.06$) with an alpha of .05 and power of .95 using a mixed ANOVA. A final sample of 252 participants was included to allow for an equal number of 84 participants between condition groups. All participants were adult UK nationals currently residing in the UK who were fluent in English and had an approval rating of at least 95% on Prolific. Data from two participants were omitted and replaced as they failed attention checks. Data from two further participants were excluded as they were mistakenly recruited after the pre-registered sample size of 252 participants had been met. Including data submitted by excess participants in analyses did not change the results. Participants' ages ranged from 18 to 79 ($M = 41.3, SD = 15.9$), and 158 identified as female, 92 as male and two as nonbinary. An effort was made to ensure the sample was balanced regarding participants' political orientation, with 127 indicating they were left-leaning and 125 right-leaning.

Materials

Vignettes. There were three between-subject conditions: Harm responsible, Harm not responsible and No harm. In the two harm conditions, participants first read the same four paragraphs detailing the extent to which climate change has harmed the residents of Lagos, Nigeria. Those in the harm responsible condition then read further paragraphs detailing the contribution of UK residents to climate change. In contrast, those in the harm not responsible condition read further paragraphs detailing the contribution of multinational oil companies.
Participants in the no harm condition read paragraphs describing life for the residents of Lagos without mentioning climate change or harm. The vignettes can be seen in Appendix B: Supplementary Materials for Chapter 3.

**Manipulation checks.** All participants completed the same two manipulation checks. Participants were first asked, “*How harmful do you think climate change is to the residents of Lagos?*” This manipulation check appeared after the paragraphs describing Lagos, with or without mentioning the harmful effects of climate change in the region. It was included to ensure that participants in the two harm conditions perceived the residents of Lagos as experiencing more harm than participants in the no harm condition.

The second manipulation check asked, “*How responsible do you think UK citizens are for the effects of climate change on residents of Lagos?*” which appeared after the second set of paragraphs for participants in the two harm conditions. This check was included to ensure that a greater sense of collective responsibility for the harm experienced by the residents of Lagos due to climate change was felt by participants in the harm responsible condition than those in the harm not responsible condition. Participants in the no harm condition also responded to this manipulation check, which was presented alongside the perceived harm manipulation check once they read the single set of paragraphs in this condition.

Both manipulation checks were responded to using unmarked sliding scales ranging from 0 (*Not at all*) to 100 (*Very much so*), with the sliders initially fixed at the midpoint of the scale (*Somewhat*).

**Outgroup emotion typicality ratings.** Following the between-subjects experimental manipulation, all participants rated the extent to which residents of Lagos typically experience 16 different emotions. The selection of emotions was the same as used by Čehajić et al. (2009), consisting of four uniquely human emotions that are positive to experience (*tenderness, hope, admiration, love*), four uniquely human emotions that are negative to experience (*remorse, guilt, shame, resentment*), four emotions shared with other animals that are positive to experience (*happiness, euphoria, pleasure, joy*), and four emotions shared with other animals that are negative to experience (*sadness, disgust, anger, fear*). We chose the
emotions used by Čehajić et al. (2009) because their design closely mirrors that used in many other studies of infrahumanization (e.g., Leyens et al., 2000, 2001; Paladino et al., 2002; Vaes et al., 2003; Viki & Abrams, 2003) and because personal communication with Castano and Giner-Sorolla revealed these researchers no longer had access to the specific list of stimuli used in their previous work (2006). Participants responded to the extent to which they believed the outgroup to experience each item using an unmarked sliding scale ranging from 0 (Not at all) to 100 (Very much so), with the sliders initially fixed at the midpoint of the scale (Somewhat). The 16 emotion items were presented in a randomised order. An attention check (Residents typically: please indicate 'not at all') appeared approximately midway through this scale.

**Design**

This study had a 3 (Condition: harm responsible, harm not responsible, and no harm; between) X 2 (Emotion humanness: uniquely human and shared with other animals; within) X 2 (Emotion valance: positive and negative; within) mixed design. Data were analysed using a mixed ANOVA for the main analysis.

**Procedure**

Three separate versions were created on Prolific/Qualtrics, one for each experimental condition. Data collection for each condition took place separately, allowing us to ensure participants only participated in one condition.

Interested individuals were informed on Prolific that the study aimed to examine how people ascribe emotions to different groups of individuals. After providing informed consent, participants answered brief demographic questions, including gender identity, age, political orientation, and checks for the inclusion criteria. Participants then proceeded to the experimental stimuli.

Participants in the two harm conditions read four paragraphs describing harm to residents of Lagos due to climate change and then responded to the first manipulation check measuring their perceived extent of harm. Participants in these two harm conditions then read four more paragraphs intended to manipulate their sense of collective responsibility for the
harm. Following this, participants responded to the second manipulation check, measuring participants’ sense of collective responsibility for the harm.

Participants in the no harm condition read four paragraphs describing aspects of life for residents of Lagos without mentioning climate change or responsibility for harm. These participants then responded to the same two manipulation checks one after another because there was only one set of paragraphs in this condition. Each paragraph was presented for at least eight to ten seconds (without an upper limit) to ensure participants read each section carefully.

After reading the respective paragraphs for the experimental manipulation, participants in all three conditions responded to the outgroup emotion typicality items. Following this, participants could provide optional feedback on the study and were debriefed before returning to Prolific to complete the submission and receive payment. The study took an average of five and a half minutes to complete.

3.3.2. Results

Manipulation Checks

The Perceived Extent of Harm. A one-way between-subjects ANOVA revealed a significant difference in the perceived extent of harm experienced by residents of Lagos as a result of climate change, $F(2, 249) = 25.09, p < .001, \eta^2 = .17$. Post hoc comparisons indicated no significant difference between the harm responsible ($M = 89.4, SE = 1.93$) and the harm not responsible conditions ($M = 86.3, SE = 1.93$), $p = .77$, 95% CI [-3.46, 9.68]. However, the perceived extent of harm was significantly lower in the no harm condition ($M = 71.4, SE = 1.93$) than in the harm responsible condition, $p < .001$, 95% CI [-24.63, -11.49] or in the harm not responsible condition, $p < .001$, 95% CI [-21.52, -8.38]. Participants in the two harm conditions tended to see residents of Lagos as experiencing greater harm, by about 17 points on the 100-point scale, than those in the no harm condition. Therefore, the perceived extent of harm was manipulated as intended between conditions in Study 3.1, as illustrated in the left panel of Figure 6.
Figure 6. Mean scores for perceived extent of harm in Studies 3.1, 3.2, and 3.3

Perceived extent of harm was manipulated as intended in Study 3.1 (left panel), Study 3.2 (middle panel), and Study 3.3 (right panel). Participants in the harm responsible and harm not responsible conditions perceived outgroup members as experiencing significantly more harm than participants in the no harm condition.

Note: Error bars represent ±1 SE. *** denotes p < .001; NS denotes non-significant.

**Sense of Collective Responsibility.** A one-way between-subjects ANOVA revealed a significant difference between conditions in the extent to which participants felt a sense of collective responsibility for the harm caused by climate change, $F(2, 249) = 17.84$, $p < .001$, $\eta^2 = .13$. Post hoc comparisons revealed that participants in the harm responsible condition felt significantly more collective responsibility for the harm ($M = 63.2$, $SE = 2.81$) than did those in the harm not responsible condition ($M = 44.2$, $SE = 2.81$), $p < .001$, 95% CI [9.44, 28.59], or those in the no harm condition ($M = 41.4$, $SE = 2.81$), $p < .001$, 95% CI [12.22, 31.37]. There was no significant difference in collective responsibility between the harm not
responsible and no harm conditions, \( p = 1 \), 95% CI [-6.79, 12.36]. Participants’ sense of collective responsibility for harm tended to be about 19 points higher on the 100-point scale in the harm responsible condition than in the harm not responsible condition. Therefore, this variable was manipulated as intended between conditions, as seen in the left panel of Figure 7. Taken together, results from the manipulation checks suggest that this is an intergroup context in which we should see evidence of infrahumanization similar to that reported in previous research (Castano & Giner-Sorolla, 2006; Čehajić et al., 2009).
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Figure 7. Mean scores for sense of collective responsibility in Studies 3.1, 3.2, and 3.3
Sense of collective responsibility was manipulated as intended in Study 3.1 (left panel), Study 3.2 (middle panel), and Study 3.3 (right panel). Participants in the harm responsible condition felt that their ingroup was significantly more responsible for the harm experienced by outgroup members than participants in the harm not responsible condition.

Note: Error bars represent ±1 SE. *** denotes \( p < .001 \); ** denotes \( p < .005 \); * denotes \( p < .05 \); NS denotes non-significant.
Emotion Ratings

We conducted a 3 (Condition: harm responsible, harm not responsible, no harm; between) X 2 (emotion humanness: uniquely human, shared with other animals; within) X 2 (emotion valence: positive, negative; within) mixed ANOVA to examine if the target group were perceived as experiencing uniquely human emotions to a lesser extent when ingroup collective responsibility for harm was made salient compared to when ingroup responsibility was not made salient or no harm against the target group was described. The results of Study 3.1 are illustrated in Figure 8. The main effects and a breakdown of the two-way interactions are reported in Appendix B: Supplementary Materials for Chapter 3.

We found significant two-way interactions between harm condition and emotion humanness, \( F(2, 249) = 20.270, p < .001, \eta^2_p = .14 \), and between harm condition and emotion valence, \( F(2, 246) = 57.714, p < .001, \eta^2_p = .32 \). The two-way interactions were each qualified by a significant three-way interaction between harm condition, emotion humanness, and emotion valence, \( F(2, 249) = 19.209, p < .001, \eta^2_p = .13 \). This three-way interaction was broken down using Bonferroni corrected pairwise comparisons between the three conditions at each level of emotion humanness and emotion valence.

Positive Uniquely Human Emotions. The extent to which residents of Lagos were thought to experience positive uniquely human emotions did not differ between the harm responsible condition (\( M = 53.9, SE = 1.61 \)) and the harm not responsible condition (\( M = 50.7, SE = 1.61 \)), \( p = .475, 95\% CI [-2.27, 8.71] \). Residents of Lagos were seen as typically experiencing positive uniquely human emotions to a greater extent in the no harm condition (\( M = 64.8, SE = 1.61 \)) than in either the harm responsible condition, \( p < .001, 95\% CI [5.36, 16.34] \), or the harm not responsible condition, \( p < .001, 95\% CI [8.58, 19.57] \). These results suggest that residents of Lagos were seen as typically experiencing positive uniquely human emotions to a lesser degree of about 12 points on the 100-point emotion typicality scale when described as being harmed compared to when they were not, irrespective of whether participants felt collectively responsible for the harm.
Figure 8. Results of Study 3.1

Mean emotion attributions by harm condition, emotion humanness, and emotion valence in Study 3.1 are shown. We observed no evidence that collective responsibility for harm induced infrahumanization of the outgroup. Instead, residents of Lagos were thought to experience negative emotions to a greater extent and positive emotions to a lesser extent when harm against them was made salient.

Note: Error bars represent ±1 SE. Shared = emotions shared with other animals. *** denotes p < .001; NS denotes non-significant.

**Negative Uniquely Human Emotions.** The extent to which residents of Lagos were thought to experience negative uniquely human emotions did not differ between the harm responsible ($M = 43.6, SE = 1.66$) and harm not responsible ($M = 44.8, SE = 1.66$) conditions, $p = 1, 95\%$ CI $[-6.95, 4.39]$. Residents of Lagos were seen as typically experiencing negative uniquely human emotions to a lesser extent in the no harm condition ($M = 34.1, SE = 1.66$) than in the harm responsible condition, $p < .001, 95\%$ CI $[-15.09, -3.75]$, or in the harm not
responsible condition, $p < .001$, 95% CI [-16.37, -5.03]. When residents of Lagos were described as harmed, participants saw them as typically experiencing negative uniquely human emotions to a greater degree of about 10 points on the 100-point emotion typicality scale, compared to when they were not described as being harmed. As with positive uniquely human emotions, participants’ sense of collective responsibility for the harm did not seem to affect how negative uniquely human emotions were perceived.

**Positive Shared Emotions.** A similar pattern emerged for positive emotions shared with other animals as with positive uniquely human emotions. There was no significant difference in the perceptions of the experience of positive shared emotions between the harm responsible condition ($M = 52.4$, $SE = 1.82$) and the harm not responsible condition ($M = 48.9$, $SE = 1.82$), $p = .545$, 95% CI [-2.75, 9.63]. Participants rated residents of Lagos as typically experiencing positive emotions shared with other animals to a greater extent in the no harm condition ($M = 64.3$, $SE = 1.82$) than in the harm responsible condition, $p < .001$, 95% CI [5.75, 18.13], or in the harm not responsible condition, $p < .001$, 95% CI [9.12, 21.57]. Similar to positive uniquely human emotions, participants’ sense of collective responsibility for the harm did not affect how residents of Lagos were seen to typically experience positive shared emotions. When participants perceived residents of Lagos as experiencing harm, they saw them as typically experiencing positive shared emotions to a lesser degree of about 14 points on the 100-point emotion typicality scale compared to when the outgroup members were not seen as experiencing harm.

**Negative Shared Emotions.** A similar pattern emerged for negative emotions shared with other animals and negative uniquely human emotions. No significant difference in ratings of negative shared emotions was found between the harm responsible condition ($M = 67.7$, $SE = 1.85$) and the harm not responsible condition ($M = 67.7$, $SE = 1.85$), $p = 1$, 95% CI [-6.32, 6.26]. Participants rated residents of Lagos as typically experiencing negative emotions shared with other animals to a lesser extent in the no harm condition ($M = 43.1$, $SE = 1.85$) than in the harm responsible condition, $p < .001$, 95% CI [-30.89, -18.31], or in the harm not responsible condition, $p < .001$, 95% CI [-30.92, -18.34]. Participants’ sense of collective
responsibility for harm did not influence the extent to which they thought residents of Lagos typically experienced negative shared emotions, a trend found for all four emotion categories. Like negative uniquely human emotions, residents of Lagos were seen as typically experiencing negative shared emotions to a greater degree of about 25 points on the 100-point outgroup emotion typicality scale when they were described as harmed compared to when they were not.

3.3.3. Study 3.1 Discussion

Our pattern of results does not align with previous research suggesting that a sense of collective responsibility for harm leads to the infrahumanization of the victim group, whereby individuals subtly dehumanize members of an outgroup they believe their ingroup has harmed (Castano & Giner-Sorolla, 2006; Čehajić et al., 2009). Rather, our data show a somewhat more straightforward pattern. Participants estimated that the residents of Lagos were likely to feel negative emotions to a greater extent and positive emotions to a lesser extent when harm to this group was made salient, regardless of the humanness of the emotions and regardless of ingroup responsibility for this harm. This pattern is in striking contrast to previous findings.

While we did not replicate the central finding of previous research, our manipulation checks showed that we successfully manipulated perceived harm and perceived collective responsibility for that harm. These successful manipulations suggest that we should have been able to detect infrahumanization effects if they occur in this context.

3.4. Study 3.2: Testing for Infrahumanization of Outgroup Members Harmed by the Fast Fashion Industry

In Study 3.2, we sought to test whether collective responsibility for harm induced a tendency to infrahumanize the outgroup in another contemporary intergroup context. In this study, we examined whether UK residents rated textile workers in fast fashion supply chains as experiencing uniquely human emotions to a lesser extent when ingroup responsibility for harm was made salient compared to when it was not.
We chose this intergroup context for several reasons. The exploitation of textile workers is often referred to as dehumanizing (see: Ghani, 2020; Yousefi, 2020). Importantly, and like the climate change context used in Study 3.1, the fast fashion context provides the opportunity to frame the participant ingroup (UK residents) as either responsible or not responsible for the harm experienced by outgroup members. As in Study 3.1, this contemporary context of intergroup harm, where a participant's actions as a member of a privileged group are directly contributing to the harm experienced by members of a disadvantaged outgroup, is arguably more relatable for participants than historical cases of harm, or entirely hypothetical ones, as previous research has examined (Castano & Giner-Sorolla, 2006; Čehajić et al., 2009).

As in Study 3.1, UK residents participated in one of three between-subject conditions. In the two harm conditions, participants read a series of paragraphs about the extent to which textile workers experience exploitation in fast fashion supply chains. In the harm responsible condition, participants then read about the high rates of fast fashion consumption in the UK. In the harm not responsible condition, participants read about the negligence of CEOs and boards of directors in fast fashion companies who prioritise profit over safe and fair working conditions for textile workers. In the no harm condition, participants read a few paragraphs detailing the history and global presence of the fast fashion industry without mentioning the harm textile workers experience. If people tend to infrahumanize others when they feel responsible for harm against them (as is predicted by past work in infrahumanization theory), we would expect to see greater attribution of uniquely human emotions in the harm not responsible and no harm conditions than in the harm responsible condition. We included the same emotion items as in Study 3.1, the same selection used by Čehajić and colleagues (2009).

3.4.1. Method

Participants
The sample size estimation was the same as in Study 3.1. A sample of 252 participants was collected. All participants were adult UK nationals currently residing in the UK who were fluent in English and had an approval rating of at least 95% on Prolific. In the sample, 154 participants identified as female, 95 as male, two as nonbinary and one as unspecified. Ages ranged from 18 to 77 ($M = 41.1$, $SD = 15.6$). We sought to recruit participants across the political spectrum, with 127 identifying as left-leaning and 125 as right-leaning.

**Materials**

The manipulation checks measuring the perceived extent of harm and sense of collective responsibility, the 16-item outgroup emotion typicality scale and attention checks were the same as in Study 3.1, with the target outgroup and contextual details adapted to the fast fashion context.

**Vignettes.** As in Study 3.1, the stimuli varied between the three between-subject conditions, with data from 84 participants collected for each (harm responsible, harm not responsible and no harm). In the two harm conditions, participants read four paragraphs detailing the extent of harm that poor working conditions and exploitation have on textile workers along fast fashion supply chains. After these four paragraphs, those in the harm responsible condition read four paragraphs describing the growing demand for fast fashion products UK consumers have and how this is complicit with the harm experienced by textile workers, allowing it to continue. Participants in the harm not responsible condition instead read four paragraphs framing fast fashion companies’ CEOs and boards of directors as responsible for the harm due to their prioritising profits over safe and fair working conditions for textile workers in the supply chains. Participants in the no harm condition read four paragraphs detailing the history of fast fashion and the number of textile workers the fast fashion industry employs. In this vignette, there was no mention of harm.

**Procedure and Design**

The procedure and design in Study 3.2 were identical to those used in Study 3.1.

3.4.2. Results
Manipulation Checks

The Perceived Extent of Harm. A one-way between-subjects ANOVA revealed a significant difference between the three conditions in the perceived extent of harm experienced by textile workers in fast fashion supply chains, $F(2, 249) = 57.99, p < .001, \eta^2 = .32$. Bonferroni-corrected post hoc comparisons revealed no significant difference in perceived harm between the harm responsible ($M = 91.4, SE = 1.84$) and harm not responsible conditions ($M = 91.5, SE = 1.84$), $p = .1, 95\% CI [-6.42, 6.09]$. The perceived extent of harm was significantly lower among participants in the no harm condition ($M = 67.3, SE = 1.84$) than those in the harm responsible condition, $p < .001, 95\% CI [-30.37, -17.86]$, or the harm not responsible condition, $p < .001, 95\% CI [-30.54, -18.03]$. Participants in the two harm conditions tended to see textile workers as experiencing greater harm, by about 24 points on the 100-point perceived harm scale, than participants in the no harm condition. Therefore, the extent of perceived harm was manipulated as intended between the three harm conditions. Mean scores for participants’ perceived extent of harm in Study 3.2 are illustrated in the middle panel of Figure 6.

Sense of Collective Responsibility. A one-way between-subjects ANOVA revealed that the collective responsibility felt by participants significantly differed between conditions, $F(2, 249) = 6.089, p = .003, \eta^2 = .05$. Bonferroni-corrected post hoc comparisons revealed that participants in the harm responsible condition felt significantly more collective responsibility ($M = 69.1, SE = 2.69$) than those in the harm not responsible condition ($M = 55.9, SE = 2.69$), $p = .002, 95\% CI [4.06, 22.39]$. Thus, participants’ sense of collective responsibility was manipulated as intended between conditions as this tended to be higher among those in the harm responsible condition, by about 13 points more on the 100-point scale, than those in the harm not responsible condition. No significant differences in collective responsibility were found between the no harm condition ($M = 61.6, SE = 2.69$) and either the harm responsible condition, $p = .142, 95\% CI [-16.75, 1.58]$, or the harm not responsible condition, $p = .418, 95\% CI [-3.53, 14.81]$. It is worth noting that without Bonferroni correction, participants’ sense of collective responsibility was significantly higher in the harm responsible
condition than in the no harm condition ($p = .047$). Mean scores for participants’ sense of collective responsibility in Study 3.2 are illustrated in the middle panel of Figure 7.

**Emotion Ratings**

We conducted a 3 (condition: harm responsible, harm not responsible, no harm; between) X 2 (emotion humanness: uniquely human, shared with other animals, within) X 2 (emotion valence: positive, negative, within) mixed ANOVA to examine if collective responsibility for harm influenced the extent to which participants perceived textile workers in fast fashion supply chains as typically experiencing uniquely human emotions and positive emotions. The main effects and a breakdown of the two-way interactions are reported in Appendix B: Supplementary Materials for Chapter 3. The results of Study 3.2 are illustrated in Figure 9. We found significant two-way interactions between harm condition and emotion humanness, $F(2, 249) = 5.647, p = .004, \eta_p^2 = .04$, and between harm condition and emotion valence, $F(2, 246) = 29.730, p < .001, \eta_p^2 = .19$. As in Study 3.1, these were qualified by a significant three-way interaction between harm condition, emotion humanness, and emotion valence, $F(2, 249) = 10.170, p < .001, \eta_p^2 = .08$. This three-way interaction was broken down using Bonferroni-corrected pairwise comparisons between the three conditions at each level of emotion humanness and emotion valence.

**Positive Uniquely Human Emotions.** The extent to which textile workers were thought to experience positive uniquely human emotions did not differ between the harm responsible condition ($M = 32.6, SE = 2.00$) and the harm not responsible condition ($M = 28.9, SE = 2.00$), $p = .601$, 95% CI [-3.18, 10.44]. Textile workers were seen as typically experiencing positive uniquely human emotions to a greater extent in the no harm condition ($M = 42.30, SE = 2.00$) than in the harm responsible condition $p = .002$, 95% CI [2.92, 16.54] or in the harm not responsible condition, $p < .001$, 95% CI [6.55, 16.54]. Textile workers were seen as typically experiencing positive uniquely human emotions to a lesser degree, about 11 points less on the 100-point emotion typicality scale, when described as being harmed compared to when they were not, irrespective of whether participants felt collectively responsible for the harm.
Figure 9. Results of Study 3.2

Mean emotion attributions by condition, emotion humanness, and emotion valence are displayed. We found no evidence that inducing a sense of collective responsibility for the harm experienced by textile workers leads participants to infrahumanize them. Converging with the results of Study 3.1, participants seemed to rate outgroup members as experiencing negative emotions more strongly when harm against them was made salient.

Note: Error bars represent ±1 SE. Shared = emotions shared with other animals. *** denotes \( p < .001 \); * denotes \( p < .05 \); NS denotes non-significant.

**Negative Uniquely Human Emotions.** The extent to which textile workers were thought to experience negative uniquely human emotions did not differ between the harm responsible (\( M = 50.2, SE = 1.74 \)) and harm not responsible (\( M = 49.4, SE = 1.74 \)) conditions, \( p = 1 \), 95% CI [-5.19, 6.64]. Textile workers were seen as typically experiencing negative uniquely human emotions to a lesser extent in the no harm condition (\( M = 43.2, SE = 1.74 \)) than in either the harm responsible condition \( p = .015 \), 95% CI [-12.82, -0.99], or the harm not
responsible condition, \( p = .037, \) 95\% CI [-12.10, -0.27]. When textile workers were described as harmed, participants saw them as typically experiencing negative uniquely human emotions to a greater degree, about 7 points on the 100-point emotion typicality scale, compared to when they were not described as being harmed. As with positive uniquely human emotions, participants’ sense of collective responsibility for the harm did not seem to affect how negative uniquely human emotions were perceived.

**Positive Shared Emotions.** A similar pattern emerged for positive emotions shared with other animals as with positive uniquely human emotions. There was no significant difference in the perceptions of textile workers’ experiences of positive shared emotions between the harm responsible condition \( (M = 22.9, SE = 1.91) \) and the harm not responsible condition \( (M = 19.4, SE = 1.91) \), \( p = .606, \) 95\% CI [-3.05, 9.95]. Participants rated textile workers as typically experiencing positive emotions shared with other animals to a greater extent in the no harm condition \( (M = 34.9, SE = 1.91) \) than in the harm responsible condition, \( p < .001, \) 95\% CI [5.51, 18.51], or in the harm not responsible condition, \( p < .001, \) 95\% CI [8.96, 21.96]. When participants perceived textile workers as experiencing harm, they saw them as typically experiencing positive shared emotions to a lesser degree, about 14 points on the 100-point emotion typicality scale, compared to they were not seen as experiencing harm. This was irrespective of participants’ sense of collective responsibility for the harm.

**Negative Shared Emotions.** A similar pattern emerged for negative emotions shared with other animals and negative uniquely human emotions. No significant difference in ratings of negative shared emotions was found between harm responsible condition \( (M = 73.2, SE = 1.77) \) and the harm not responsible condition \( (M = 74.5, SE = 1.77) \), \( p = 1, \) 95\% CI [-7.26, 4.77]. Participants rated textile workers as typically experiencing negative emotions shared with other animals to a lesser extent in the no harm condition \( (M = 57.4, SE = 1.77) \) than in the harm responsible condition, \( p < .001, \) 95\% CI [-21.89, -9.86], or in the harm not responsible condition, \( p < .001, \) 95\% CI [-23.13 -11.10]. Participants’ sense of collective responsibility for harm did not influence the extent to which they thought textile workers typically experienced negative shared emotions, a trend found for all four emotion categories.
Like negative uniquely human emotions, textile workers were seen as typically experiencing negative shared emotions to a greater degree of about 17 points on the 100-point outgroup emotion typicality scale when they were described as harmed compared to when they were not.

3.4.3. Study 3.2 Discussion

Using the context of harm inflicted on fast fashion textile workers, we did not replicate the previously reported relationship between feeling collective responsibility for harm and infrahumanization. However, we observed a pattern of results that was very similar to that in Study 3.1. When harm was made salient, workers in fast fashion supply chains were thought to experience negative emotions to a greater extent and positive emotions to a lesser extent, regardless of emotion humanness or ingroup responsibility.

There are several possible reasons for our failure to replicate previous findings. One possibility is that we happened to choose intergroup contexts in which infrahumanization does not occur. Previous research has examined the relationship between collective responsibility for harm and infrahumanization in response to hypothetical scenarios with aliens as well as in real-world contexts such as responses to atrocities committed during colonialism and genocide (Castano & Giner-Sorolla, 2006; Čehajić et al., 2009). We chose more contemporary and relatable intergroup contexts, focusing on the responsibility of UK residents for harm towards people affected by climate change and fast fashion textile workers. However, we successfully manipulated perceived harm and, when comparing the harm responsible and harm not responsible conditions, a sense of collective responsibility for harm, suggesting these are contexts where we would likely observe infrahumanization following harm if it occurs. Nevertheless, it remains possible that collective responsibility induces infrahumanization in some contexts but not others.

Another possibility is that the design we chose was insensitive to the effects of infrahumanization. Our design broadly mirrored that of Čehajić et al. (2009); however, infrahumanization research has been criticised more broadly for using a small number of
emotion terms in each condition (Enock & Over, 2022; Vaes, 2023). Castano and Giner-Sorolla (2006) asked participants to rate a larger number of emotion terms that vary continuously along the dimensions of humanness and valence. In Study 3.3, we returned to the intergroup context of climate change used in Study 3.1. However, we sought to test the relationship between collective responsibility and infrahumanization with a more sensitive design similar to that used by Castano and Giner Sorolla (2006).

3.5. Study 3.3: Testing for Infrahumanization of Outgroup Members Harmed by Climate Change Using Continuous Measures

In Study 3.3, we again manipulated perceptions of harm inflicted on residents of Lagos caused by climate change and collective responsibility for this harm. This time, rather than measuring infrahumanization using a small number of emotions clustered into discrete categories, we asked participants to rate how typically the outgroup members experience a much larger range of emotions (64 in total). Before the manipulation, we asked participants to rate these emotions on the dimensions of humanness and valence. Our initial intention was to use the same set of emotions used by Castano and Giner-Sorolla (2006). However, personal communication with the authors revealed no record of the exact stimuli they used. Instead, we selected 64 emotion terms based on previous research in the area, including Demoulin et al. (2004) and Enock et al. (2021b).

In this design, infrahumanization is said to be reflected in a negative relationship between ratings of emotion humanness and typicality of outgroup members such that the more uniquely human an emotion is perceived to be, the less it is ascribed to outgroup members (Castano & Giner-Sorolla, 2006; Vaes, 2023). This effect is thought to be independent of emotion valence. If collective responsibility for harm induces infrahumanization of the outgroup, then there should be a stronger negative relationship between emotion humanness and outgroup typicality in the harm responsible condition than in the harm not responsible condition.
However, we suggest an alternative hypothesis based on our findings of Studies 3.1 and 3.2. We suggest that victims of harm are perceived as experiencing negative emotions to a greater extent and positive emotions to a lesser extent regardless of emotion humanness or whether or not one feels collective responsibility for the harm. Thus, we expected a stronger negative relationship to emerge between emotion valance and outgroup emotion typicality in both the harm responsible and harm not responsible conditions than in the no harm condition.

3.5.1. Method

Participants

Our primary analysis was done using emotion items rather than participants. A sensitivity analysis using G*Power indicated that including 64 emotions in the regression models would allow us to detect a medium effect size ($f^2 = .15$), with an alpha of .05 and a power of .85. We recruited 252 participants (84 per condition) to ensure the average scores for emotion valence, humanness, and outgroup typicality were reliable. All participants were adult UK nationals currently residing in the UK who were fluent in English and had an approval rating of at least 95% on Prolific. Among participants, 132 identified as female, 117 as male, two as nonbinary, and one preferred not to indicate their gender identity. Ages ranged from 18 to 81 ($M = 43.9$, $SD = 15.2$). As in the previous studies, an effort was made to ensure the sample was balanced in political orientation, with 127 participants being left-leaning and 125 being right-leaning. Data submitted by five participants were omitted and replaced due to missing responses.

Design and Analysis Strategy

All participants responded to the same emotion humanness, emotion valence, and outgroup emotion typicality measures. Participants were randomly allocated to one of three between-subject conditions: harm responsible, harm not responsible, and no harm. This study, therefore, took a 3 (condition: harm responsible, harm not responsible, and no harm; between) $\times$ emotion humanness (continuous; within) $\times$ emotion valance (continuous; within) mixed design, with perceived emotional experiences of residents of Lagos as the dependent variable.
Previous work on infrahumanization following harm suggests a stronger negative relationship between emotion humanness and outgroup emotion typicality ratings should emerge in the harm responsible condition compared to the harm not responsible and no harm conditions, irrespective of emotion valence. However, we suggest that a stronger negative relationship between emotion valence and outgroup emotion typicality ratings should emerge in the two harm conditions compared to the no harm condition, irrespective of emotion humanness.

We followed the analysis plan Castano and Giner-Sorolla (2006) used to test these two hypotheses. We first created average scores for emotion humanness, emotion valence and outgroup emotion typicality for each condition separately. These average scores for individual emotions were then treated as observations in the main analyses, where we regressed average emotion humanness and valence scores onto outgroup emotion typicality ratings. In testing for infrahumanization following harm, our three models were:

1. **Outgroup typicality (DV) ~ emotion humanness (IV) in the harm responsible condition**

2. **Outgroup typicality (DV) ~ emotion humanness (IV) in the harm not responsible condition**

3. **Outgroup typicality (DV) ~ emotion humanness (IV) in the no harm condition**

The coefficients of each model were then compared with Fisher’s Z transformation using the *cocor* package in *RStudio* (Diedenhofen & Musch, 2015; see also: Fisher, 1992; Zou, 2007). This process determined whether a significantly stronger negative relationship existed between emotion humanness and outgroup emotion typicality ratings for the harm responsible condition than the harm not responsible condition.

The above steps were repeated to test our alternative prediction, with emotion valence entered as the predictor variable rather than emotion humanness. Thus, the three models compared when testing our alternative prediction of negative affect driving emotion perception in harmed outgroup members were as follows:
4. Outgroup typicality (DV) ~ emotion valence (IV) in the harm responsible condition

5. Outgroup typicality (DV) ~ emotion valence (IV) in the harm not responsible condition

6. Outgroup typicality (DV) ~ emotion valence (IV) in the no harm condition

We expected a stronger negative relationship between emotion valence and outgroup typicality ratings in the two harm conditions compared to the no harm condition, regardless of emotion humanness.

To test for the effects of humanness independently of valence (models 1-3) and valence independently of humanness (models 4-6), we needed to ensure the two constructs were orthogonal in the data. Otherwise, we would need to control for the effects of one as a covariate when measuring the other and vice versa. Before conducting the regression analyses, we checked for correlations between ratings of emotion humanness and emotion valence. No significant correlations were found between emotion humanness and emotion valence among data submitted by participants in the harm responsible condition ($r = -.03, p = .814$), the harm not responsible condition ($r = -.06, p = .628$), or in the no harm condition ($r = -.03, p = .817$). These nonsignificant correlations imply that emotion humanness and emotion valence were orthogonal in our dataset. Thus, a nonlinear relationship between emotion humanness and emotion valence meant partial regressions were unnecessary (Freund et al., 2010). Therefore, a single predictor and outcome variable were entered into each regression model.

As in Studies 3.1 and 3.2, we also conducted one-way ANOVAs to check the data from the manipulation checks to be sure that the perceived extent of harm and sense of collective responsibility for the harm were manipulated as intended between the conditions.

**Materials**

**Emotion Humanness.** After briefly describing how some emotions might be considered unique to humans and some we share with other animals, participants were given the following prompt: "To what extent do you think each emotion is experienced by humans
and other animals equally, or by humans only?”. Participants then rated each of the 64 emotions along the dimension of humanness using an unmarked sliding scale ranging from 0 (Humans and other animals equally) to 100 (Humans only), with the sliders initially fixed at the scale’s midpoint. An attention check (Please indicate 'Humans only') was included roughly halfway through the scale.

**Emotion Valence.** After briefly describing how some emotions might be considered positive to experience and others negative to experience, participants were given the following instruction: "How does each emotion make people feel?". Participants then rated each of the 64 emotions on how positively or negatively valenced they were using an unmarked sliding scale ranging from 0 (Extremely negative) to 100 (Extremely positive). The sliders were initially fixed at the scale’s midpoint (Neither positive nor negative) for each item. An attention check (Please indicate 'Extremely negative') was included approximately halfway through the scale.

**Filler Task.** A filler task was included before the experimental stimuli to minimize carryover effects from the initial emotion-scoring tasks. An example of a divergent uses task (see Gilhooly et al., 2007; Guilford, 1967), the filler task involved asking participants to think of as many uses for a brick as possible in one minute, entering their responses into an open text box.

**Vignettes.** We used the same climate change vignettes for each condition described in Study 3.1, which can be seen entirely in Appendix B: Supplementary Materials for Chapter 3.

**Outgroup Emotion Typicality Ratings.** After reading the vignettes, all participants were asked to respond to 64 outgroup emotion typicality items. Each item read as "Residents of Lagos typically feel X", with X being one of the 64 emotions. Participants responded to all 64 emotion typicality items using an unmarked sliding scale ranging from 0 (Not at all) to 100 (Very much so), with the sliders initially fixed at the midpoint of the scale (Somewhat). The 64 emotion items were presented randomly, apart from an attention check (Residents typically: please indicate 'not at all'), which appeared approximately halfway through the task.
An effort was made to include a selection of emotions balanced across perceived humanness and valence based on pretest data collected by Enock et al. (2021b). A balanced sample meant that, on average, emotions considered unique to humans were significantly higher in humanness than those rated as shared with other animals, but these categories did not differ in how positively or negatively valenced they were. Likewise, the average valence of emotions rated as positive to experience was significantly more positive than those rated as negative to experience, but positive and negative emotions did not differ in how uniquely human they were perceived to be. The emotions used in Study 3.3 were admiration, agitation, amusement, anger, astonishment, attachment, attraction, awe, bitterness, compassion, confusion, contentment, depression, desire, disappointment, disenchantment, disgust, disillusion, dread, empathy, enjoyment, envy, euphoria, excitement, fascination, fear, fury, gratitude, grief, guilt, happiness, hate, hope, horror, humility, irritation, jealousy, joy, loneliness, love, lust, optimism, pain, panic, passion, pleasure, pride, relief, remorse, repulsion, resentment, resignation, sadness, self-satisfaction, serenity, shame, shyness, sorrow, spite, surprise, sympathy, tenderness, terror, and triumph.

**Manipulation Checks.** The same manipulation checks as those in Study 3.1 were used in the present study. These were included to ensure that the perceived extent of harm experienced by residents of Lagos and the sense of collective responsibility felt by participants were manipulated as intended.

**Procedure**

Participants were informed that the study was designed to help understand how people ascribe emotions to different groups of individuals. After reading the information sheet, participants were asked to indicate their consent to participation. Brief demographic questions followed, including gender identity, age, political orientation, and checks for inclusion criteria.

All participants then completed the emotion humanness and emotion valence ratings for each of the 64 emotions. Half of the sample completed the humanness ratings first, and half completed the valence ratings first. In both the humanness and the valence rating tasks, participants responded to a total of 65 items. These were the 64 randomised emotion items
and one attention check item, which always appeared approximately halfway through. The 65 items were displayed in blocks of 17 items at a time, with the final block containing 14 items for both the humanness and valence rating tasks. Participants then completed the filler task before moving on to the experimental stimuli for the study, the vignettes. The procedure for the section of this study involving vignettes was identical to that of Study 3.1.

After the vignettes, all participants were asked to respond to the outgroup emotion typicality block. After completing the outgroup emotion typicality ratings, participants could provide optional feedback and were debriefed before finishing the study. Participation took an average of 19 minutes.

3.5.2. Results

Manipulation Checks

The Perceived Extent of Harm. A one-way between-subjects ANOVA revealed a significant difference in the perceived extent of harm experienced by residents of Lagos as a result of climate change, $F(2, 249) = 35.996$, $p < .001$, $\eta^2 = .22$. Post hoc comparisons indicated no significant difference between the harm responsible ($M = 89.5$, $SE = 1.81$) and harm not responsible conditions ($M = 91.9$, $SE = 1.81$), $p = 1$, 95% CI [-8.56, 3.80]. However, the perceived extent of harm was significantly lower in the no harm condition ($M = 72.0$, $SE = 1.81$) than in either the harm responsible condition, $p < .001$, 95% CI [-23.72, -11.36], or the harm not responsible condition, $p < .001$, 95% CI [-26.10, -13.74]. Participants in the two harm conditions tended to rate the perceived extent of harm about 19 points higher on the 100-point scale than those in the no harm condition. Therefore, the perceived extent of harm was manipulated as intended between conditions in Study 3.3, as illustrated in the right panel of Figure 6.

Sense of Collective Responsibility. A one-way between-subjects ANOVA revealed a significant difference between conditions in the extent to which participants felt a sense of collective responsibility for the harm caused by climate change, $F(2, 249) = 9.854$, $p = < .001$, $\eta^2 = .07$. Post hoc comparisons revealed that participants in the harm responsible condition
felt significantly more collective responsibility for the harm ($M = 60.2, SE = 2.60$) than did those in the harm not responsible condition ($M = 48.7, SE = 2.60$), $p = .006$, 95% CI [2.66, 20.37] and those in the no harm condition ($M = 44.4, SE = 2.60$), $p < .001$, 95% CI [6.91, 24.62]. There was no significant difference in collective responsibility between the harm not responsible and no harm conditions, $p = .745$, 95% CI [-.61, 13.11]. Participants in the harm responsible condition tended to rate their sense of collective responsibility for the harm experienced by residents of Lagos about 12 points higher on the 100-point scale than those in the harm not responsible condition. Thus, participants’ sense of collective responsibility was manipulated as intended between conditions in Study 3.3, as seen in the right panel of Figure 7.

**Emotion Ratings**

Before conducting the main analyses, we checked whether emotion humanness and valence correlated. There were no significant correlations between ratings of emotion humanness and emotion valence in the harm responsible condition, $r = -.030, p = .814$; the harm not responsible condition, $r = -.062, p = .628$; or the no harm condition, $r = -.030, p = .817$. Thus, we did not need to control for potential effects of valence when examining the relationships between outgroup typicality and emotion humanness, and it was not necessary to control for potential effects of humanness when examining the relationships between outgroup typicality and emotion valence.

**Testing for Infrahumanization Following Harm.** A series of three linear regressions were conducted in which the relationship between emotion humanness and outgroup emotion typicality ratings was examined. The first model measured the relationship in the harm responsible condition, for which Bitterness was identified as highly influential using Cook's distance and, thus, omitted (leaving a final $N = 63$). A significant negative relationship for the harm responsible condition was found, $F(1, 61) = 5.667, b = -.128, p = .02$, $R^2 = .09$. The second model measured the relationship in the harm not responsible condition, with Bitterness, Disenchantment and Disillusion identified as being highly influential and, therefore,
omitted (leaving a final $N = 61$). A significant negative relationship was also found for the harm not responsible condition, $F(1, 59) = 7.84$, $b = -0.202$, $p = .007$, $R^2 = .12$.

The third model measured the relationship in the no harm condition, for which Optimism and Terror were excluded because they were identified as highly influential (leaving a final $N = 62$). A significant negative relationship between emotion humanness and outgroup emotion typicality ratings was also found in the no harm model, $F(1, 60) = 5.168$, $b = -0.150$, $p = .027$, $R^2 = .08$. In all three of the conditions, the more human an emotion was, the less residents of Lagos were seen as typically experiencing it.

Our main question of interest was whether the regression coefficients differed significantly between conditions. Fisher's $Z$ transformations were performed using the cocor independent groups function in RStudio. These tests revealed no significant difference in the slopes between the harm responsible model ($b = -0.128$, $N = 63$) and harm not responsible model ($b = -0.202$, $N = 61$), $z = 0.413$, $p = .68$, Cohen's $q = .08$. Additionally, no difference in the relationship was found between the no harm model ($b = -0.150$, $N = 62$) and the harm responsible model ($z = 0.122$, $p = .90$, Cohen's $q = .02$), or between the no harm and harm not responsible models ($z = 0.291$, $p = .77$, Cohen's $q = .05$). The extent to which perceptions of emotion humanness predicted outgroup emotion typicality ratings did not significantly differ between the three harm conditions. We did not replicate prior work, which suggests that outgroup members are seen as experiencing uniquely human emotions to a lesser extent when a sense of collective responsibility for harming them is elicited, compared to when it is not. The three models with emotion humanness as the predictor and outgroup emotion typicality as the outcome are plotted in Figure 10.
Figure 10. Results of Study 3.3: Testing for infrahumanization following harm

The three regression models with emotion humanness as the predictor and emotion typicality for outgroup members (residents of Lagos) as the outcome are displayed. The small negative relationship between these variables did not differ between the three conditions.

Testing for Negative Affect when Harmed. We ran another series of three linear regressions to test our alternative explanation whereby outgroup members are seen as experiencing negative emotions to a greater extent when they are perceived as being harmed than when they are not. In each model, emotion valence was entered as the predictor and outgroup emotion typicality ratings as the outcome. The first regression model measured the relationship in the harm responsible condition, for which the emotions Guilt, Shame, and Love were identified as highly influential to the model and omitted (leaving a final $N = 61$).

A significant negative relationship was found in the harm responsible model, $F(1, 59) = 52.51, b = -.198, p < .001, R^2 = .47$. The second model measured the relationship
in the harm not responsible condition, with Guilt, Love, and Shame again identified as a highly influential and omitted (leaving a final \(N = 61\)). A significant negative relationship was also found for the harm not responsible model, \(F(1, 59) = 116.3, b = -.314, p < .001, R^2 = .66\). In the third model, the no harm model, the emotions Euphoria, and Grief were identified as highly influential and omitted (leaving a final \(N = 62\)). Unlike the two harm models, a significant positive relationship between emotion valence and outgroup emotion typicality ratings was found in the no harm model, \(F(1, 60) = 283.9, b = .329, p < .001, R^2 = .83\).

A Fisher's Z transformation was performed using the cocor independent groups function in RStudio to test whether the relationship between emotion valence and the perceived typicality of emotions in residents of Lagos significantly differed between the two harm conditions and the no harm condition. The difference between the negative relationship in the harm responsible model \((b = -.198, N = 61)\) and the positive relationship in the no harm model \((b = .329, N = 61)\) was significant, \(z = 2.934, p = .003, Cohen's q = .54\). A significant difference was also found between the negative relationship in the harm not responsible model \((r = -.314, N = 61)\) and the positive relationship in the no harm model, \(z = 3.609, p < .001, Cohen's q = .67\). As predicted, participants rated outgroup members as typically experiencing negative emotions to a greater extent, and positive emotions to a lesser extent, when seen as experiencing harm compared to when they are not. No significant difference was found between the harm responsible and harm not responsible models, \(z = .672, p = .502, Cohen's q = .13\). The three regression models with emotion valence as the predictor and outgroup emotion typicality as the outcome are plotted in Figure 11.

When testing for both infrahumanization following harm and negative affect when harmed, the same results as those reported were found when all 64 emotions were included in the regression models, when any emotion identified as highly influential in one model was removed from all three models \((N = 59 \text{ in all models})\), and when performing Fisher's Z transformations on respective Pearson correlation coefficients rather than regression coefficients. Results for these alternative analyses are reported in Appendix B: Supplementary Materials for Chapter 3.
The three regression models with emotion valence as the predictor and emotion typicality for outgroup members (residents of Lagos) as the outcome are displayed. As predicted, a negative relationship emerged in both the harm responsible and harm not responsible conditions, with each found to differ significantly from the positive relationship that emerged in the no harm condition.

**Figure 11.** Results of Study 3.3: Testing for negative affect when harmed

The three regression models with emotion valence as the predictor and emotion typicality for outgroup members (residents of Lagos) as the outcome are displayed. As predicted, a negative relationship emerged in both the harm responsible and harm not responsible conditions, with each found to differ significantly from the positive relationship that emerged in the no harm condition.

### 3.5.3. Study 3.3 Discussion

Despite having a more sensitive design than in Studies 3.1 and 3.2, we again found no evidence that feeling collective responsibility for harm induces infrahumanization of the outgroup. Again, we found evidence for an alternative pattern of emotion attribution that aligned with the results of Studies 3.1 and 3.2. As predicted, we found that outgroup members
were seen as experiencing negative emotions to a greater extent and positive emotions to a lesser extent when harm against them was made salient.

### 3.6. Chapter 3 General Discussion

Previous research has suggested that subtle dehumanization can occur as an outcome of, or response to, intergroup harm. Castano and Giner-Sorolla (2006) and Čehajić et al. (2009) each reported that participants are more likely to deny members of a group uniquely human emotions when they believe their ingroup to be responsible for harming them. Across three well-powered and pre-registered studies, we sought to measure whether these influential findings replicate in two new intergroup contexts: the harm caused by climate change and the harm caused by fast fashion. In all three studies, we manipulated the extent to which UK residents felt responsible for the harm caused to another group. In Studies 3.1 and 3.2, we presented participants with 16 emotions that varied in how human they are perceived to be and how positive they are to experience. We found no evidence for the hypothesis that feeling responsible for harm reduces the extent to which participants attribute uniquely human emotions to outgroup members. Instead, we found evidence for a much simpler pattern of emotion attribution. When the harm experienced by a group was made salient, participants believed members of that group typically experience more negative and less positive emotions, regardless of emotion humanness and their sense of collective responsibility.

One plausible reason for failing to replicate previous findings is that we used an insufficiently sensitive design. In Studies 3.1 and 3.2, we broadly followed the methods of Čehajić et al. (2009). Like almost all studies on infrahumanization, Čehajić and colleagues presented participants with a relatively small number of emotions (16) that varied categorically in perceived humanness and valence. While this approach is prevalent in the empirical literature (Azevedo et al., 2021; Cuddy et al., 2007; Delgado et al., 2009; Delgado Rodríguez et al., 2012; Enock et al., 2021b; Kteily et al., 2015; Rodríguez-Pérez et al., 2011; Vaes et al., 2002, 2003; Wohl et al., 2012), it has recently been criticised as potentially obscuring evidence...
for subtle dehumanization such as infrahumanization effects (Enock & Over, 2022; Vaes, 2023).

In Study 3.3, we utilised a design incorporating many emotions in a manner more similar to that used by Castano and Giner Sorolla (2006). In this study, we asked participants to rate 64 emotions along the dimensions of humanness, valence, and typicality of the outgroup. We then compared the strength of the relationship between these variables between conditions. The same participants who responded to the dependent variable provided the humanness and valence scores, with mean scores reflecting their subjective categorisation of each emotion. This design feature helps to avoid inconsistency in how human or valenced an emotion is considered should pre-test data from a different sample group be used. Such inconsistency is likely, considering the subjectivity and inconsistency in how emotions are categorised even between published pieces of infrahumanization research. For example, *disgust* is treated as uniquely human by DeLuca-McLean and Castano (2009) but as a shared emotion by Prati and Giner-Sorolla (2018). As Castano and Giner-Sorolla (2006) noted, using continuous variables also allows for more emotions to be included in the measures (p. 806), providing more reliable mean scores for each emotion variable. Thus, this approach allowed us to test our hypotheses using more representative variable data compared to a factorial design with pre-collected variable data, which is standard in infrahumanization research.

However, the design of Study 3.3 treats the data as correlational within each condition. Thus, continuous variables do not necessarily improve the ability to infer causal associations between emotion humanness or valence and emotion attribution. To avoid an overly complex design, we did not include a between-subjects manipulation regarding the influence different levels of emotion humanness, or valence might have. Future research could incorporate such a between-subject manipulation into a similar design to help infer possible causal effects in the perception of harmed outgroup members’ emotional experiences. Nevertheless, we found no evidence that participants were more likely to infrahumanize the outgroup in the harm responsible condition, allowing us to conclude that the causal effect of collective responsibility for harm on the perceived emotional experiences of harmed outgroup members is limited,
challenging the claims of Castano and Giner-Sorolla (2006) and Čehajić et al. (2009). Instead, converging with the results of Studies 3.1 and 3.2, we found that participants perceive outgroup members as experiencing negative emotions more strongly when harm they have experienced is made salient.

It is interesting to consider why we did not observe the same emotion attribution trends reported by Castano and Giner-Sorolla (2006) and Čehajić et al. (2009). One possibility is that infrahumanization following harm may occur in some intergroup contexts but not others. Castano and Giner-Sorolla (2006) tested their hypothesis with the harm committed by humans against hypothetical aliens and the real-world harm inflicted on Indigenous Americans and Aboriginal Australians by European colonisers. Čehajić et al. (2009) tested their hypothesis in the contexts of the Serbian genocide against Bosnian Muslims in the 1990s and the colonial harm inflicted by Europeans on Indigenous Chileans in colonial times. On the other hand, we tested our hypotheses with the more contemporary contexts of harm caused to people by climate change and exploitation in fast fashion supply chains. These are contexts often mentioned in the media and may feel more current, tangible, and relatable to people. Indeed, these are cases of ongoing suffering and exploitation that many individuals actively and frequently contribute to today.

Despite our manipulation checks having broadly demonstrated that the perceived harm and sense of collective responsibility for harm were manipulated between participant conditions as intended, further contextual differences might explain why the previously reported effects failed to replicate. It would be interesting for future research to investigate these possible differences (e.g., the impact of past harm compared to ongoing harm on intergroup perceptions) and in which contexts infrahumanization following harm is more likely to occur. As we only tested for infrahumanization, examining other forms of dehumanization in post-harm intergroup contexts would be an interesting avenue for future research. For example, it remains possible that while infrahumanization might not occur, explicit or linguistic dehumanization or a denial of human rights and equal status, as described by Luft (2015, 2019) and Smith (2011, 2020, 2021b), could emerge in post-harm contexts.
It is worth pointing out that while the results of Castano and Giner-Sorolla (2006) and Čehajić et al. (2009) are regularly cited as evidence for the claim that infrahumanization follows harm, some of the results they report are not especially strong. For example, the crucial interaction between the humanness of the emotion terms and conditions reported by Castano and Giner-Sorolla (2006) is statistically significant in their Study 2 but only marginally significant in Study 1, reported as “p < .06” (p. 808). In Čehajić et al. (2009), the results are considerably weaker. The crucial interaction between group membership and emotion attribution is marginally significant in their Study 1 (p = .08) and nonsignificant in Study 2 (p = .83). Against what is widely considered statistically appropriate, the authors break down these nonsignificant interactions into simple comparisons and report the pattern of results that they predicted. Thus, there may be many intergroup contexts in which these small effects are difficult, or even impossible, to detect.

A trend observed in Study 2 of Castano and Giner-Sorolla (2006) that we also found in our Study 3.2 is that in all conditions, the more uniquely human an emotion is considered to be, the less outgroup members were seen as typically experiencing it. The reason for this trend remains unclear, and any suggestion as to why it occurred beyond the specific constructs examined remains speculative. One possibility is that this result suggests the overall infrahumanization of the outgroup. However, as neither of these studies included a measure of ingroup emotion attribution, we cannot rule out the possibility that the pattern of emotion attribution would be similar for ingroups and outgroups. Similarly, trends associated with the impact of emotion valence on emotion perception might also have benefitted from ingroup measures alongside the outgroup measures. For instance, we found in Study 3.3 that the more negative an emotion was, the less typical of outgroup members participants in the no harm condition considered it to be. The vignette in this condition focused on socio-economic aspects of life for residents of Lagos without mentioning harm, instead detailing the strong local industries and recreational activities. Focusing on such details might have portrayed a somewhat unbalanced or idealistic image of their experience, leading participants to see residents of Lagos as generally experiencing more positive and less negative emotions.
Perhaps a vignette that encourages no relationship between emotion valence and outgroup emotion attribution would have been a better comparison point, which future research should consider in such designs. While infrahumanization theory (Leyens et al., 2000, 2001) does not make predictions specifically concerning the perceived valence of outgroup members’ emotions, comparisons to ingroup emotion attribution measures might have also shed light on such trends. Perhaps the interaction between emotion humanness and valence might have revealed different results for ingroup members, with the comparison to outgroup perceptions providing possible evidence for infrahumanization or more evidence for our alternative hypothesis. It would be valuable to explore these questions further in future research.

In Studies 3.1 and 3.2, outgroup members were seen as experiencing negative uniquely human emotions to a lesser extent than negative shared emotions. This pattern could be due to several factors. It is possible that within the emotion selection of Čehajić and colleagues (2009) used in both studies, the negative shared emotions and negative uniquely human emotions might not be equivalent in terms of how negative they are perceived. Research suggests people tend to minimise or underestimate outgroup members' pain and negative emotional experiences (Riva & Andrighetto, 2012) due to limited motivation to empathise with outgroup members relative to ingroup members (Cikara et al., 2017). Batson & Ahmad (2009) also suggest that people are less likely to detect and attend to another's suffering when the victim is distant in space, time, or kinship or belongs to a different racial, political, or social group (as cited by Cikara et al., 2017). This research highlights the need for equivalence between the emotion categories in terms of their valence, as the observed trend could be due to the negative uniquely human emotions being more negative than the shared negative emotions.

The negative shared emotions might also have seemed more applicable to the context when judging the emotional experiences of harmed outgroup members than the negative uniquely human emotions. Gray & Wegner (2009) argue for the importance of moral agency in emotion perception, whereby moral agents cause a moral event, and moral patients experience its effects. This consideration is highly relevant to the intergroup contexts we
examined, where the target outgroups are disproportionate victims of harm and not the perpetrators. Thus, it could be argued that experiencing the negative uniquely human emotions in this selection, particularly shame, guilt, and remorse, might imply moral agency in the situation and, thus, are not as applicable to victims of climate change or fast fashion exploitation as the less agentic shared negative emotions like sadness, anger, or fear (see Russell & Fehr, 1994). However, we can only speculate why such a trend emerged, as our designs did not include measures of ingroup emotion attribution, empathy, or the perceived moral agency of the emotions included in our studies. Further research could examine the role of these variables in such designs, which could help to explain the trend of harmed outgroup members being seen as experiencing negative emotions to a lesser extent when they are uniquely human than when they are shared with other species.

Further research is also needed to address the replicability issues we encountered when examining apparent infrahumanization following harm and to help clarify the explanatory value of social-psychological models of dehumanization in post-harm intergroup contexts. Importantly, we are not questioning whether dehumanization can sometimes occur more broadly as a response to harm. Many theorists, including Smith (2011, 2021) and Luft (2015, 2019), have suggested that dehumanization may occur as a means by which to justify harm. Broadly in line with this view, perpetrators of harm sometimes refer to their victims as less than human in qualitative interviews (Hatzfeld, 2003). Instead, we suggest that the extent to which dehumanization following harm reveals itself as a denial of uniquely human emotions may be less widespread than often assumed. Given the real-world importance of understanding the motivations and psychological processes involved in intergroup hostility and harm, social psychology must rely on valid and replicable findings going forward.
Chapter 4: Infrahumanization or Intergroup Preference?

4.1. Abstract

According to infrahumanization theory, people perceive members of outgroups to experience uniquely human emotions (e.g., nostalgia, empathy) to a lesser extent than members of their ingroup. Recently, however, this view has been critiqued. Enock et al. (2021b) presented empirical work to show that intergroup preference might better explain what appeared to be evidence for infrahumanization. Participants attribute prosocial emotions more strongly to their ingroup but antisocial emotions more strongly to their outgroup. Importantly, they do so regardless of whether these emotions are perceived to be uniquely human. These results, however, have proved controversial. One source of ambiguity is that most studies testing infrahumanization use a small number of emotion terms. It is thus unclear whether, where observed, effects apply to emotions in general or just to the select number of emotions chosen as stimuli. I pitted infrahumanization theory against the intergroup preference account in an improved design that incorporated 68 emotions in total (17 per condition). In both intergroup contexts investigated, I found that apparent evidence for infrahumanization is better explained by intergroup bias. Implications for broader psychological research on dehumanization and intergroup prejudice are discussed.
4.2. Introduction

In this chapter, I present work concerning infrahumanization theory (Leyens et al., 2000, 2001). According to this influential theory, individuals are thought to attribute uniquely human emotions more strongly to their ingroup than to outgroups. Uniquely human emotions are complex and long-lasting emotions that we assume other animals do not experience, such as *nostalgia, optimism, sympathy*, and *empathy*. On the other hand, emotions that we assume are shared by humans and other animals are fleeting and grounded in contextual instinct, such as *joy, fear, sadness*, and *anger*. Apparent evidence for infrahumanization has been found for a wide range of target outgroups, including women (Gaunt, 2013; Viki & Abrams, 2003), refugees (Azevedo et al., 2021; Bruneau et al., 2018), other nationalities (Leyens et al., 2003; Paladino et al., 2004; Viki & Calitri, 2008), people with disabilities (Capozza et al., 2016; Rodríguez et al., 2016), in minimal group contexts (Demoulin et al., 2009; Simon & Gutsell, 2020), and contexts of intergroup conflict (Andrighetto et al., 2012; Tam et al., 2008).

In recent years, several criticisms have been made regarding the theoretical models and methodologies used in dehumanization research (Bloom, 2017, 2022; Lang, 2010, 2020; Manne, 2016; Over, 2021a, 2021b; Rai et al., 2017; Smith, 2016, 2023). One source of criticism is the methodological shortcomings of the stimuli used to measure a dehumanizing perception of outgroup members. Over (2021a, 2021b) notes that when measuring subtle forms of dehumanization, such as infrahumanization, previous research has relied on measuring prosocial or desirable aspects of humanity. For example, uniquely human emotions frequently incorporated into previous research include *hope, optimism, admiration, remorse, compassion*, and *love*. Moreover, there is a noticeable omission of antisocial or undesirable aspects of humanity in the empirical literature on infrahumanization. As a result of this confound, we cannot disentangle evidence of subtle dehumanization from evidence of an intergroup bias, whereby one might attribute more desirable aspects of humanity to their ingroup and less desirable aspects of humanity to the outgroup.

Enock and colleagues (2021b) pitted infrahumanization theory against an alternative intergroup preference account by incorporating stimuli that were perceived to be uniquely
human but antisocial (e.g., contempt, scorn) into the stimulus set alongside uniquely human emotions that were prosocial (e.g., humility, hope). Across seven intergroup contexts, the researchers’ findings demonstrated that initial evidence of infrahumanization was better explained by intergroup preference once emotional sociality was considered. Their participants saw members of their ingroup as experiencing prosocial uniquely human emotions more than outgroup members. Crucially, however, they saw outgroup members as experiencing antisocial uniquely human emotions more strongly than ingroup members. Enock and Over (2022) provided further evidence of the confounding influence of emotion sociality on apparent infrahumanization effects. They showed that a lesser attribution of prosocial emotions (and a greater attribution of antisocial emotions), rather than a lesser attribution of uniquely human emotions, predicted reduced prosocial behaviour towards the target.

These results, however, have proved controversial. A methodological limitation of much previous research on subtle forms of dehumanization is that a small number of emotion terms tend to be included in the stimulus set (Enock & Over, 2022; Vaes, 2023). Vaes (2023) notes that the presence or absence of one particular emotion in a category with only two or three others might be an unreliable method of differentiating between uniquely human or shared aspects of humanity, and likewise, whether they are prosocial or antisocial. It is worth noting here that while only three or four items were used in each emotion category in previous work (Enock, Tipper, et al., 2021; Enock & Over, 2022, 2023a), all of the emotions included showed a broadly consistent pattern of attribution within categories across many intergroup contexts, suggesting the effects are not overly limited in generalisability. However, the emotion items were chosen as the most exemplary of each category (e.g., prosocial uniquely human emotions, antisocial emotions shared with other animals). Each emotion category contained emotions closer to the extreme ends regarding how uniquely human or shared with animals and how prosocial or antisocial they are. Therefore, the effects found in this work that challenge previous infrahumanization findings warrant further investigation across a wider spread of emotion stimuli.
In order to address this critique, we sought to pit the predictions of infrahumanization theory (Leyens et al., 2000, 2001) against an intergroup preference account (Enock et al., 2021b; Over, 2021a) in an improved design incorporating considerably more emotions into the stimulus set. Whereas previous research typically used between 6 and 18 emotions (two to four emotions per condition, e.g., Demoulin et al., 2004; Prati & Giner-Sorolla, 2018; Vaes et al., 2003), we chose 68 emotions (17 per condition). These emotions vary in terms of whether they are considered uniquely human or shared with other species and whether or not they are generally considered prosocial or antisocial. Infrahumanization theory predicts that, in this improved design, participants will attribute uniquely human emotions more strongly to their ingroup than their outgroup, regardless of whether those emotions are prosocial or antisocial. According to this view, there should be no difference in the attribution of emotions shared with other species to the ingroup and the outgroup. The intergroup preference account predicts that participants will attribute prosocial emotions more strongly to their ingroup and antisocial emotions more strongly to their outgroup regardless of whether or not they are uniquely human. In principle, both effects could occur in parallel; we may observe evidence of infrahumanization and intergroup preference. We tested these different hypotheses in two intergroup contexts.

The intergroup context we examined in Study 4.1 was that of UK nationals and immigrants to the UK. It is widely claimed that immigrants are a social group that is often the target of dehumanizing language and treatment, which is seen as a global social issue (Amnesty International, 2021; United Nations, 2018, 2020). At the individual level, social-psychological literature has suggested that immigrants may be seen as less human by the majority group members of the host society (Esses et al., 2008; Hodson & Costello, 2007; Kteily & Bruneau, 2017; Markowitz & Slovic, 2020, 2021; Utych, 2018). Research has also suggested that immigrants are vulnerable to infrahumanization (Banton et al., 2020; Prati et al., 2016). Dehumanizing narratives when discussing immigrants have grown to permeate mainstream media and political discussions in the UK, particularly about asylum seekers (Lazović, 2021; Webber, 2023).
In Study 4.2, we examined British people’s perceptions of the emotional experiences of Irish Travellers, an ethnic minority group native to Ireland with an estimated population of 300,000 in the UK. Also known as Gypsy Travellers, Pavees, or Mincéirs, members of this group face a distinct form of racism known as antigypsyism that is also experienced by groups across Europe, such as the Romani, Sinti, Sami, and Scottish Travellers. Antigypsyism maintains a homogenising and vilifying perception of these groups in society, in turn leading to systemic discrimination, stigma, and violent practices towards them (Alliance Against Antigypsyism, 2017; Ljujic et al., 2012). Antigypsyism has been referred to as "a form of dehumanization and institutional racism nurtured by historical discrimination" by the European Commission Against Racism and Intolerance (2020, p. 3). Media portrayals of Irish Travellers in the UK have also been colloquially referred to as dehumanizing (Cojocaru, 2022; Murray, 2020). Empirical work has demonstrated how other groups collectively labelled as “Gypsies” tend to be blatantly dehumanized (Kteily et al., 2015; Tileagă, 2007) as well as subtly dehumanized (Dalsklev & Kunst, 2015; Kteily et al., 2015; Marcu & Chryssochoou, 2005; Martínez et al., 2012; Miranda et al., 2014) by majority group members in UK and other European societies. Thus, examining whether infrahumanization accurately captures the forms of bias members of the Irish Traveller community face is an urgent matter for social-psychological research.

We restricted our sample to people with right-wing political views in both studies. UK nationals who vote on the right of the political spectrum tend to have less favourable views of immigration in general (Banton et al., 2020; Richards et al., 2023). Research has also demonstrated that right-leaning individuals tend to score higher in both right-wing authoritarianism (Altemeyer, 1981) and social dominance orientation (Sidanius & Pratto, 1999), both of which have been linked to higher rates of antigypsyism and general prejudice towards marginalised groups (Duckitt & Sibley, 2007; Todosijević & Enyedi, 2002; Zick et al., 2011). Other research suggests that right-leaning individuals might be more likely to infrahumanize members of a threatening outgroup (Sánchez & García, 2016). Thus, including right-leaning political orientation as an inclusion criterion for participants should provide the
best opportunity to provide evidence for infrahumanization if it occurs (see also Crawford, 2012).

4.2.1. Note on Methods

All studies received ethical approval from the Psychology Departmental Ethics Committee at the University of York (Ethics ID no. 2264). All data was collected online. We created and administered the studies using Qualtrics (https://www.qualtrics.com) and recruited participants using Prolific (https://www.prolific.co). Independent samples were recruited for each study. Informed consent was obtained at the start of each session according to approved ethical guidelines. All studies were pre-registered on AsPredicted.com before commencing data collection. For each study, removing outlier cases (whose scores were >3 SD away from the mean) yielded the same results as when all data were included in analyses. Thus, the latter is reported for both Study 4.1 and Study 4.2. Participants were rewarded at an approximate rate of £9 per hour for all studies. Assumption testing and subsequent analyses were conducted using SPSS and RStudio. All post hoc tests were Bonferroni-corrected for multiple comparisons.

4.3. Study 4.1: Testing for Infrahumanization or Derogation of Immigrants to the UK

4.3.1. Method

Participants

A power analysis using MorePower 6.0.4 found a minimum sample size of 126 participants would allow us to detect an interaction with a medium effect size (partial eta squared .06) with an alpha of .05 and power of .80. The lower power of .85, compared to the .95 power in Studies 2.1A to 3.2, was chosen as a cost-effective way to collect enough data that would allow us to detect a medium effect. To allow for counterbalancing, we recruited 130 participants for this study. All participants were adult UK nationals born in the UK, currently residing in the UK, fluent in English, with a right-leaning political orientation and a minimal
approval rating of 95% on Prolific. The sample comprised 75 people who identified as male and 55 as female, with ages ranging from 19 to 77 ($M = 48.1$, $SD = 15.1$).

**Materials**

**Emotion Attribution.** A selection of 68 different emotion terms was made for the measures used in both studies. We made this selection based on pre-test data collected by Bunce and colleagues (2024), who compiled a list of 250 emotion terms used in previous research measuring infrahumanization. These researchers asked 200 participants to indicate the extent to which they think humans experience each emotion compared to other animals. The sliding scale participants used to rate each emotion's humanness ranged from 0 (*Shared with other species*) to 100 (*Uniquely human*). Bunce and colleagues also asked a separate sample of 200 participants to rate the same 250 emotions regarding how kind or unkind a person who typically experiences each emotion is likely to be. The sliding scale participants used to rate the sociality of each emotion ranged from 0 (*Extremely unkind*) to 100 (*Extremely kind*). Thus, an emotion was considered prosocial if rated on the higher end of this scale and antisocial if rated on the lower end.

In deciding which emotions to include in our measures out of the 250 taken from Bunce and colleagues' pre-test, we first omitted 16 emotions that less than 80% of the participants in the pre-test knew the definition of (such as *quandary* and *rancour*). These lesser-known emotion terms would likely have the same degree of unfamiliarity in our participant sample, which we wanted to avoid. We also omitted synonyms within the selection (e.g., *hope* was retained while *hopeful* was removed) and emotional terms we considered unclear or vague in their meaning (e.g., *sentiment, quiet*) or those that may have multiple interpretations (e.g., *humility*, as it could be interpreted as feeling humiliated or feeling humbled). Minor rephrasings were then made to ensure that emotion terms were in a noun format (e.g., *vengeful* was changed to *vengefulness*). These steps were taken to minimise the risk of emotion terms carrying grammatical inconsistency, repetition, or ambiguity within our selection.

We categorised the remaining emotion terms based on their respective mean scores along the dimensions of humanness and sociality. The resulting four emotion categories were
uniquely human prosocial emotions (e.g., modesty, empathy), uniquely human antisocial emotions (e.g., bitterness, pessimism), prosocial emotions shared with other animals (e.g., attachment, comfort), and antisocial emotions shared with other animals (e.g., aggression, possessiveness). Emotions with mean scores near the midpoint (50) for the humanness and sociality scales (e.g., lust, worry) were omitted from the selection at this point. Omitting these emotions that were considered neutral in terms of their humanness and sociality was necessary to allow our measures to reflect the factorial design widely used in infrahumanization research, whereby each emotion lay within one of the four emotion categories.

Omitting neutral emotions was also necessary to ensure that our final selection of emotions was balanced along the dimensions of humanness and sociality. Specifically, this meant that the categories of uniquely human prosocial emotions and uniquely human antisocial emotions did not differ in terms of humanness, nor did prosocial emotions shared with other animals and antisocial emotions shared with other animals. However, each uniquely human category was rated as significantly higher in humanness than the two shared categories. Similarly, the categories of uniquely human prosocial emotions and prosocial emotions shared with other animals did not differ in their average sociality ratings, nor did uniquely human antisocial emotions and antisocial emotions shared with other animals. However, each prosocial category was rated significantly higher in sociality than the two antisocial categories. We conducted two repeated measures ANOVAs on our initial selection of emotions, analysing trends in emotion humanness and emotion sociality mean scores between the four emotion categories. We then substituted emotions until the desired relationships between the four categories were confirmed with as large a selection of emotions as possible. Our final selection of 68 emotions (17 per emotion category) was balanced in terms of emotion humanness and emotion sociality as intended, with the full selection listed in Table 1.
Table 1. The selection of 68 emotions used in Studies 4.1 and 4.2

<table>
<thead>
<tr>
<th>Uniquely Human Prosocial</th>
<th>Uniquely Human Antisocial</th>
<th>Shared Prosocial</th>
<th>Shared Antisocial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admiration</td>
<td>Animosity</td>
<td>Adoration</td>
<td>Abandonment</td>
</tr>
<tr>
<td>Elation</td>
<td>Bitterness</td>
<td>Affection</td>
<td>Aggression</td>
</tr>
<tr>
<td>Empathy</td>
<td>Contempt</td>
<td>Attachment</td>
<td>Agitation</td>
</tr>
<tr>
<td>Enchantment</td>
<td>Deceit</td>
<td>Attraction</td>
<td>Anger</td>
</tr>
<tr>
<td>Gratitude</td>
<td>Disdain</td>
<td>Comfort</td>
<td>Annoyance</td>
</tr>
<tr>
<td>Hope</td>
<td>Disenchantment</td>
<td>Contentment</td>
<td>Frustration</td>
</tr>
<tr>
<td>Humility</td>
<td>Disillusionment</td>
<td>Delight</td>
<td>Fury</td>
</tr>
<tr>
<td>Inspiration</td>
<td>Envy</td>
<td>Desire</td>
<td>Greed</td>
</tr>
<tr>
<td>Joviality</td>
<td>Hatred</td>
<td>Enjoyment</td>
<td>Hostility</td>
</tr>
<tr>
<td>Modesty</td>
<td>Horror</td>
<td>Excitement</td>
<td>Impatience</td>
</tr>
<tr>
<td>Nostalgia</td>
<td>Pessimism</td>
<td>Fascination</td>
<td>Irritation</td>
</tr>
<tr>
<td>Optimism</td>
<td>Resentment</td>
<td>Happiness</td>
<td>Possessiveness</td>
</tr>
<tr>
<td>Passion</td>
<td>Scorn</td>
<td>Joy</td>
<td>Rage</td>
</tr>
<tr>
<td>Remorse</td>
<td>Shamelessness</td>
<td>Love</td>
<td>Ruthlessness</td>
</tr>
<tr>
<td>Repentance</td>
<td>Spite</td>
<td>Peacefulness</td>
<td>Tension</td>
</tr>
<tr>
<td>Sympathy</td>
<td>Vengefulness</td>
<td>Pleasure</td>
<td>Terror</td>
</tr>
<tr>
<td>Wonder</td>
<td>Wrath</td>
<td>Trust</td>
<td>Unhappiness</td>
</tr>
</tbody>
</table>

Notes: Shared Prosocial = Prosocial emotions shared with other animals; Shared Antisocial = Antisocial emotions shared with other animals.

Ingroup Emotion Ratings. Each participant was asked to indicate how strongly they thought a typical UK national feels each of the 68 emotions. For example, "How strongly do you think a typical UK national feels excitement?". Participants responded using an unmarked sliding scale for each emotion item that ranged from 0 (Not at all) to 100 (Very Strongly), with the sliders initially fixed at the midpoint (‘Somewhat’).

Outgroup Emotion Ratings. Participants were asked to indicate the extent to which they thought a typical immigrant to the UK felt each of the 68 emotions. For example, "How strongly do you think a typical immigrant to the UK feels contempt?". Participants responded to each item using the same unmarked sliding scale as with ingroup emotion ratings.
Attention Check. An attention check appeared roughly halfway through the items in both the ingroup emotion rating and outgroup emotion rating scales. Each attention check instructed participants to move the slider all the way to one end of the scale (e.g., *This is an attention check, please indicate 'Not at all'*). Responses within 20 points of the instructed end of the scale were accepted to accommodate the visual layout of the labels on the sliding scale.

Explicit Dehumanization. Participants were asked to respond to the 'Ascent of Human' scale (Kteily et al., 2015). This involved rating both ingroup members and outgroup members separately in terms of how evolved they are. Participants were presented with an image of five silhouettes, each depicting a stage of human evolutionary development, progressing from a primitive ape-like humanoid at one side of the image to a fully developed modern human at the opposite side. Participants were given the following instruction for the explicit dehumanization measure of ingroup members: "People can vary in how human-like they seem. Some people seem highly evolved, whereas others seem no different than lower animals. Using the image below, indicate with the slider how evolved you consider UK nationals (who were born and currently reside in the UK) to be". The instruction for the measure of explicit dehumanization of outgroup members was the same, apart from the final sentence, which read "Using the image below, indicate with the slider how evolved you consider immigrants to the UK to be". In line with Kteily and colleagues (2015), members of an outgroup (immigrants) are considered to be explicitly dehumanised if they are rated significantly lower on the ‘Ascent of Human’ scale (i.e., less evolved) than members of the participant ingroup (UK nationals).

Design

Study 4.1 had a 2 (group: ingroup and outgroup) X 2 (emotion humanness: uniquely human and shared with other animals) X 2 (emotion sociality: prosocial and antisocial) within-subjects design. Data were analysed using a repeated measures ANOVA. Counterbalancing ensured that half of the participants responded to ingroup emotion ratings then outgroup emotion ratings, and half responded to outgroup emotion ratings followed by ingroup emotion ratings. The order in which the ingroup and outgroup explicit dehumanization scales were
presented corresponded with the counterbalanced order of the ingroup and outgroup emotion ratings. Therefore, half of the participants rated ingroup members followed by outgroup members on the ‘Ascent of Human’ scale, and the other half responded in the opposite order.

**Procedure**

The study was published on Prolific with the title “Social aspects of emotion perception” and a link to the Qualtrics survey. The study description informed interested individuals that it was designed to help us understand how people ascribe emotions to different groups of individuals and gave a brief outline of the procedure, payment, and inclusion criteria to take part. Once participants opened the survey, a detailed information page was provided before they were asked to provide their informed consent to participate in the study. Participants were asked to respond to a few demographic questions and checks for inclusion criteria before progressing to the ingroup and outgroup emotion ratings. After these emotion attribution scales, participants were asked to respond to the measures of explicit dehumanization of ingroup and outgroup members. At the end of the study, participants were debriefed and allowed to provide feedback. They were then redirected to Prolific to submit their data and receive financial payment for their participation. Participation took an average of 11.25 minutes to complete.

4.3.2. Results

**Emotion Attribution**

We conducted a 2 (group: ingroup and outgroup) X 2 (emotion humanness: uniquely human and shared with other animals) X 2 (emotion sociality: prosocial and antisocial) repeated measures ANOVA to examine the competing hypotheses from infrahumanization theory (Leyens et al., 2000, 2001) and the intergroup preference account (Enock et al., 2021a; Over, 2021a).

There was a significant main effect of group $F(1, 129) = 5.655, p = .019, \eta_p^2 = .04$, whereby a typical UK national was seen as feeling emotions more strongly overall ($M = 53.8, SE = 0.69$) than a typical immigrant to the UK ($M = 52.4, SE = 0.63$). A significant main effect
of emotion humanness was also observed $F(1, 129) = 255.180, p < .001, \eta^2_p = .66$. Emotions shared with other animals ($M = 55.7, SE = 0.60$) were seen as being felt more strongly than uniquely human emotions ($M = 50.4, SE = 0.61$) overall. No significant main effect of emotion sociality was found, $F(1, 129) = 1.528, p = .219, \eta^2_p = .01$.

A significant two-way interaction was found between group and emotion humanness, $F(1, 129) = 23.43, p < .001, \eta^2_p = .15$. However, simple comparisons did not follow the pattern predicted by infrahumanization theory. There was no significant difference in participant ratings of how strongly participants thought a typical UK national felt uniquely human emotions ($M = 50.4, SE = 0.74$) compared to a typical immigrant ($M = 50.4, SE = 0.67$), $p = .965, 95\% CI [-1.36, 1.42], \eta^2_p < .001$. Participants tended to rate a typical UK national as feeling emotions shared with other animals more strongly ($M = 57.1, SE = 0.70$) than a typical immigrant ($M = 54.3, SE = 0.66$), $p < .001, 95\% CI [1.58, 4.09], \eta^2_p = .14$.

As predicted by our intergroup preference hypothesis, there was a significant two-way interaction between group and emotion sociality, $F(1, 129) = 20.926, p < .001, \eta^2_p = .14$. Participants tended to rate a typical member of their ingroup, UK nationals, as feeling prosocial uniquely human emotions more strongly ($M = 57.7, SE = 1.21$) than a typical member of the outgroup, immigrants to the UK ($M = 50.6, SE = 1.17$), $p < .001, 95\% CI [4.48, 9.60], \eta^2_p = .19$. Antisocial emotions were rated as being felt by a typical immigrant ($M = 54.1, SE = 1.27$) more strongly than a typical UK national ($M = 49.9, SE = 1.34$), $p = .004, 95\% CI [-7.01, -1.34], \eta^2_p = .06$.

Importantly, each of the two-way interactions was qualified by a significant three-way interaction between group, emotion humanness, and emotion sociality, $F(1, 129) = 4.549, p = .035, \eta^2_p = .04$. Pairwise comparisons followed the pattern predicted by the intergroup preference account. Participants tended to rate a typical UK national as feeling prosocial uniquely human emotions more strongly ($M = 53.6, SE = 1.16$) than a typical immigrant to the UK ($M = 48.7, SE = 1.23$), $p < .001, 95\% CI [2.43, 7.28], \eta^2_p = .11$. Crucially, they tended to rate a typical immigrant to the UK as feeling antisocial uniquely human emotions more strongly ($M = 52.1, SE = 1.34$) than a typical UK national ($M = 47.3, SE = 1.35$), $p < .001, 95\% CI [-7.71, -1.88], \eta^2_p = .08$. Participants tended to rate a typical ingroup member as feeling
uniquely human emotions more strongly than a typical outgroup member by roughly 5 points on the 100-point scale when the emotions were prosocial, and about 5 points less strongly when they were antisocial. As in the two-way interaction between group and emotion humanness, this result shows an intergroup preference towards seeing members of one’s ingroup as more prosocial and outgroup members as more antisocial rather than infrahumanization.

Pairwise comparisons for the ratings of emotions shared with other animals revealed similar trends to those for uniquely human emotions. Participants tended to rate a typical UK national as feeling prosocial emotions shared with other animals more strongly ($M = 61.8$, $SE = 1.35$) than a typical immigrant to the UK ($M = 52.5$, $SE = 1.26$), $p < .001$, $\eta_p^2 = .21$. Participants also rated a typical immigrant as feeling antisocial emotions shared with other animals more strongly ($M = 56.1$, $SE = 1.26$) than a typical UK national ($M = 52.5$, $SE = 1.37$), $p = .017$, $\eta_p^2 = .04$. Similar to the trend of intergroup preference that emerged for how uniquely human emotions were perceived between groups, participants tended to rate a typical ingroup member as feeling shared emotions more strongly than a typical outgroup member, by about 6 points on the 100-point scale, when the shared emotions were prosocial. When they were antisocial, participants tended to rate a typical outgroup member as feeling them more strongly than a typical ingroup member by about 10 points. The results of Study 4.1 are illustrated in Figure 12.
Rather than infrahumanization, participants attributed prosocial emotions more strongly to their ingroup (UK nationals) and antisocial emotions more strongly to their outgroup (immigrants), regardless of emotion humanness.

*Note:* Error bars represent ±1 SE. ***denotes $p < .001$.

**Explicit Dehumanization**

In order to check whether this is the type of context in which we would expect to see evidence of infrahumanization if it occurs, we compared explicit dehumanization ratings of UK nationals (the ingroup) and immigrants to the UK (the outgroup). A paired samples $t$-test revealed a significant difference in how evolved participants rated members of each group, $t(129) = 4.61, p < .001$, Cohen's $d = .40$. Participants tended to rate immigrants as significantly less evolved ($M = 83.3, SD = 23.1$) than UK nationals ($M = 91.4, SD = 12.1$). Average 'Ascent of Human' ratings for each group are plotted in Figure 13, confirming that this is an intergroup context where we might expect to observe evidence of infrahumanization if it occurs.
Figure 13. Explicit dehumanization ratings in Studies 4.1 and 4.2
Mean ratings for ingroup and outgroup members on the 'Ascent of Human' scale (Kteily et al., 2015) in Study 4.1 (left panel) and Study 4.2 (right panel).
Note: Error bars represent ±1 SE. *** denotes p < .001.

4.4. Study 4.2: Testing for Infrahumanization or Derogation of Irish Travellers
In Study 4.2, we tested our predictions in an additional social context to ensure generalisability. We examined whether participants would perceive a typical British person (ingroup) as feeling emotions differently than a typical Irish Traveller (outgroup), retaining the same hypotheses as in Study 4.1.

4.4.1. Method
Participants
The power analysis conducted for Study 4.1 also informed the sample size for Study 4.2. We recruited 130 participants for Study 4.2. All participants were adult British (English, Scottish, or Welsh) nationals who currently reside in England, Scotland, or Wales. This strict
inclusion criteria of "British" was to avoid any biases that might arise should individuals from Northern Ireland take part, regardless of whether they identify as Irish or British. All participants were fluent in English, had a right-leaning political orientation, and had a minimal approval rating of 95% on Prolific. Data submitted by one participant who indicated that they came from an Irish Traveller background were omitted and replaced due to the bias this could carry (though when analyses were run including this participant’s data, results were not different from those reported). In the final sample of 130 participants, 70 identified as male, 58 as female, one as nonbinary, and one chose not to indicate their gender identity. The participants’ ages ranged from 20 to 81 ($M = 47.6$, $SD = 14.5$). Participation in Study 4.2 took an average of 11 minutes to complete (excluding two outliers whose duration of participation was more than three standard deviations above the mean).

**Design, Procedure, and Materials**

Study 4.2 followed the same design and procedure as in Study 4.1, with the same measures adapted slightly to refer to the new intergroup context of British people and Irish Travellers.

**4.4.2. Results**

**Emotion Attribution**

In Study 4.2, we ran the same analysis as in Study 4.1, which was a 2 (group: ingroup and outgroup) X 2 (emotion humanness: uniquely human and shared with other animals) X 2 (emotion sociality: prosocial and antisocial) repeated measures ANOVA. There was no significant main effect of group, $F(1, 129) = .062$, $p = .804$, $\eta^2_p < .001$, or emotion sociality $F(1, 129) = .009$, $p = .924$, $\eta^2_p < .001$. A significant main effect of emotion humanness was found $F(1, 129) = 318.676$, $p < .001$, $\eta^2_p = .71$. Emotions shared with other animals ($M = 60.8$, $SE = 0.89$) tended to be rated higher than uniquely human emotions ($M = 53.7$, $SE = 0.85$).

A significant two-way interaction was found between group and emotion sociality, $F(1, 129) = 58.198$, $p < .001$, $\eta^2_p = .31$. Pairwise comparisons revealed that participants tended to rate a typical UK national as feeling prosocial emotions more strongly ($M = 61.8$, $SE = 0.88$),
SE = 1.30) than a typical Irish Traveller (M = 52.6, SE = 1.52), p < .001, 95% CI [6.35, 12.11], $\eta_p^2 = .24$. However, antisocial emotions were rated as being felt more strongly by a typical Irish Traveller (M = 62.1, SE = 1.26) than by a typical British person (M = 52.5, SE = 1.52), p < .001, 95% CI [6.82, 12.37], $\eta_p^2 = .27$.

A significant two-way interaction was also found between group and emotion humanness, $F(1, 129) = 36.617, p < .001, \eta_p^2 = .22$. Pairwise comparisons revealed that participants rated a typical UK national as feeling uniquely human emotions more strongly (M = 54.6, SE = 1.01) than a typical Irish Traveller (M = 52.7, SE = 0.88), p = .030, 95% CI [0.19, 3.54], $\eta_p^2 = .04$. Participants also tended to rate a typical Irish Traveller as feeling emotions shared with other animals more strongly (M = 62.0, SE = 0.95) than a typical British person (M = 59.7, SE = 0.99), p = .003, 95% CI [0.75, 3.69], $\eta_p^2 = .07$. Importantly, each of the two-way interactions was qualified by a significant three-way interaction between group, emotion humanness, and emotion sociality, $F(1, 129) = 24.814, p < .001, \eta_p^2 = .16$.

The pattern of pairwise comparisons for the three-way ANOVA more strongly resembled that predicted by the intergroup preference account. Participants rated a typical British person as feeling prosocial uniquely human emotions more strongly (M = 58.7, SE = 1.34) than a typical Irish Traveller (M = 45.9, SE = 1.37), p < .001, 95% CI [9.69, 15.89] $\eta_p^2 = .34$. Crucially, participants tended to rate a typical Irish Traveller as feeling antisocial uniquely human emotions more strongly (M = 59.6, SE = 1.35) than a typical British person (M = 50.5, SE = 1.55), p < .001, 95% CI [-12.23, -5.90], $\eta_p^2 = .20$. Participants tended to rate a typical ingroup member as feeling uniquely human emotions more strongly than a typical outgroup member by roughly 13 points on the 100-point scale when the emotions were prosocial, and about 9 points less strongly when they were antisocial. This result shows that an intergroup preference towards seeing members of one’s ingroup as more prosocial and outgroup members as more antisocial underlay any evidence of infrahumanization occurring, as the two-way interaction between emotion humanness and target group might suggest.

The pairwise comparisons for emotions shared with other animals revealed similar trends to those for uniquely human emotions. Participants tended to rate a typical British
person as feeling prosocial emotions shared with other animals more strongly ($M = 64.9$, $SE = 1.34$) than a typical Irish Traveller ($M = 59.2$, $SE = 1.37$), $p < .001$, 95% CI [2.72, 8.63], $\eta_p^2 = .10$. Participants also rated Irish Travellers as feeling antisocial emotions shared with other animals more strongly ($M = 64.7$, $SE = 1.26$) than a typical UK national ($M = 54.6$, $SE = 1.55$), $p < .001$, 95% CI [7.51, 12.73], $\eta_p^2 = .31$. Participants tended to rate a typical ingroup member as feeling shared emotions more strongly than a typical outgroup member, by about 6 points on the 100-point scale, when the shared emotions were prosocial. When they were antisocial, participants tended to rate a typical outgroup member as feeling them more strongly than a typical ingroup member by about 10 points. This trend is evidence of an intergroup preference driven by the social desirability of emotions, similar to that which emerged for how uniquely human emotions were perceived between ingroup and outgroup members. The results of Study 4.2 are illustrated in Figure 14.

**Explicit Dehumanization**

A paired samples $t$-test was conducted to test whether participants rated members of their ingroup (British people) as more evolved on the ‘Ascent of Human’ scale (Kteily et al., 2015, see Figure 1) than members of the outgroup (Irish Travellers). The $t$-test revealed a significant difference in how evolved participants rated members of each group, $t(129) = 6.819$, $p < .001$, Cohen’s $d = .60$. As can be seen in Figure 13, participants tended to rate Irish Travellers as significantly less evolved ($M = 79.8$, $SD = 23.1$) than British people ($M = 92.0$, $SD = 13.7$).
Figure 14. Results of Study 4.2

Participants attributed prosocial emotions more strongly to their ingroup (British people) and antisocial emotions more strongly to the outgroup (Irish Travellers), regardless of emotion humanness.

Note: Error bars represent ±1 SE. *** denotes $p < .001$.

4.5. Chapter 4 General Discussion

The two studies in this chapter converged on a similar pattern of results. Across two intergroup contexts, participants attributed prosocial emotions more strongly to their ingroup and antisocial emotions more strongly to their outgroup, regardless of whether or not they were uniquely human. We came to this conclusion using a study design that was more robust than most previous infrahumanization research by including a large set of prosocial and antisocial emotions in our measures. We also examined two different intergroup contexts. The first context involved nationals of a country (the UK) as the participant ingroup and immigrants as
the target outgroup, a context widely studied in dehumanization research (Banton et al., 2020; Hodson & Costello, 2007; Markowitz & Slovic, 2021; Prati et al., 2016). The second context involved British people as the participant ingroup and Irish Travellers as the target outgroup, who are one of many minority ethnic groups often labelled as “Gypsies”. Perceptions of such “Gypsy” groups have been examined in the infrahumanization literature (Dalsklev & Kunst, 2015; Kteily et al., 2015; Marcu & Chryssochoou, 2005; Martínez et al., 2012). However, it is worth noting that scarce research has examined the infrahumanization of Irish Travellers specifically.

Even though individuals in both samples explicitly dehumanized the outgroups on the 'Ascent of Human' scale (Kteily et al., 2015), our results provide no persuasive evidence of infrahumanization occurring. Although there was a two-way interaction between group membership and humanness in Study 4.2, this was qualified by a significant three-way interaction. Simple comparisons revealed a similar pattern as in Study 4.1, which suggested that when emotions are judged as antisocial, individuals attribute them more strongly to the outgroup regardless of emotion humanness. Given the larger number of emotions used in these studies and the replication across two intergroup contexts, it is unlikely that the particular influence of one or two emotions might have skewed our results (Enock & Over, 2022; Vaes, 2023). These results converge with recent challenges to infrahumanization theory and other social-psychological theories of subtle dehumanization. In particular, our results accord to those of Enock et al. (2021b) and Enock and Over (2022), who showed that apparent evidence for infrahumanization and its link to reduced prosocial behaviour towards the target is better explained by intergroup preference.

It is not our goal to suggest that infrahumanization never occurs. We used a commonly utilised design (Demoulin et al., 2004, 2005; Prati et al., 2015; Prati & Giner-Sorolla, 2018; Vaes et al., 2003) and two socially significant intergroup contexts in which there are strong theoretical reasons to predict that infrahumanization might occur (Banton et al., 2020; Esses et al., 2008; Hodson & Costello, 2007; Kteily et al., 2015; Markowitz & Slovic, 2020, 2021; Utych, 2018). However, it remains entirely possible that infrahumanization could be detected
with other experimental designs or in other intergroup contexts. One potential weakness of our studies was that they examined correlational, within-subjects data. While this allowed us to test our hypotheses with minimal noise within the data, a possible next step for this research would have been to add a between-subjects element. For instance, a mixed design could be adopted where half of the participants rate how a typical ingroup member experiences emotions and the other half a typical outgroup member, treating the target group as a between-subjects variable and making the comparison between groups less salient to participants (see Linville & Jones, 1980). Alternatively, emotion humanness and sociality could have been treated as between-subject variables, with experimental manipulation controlling which emotions are associated with which group using vignettes, for example. Including a between-subjects or mixed design could build upon the findings of Studies 4.1 and 4.2 as it may explain whether infrahumanization or intergroup preference might predict a third dependent variable, such as a measure of likability or intention to harm the target. Further research could examine the use of such mixed designs.

Partly due to the critiques raised by Enock and colleagues (2021b), researchers have suggested that it might be more appropriate to adopt an individual differences approach when investigating infrahumanization theory. Vaes (2023) suggests that rather than a consensus on which characteristics are considered uniquely human and shared with other species, there might be substantial variability in this judgment between individuals. In order to investigate whether British participants subtly dehumanize immigrants, he asked participants to rate the extent to which they perceived certain character traits to be unique to humans, typically prosocial, and characteristic of their ingroup and outgroup. He found a stronger correlation between the extent to which traits were perceived as unique to humans and typical of the ingroup than the extent to which they were perceived as unique to humans and typical of the outgroup, even while controlling for the social desirability of the traits. However, these results are difficult to interpret as participants reported liking the outgroup members more than the ingroup members, meaning the manipulation check was unsuccessful. This was likely due to the majority of participants in Vaes’ study being left-leaning in their political orientation, who
tend to have more favourable views of the target outgroup, immigrants. We wanted to avoid this possible bias in our studies, thus, collecting data from only right-leaning participants seemed better suited when examining the occurrence of subtle dehumanization (see Crawford, 2012). Research suggests a right-leaning political orientation to be associated with more general prejudice, as well as towards the specific minority target outgroups examined (Banton et al., 2020; Duckitt & Sibley, 2007; Richards et al., 2023; Sánchez & García, 2016; Todosijević & Enyedi, 2002). Thus, infrahumanization should have had a better chance of being detected should it have occurred in our studies, as a right-leaning sample seemed to ensure our manipulation checks were successful. Furthermore, the test-retest reliability of the various individual differences is not yet clear. However, this general approach could be expanded from testing the dual model of dehumanization (Haslam, 2006) to other theories of dehumanization in the future, particularly infrahumanization theory.

Regardless of individual differences, our research places considerable constraints on what can be inferred from previous infrahumanization research. Combined with Enock et al.’s (2021b) findings, our results suggest that infrahumanization occurs considerably less frequently than generally assumed in the literature. When the sociality of the traits is controlled for, there is relatively little evidence for infrahumanization theory, at least across the multiple intergroup contexts explored in these papers. Importantly, our results show that the lack of evidence for infrahumanization in previous work is unlikely to be due to a small number of emotions being included in stimulus sets. The stimuli we developed in this chapter, incorporating a substantial number of emotions and appropriately controlling for sociality, could be used to test whether there is evidence for infrahumanization in other intergroup contexts.
Chapter 5: General Discussion

5.1. Thesis Scope and Aims

My doctoral research sought to critically examine theories of subtle dehumanization to better our understanding of intergroup perceptions and harm. The three key aims of the work presented in this thesis can be summarised as follows:

- Investigate the extent to which social-psychological findings on subtle forms of dehumanization replicate, specifically those relating to the dual model of trait-based dehumanization (Haslam, 2006) and infrahumanization theory (Leyens et al., 2000, 2001).
- Understand the extent to which earlier evidence of trait-based dehumanization and infrahumanization can be better explained by effects associated with the confound of social desirability, mainly intergroup preference and negative evaluation of the target.
- Critically evaluate the hypothesised causal relationship between trait-based dehumanization and harm.

I investigated these questions across 11 empirical studies (total $N = 1,748$). Taken together, these studies shed fresh light on our understanding of how subtle forms of dehumanization ought to be approached within social psychology.

5.2. Summary of Empirical Findings

5.2.1. Chapter 2: Is Outgroup Harm Predicted by Trait-Based Dehumanization or Negative Evaluation?

In Chapter 2, I sought to address the extent to which trait-based dehumanization predicts harm against an outgroup. Bastian et al. (2013) provided an empirical example of how trait-based dehumanization might predict harm while employing the dual model's framework (Haslam, 2006). These researchers found that the extent to which participants dehumanized criminals by denying them human character traits, such as refined, sophisticated, and moral, positively predicted the severity of the punishment endorsed for them. However, the selection
of traits included in Bastian and colleagues' measures were all socially desirable. Thus, apparent dehumanization cannot be disentangled from a negative evaluation of the criminal targets (Over, 2021a, 2021b). I first replicated the trend of greater dehumanization predicting harsher punishments endorsed in Studies 2.1A and 2.1B using only socially desirable human traits, as included by Bastian and colleagues, and as presented in the dual model framework (Haslam, 2006). In Studies 2.2A and 2.2B, I investigated whether this trend replicated while including uniquely human but socially undesirable traits in my measures, such as jealous, spiteful, and corrupt.

Contradicting conclusions drawn by Bastian et al. (2013), I found the relationship was reversed when undesirable human traits were included in the measures used. In the case of undesirable traits, the greater the extent to which participants attributed human qualities to outgroup members, the harsher the punishment endorsed. Using a combination of correlational and experimental methods, my results demonstrated that denying uniquely human traits predicted increased intentions to harm the target only when the traits included in the measures were socially desirable. When they were undesirable, denying uniquely human traits was instead associated with decreased intentions to harm the target. These trends emerged for traits shared with animals and traits shared with robots, which were included in the design of Studies 2.3A and 2.3B.

Overall, the findings of Chapter 2 evidence how trait desirability confounds the dual model's framework (Haslam, 2006) and the results Bastian et al. (2013) reported. Whether or not the character traits were uniquely human did not affect the endorsement of harm to criminal targets. Including a selection of traits balanced in their social desirability showed a negative evaluation of the target as the critical factor in making punishment decisions.

5.2.2. Chapter 3: Infrahumanization Following Harm or Recognising Negative Emotions when Harmed?

The studies detailed in Chapter 3 investigated whether subtle dehumanization can sometimes occur as a consequence rather than as a cause of intergroup harm. Previous
studies have reported infrahumanization following harm (Castano & Giner-Sorolla, 2006; Čehajić et al., 2009). These researchers suggested that people tend to see members of an outgroup that their ingroup has harmed as typically feeling uniquely human emotions to a lesser extent when reminded of their ingroup's role in the harm, compared to when they are not. I sought to better understand this effect by replicating it in novel intergroup contexts (the harm caused by climate change and the fast fashion industry). However, no evidence of infrahumanization occurring as a response to feeling responsible for harming members of an outgroup was found in the two contexts examined. I concluded that the previously reported trend of infrahumanization following harm did not replicate while using a factorial design with 16 emotions in the measures used, as in the design of Čehajić and colleagues (2009) in either context. The design of Čehajić and colleagues was used in Studies 3.1 and 3.2. Infrahumanization following harm also failed to replicate in Study 3.3, which had a more elaborate design with 64 emotion items in the measures used and emotion sociality and emotion humanness being treated as continuous variables - the approach taken by Castano and Giner-Sorolla (2006). The same participant sample scored each of the 64 emotions along these emotion dimensions in the latter design before they responded to the dependent measure of outgroup emotion attribution.

Across all three studies, there was no evidence of infrahumanization following harm. Instead, harmed outgroup members were seen to feel more negative emotions, regardless of whether ingroup responsibility for harm was made salient or the humanness of the emotions included. The trends observed in Chapter 3 suggest that previously reported effects of infrahumanization following harm do not replicate reliably or are not as generalisable across intergroup contexts as claimed previously. These findings highlight a need for caution when interpreting past results.

5.2.3. Chapter 4: Infrahumanization or Intergroup Preference?

The studies reported in Chapter 4 of this thesis revisited the classic paradigm of infrahumanization theory (Leyens et al., 2000, 2001), which posits that outgroup members are perceived as experiencing uniquely human emotions to a lesser extent than members of one's
ingroup. I investigated a methodological weakness in previous research on infrahumanization, which is that previous work typically measures attributions of uniquely human emotions that are prosocial, omitting those that are antisocial (Over, 2021a, 2021b). Infrahumanization research has also been criticised for incorporating a small number of emotion items in the measures used, typically around 12 in total (e.g., Cortes et al., 2005; Kteily et al., 2015; Paladino et al., 2002; Vaes et al., 2002; Viki & Calitri, 2008). A small selection of emotions could be an issue, as some critics have suggested that the influence of just one or two items in a small selection could disproportionately skew the results (Enock & Over, 2022; Vaes, 2023). Thus, I sought to investigate the replicability of infrahumanization while controlling for emotion sociality and including 68 emotions in my measures, roughly four times more than is standard in the field.

The first study examined emotion attributions to UK nationals (ingroup) and immigrants to the UK (outgroup), which is a context in which infrahumanization has previously been reported (Banton et al., 2020; Prati et al., 2016). In the second study, I examined the responses of British people (ingroup) to Irish Travellers (outgroup). I did not find evidence for the infrahumanization of outgroup members in either study. Each study employed a factorial design, as standard in infrahumanization research, with 68 emotions in the ingroup and outgroup emotion attribution measures. In both studies, participants attributed prosocial uniquely human emotions more to their ingroup and antisocial uniquely human emotions more to the outgroup, regardless of emotion humanness. Corresponding to the trends reported by (Enock et al., 2021b; Enock & Over, 2022), these findings lend empirical support to recent critiques of dehumanization research more broadly (Over, 2021a, 2021b). By accounting for emotion sociality as a confound to prior infrahumanization research, I showed how ingroup preference better explains emotion attributions to ingroup and outgroup members than infrahumanization.
5.3. Interim Conclusions

5.3.1. Social Desirability Confounds Social-Psychological Models of Subtle Dehumanization

The works detailed in Chapters 2 and 4 of this thesis demonstrate the confounding role of social desirability in current models of subtle dehumanization, specifically the dual model's characterisation of trait-based dehumanization (Haslam, 2006) and infrahumanization theory's characterisation of emotion-based dehumanization (Leyens et al., 2000, 2001). Practically speaking, including traits or emotions that varied in terms of their sociality negated any trends indicative of subtle dehumanization.

By demonstrating the confounding role of social desirability in existing models of the dual model and infrahumanization theory, my doctoral work provides support to broader critiques of social-psychological literature on dehumanization (Bloom, 2022; Over, 2021a, 2021b; Smith, 2021a, 2023). Over (2021a, 2021b) previously pointed out that measures of dehumanization developed from the dual model and infrahumanization theory tend to rely on prosocial or desirable aspects of humanity while omitting undesirable or antisocial aspects. As a result, Over notes, we cannot confidently claim that dehumanization occurs independently from effects driven by social desirability, such as intergroup preference (see Brewer, 1999; Turner & Tajfel, 1979). The findings of Chapters 2 and 4 support this critique, demonstrating that social desirability does indeed confound these frameworks.

Discussing explicit forms of dehumanization, Smith (2021a) notes that current theories do not adequately distinguish between genuine dehumanization (seeing another person or group as less than human or nonhuman) and simply degrading rhetoric (see also Smith, 2020). In response to a framework of dehumanization proposed by Kteily and Landry (2022), Bloom (2022) similarly calls upon social psychology to distinguish between genuinely perceiving and treating people as subhuman and seeing them as lacking in prosocial qualities compared to a "human ideal". I argue that these critiques also apply to subtle forms of dehumanization, as my work shows trait-based and emotion-based forms of it to be underpinned by the perceiver's...
tendency to derogate members of an outgroup (seeing them as possessing more antisocial and less prosocial aspects of humanity) rather than seeing them as subhuman.

A recent review of the infrahumanization literature by Bunce et al. (2024) further highlights a need for the field to re-evaluate apparent empirical evidence of subtle dehumanization. In line with the findings of Chapter 4 and other recent empirical works (Enock et al., 2021b; Enock & Over, 2022), Bunce and colleagues conducted a systematic review of the literature, combined with novel data collection, and concluded that social desirability confounds close to 80% of published infrahumanization studies, whereby the uniquely human emotions in the measures used are significantly more prosocial than the emotions shared with other animals. Considering my findings in Chapter 2 and other recent evidence of trait desirability confounding the dual model's framework (Enock et al., 2021a; Enock & Over, 2023), it is reasonable to assume the same issue might permeate published works claiming to evidence trait-based dehumanization. Thus, the challenge remains for the field to address the confound of social desirability in models of subtle dehumanization and the validity of related findings.

5.3.2. Subtle Dehumanization Models Contribute less to our Understanding of Intergroup Harm than Previously Thought.

Turning to dehumanization as a construct more broadly, seeing someone as subhuman has often been associated with harming the target, whether through active transgression, support for violence, or refusing them help (Bar-Tal, 2000; M. L. Fisher, 2012; Harris & Fiske, 2011; Haslam, 2006, 2019; Haslam & Loughnan, 2016; Kteily & Landry, 2022; Luft, 2015, 2019; Maoz & McCauley, 2008; Rudman & Mescher, 2012; Savage, 2013; Smith, 2011, 2020, 2021b; Stanton, 1998; Staub, 1989; Viki et al., 2013; Zimbardo, 2007). Studies employing models of subtle dehumanization have supported this view (Bastian et al., 2013; Cuddy et al., 2007; Vaes et al., 2003). However, the conceptual shortcomings of the dual model (Haslam, 2006) and infrahumanization theory (Leyens et al., 2000, 2001) highlighted in my work challenge the hypothesised causal link between subtle forms of dehumanization and harm (see Haslam, 2019; Haslam & Loughnan, 2015).
My work in Chapter 2 demonstrates that someone is at greater risk of harm if seen as possessing undesirable human traits rather than lacking in human traits altogether. Other work has similarly demonstrated how apparent evidence for a link between infrahumanization and harm is similarly confounded, where recognising antisocial human emotions predicted harm towards the target rather than infrahumanization (Enock & Over, 2022, 2023a). Together, my findings and those of previous research provide support for arguments made against the causal relationship between these characterisations of dehumanization and harm. Critics have noted how this relationship is inconsistent and that intentions to harm someone might be better explained by recognising their humanity (Bloom, 2017; Lang, 2010, 2020; Manne, 2016, 2018; Over, 2021a, 2021b). In other words, those we appear to dehumanize might instead be perceived as “the bad guys”, exhibiting the less accepted human qualities like corruption or resentment, making us more likely to be hostile or harmful towards them. There was apparent evidence of such a trend in Study 2.3A, where the attribution of undesirable human traits predicted greater harm than shared undesirable traits. Relatedly, critics have also noted plenty of examples where animals, objects, and people considered lacking in uniquely human qualities do not tend to be harmed for that reason (Over, 2021a; Smith, 2021b).

My findings support the view that recognising certain aspects of humanity in another, rather than dehumanization, can motivate harm towards them through derogation and negative evaluation. Such an observation can help explain the underlying processes behind much of the social inequalities and intergroup hostilities we see today, which Smith (2023) suggests dehumanization research tends to minimize or overlook (see also Ng, 2021). Lang (2010, 2020) notes that one group’s intentions to dominate another and maintain a hierarchy involve a social relationship that requires the perpetrator of harm to recognise the target’s humanity. On a similar note, Davis (1981) suggests that the recognition of Black US Americans’ humanity, rather than their imposed lesser-human status relative to their White counterparts, explained historic efforts to bar them from formal education (p. 101). In the context of gendered violence, Manne (2016, 2018) argues that a man’s misogynist motivation to enforce patriarchal superiority through violence and oppression is also rooted in the
recognition of the humanity of women. These motivators behind intergroup harm could help explain our findings and those of Rai et al. (2017), who concluded that “dehumanization removes the very qualities that make moral violence meaningful” (p. 8514). Aligning with my findings, these alternative approaches to intergroup harm seem to provide a better explanation and more practical insight into its causes than apparent dehumanization.

Consequently, the importance of the dual model and infrahumanization theory in improving our understanding of urgent social phenomena such as prejudice and discrimination seems more limited than previously thought. A large body of social-psychological literature has already established that intergroup preference plays a decisive role in how we perceive and treat members of outgroups. For instance, the highly influential social identity theory (Tajfel & Turner, 1979) suggests that we are implicitly motivated to perceive negative aspects of outgroup members to see our ingroup as more virtuous and prosocial, boosting our self-image. Such a paradigm has been widely employed to explain intergroup prejudice and harm (see also Brewer, 1999; Reicher et al., 2008). While no theory is without limitations, trends aligning with this view are well-documented and often replicated within social psychology and beyond (Hornsey, 2008). As my work demonstrates, models of trait-based and emotion-based forms of dehumanization are confounded, often measuring intergroup preference rather than dehumanization. Therefore, the field must re-assess the internal validity and unique contributions of such models of subtle dehumanization to the social-psychological literature.

5.3.3. Previous Findings Based on Subtle Dehumanization Models have Replication Issues.

Across the 11 studies reported in this thesis, I did not find evidence of trait-based or emotion-based subtle dehumanization as characterised by the dual model (Haslam, 2006) or infrahumanization theory (Leyens et al. 2000, 2001), respectively. Previous findings are initially replicable, such as those of Bastian et al. (2013), but only when using designs confounded by social desirability. Controlling for this confound, in turn, nullified any evidence of dehumanization occurring. Aside from the confound of social desirability, I also show that
some findings fail to replicate altogether in at least some intergroup contexts, as in the case of infrahumanization following harm (Castano & Giner-Sorolla, 2006; Čehajić et al., 2009).

My doctoral work provides compelling evidence of internal validity and replication issues within the frameworks of subtle dehumanization and associated findings. Whether due to a general replication issue or a reliance on confounded designs to be replicable, the key findings regarding subtle forms of dehumanization remain questionable. As psychological science has been forced to reckon with a replication crisis over the last decade, social psychology has been at the centre of the storm (Open Science Collaboration, 2015). There has been pressure on social psychologists to address the many theories and effects developed in the age before open science was standard practice, with Kahneman (2012, as cited in Diener & Biswas-Diener, 2024) stressing the need for social psychologists to “act as a group and avoid defensiveness” (p. 2). Thus, future research needs to inspect claims made in the field concerning these phenomena, particularly those that pre-date the era of open science, while accounting for the confounds evidenced in this thesis and related work (Bunce et al., 2024; Enock et al., 2021a, 2021b; Enock & Over, 2022, 2023; see also Bloom, 2017, 2022; Over, 2021a, 2021b; Smith, 2023). Providing sound and replicable research to tackle pressing real-world social issues like prejudice and intergroup harm is essential for social-psychological theories.

5.4. Suggestions for Future Research

5.4.1. Summary of Limitations and Methodological Recommendations for Future Research

Several limitations were noted across the three empirical chapters of this thesis, and methodological recommendations for future research were made, which can help inform further research to examine subtle forms of dehumanization. Research informed by the limitations and conclusions of this thesis could help address the theoretical and methodological redundancies in subtle dehumanization research, steering future work on intergroup attitudes and harm towards more robust and replicable findings.
The most crucial recommendation is that researchers control for the confound of social desirability in the current frameworks of the dual model and infrahumanization theory (Over, 2021a, 2021b). Accounting for this confound would better allow us to assess apparent dehumanization independently of intergroup preference or a negative evaluation of the target (see Enock et al., 2021a, 2021b). As recommended by Enock and Over (2022) and Vaes (2023), including a large number of traits or emotions in the measures of subtle dehumanization would minimise the risk of one highly influential item skewing results. Ensuring a balanced selection of emotions or traits is essential when including many items and controlling for social desirability. A balanced selection would necessitate that, on average, uniquely human items are significantly higher in humanness than non-uniquely human items but do not differ in social desirability. Likewise, socially desirable items should be significantly more desirable than undesirable items but do not differ in humanness.

Manipulation checks such as the ‘Ascent of Human’ scale (Kteily et al., 2015) are encouraged when examining subtle forms of dehumanization to show that the examined context is appropriate for detecting dehumanization. Including manipulation checks relevant to the stimuli, such as perceived harm and sense of collective responsibility in Chapter 3, is particularly important when replicating previous findings as they ensure that the design and intergroup context being examined are suitable for detecting subtle forms of dehumanization. However, the lack of an explicit dehumanization measure in this research was a weakness, as it would have helped to clarify the appropriateness of the examined intergroup contexts further. Further research should examine how a humanizing perception of another person or group might encourage harm towards them (Lang, 2010, 2020; Manne, 2016, 2018; Over, 2021a, 2021b). Accounting for broader societal influences on intergroup attitudes, such as social hierarchies or stereotypes of the target (Ng, 2021; Smith, 2023), is encouraged to understand further how humanization might predict harm rather than dehumanization.

As dehumanization research usually examines advantaged group members’ perceptions of lesser-privileged group members in a society, it seems necessary to account for the possible power distance, social hierarchies, and hostilities in each context. The
omission of these societal influences in the frameworks used to examine trait and emotion attributions to outgroup members might have predicated previous evidence of dehumanization being found. My doctoral research, in turn, inherits this limitation as I sought to replicate previous designs conceptually. Future research should attempt to account for these societal influences to help clarify the role of intergroup attitudes and negative evaluation in intergroup perceptions. It also remains possible that evidence for a dehumanizing perception in line with the dual model or infrahumanization theory might arise should such variables be accounted for, although it could also further rebut the assumptions of these frameworks. It is also important to note that, like the empirical works I sought to replicate, the research presented in this thesis is confined to lab-based testing. Thus, my findings and conclusions concerning intergroup biases that may emerge in such conditions have limited generalisability and would be inappropriate if applied to cases of extreme intergroup harm in the real world.

One possible way to overcome the limitations of lab-based testing could be incorporating archival research into the toolkit used to examine the social world. These could include existing natural experiments, true experiments, quasi-experiments, and correlational data, which Heng et al. (2018) note could help social psychologists examine the real world more directly than artificially simulating them in a solely lab-based approach. Heng and colleagues highlight how this could be particularly beneficial for research concerning ethically sensitive phenomena, an evident concern when examining intergroup attitudes and harm (see also Reis & Gosling, 2010). The use of virtual environments in assessing social interactions could carry similar strengths when researching intergroup attitudes and behaviours, retaining a lab-based approach while allowing researchers to have greater control over the social contexts and confederate identity and, to a degree, participant identity (McCall & Blascovich, 2009). Incorporating virtual reality into study designs could allow researchers to better create and capture real-world social behaviour than current designs in dehumanization research based on self-report measures and hypothetical intergroup contexts (see Bailenson et al., 2004; Sterna & Zibrek, 2021).
These methodological recommendations could help future research delineate the effects of subtle dehumanization from those of social desirability and address the replicability issues highlighted in my doctoral research. Testing for evidence of subtle dehumanization in more intergroup contexts using more robust study designs with appropriate controls and pre-registration is needed to better understand the usefulness of subtle dehumanization theories.

5.4.2. Using a Wider Range of Designs

**Individual Differences.** Whether an emotion or trait is definitively unique to humans is not always clear. Even among published studies, there is variability in this regard. For example, *disgust* has been included in some study designs as an emotion shared with other animals (Prati & Giner-Sorolla, 2018; Rodríguez-Torres et al., 2005) but in other studies as a uniquely human emotion (Bain et al., 2009; DeLuca-McLean & Castano, 2009). Individual differences may exist in what traits and emotions participants consider uniquely human. Adopting an approach that accounts for these individual differences in categorisation might help account for such variations. For example, Vaes (2023) tested for trait-based dehumanization by examining how within-participant correlations between ingroup trait typicality and trait humanness ratings compared to correlations between outgroup typicality and the same humanness ratings. Vaes notes that while within-participant correlations might be small due to them relying on individual judgements rather than group means, they are better powered due to more observations being analysed. Vaes concluded that this more elaborate testing method for trait-based dehumanization provided evidence of its occurrence independent of the effects of intergroup preference (Enock et al., 2021a). However, this finding is difficult to fully interpret because participants perceived the outgroup as more positive than the ingroup overall, meaning they apparently dehumanized the group they liked more.

Accounting for individual-level differences in variables when testing for trait-based dehumanization and infrahumanization seems a valuable addition to the current methods used in the field. It will also be necessary to examine the replicability of Vaes’ (2023) findings using this method across other intergroup contexts. Further replication would also help us
understand the test-re-test reliability of an individual measures approach compared to the standard group means approach.

**Implicit Measures.** Most dehumanization research has examined explicit judgements, where participants are asked to rate their ingroup and outgroups in terms of their characteristics or experiences. The research reported in my thesis relied on explicit measures of this kind, specifically trait attributions and perceived emotional experiences. While measures of subtle dehumanization are said to capture unconscious perceptions of the target as less human, they are still vulnerable to social desirability biases in practice. For example, someone might be aware that their views of a particular minority group are racist, which they might try to avoid showing when responding to questions about that group. Implicit methods are less vulnerable to such response biases as they measure dehumanizing mental associations without the participant necessarily being aware of them (Haslam, 2021, p. 135). Implicit association tests (IATs) typically involve participants making quick judgements about whether traits or other stimuli presented on a monitor are typical or atypical of a social group. Some research that has used IATs suggests that certain social groups are mentally associated with animalistic traits (Saminaden et al., 2010) or animal-related words (Viki et al., 2006). Other research employed priming effects to see if participants' mental associations between a social group and animals could be revealed through experimental manipulation (Goff et al., 2008).

Future research could investigate implicit measures in more detail to determine how much we might mentally associate others with being less or nonhuman outside our awareness. However, such designs need to control for intergroup preference. My thesis demonstrates the importance of having a selection of traits or emotions balanced regarding their social desirability when examining subtle forms of dehumanization using explicit measures. Similar controls should be in place with implicit measures, as the extent to which social desirability might similarly confound them is unclear.

**Qualitative Approaches.** The research presented in this thesis relied entirely on quantitative approaches to measuring and analysing data concerning the extent to which participants thought other people possessed character traits or felt emotions. Although less
common than quantitative methods in the field, qualitative approaches have been used in empirical examinations of dehumanization through thematic analysis (Durrheim et al., 2016), discourse analysis (Sakki & Castrén, 2022), thematic synthesis (Nielsen et al., 2023), as well as mixed methods such as computational linguistic analysis (Mendelsohn et al., 2020), and similitude analysis (Diniz et al., 2020). Scarce empirical work has incorporated recent critiques of dehumanization research into qualitative designs to differentiate between a genuine denial of humanity to others and attributing them negative human qualities (Smith, 2016, 2021b). It is worth noting that a few empirical studies of this kind have found the latter to be more predominant in supposedly dehumanizing propaganda (Enock & Over, 2023b; Landry et al., 2022). Incorporating a qualitative or mixed methods approach when examining subtle dehumanization could also improve the external validity of the measures and associated findings, helping to overcome the restrictions of lab-based findings and better understand real-world cases of intergroup perceptions and harm. Broadening the methods in which trait-based dehumanization and infrahumanization are measured might also provide further evidence of intergroup preference and negative evaluation, in line with my findings, rather than denying human qualities overall: an avenue for future research to explore.

5.4.3. Investigating Other Intergroup Contexts

In my thesis, I explored a range of intergroup contexts, both novel and previously examined in dehumanization literature. The respective ingroup and outgroup contexts I examined were people who have never been in prison and criminals, residents of the UK and residents of Lagos, UK consumers and textile workers in fast fashion supply chains, UK nationals and immigrants to the UK, and British people and Irish Travellers. However, social-psychological accounts of dehumanization have examined many more intergroup contexts. For example, targets of subtle forms of dehumanization in the literature have included those that differ from us in terms of age (Boudjemadi et al., 2017; Wiener et al., 2014), body characteristics (Deska et al., 2018; Kunst et al., 2017), national identity (Andrighetto et al., 2014; Bain et al., 2009), disability (Capozza et al., 2016; Rodríguez et al., 2016), political beliefs (Cassese, 2020; Pacilli et al., 2015), sexuality (MacInnis & Hodson, 2012), gender
Studies have also examined inter-individual rather than intergroup contexts, suggesting we may subtly dehumanize those with whom we share intimate relationships (Karantzas et al., 2022; Rodrigues et al., 2021).

Turning to dehumanization research more broadly, examining novel contexts where subtle forms of dehumanization have not been empirically studied could help to determine the universalism of the conclusions drawn in previous work. Similarly, trying to replicate previous findings in contexts already examined would lead to more certainty as to whether members of a particular group indeed see members of another group as less human or as having more antisocial or undesirable aspects of humanity than ingroup members. The more replications of such findings in the field, the more contextually nuanced our understanding of these pressing intergroup phenomena will become.

5.4.4. Investigating Other Accounts of Dehumanization

Mental State Attribution. The research reported in this thesis focused on two prominent accounts of subtle dehumanization: the dual model (Haslam, 2006) and infrahumanization theory (Leyens et al., 2000, 2001). Another prominent characterisation of subtle dehumanization that I did not investigate is the mental state attribution account. According to this framework, dehumanization occurs when another person or group are perceived as lacking in higher-order cognition and socio-emotional capacity (Harris & Fiske, 2011). Gray et al. (2007) suggested that we perceive the mental states of others along two dimensions: agency (one's autonomy and capacity to plan) and experience (one's subjective ability to sense and feel). A failure to recognise the mental capacities of others is seen as a subtle form of dehumanization in this line of research (Epley et al., 2007). The stereotype content model (Fiske et al., 2002) similarly posits that seeing others lacking interpersonal warmth or competence is a subtle form of dehumanization (see also Harris & Fiske, 2006).

Whether through intergroup preference or a negative evaluation of the target, I found that members of an outgroup were not denied human traits or seen as experiencing human emotions to a lesser degree, contrary to the dual model and infrahumanization theory.
Therefore, it could be possible that research on mental state attribution might be similarly confounded, whereby attempts to measure the perception of human mental states might instead measure how socially desirable or normatively acceptable mental states are perceived in others. This hypothesis concurs with critiques of dehumanization research. Over (2021) notes that it is unclear why denying mental states such as those mentioned above to outgroup members equates to dehumanization, whereas attributing them with antisocial mental states such as cunning, scheming or lacking in self-control does not (see also Manne, 2016, 2018).

It would be interesting for future research to investigate these challenges to the mental state attribution account, as well as how critiques of broader dehumanization research might apply to this approach (Bloom, 2017, 2022; Lang, 2010, 2020; Over, 2021a, 2021b; Rai et al., 2017; Smith, 2023). Incorporating tasks into designs could be one method of tapping into the extent of mental state attribution to ingroup and outgroup members. The director task (Krauss & Glucksberg, 1977) has previously been used to examine the mentalisation of others. Despite some uncertainty about the nature of the mentalisation strategies explained by the director task (see Rubio-Fernández, 2017), it could be an interesting option to explore in the context of mental state attribution. Methods that account for the confounds of social desirability also need to be considered in future research examining mental state attributions.

**Other Conceptualisations of Dehumanization in Social Psychology.** There are several ways dehumanization has been characterised in the social-psychological literature that I did not examine. Prominent examples include explicit animalistic slurs, comparisons to an “ideal human”, and perceptual dehumanization. Animalistic slurs are the use of metaphorical language or images that draw explicit comparisons between a person or social group and animals, such as Nazi descriptions of the Jewish population as invasive insects or rats in 1940s Germany (Smith, 2011; Tirrell, 2012). Kteily and Landry (2022) suggested that a person might be explicitly described as less human to the extent that they are seen as lacking in traits applicable to the “ideal human”, mainly intelligent, emotional, moral, rational, and civilised. Perceptual dehumanization can be summarised as the activation of neural networks associated with perceiving objects and nonhuman animals rather than those associated with
the perception of humans when viewing a person's image (Deska et al., 2018; Fincher & Tetlock, 2016).

However, concerns have been raised regarding each of these frameworks. Animalistic slurs were shown by Enock and Over (2023) to influence a negative evaluation, rather than dehumanization, of the target. Comparisons to an “ideal human” have been criticised for conflating dehumanization with seeing someone as lacking in positive attributes, essentially rendering dehumanization a redundant term as “if everything is dehumanization, then nothing is dehumanization” (Bloom, 2022). Perceptual dehumanization research has been criticised for relying on contested methods and stimuli within vision and cognitive sciences, casting doubt on the conclusions drawn (Eggleston et al., 2023; Over & Cook, 2022).

These characterisations of dehumanization are beyond the scope of this thesis. However, they illustrate the current rapid pace at which developments in the field occur beyond the cornerstone theories of trait-based dehumanization and infrahumanization. For instance, Phillips (2022, 2023) has recently proposed a dual framework of blatant dehumanization in response to the critiques of prior dehumanization research. Phillips differentiates between descriptive dehumanization, referring to someone as biologically nonhuman or less human, and normative dehumanization, referring to someone as lacking a commitment to act morally or humanely.

Novel approaches to the construct of dehumanization and constructive critiques that challenge earlier conceptualisations each provide opportunities to better our understanding of intergroup and inter-individual perceptions of humanity. Future research could account for the impact of animalistic slurs, descriptive and normative dehumanization, or measures of perceptual dehumanization alongside measures of subtle dehumanization. Such a multifaceted approach to understanding when and if it is possible to see another person as less or nonhuman at the psychological level would be an exciting direction for future research. It would also be necessary to examine how the confounds and shortcomings concerning research on subtle dehumanization identified in my thesis might overlap with these other conceptualisations.
5.5. Conclusion

It is important to emphasise that the findings and points made in this thesis concerning dehumanization refer exclusively to social-psychological models that propose subtle forms of the construct (Haslam, 2006; Leyens et al., 2000, 2001). I do not intend for any content to be interpreted in the broader philosophical, legal, and sociological interpretations of dehumanization, nor do I intend to minimise the urgency of addressing the pressing societal issues of intergroup hostility, prejudice, and harm. Rather, this body of work intends to improve our understanding of intergroup perceptions by assessing the validity of the claims made regarding subtle forms of dehumanization, considering recent critiques. As articulated by Over (2021b), this is to improve our overall understanding of the psychological underpinnings of discriminatory behaviour, bringing us closer to tackling its prevalence in today’s world.

Whether research on trait-based dehumanization and infrahumanization theory uniquely contribute to our understanding of intergroup perception beyond ingroup preference and negative evaluation remains unclear. My doctoral research addressed conceptual and replicability concerns for this area of research, highlighting the confound of social desirability in the measures used when examining such constructs. Future research should examine subtle forms of dehumanization as a mechanism of intergroup perceptions while taking steps to control for the confounds highlighted in this thesis. If and how subtle dehumanization is better explained by social phenomena already well documented in the literature, such as intergroup preference, also warrants more attention. Such steps are especially pertinent given the empirical influence of the dual model and infrahumanization theory within and beyond social psychology, such as informing interventions to reduce intergroup antagonism and prejudice (for a recent example, see Sin et al., 2023). Understanding the psychological mechanisms underlying intergroup hostility and harm is paramount for social psychology. Thus, the theories we use must be replicable and robust to ensure they accurately reflect the psychological determinants of the social world around us, lest we risk hampering the field’s ability to tackle pressing social issues by metaphorically barking up the wrong tree.
Appendices

Appendix A: Supplementary Materials for Chapter 2

A.1. Method: Vignettes in Full

Studies 2.1A and 2.2A: Violent Criminals Vignettes

Note: Vignettes 1 and 2 are adapted versions of those used in Bastian et al. (2013).

1) Alex attempted to hijack a bus carrying 50 passengers by threatening the driver with a chisel. After boarding the bus, Alex forced the driver off and told passengers to stay put. Police arrived shortly after and Alex injured a bystander with the chisel while fleeing. When a local resident phoned the police saying they had been threatened by someone hiding in their garage, Alex was found with the chisel still in hand.

2) Sam recently threatened seven young children and injured two adults with a pocket knife at a preschool. Sam had rented a house to the proprietor of the preschool and was upset that the property was not vacated in April when the lease expired. Sam carried out the attacks at the start of a school day before being taken into custody.

3) Robin physically assaulted someone in an alley of a residential suburb last night. A witness saw Robin corner the victim with a pistol, holding them at gunpoint and hitting them across the head with the handle of the gun. Robin eventually shot the victim in the leg as they ran away, before also fleeing the scene. Police soon caught up with Robin and took them into custody.
4) Charlie was arrested after a fight broke out in a pub soon after opening time, apparently triggered by a minor disagreement. Charlie smashed a pint glass and used it to stab another customer. Two additional customers received cuts as they tried to hold Charlie back until the Police arrived.

5) Jamie was recently arrested after stabbing their partner with a kitchen knife and chasing them out of their shared flat. Their partner escaped and found safety with a neighbour who heard the commotion and ushered them inside. As they waited for the police and an ambulance to arrive, Jamie threatened both their partner and neighbour while attempting to break down the neighbour's front door.

Studies 2.1B and 2.2B: Thieves Vignettes

1) Alex was caught breaking into a student-rented house over the Christmas holidays. Having gained access by smashing the kitchen window, Alex broke into all five bedrooms, stealing any valuables left there over the holidays (including TVs, electronic devices and jewellery). Police apprehended Alex before they left the house with a car-load of the students' belongings after a passer-by reported the suspicious activity.

2) Sam has stolen close to £8,000 from school grants and fundraisers during their eight years working at a local school. Suspicions were raised when there was an unexplained shortfall in their target amount raised at a recent fundraiser for disadvantaged families in the community. Police soon found that Sam had stolen funds raised at over 30 similar events, as well as multiple council grants such as those intended to help accommodate students with disabilities.
3) Robin is a car dealer and garage owner who committed motor vehicle theft on multiple occasions. Robin targeted a range of vehicles and often modified their features before putting them up for resale at their dealership. Robin was eventually caught attempting to pick car keys out of a car owner's backpack while in a shop queue. This method had been successful for Robin on at least 20 previous occasions.

4) Until their recent arrest, Charlie had worked as a till operator at a local charity shop supporting individuals experiencing homelessness. Charlie had been stealing cash amounts varying from £5 to £50 from the tills almost daily over a five-year period. Police revealed that Charlie had stolen several thousand pounds from the charity shop while working there.

5) Jamie was recently made aware of a considerable amount of valuable jewellery in the possession of one of their neighbours. After studying their neighbours' movements, Jamie broke into their apartment while they were out one day and found where the valuables were stored. After noticing that they had been robbed, the neighbour checked their CCTV footage and reported Jamie to the Police.

Studies 3A and 3B: Parole vignettes

Blank spaces within paragraphs were filled in by traits according to trait category (see Study 2.3A Materials).

1) Alex, known by locals in their hometown as having always been a/an_______ individual, has recently begun their first parole hearing at the local courthouse. After being tried and convicted 36 months ago, Alex's behaviour has been reported as_______ during their time in prison so far. In a behavioural report by one of the prison's counsellors, Alex was noted as exhibiting a/an ________
The counsellor also explains that other prisoners often refer to Alex as being ______ in character.

2) Sam is currently applying for parole after being convicted of a crime just over three years ago. In assessing their suitability for parole, the parole committee gathered reports from prison staff. Guards patrolling the prison grounds noted Sam as being a ______ individual, exhibiting ______ behaviour towards other prisoners for the most part. The prisoner who shares a cell with Sam has referred to them as the most ______ cell-mate they have ever had. In last week's parole hearing, Sam's responses indicated a _____ character. A decision will be made within the next week regarding Sam's parole.

3) Robin is a recently convicted criminal who has agreed to a behavioural assessment in the hopes of it helping with their parole hearing next month. "Having always appeared to be ______ and ______, I feel certain that Robin is ______ in character", noted the psychologist hired to assess Robin. This appears to be similar to what Robin's fellow prisoners say, with one fellow inmate mentioning Robin is known as ______ amongst the other prisoners ever since they were first sentenced 32 months ago.

4) An inmate at a local prison named Jamie has just finished their parole hearing following being sentenced three years ago. According to a prison guard who has got to know Jamie well in that time, Jamie usually appears to be _______, shows a/an ______ approach in helping distribute food and other resources throughout the prison, and is generally known as _____ by the other prisoners. Jamie's cell-mate supports this assessment, calling Jamie a/an _____ individual with which to share their space. A counsellor who has been meeting fortnightly with Jamie concurs with these appraisals.
Appendix B: Supplementary Materials for Chapter 3

B.1. Method: Vignettes in Full

Studies 3.1 and 3.3: Climate Change Context

Initial vignettes for both the harm responsible and harm not responsible conditions detailing the harm climate change has on residents of Lagos are displayed in Table B1.

Participants in the harm responsible condition then read the paragraphs in Table B2, detailing the contributions of UK residents to climate change. Participants in the harm not responsible condition instead read the paragraphs in Table B3, emphasizing the contribution of multinational Big Oil companies.

Participants in the no harm condition read only four paragraphs in total, which are displayed in Table B4. These contained no mention of climate change or harm and instead detailed aspects of the local culture, economic activities, and lifestyle of residents of Lagos.

All paragraphs were displayed one at a time, and an 8 to 10-second delay was applied before participants could move on to the next.
Paragraph 1: Although climate change is expected to affect all countries, some regions are particularly vulnerable. Lagos in Nigeria is one such region that has already been impacted. The largest city in Nigeria, as well as the most populous on the African continent, the residents of Lagos are considered to be at extreme risk from the harmful effects of climate change.

Lagos currently hosts a thriving economy and reached a Gross Domestic Product (GDP) of USD 136 billion in 2017, about a third of the GDP of the whole of Nigeria. The city is a major transportation hub, with multiple ports and a major international airport. Lagos is also a regional hub for the high-tech industry.

As climate change progresses, residents of Lagos have experienced increasingly more hot days and droughts, as well as higher humidity. Rising temperatures have enhanced the capacity of Anopheles mosquitoes to spread malaria and it is thought that the prevalence of other diseases has also increased. Ailments like measles, meningitis, heat rashes, dehydration and respiratory problems have all been linked to severe heat and high relative humidity.

Climate change has already impacted the city's economy. Lagos is especially vulnerable because it is located on the Gulf of Guinea. Rising sea levels are causing coastal erosion and contaminating drinking water sources. This further harms local agriculture and has damaged the country's important fishing industry.

The resulting job losses have caused lower levels of income and a poorer standard of living for those whose livelihoods depend on such industries.

Paragraph 5: Experts fear the extent of the damage that climate change has on Lagos, with displacement and loss of life already being experienced by some of its residents.
Paragraph 1: The UK is historically one of the world's greatest contributors to global warming. This is because of our long history of generating greenhouse gas emissions which began during the Industrial Revolution in the eighteenth and nineteenth centuries.

Paragraph 2: Richer countries like the UK are responsible for far more carbon pollution than the world's poorer countries. Today, the average carbon footprint per person in the UK is at around 12.7 metric tonnes of carbon dioxide emissions per year, nearly three times more than the worldwide average.

Paragraph 3: Considering the significant impact that residents of high-polluting countries such as the UK have, global average temperatures could increase by 4°C by the end of the century. Despite recent efforts to reduce carbon emissions in the UK, there is still much room for improvement and we are all collectively responsible.

Paragraph 4: The average UK resident contributes a substantial amount of support for industries that are spearheading global warming. With high rates of meat and dairy consumption as well as the excessive prevalence of fast fashion and single-use products, the consumer habits of UK residents are typically unsustainable. Moreover, 61% of surface transport emissions in the UK are from private cars and UK residents also create high CO2 emissions from international flights.

Table B2. Harm responsible vignettes in the climate change context
A recent report found that, since 1988, just 100 international companies have been collectively responsible for 71% of global greenhouse gas emissions. Further, just 25 corporations and state-owned entities were responsible for more than half of global industrial emissions in that same period.

The Carbon Disclosure Project has recently presented data that "pinpoints how a relatively small set of fossil fuel producers may hold the key to systemic change on carbon emissions". Considering the significant impact that high polluting companies have, global average temperatures could increase by 4°C by the end of the century.

Despite recent calls to reduce carbon emissions globally, there is still much room for improvement and companies with the highest global greenhouse gas emissions must take responsibility. Most of these are coal and oil-producing companies and include ExxonMobil, Shell, Chevron, Gazprom, and the Saudi Arabian Oil Company. Such companies emit large amounts of greenhouse gases at each stage of their supply chain. Locating fossil fuel reserves often involves offshore seismic shocks and seabed drilling.

The processing and transportation of fossil fuels also generate substantial levels of emissions. The scale of historical emissions associated with these fossil fuel producers is large enough to have already contributed significantly to climate change, according to the report.
Table B4. No harm vignettes in the climate change context

Paragraph 1: Many countries across the world have seen considerable economic development in recent decades. Lagos in Nigeria is one such region. The largest city in Nigeria, as well as the most densely populated on the African continent, the residents of Lagos are now thought to number over 10 million people.

Paragraph 2: Lagos is often considered Africa's foremost urban centre and hub of regional, national, and global socio-economic and political activities. Lagos currently hosts a thriving economy and reached a Gross Domestic Product (GDP) of USD 136 billion in 2017, about a third of the GDP of the whole of Nigeria. The city is a major transportation hub, with multiple ports and a major international airport. Lagos is also a regional hub for high-tech industry.

Paragraph 3: The residents of Lagos experience a tropical climate that tends to be hot all year round. The dry season is from November to March and the rainy season is from April to October. The hottest month tends to be March, with average temperatures around 30°C, and the coldest month tends to be August, with average temperatures around 26°C. Humidity in Lagos is generally high all year round, with an annual average relative humidity of 84.7%, ranging from 80% in March to 88% in June.

Paragraph 4: Given that it is located on the Gulf of Guinea, local fishing and agricultural industries are central to the economy of the city and surrounding region, providing many jobs for local residents. The food and cultural scene also provide local jobs. Recreational activities take place along the Atlantic coastline of Lagos, where there are a number of beaches, including Elegushi Beach and Alpha Beach.
Study 2: Fast Fashion Context

Initial vignettes for both the harm responsible and harm not responsible conditions detailing the harm experienced by textile workers in fast fashion supply chains are displayed in Table B5.

Participants in the harm responsible condition moved on to read the paragraphs in Table B6, detailing the high rates of fast fashion consumption by UK residents, emphasising how this is complacent in the harm experienced by textile workers, allowing it to continue. Participants in the harm not responsible condition instead read the paragraphs in Table B7, emphasizing how fast fashion companies’ profit-driven CEOs and boards of directors are responsible for the harm experienced by textile workers in supply chains.

Participants in the no harm condition read only four paragraphs displayed in Table B8. These contained no mention of the exploitation or harm experienced by textile workers and instead described the history and prominence of fast fashion globally.

All paragraphs were displayed one at a time, and an 8 to 10-second delay was applied before participants could move on to the next.
Table B5. Initial fast fashion harm vignettes for the harm responsible and harm not responsible conditions

**Paragraph 1:** Fast fashion refers to the production of high volumes of clothing throughout the year. The fast fashion business model relies on a continuous demand for new clothes, offering cheap garments and ever-changing new ranges. The fast fashion industry allows extreme harm to be inflicted on the textile workers who work along the supply chains.

**Paragraph 2:** So-called 'sweatshops' are particularly common in South and Southeast Asia. These factories manufacture products for the world's largest clothing brands. The workers in these factories are not typically offered legal protections or fair wages and basic human rights may be neglected. Moreover, gender-based violence, child labour and slavery have been documented within supply chains for fast fashion companies.

**Paragraph 3:** Workers for fast fashion supply chains may live in dire socioeconomic conditions, struggling to afford necessities such as food and electricity, even when being expected to work an illegal number of hours. Physical and psychological injuries are widely documented, with no compensation schemes in place. It is estimated that 27 million people working in the fast fashion industry, from cotton farming to sweatshops, suffer work-related illnesses.

**Paragraph 4:** Exposure to chemicals in farming and textile processing can cause skin and respiratory conditions. Hearing damage, repetitive strain injury, musculoskeletal injury, eye strain and lung disease from lint inhalation are all widespread amongst textile workers today.

Furthermore, instances such as the collapse of Rana Plaza in Bangladesh which killed over 1,100 textile workers highlight the vulnerability of these workers who have no other choice but to work in unsafe, harmful conditions.
Paragraph 1:
One might wonder how fast fashion continues to dominate the UK fashion trade despite harmful practices being well-documented in its supply chain. As supplies aim to meet demand, it is the consumer that supports and maintains the fast fashion industry. The contribution of UK consumers is enormous. Despite exploitative practices being widely reported in the British media, most British people continue to buy fast fashion.

Paragraph 2:
UK consumers tend to buy clothes for the short term. It has been reported that a large number of people in the UK consider a garment worn only for a couple of months to be 'old'. The cycle of frequent purchasing, wearing, and disposing of clothes and other garments supports the high demand for the fast fashion model. This in turn enables the exploitation, injury, and deaths of textile workers to continue.

Paragraph 3:
A cross-party report by the House of Commons noted that UK residents buy more clothes per person than any other European country. These purchasing patterns perpetuate the continued exploitation of labourers in fast fashion supply chains.
One might wonder how fast fashion continues to dominate the global fashion trade despite such harmful practices within its supply chain. Like many global markets, it is the CEOs and directors of the companies involved that support and maintain the fast fashion industry. The contribution of each company is enormous, and the exploitation of their workers is often completely hidden from consumers.

Boards of directors for fast fashion companies carefully market their products to normalise cheap, low-quality clothes. UK consumers are often unaware of the problems and have little option but to buy at least some of their clothes from these chains. The prioritization of profits by CEOs of multinational fast fashion companies allows for the exploitation, injury, and deaths of textile workers to continue.

Multinational companies continue to push onwards, hiding workers' conditions from UK consumers, and increasing profits by each year. These practices perpetuate the continued exploitation of labourers in fast fashion supply chains.
**Table B8.** No harm vignettes in the fast fashion context

---

**Paragraph 1:**

Fast fashion refers to the production of high volumes of clothing throughout the year. The fast fashion business model relies on an endless demand for new clothes, offering inexpensive garments and ever-changing new ranges. Fast fashion brands are able to mass produce clothes at a low cost, meaning that consumers can update their wardrobes quickly and affordably.

**Paragraph 2:**

The accessibility of inexpensive new clothes is relatively new. Up until the about 1950s, a large amount of clothing was still made in the home, or in local factories and couture houses for families that could afford it. In the 1960s young people embraced cheaply made clothing to follow new trends. Fashion brands had to find ways to keep up with this increasing demand for affordable clothing, leading them to open textile mills across the world.

**Paragraph 3:**

Today, fast fashion is boosted even further with the rise of social media and celebrity culture. When a celebrity posts a photo wearing a new outfit, fast fashion brands rush to be the first to make a similar style accessible to the general public.

---

**B.2. Results: Main Effects and Two-Way Interactions**

**Study 3.1: Testing for Infrahumanization of Outgroup Members Harmed by Climate Change**

**Emotion Ratings.**

**Main Effects.** There was a significant main effect of emotion humanness, $F(1, 249) = 307.608, \ p < .001, \ \eta_p^2 = .55$. Residents of Lagos were seen as typically
experiencing emotions shared with other animals ($M = 57.4$, $SE = 0.64$) to a greater extent than uniquely human emotions ($M = 48.6$, $SE = 0.72$), $p < .001$. There was also a significant main effect of emotion valence, $F(1, 249) = 17.691$, $p < .001$, $\eta^2_p = .07$, whereby participants rated residents of Lagos as experiencing positive emotions ($M = 55.8$, $SE = 0.93$) to a greater extent than negative emotions ($M = 50.2$, $SE = 0.92$), $p < .001$. There was no significant main effect of harm condition on emotion typicality ratings, $F(2, 249) = 1.63$, $p = .198$, $\eta^2_p = .01$.

**Condition*Humanness.** A significant two-way interaction between harm condition and emotion humanness was found $F(2, 249) = 20.27$, $p < .001$, $\eta^2_p = .14$. However, the pattern of results did not follow that predicted by infrahumanization theory. Residents of Lagos were not seen as experiencing uniquely human emotions any differently between the harm responsible condition ($M = 48.7$, $SE = 1.24$) and the harm not responsible condition ($M = 47.8$, $SE = 1.24$), $p = 1$. Uniquely human emotion ratings in the no harm condition ($M = 49.4$, $SE = 1.24$) did not differ from those in either of the harm conditions, both $ps = 1$. No difference in ratings of emotions shared with animals was found between the harm responsible condition ($M = 60.0$, $SE = 1.11$) and the harm not responsible condition ($M = 58.3$, $SE = 1.11$), $p = .842$. Compared to participants in the no harm condition ($M = 53.7$, $SE = 1.11$), emotions shared with other animals were rated significantly higher by those in both the harm responsible condition ($p < .001$) and the harm not responsible condition ($p = .011$).

**Condition*Valence.** A significant two-way interaction was found between harm condition and emotion valence, $F(2, 246) = 57.714$, $p < .001$, $\eta^2_p = .32$. No difference was found in ratings of positive emotions between participants in the harm responsible condition ($M = 53.14$, $SE = 1.61$) and those in the harm not responsible condition ($M = 49.80$, $SE = 1.61$), $p = .433$. Participants in the no harm condition ($M = 64.53$, $SE = 1.61$) rated positive human emotions higher than participants in either of the harm conditions, both $ps < .001$.

No difference in ratings of negative emotions was found between the harm responsible condition ($M = 55.6$, $SE = 1.59$) and the harm not responsible condition ($M = 56.3$, $SE = 1.59$),
Participants in both harm conditions rated negative emotions higher than those in the no harm condition ($M = 38.6$, $SE = 1.59$), both $ps < .001$.

**Humanness*Valence.** A significant two-way interaction between emotion humanness and emotion valence was found $F(1, 249) = 275.124$, $p < .001$, $\eta^2_p = .53$. No difference was found in how participants perceived residents of Lagos as experiencing positive emotions when they were uniquely human ($M = 56.4$, $SE = 0.93$) compared to when they were shared with other animals ($M = 55.2$, $SE = 1.05$), $p = .074$. In contrast, participants perceived residents of Lagos as experiencing negative emotions to a greater extent when they were shared with other animals ($M = 59.5$, $SE = 1.07$) than when they were uniquely human ($M = 40.9$, $SE = 0.96$), $p < .001$.

**Study 3.2: Testing for Infrahumanization of Outgroup Members Harmed by Fast Fashion**

**Emotion Ratings.**

**Main Effects.** A significant main effect of emotion humanness was found, $F(1, 249) = 112.095$, $p < .001$, $\eta^2_p = .31$. Emotions shared with other animals ($M = 47.0$, $SE = 0.63$) tended to be rated higher than uniquely human emotions ($M = 41.1$, $SE = 0.77$), $p < .001$. A significant main effect of emotion valence was also found, $F(1, 249) = 348.403$, $p < .001$, $\eta^2_p = .58$. Participants tended to rate textile workers as experiencing negative emotions ($M = 58.0$, $SE = 0.90$) to a greater extent than positive emotions ($M = 30.2$, $SE = 1.06$), $p < .001$. No main effect of harm condition was found, $F(2, 249) = 0.63$, $p = .533$, $\eta^2_p = .01$.

**Condition*Humanness.** A significant two-way interaction between harm condition and emotion humanness was found, $F(2, 249) = 5.647$, $p = .004$, $\eta^2_p = .04$. Contrary to the previous research on a infrahumanization following harm, there was no significant difference in the extent to which participants attributed uniquely human emotions to textile workers between the harm responsible condition ($M = 41.4$, $SE = 1.33$) and the harm not responsible condition ($M = 39.2$, $SE = 1.33$), $p = .74$. Unlike in our Study 3.1 results, the extent to which participants attributed uniquely human emotions to textile workers did not differ between the
no harm condition \((M = 42.8, \ SE = 1.33)\) and either the harm responsible condition \((p = 1)\) or the harm not responsible condition \((p = .170)\). Similarly, the extent to which participants attributed emotions shared with other animals to textile workers did not differ between the harm responsible condition \((M = 48.0, \ SE = 1.08)\) and the harm not responsible condition \((M = 46.9, \ SE = 1.08), \ p = 1\). Participants in the no harm condition \((M = 46.1, \ SE = 1.08)\) did not rate shared emotions any differently than those in either the harm responsible condition \((p = .627)\) or the harm not responsible condition \((p = 1)\).

**Condition*Valence.** A significant two-way interaction was also found between harm and emotion valence, \(F(2, 246) = 29.730, \ p < .001, \ \eta^2_p = .19\). No significant difference was found in the extent to which participants perceived textile workers as typically experiencing positive emotions between the harm responsible condition \((M = 27.7, \ SE = 1.84)\) and the harm not responsible condition \((M = 24.2, \ SE = 1.84), \ p = .524\). Participants in no harm condition \((M = 38.6, \ SE = 1.84)\) rated textile workers as typically experiencing positive emotions to a greater extent than those in either of the two harm conditions, both \(ps < .001\). No significant difference was found in the extent to which participants believed textile workers typically experience negative emotions between the harm responsible condition \((M = 61.7, \ SE = 1.55)\) and the harm not responsible condition \((M = 61.9, \ SE = 1.55), \ p = 1\). Participants in each of the two harm conditions rated textile workers as experiencing negative emotions to a greater extent than those in the no harm condition \((M = 50.3, \ SE = 1.55), \ both \ ps < .001\).

**Humanness*Valence.** A significant two-way interaction between emotion humanness and emotion valence was found \(F(1, 249) = 563.328, \ p < .001, \ \eta^2_p = .68\). Participants perceived textile workers in fast fashion supply chains as experiencing positive uniquely human emotions \((M = 34.6, \ SE = 1.15)\) to a greater extent than positive emotions shared with other species \((M = 25.7, \ SE = 1.10), \ p < .001\). Participants also perceived textile workers as typically experiencing negative emotions shared with other animals \((M = 68.3, \ SE = 1.02)\) to a greater extent than negative uniquely human emotions \((M = 47.6, \ SE = 1.00), \ p < .001\).
B.3. Comparing Alternative Analyses for Study 3.3

Alternative Analyses When Testing for Infrahumanization Following Harm

Alternative results when deciding which highly influential emotions were excluded (if any) are displayed in Table B9, and associated main results are displayed in Table B10.

Table B9. Results of regression models when testing for infrahumanization following harm using different analyses

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Condition</th>
<th>F</th>
<th>df</th>
<th>b</th>
<th>p</th>
<th>R²</th>
<th>r*</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 emotions in all models</td>
<td>HR</td>
<td>4.334</td>
<td>1,62</td>
<td>-.112</td>
<td>.042</td>
<td>.07</td>
<td>-.256</td>
</tr>
<tr>
<td></td>
<td>HNR</td>
<td>3.18</td>
<td>1,62</td>
<td>-.126</td>
<td>.08</td>
<td>.05</td>
<td>-.221</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>2.581</td>
<td>1,62</td>
<td>-.107</td>
<td>.113</td>
<td>.04</td>
<td>-.2</td>
</tr>
<tr>
<td>Model-by-model</td>
<td>HR</td>
<td>5.667</td>
<td>1,61</td>
<td>-.128</td>
<td>.02</td>
<td>.09</td>
<td>-.292</td>
</tr>
<tr>
<td></td>
<td>HNR</td>
<td>7.84</td>
<td>1,59</td>
<td>-.202</td>
<td>.007</td>
<td>.12</td>
<td>-.343</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>5.168</td>
<td>1,60</td>
<td>-.15</td>
<td>.027</td>
<td>.08</td>
<td>-.282</td>
</tr>
<tr>
<td>59 emotions in all models</td>
<td>HR</td>
<td>7.231</td>
<td>1,57</td>
<td>-.156</td>
<td>.009</td>
<td>.11</td>
<td>-.336</td>
</tr>
<tr>
<td></td>
<td>HNR</td>
<td>5.636</td>
<td>1,57</td>
<td>-.18</td>
<td>.021</td>
<td>.09</td>
<td>-.3</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>2.878</td>
<td>1,57</td>
<td>-.123</td>
<td>.095</td>
<td>.05</td>
<td>-.219</td>
</tr>
</tbody>
</table>

Notes: HR = Harm responsible condition; HNR = Harm not responsible condition; NH = No harm condition; b = coefficient of the predictor variable (emotion humanness); r* = Pearson correlation coefficient between emotion humanness and outgroup emotion rating. No meaningful difference can be seen between the different analyses. Analysis with 64 emotions in all models included all emotions from our selection in each model. The model-by-model analysis excluded highly influential emotions from each respective model; thus, the models differed in which and how many emotions were included. Analysis with 59 emotions excluded emotions identified as highly influential in any model from all three models (Bitterness, Disenchantment, Disillusion, Optimism and Terror removed).
Table B10. Comparing the regression coefficients between the different conditions when testing for infrahumanization following harm using different analyses

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Models being compared</th>
<th>$z$</th>
<th>$p$</th>
<th>Cohen’s $q$</th>
<th>Same result using Pearson $r$?</th>
<th>Same result with partial regression?</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 emotions</td>
<td>HR &amp; HNR</td>
<td>.082</td>
<td>.934</td>
<td>.02</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HR &amp; NH</td>
<td>.028</td>
<td>.978</td>
<td>.01</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HNR &amp; NH</td>
<td>.11</td>
<td>.913</td>
<td>.02</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Model-by-model</td>
<td>HR &amp; HNR</td>
<td>.413</td>
<td>.68</td>
<td>.08</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HR &amp; NH</td>
<td>.122</td>
<td>.903</td>
<td>.02</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HNR &amp; NH</td>
<td>.291</td>
<td>.771</td>
<td>.05</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>59 emotions</td>
<td>HR &amp; HNR</td>
<td>.132</td>
<td>.90</td>
<td>.03</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HR &amp; NH</td>
<td>.176</td>
<td>.861</td>
<td>.03</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HNR &amp; NH</td>
<td>.307</td>
<td>.759</td>
<td>.06</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Notes: $HR =$ Harm responsible condition; $HNR =$ Harm not responsible condition; $NH =$ No harm condition. Results of Fisher Z transformations performed using the cocor package in R are displayed. The theoretically relevant comparison is between HR & HNR, while the comparisons between HR & NH, and HNR & NH are not theoretically relevant. Comparing Pearson correlation coefficients between emotion humanness and outgroup emotion ratings, rather than regression coefficients, yielded the same results. Comparing partial regression coefficients while controlling for emotion valence yielded the same results. No meaningful difference can be seen between the different analyses.
**Alternative Analyses when Testing for Negative Affect when Harmed.**

Alternative results when deciding which highly influential emotions were excluded (if any) are displayed in Table B11, and associated main results are displayed in Table B12.

**Table B11.** Results of regression models using different analyses when testing for negative affect when harmed

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Condition</th>
<th>F</th>
<th>df</th>
<th>b</th>
<th>p</th>
<th>R²</th>
<th>r*</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 emotions in all models</td>
<td>HR</td>
<td>25.41</td>
<td>1,62</td>
<td>-.161</td>
<td>.001</td>
<td>.29</td>
<td>-.54</td>
</tr>
<tr>
<td></td>
<td>HNR</td>
<td>67.94</td>
<td>1,62</td>
<td>-.277</td>
<td>.001</td>
<td>.52</td>
<td>-.723</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>236.7</td>
<td>1,62</td>
<td>.314</td>
<td>.001</td>
<td>.79</td>
<td>.891</td>
</tr>
<tr>
<td>Model-by-model</td>
<td>HR</td>
<td>52.51</td>
<td>1,59</td>
<td>-.198</td>
<td>.001</td>
<td>.47</td>
<td>-.686</td>
</tr>
<tr>
<td></td>
<td>HNR</td>
<td>116.3</td>
<td>1,59</td>
<td>-.314</td>
<td>.001</td>
<td>.66</td>
<td>-.815</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>283.9</td>
<td>1,60</td>
<td>.329</td>
<td>.001</td>
<td>.83</td>
<td>.91</td>
</tr>
<tr>
<td>59 emotions in all models</td>
<td>HR</td>
<td>44.95</td>
<td>1,57</td>
<td>-.187</td>
<td>.001</td>
<td>.44</td>
<td>-.664</td>
</tr>
<tr>
<td></td>
<td>HNR</td>
<td>104.9</td>
<td>1,57</td>
<td>-.307</td>
<td>.001</td>
<td>.65</td>
<td>-.805</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>255</td>
<td>1,57</td>
<td>.318</td>
<td>.001</td>
<td>.82</td>
<td>.904</td>
</tr>
</tbody>
</table>

**Notes:** HR = Harm responsible condition; HNR = Harm not responsible condition; NH = No harm condition; b = coefficient of the predictor variable (emotion valence); r* = Pearson correlation coefficient between emotion humanness and outgroup emotion rating. Analysis with 64 emotions in all models included all emotions from our selection in each model. The model-by-model analysis excluded highly influential emotions from each respective model; thus, the models differed in which emotions were included. Analysis with 59 emotions excluded emotions identified as highly influential in any model from all three models (Guilt, Love, Shame, Euphoria and Grief removed). No meaningful difference can be seen between the different analyses.
Table B12. Comparing the regression coefficients between the different conditions when testing for negative affect when harmed, using different analyses

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Models being compared</th>
<th>$z$</th>
<th>$p$</th>
<th>Cohen’s $q$</th>
<th>Same result using Pearson r?</th>
<th>Same result with partial regression?</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 emotions</td>
<td>HR &amp; HNR</td>
<td>0.678</td>
<td>.498</td>
<td>.12</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HR &amp; NH</td>
<td>2.691</td>
<td>.007</td>
<td>.49</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HNR &amp; NH</td>
<td>3.368</td>
<td>&lt; .001</td>
<td>.61</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Model-by-model</td>
<td>HR &amp; HNR</td>
<td>0.672</td>
<td>.502</td>
<td>.13</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HR &amp; NH</td>
<td>2.934</td>
<td>.003</td>
<td>.54</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HNR &amp; NH</td>
<td>3.609</td>
<td>&lt; .001</td>
<td>.67</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>59 emotions</td>
<td>HR &amp; HNR</td>
<td>0.677</td>
<td>.498</td>
<td>.13</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HR &amp; NH</td>
<td>2.749</td>
<td>.006</td>
<td>.52</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>HNR &amp; NH</td>
<td>3.426</td>
<td>&lt; .001</td>
<td>.65</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Notes: Cond 1 = Harm responsible condition; Cond 2 = Harm not responsible condition; Cond 3 = No harm condition. Results of Fisher Z transformations performed using the cocor package in R are displayed. The theoretically relevant comparisons are between Conditions 1 & 3, and 2 & 3, whereas the comparison between HR & HNR is not theoretically relevant. Comparing Pearson correlation coefficients between emotion valence and outgroup emotion ratings, rather than regression coefficients, yielded the same results. Comparing partial regression coefficients while controlling for emotion humanness yielded the same results. No meaningful differences can be seen between the different analyses.
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